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FOREWORD

This IMA Volume in Mathematics and its Applications

MATHEMATICS OF DNA STRUCTURE, FUNCTION,
AND INTERACTIONS

contains papers presented at a highly successful one-week workshop held
on September 16-21, 2007 on the same title. The event was an integral
part of the 2007–2008 IMA Thematic Year on “Mathematics of Molecular
and Cellular Biology.” We are grateful to all the participants for making
this workshop a very productive and stimulating event.

We owe special thanks to Craig John Benham (Davis Genome Center,
University of California, Davis), Stephen Harvey (Department of Chem-
istry and Biochemistry, Georgia Institute of Technology), Wilma K. Ol-
son (Department of Chemistry and Chemical Biology, Rutgers University),
De Witt L. Sumners (Department of Mathematics, Florida State Univer-
sity), and David Swigon (Department of Mathematics University of Pitts-
burgh) for their superb role as workshop organizers and editors of these
proceedings.

We take this opportunity to thank the National Science Foundation
for its support of the IMA.

Series Editors

Fadil Santosa, Director of the IMA

Markus Keel, Deputy Director of the IMA



PREFACE

Propelled by the success of the sequencing of the human and many
related genomes, molecular and cellular biology has delivered significant
scientific breakthroughs. Mathematics (broadly defined) continues to play
a major role in this effort, helping to discover the secrets of life by working
collaboratively with bench biologists, chemists and physicists. The criti-
cal need, which has already begun, is the development of a quantitative
body of theory for biology. This development of theory is expected to have
the same impact on biology as it did on the sciences of physics, chemistry
and engineering in the 20th century. People with strong backgrounds in
both biology and the mathematical sciences are creating this quantitative
body of theory. Because of its outstanding record of interdisciplinary re-
search and training, the IMA was an ideal venue for the 2007-2008 IMA
thematic year on Mathematics of Molecular and Cellular Biology. This vol-
ume is dedicated to the memory of Nicholas Cozzarelli, a dynamic leader
who fostered research and training at the interface between mathematics
and molecular biology. Nick was the founding director of the Program
in Mathematics and Molecular Biology (PMMB), a national research and
training consortium in existence from 1987-2007. Two of the editors of
this volume (Olson and Sumners) were members of PMMB, and one of
the editors (Swigon) was a PMMB Fellow. Seven of the thirty-one au-
thors of papers in this volume were PMMB Fellows, an indication of the
influence of Nick Cozzarelli on research at the mathematics/molecular bi-
ology interface. The kickoff event for the IMA thematic year was the IMA
tutorial on Mathematics of Nucleic Acids, and the following 6-day IMA
workshop Mathematics of DNA Structure, Function and Interactions, held
during September 15-21, 2007 in Minneapolis. The workshop consisted of
32 talks and 17 posters, and enjoyed participation by 120 interdisciplinary
scientists, a mix of mathematicians, biologists, chemists, physicists and en-
gineers. This volume consists of a remembrance of Nick Cozzarelli by two
past members of his Berkeley molecular biology laboratory, and 15 papers
contributed by speakers at the tutorial and workshop. It contains of some
of the state-of-the-art in mathematical approaches to DNA as of September
2007. A short description of the articles in the volume follows. For a more
complete idea of the content of each article, please see the introductions to
each article.

1. Nick Cozzarelli: A personal remembrance by Stephen D. Levene
and Lynn Zechiedrich. Steve and Lynn were postdocs in the Cozzarelli
lab during the period 1989-1997. This remembrance is very perceptive in
the description of Cozzarelli as a blast-ahead interdisciplinary scientist, and
recounts a hilarious incident at the lab in which Nick accepts an unexpected
NIH merit award over the phone.

vii



viii PREFACE

2. Mathematical methods in DNA topology: Applications to chro-
mosome organization and site-specific recombination, by Javier Arsuaga,
Yuanan Diao, and Mariel Vazquez. This paper explores some of the uses
of knot theory and 3-dimensional manifold topology to model chromosome
organization and the binding and mechanism of site-specific DNA recom-
bination enzymes. The paper reviews both theoretical and computational
topological methods.

3. Conformational statistics of DNA and diffusion equations on the
Euclidean group by Gregory S. Chirikjian. Using wormlike chain models
for DNA, this paper studies the problem of determining the probability
density of end-to-end chain position and orientation. Solutions are obtained
by solving the Fokker-Planck equation that describes a diffusion process on
the Euclidean motion group.

4. Perspectives on DNA looping, by Laura Finzi. This paper presents
a survey of the field of DNA looping, with emphasis on three repressor
systems lac, gal and phage lambda. The paper concentrates on the insight
gained on transcriptionally-relevant DNA looping mechanisms by single-
molecule approaches.

5. Differences between positively and negatively supercoiled DNA that
topoisomerases may distinguish, by Jonathan M. Fogg, Daniel J. Catanese,
Jr. Graham Randall, Michelle C. Swick, and Lynn Zechiedrich. This article
presents a new biological perspective on DNA supercoiling, including a
review of the functional importance and practical issues encountered in
laboratory work. It provides hints of the features of DNA structure and
energetics that topoisomerases may utilize in controlling the supercoiled
state of DNA.

6. Calibration of tethered particle motion experiments, by Lin Han,
Bertrand Lui, Seth Blumberg, John F. Beausang, Philip C. Nelson, and
Rob Phillips. The Tethered Particle Motion (TPM) method has been used
to observe and characterize a variety of protein-DNA interactions including
DNA looping and transcription. This paper describes a detailed calibration
of TPM magnitude as a function of DNA length and particle size, exploring
how experimental parameters such as acquisition time and exposure time
affect the apparent motion of the tethered particle

7. Difference topology: Analysis of high-order DNA-protein assem-
blies, by Makkuni Jayaram and Rasika Harshey. This paper studies Differ-
ence topology, a method for deciphering the DNA topology within DNA-
protein complexes that are not readily amenable to standard structural
analyses. The logic is to trap the crossings formed by distinct DNA seg-
ments by tying them into knots or links by site-specific DNA inversion
and deletion, respectively, carried out by a recombinase. The number of
such crossings can then be counted by analytical methods such as gel elec-
trophoresis or electron microscopy.

8. Useful intrusions of DNA topology into experiments on protein-
DNA geometry, by Jason D. Kahn, James R. Jenssen, and Vasavi Vittal.
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This paper studies the use of small DNA minicircles to characterize protein-
induced DNA bending and twisting. In every case studied, topological
characterization of minicircle synthesis or properties has led to unexpected
geometric or mechanistic conclusions.

9. Topological analysis of DNA-protein complexes, by Soojeong Kim
and Isabel K. Darcy. Tangles have been used to model protein-bound
DNA. The protein is represented by a 3D ball and the protein-bound DNA
is represented by the strings embedded in the 3D ball. This paper reviews
tangle analysis of protein-DNA complexes involving three or four segments
of DNA.

10. Closing the loop on protein-DNA interactions: Interplay between
shape and flexibility in nucleoprotein assemblies having implications for
biological regulation, by Stephen D. Levene and Yongli Zhang. The for-
mation of DNA loops by proteins bound at distant sites along a single
molecule is an essential mechanistic aspect of many biological processes
including gene regulation, DNA replication, and recombination. This pa-
per describes a rigorous theory for DNA loop formation that connects the
global mechanical and geometric properties of both DNA and protein, with
applications to the problem of loop-mediated gene repression in vivo by lac
repressor.

11. Four-way helical junctions in DNA molecules, by David M.J. Lil-
ley. Four-way (Holliday) junctions are branch points in DNA where four
helices are interconnected by the mutual exchange of strands. This paper
presents a short review focusing on recent developments in understanding
the structure and dynamics of DNA four-way junctions.

12. Micromechanics of single supercoiled DNA molecules, by John F.
Marko. This paper reviews the theory of the mechanical response of single
DNA molecules under stretching and twisting stresses. Using established
results for the semiflexible polymer including the effect of torsional stress,
and for the free energy of plectonemic supercoils, a theory of coexisting
plectonemic and extended DNA is constructed and shown to produce phe-
nomena observed experimentally.

13. Flexibility of nucleosomes on topologically constrained DNA, by
Andrei Sivolob, Christophe Lavelle and Ariel Prunell. This paper reviews
results on nucleosome conformational flexibility, its molecular mechanism
and its functional relevance. The initial approach combined both empirical
measurement and theoretical simulation of the topological properties of
single particles reconstituted on DNA minicircles.

14. The mathematics of DNA structure, mechanics, and dynamics, by
David Swigon. A brief review is given of the main concepts, ideas, and
results in the fields of DNA topology, elasticity, mechanics and statistical
mechanics. Discussion includes the notions of the linking number, writhe,
and twist of closed DNA, elastic rod models, sequence-dependent base-pair
level models, statistical models such as helical worm-like chain and freely
jointed chain, and dynamical simulation procedures.
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15. Paradox regained: A topological coupling of nucleosomal DNA
wrapping and chromatin fibre coiling, by Andrew Travers. The folding
and unfolding of the chromatin fibre is a fundamental control point for
the regulation of eukaryotic transcription. This paper presents a novel
solution to the so-called linking number paradox problem and shows that
this solution implies that the chromatin fibre acts a tunable coil.

16. Statistical-mechanical analysis of enzymatic topological transfor-
mations in DNA molecule, by Alexander Vologodskii. This paper reviews
computational approaches to the analysis of action of two classes of DNA
enzymes: topoisomerase and recombinase. Comparing the simulated distri-
bution with corresponding experimental data serves as a model test. The
major principles and assumptions of the approach, which is based on the
simulation of an equilibrium set of DNA conformations, are discussed.

On behalf of the editors, I would like to thank the authors of papers
for contributing to this volume, and for their cooperation in the editorial
process. Special thanks go to Patricia V. Brick and Dzung N. Nguyen for
their excellent assistance in preparing papers for the volume publisher.
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NICK COZZARELLI: A PERSONAL REMEMBRANCE

STEPHEN D. LEVENE∗
AND LYNN ZECHIEDRICH†

In the weeks following Nick Cozzarelli’s untimely passing two years
ago, much was written about his fundamental contributions to molecular
biology [1–6]. It is not our intent here to recapitulate an account of his
groundbreaking scientific contributions or his outstanding service to the
scientific community, which were covered well previously. Instead, we offer

∗Departments of Molecular & Cell Biology and Physics, University of Texas at Dallas,
Richardson, TX 75080.

†Departments of Molecular Virology & Microbiology and Biochemistry & Molecular
Biology, Baylor College of Medicine, Houston, TX 77030.

1
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2 STEPHEN D. LEVENE AND LYNN ZECHIEDRICH

a personal portrayal of Nick as seen through the eyes of those who worked in
his laboratory. As postdocs in the Cozzarelli laboratory spanning the years
between 1989 and 1997 (S.D.L. 1989–92; L.Z. 1990–97), we were privileged
to witness firsthand a period when the scope of Nick’s interests and the
range of techniques he would apply to problems underwent a dramatic
expansion.

Nick called himself a biochemist, but one of the many things that
made him unique was his ability to readily grasp and apply mathematical
and physical concepts to problems involving DNA. Unlike many classically
trained biochemists of his generation, Nick was as much at home discussing
science with mathematicians and physicists as with colleagues who came
from backgrounds similar to his. This was a major attraction of Nick’s
program for students and postdocs, who came from as diverse a collection
of disciplines as one could imagine in a biochemistry laboratory. It is
with this perspective that we dedicate this volume to the memory of Nick
Cozzarelli.

Steve recalls that when he first arrived in Berkeley Nick’s laboratory
space was located in Stanley Hall, also known historically as the “virus
lab.” The building was a vestige of the 1950s, but has since been replaced
by a state-of-the-art bioengineering and biophysics building of the same
name. The Cozzarelli laboratory at that time was spacious, but remark-
able for its lack of any recent renovation. It became clear shortly after one’s
arrival that the low-tech/high-tech dichotomy reflected in the ambience of
the laboratory space mirrored Nick’s approach to scientific problems. He
was fearless in making use of new technology, sometimes long before the
underlying principles became understood (such as the analysis of DNA
topology by gel electrophoresis) or before equipment was readily available
(such as postdoctoral colleague Junghuei Chen’s improvised “PCR” set up,
which consisted of a series of beakers over Bunsen burners, a timer and a
pair of hands. At 2-minute intervals Junghuei would alternately plunge mi-
crocentrifuge tubes into hot- and cold-water baths – it worked beautifully).
At the same time, Nick recognized the power of computer simulation and
modeling before many other biochemists did and made extensive use of
computation to verify or predict experimental outcomes.

Casual acquaintances would characterize Nick as an extrovert; he was
wonderful to meet and had something interesting to say on almost any topic
to everyone. When Lynn interviewed with him, he took her to lunch at the
Berkeley Art Museum on campus. A famous abstract painter was giving
a lecture on his art, which was installed then at the museum. When the
artist finished his lecture, he asked for any questions and Nick was the first
to raise his hand and they ended up having a long, animated conversation
about the value of art in scientific publications. Indeed, Nick considered
the art of illustration extremely important, which often led to the exchange
of multiple figure drafts in the course of preparing manuscripts. This is just
one example of many things that Nick passed along to his trainees.
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To those who knew him well, “extrovert” was only part of the compli-
cated equation that was Nick. “Intense” was another part. In conversation,
Nick listened intently and always identified and grasped the most impor-
tant points. With near-brutal execution, he would expose any weakness
in the argument or the data, usually during laboratory meetings. There
are many stories of how, over the years, his students and postdocs would
respond to his direct approach. Tears were one response. A quick exit and
slam of the door were another. But for the most part, his trainees prepared
better and thought harder about their results; learning in the process how
to identify weaknesses in an approach. The intensity of Nick’s criticism
was never personal, even if sometimes it could feel that way. The focus was
always on asking the best questions and answering them conclusively.

Nick approached everything he did in exactly the same way – as a quest
for perfection. He recognized and appreciated excellence in all realms-
sports, food, music, art. He was a bibliophile. Nick said once that the
day he had to stop reading literature for science would be the day he quit
science. That explained how he kept up on a wide range of topics and
could discuss any of them intelligently and passionately. One of Nick’s
most cherished possessions was his and Linda’s Japanese garden, which
was stocked with many rare plant specimens. His extraordinary attention
to detail was apparent in this beautiful garden, and this trait, too, infused
his approach to science.

He was acutely aware of his own faults and limitations; without hesita-
tion, he sought feedback from those around him and could accept criticism
as well as he could deliver it. Because of his directness, these interactions
seemed natural. Lynn recalls an incident when Nick emerged from his of-
fice and blurted out, “Lynn, am I a sexist pig?” After a long pause, his
color changed to pale. He hung his head, “Oh no, it’s true.” Her response:
“You don’t mean to be, but there are some things that you do and say that
could be perceived as sexist by some people.” After a long pause and with
a dejected expression, Nick replied: “Please tell me.” It takes a very strong
person to look directly at his potential weaknesses. He listened carefully
and thoughtfully to her comments, thanked her for her honesty, and com-
mitted himself to change. He truly had not realized how some of what he
did or said might look or sound. The ability to adapt, and accept criticism
without judgment or rancor was an important ingredient of Nick’s success
and accounts in large measure for the stunningly successful collaborations
that he was involved in throughout his career.

With his directness and intensity Nick could be labeled, perhaps ap-
propriately, as mercurial. However, Nick would always express his feelings
and then move on. He was the exact opposite of the passive-aggressive
stereotype, who maintains a pleasant facade, but is privately critical. If he
was unhappy about something he would confront you (sometimes raising
his voice), but this was usually followed up with praise behind your back.
He was remarkably supportive when it counted.
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Nick always appreciated and showed his appreciation to the members
of his laboratory for the work that they did. He was generous in crediting
others for ideas and data. This was a brilliant training move, one that
empowered trainees and helped them to take ownership of their projects,
thereby instilling confidence. However, it also speaks to the fact that Nick
was never one to get caught up in the scramble for credit, who came first
or did what. He put results and scientific goals above all else. Not that
if you crossed the line he wouldn’t let you know it. He once reviewed a
manuscript submitted for publication and the colleague “forgot” to cite one
of the ideas that Nick was most proud of: the “poison” hypothesis for the
mechanism of quinolone gyrase inhibitors. He immediately picked up the
phone and asked the scientist, “What the hell do you think you’re doing
ignoring our manuscript?” Of course, when the paper was published, Nick
and Ken Kreuzer’s work was properly credited.

When Nick was talking on the phone or working on a manuscript or
grant in the office with his door closed, he was grumpy if you interrupted
him. So, everyone in the laboratory was loathe to take a phone call on the
laboratory extension for Nick because that meant you would be the one to
have to interrupt him. One day Lynn picked up. “I need to speak with Dr.
Nicholas Cozzarelli please.” She said, “This is not his office phone number.
Please call him there.” The man responded, “I’ve been trying to call that
number for hours; I need to speak with him- is he there?” Sighing, she
said, “Yes, but he must be on the phone or busy if he is not answering his
phone (trying hard to communicate that interrupting him was not a good
idea).” The man was insistent so she grudgingly knocked on Nick’s door.
“TELL HIM TO CALL ME ON THIS LINE!” was Nick’s response. “Nick, I
told him that, but he is very insistent that you come to the phone.” The
door whipped open and she could see the frustration roil in his eyes as he
stomped to the laboratory phone in his house slippers.

There was no missing Nick’s half of the ensuing conversation:

“HELLO?” he shouted into the mouthpiece.
“YES, I KNOW ABOUT THAT PROGRAM AND IT

STINKS. I THINK IT IS A TERRIBLE IDEA AND I HAVE

TOLD EVERYONE I COULD...”
“What?” “Oh, thank you very much... yes, I gratefully
accept.”

He hung up the phone and turned to Lynn and then-postdoc Roland
Kanaar. “I just won one of those NIH merit awards.” They took him out
for a beer to celebrate a great honor - 10 years of NIH support without
having to write a competing renewal.

There are many qualities involved in good mentorship, one of which
is to know when to coach and when to let go. Nick had extraordinary
intuition in this regard; a gift for knowing how to deliver encouragement at
the right moment and in the right way, but giving students and postdocs
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the freedom to follow their own paths. He was sensitive to individual
styles and recognized that science is an endeavor where “one size” does
not fit all. The importance of having confidence in one’s own abilities and
the conviction of one’s ideas were stressed; ever the optimist, Nick always
looked at the positive first while maintaining a healthy level of skepticism.

One thing that his trainees and close friends would probably all agree
on is that Nick was humble and considered himself lucky. “Me? Really” was
his response to being told he had been elected into the National Academy of
Sciences. Luck was something he always talked about in scientific contexts
and we always had the sense of Nick’s appreciation for all he was able
to accomplish in a career that seems much too short. But it’s our view
that Nick created his own luck through passion, dedication, integrity, and
a candid view of the world that sadly seems to belong to a different era.
We miss the values that Nick espoused just as we miss him as a friend,
colleague and mentor.
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MATHEMATICAL METHODS IN DNA TOPOLOGY:

APPLICATIONS TO CHROMOSOME ORGANIZATION

AND SITE-SPECIFIC RECOMBINATION

JAVIER ARSUAGA∗, YUANAN DIAO† , AND MARIEL VAZQUEZ‡

Abstract. In recent years, knot theory and low-dimensional topology have been
effectively used to study the topology and geometry of DNA under different spatial
constraints, and to solve the topological mechanisms of enzymes such as site-specific
recombinases and topoisomerases. Through continuous collaboration and close inter-
action with experimental biologists, many problems approached and the solutions pro-
posed remain relevant to the biological community, while being mathematically and
computationally interesting. In this paper, we illustrate the use of mathematical and
computational methods in a variety of DNA topology problems. This is by no means
an exhaustive description of techniques and applications, but is rather intended to in-
troduce the reader to the exciting applications of topology to the study of DNA. Many
more examples will be found throughout this book.

Key words. DNA knots, bacteriophage P4, DNA packing, random knots, site-
specific recombination, Xer, tangles.

AMS(MOS) subject classifications. Primary 57M25, secondary 92B99.

Motivation. DNA presents high levels of condensation in all organ-
isms. Volume reduction, defined as the ratio between the volume occupied
by a given genome and the volume occupied by a random walk of the
same length as the genome, ranges from 102 in Escherichia coli to 104 in
humans[50].

These large condensation values lead to questions such as how the
DNA is packed inside the eukaryotic cell nucleus, the prokaryotic cell, as
well as inside other organisms such as DNA viruses. The complexity of the
packing problem is magnified when one considers that the DNA molecule
needs to be readily available to multiple biological processes essential to the
proper functioning of the organism, such as DNA replication, transcription,
recombination and repair. The cell has evolved tools to remove unwanted
DNA entanglement and solve other topological problems, such as DNA un-
(or over-)winding, knotting or linking, and formation of multimers, that
may interfere with its functions. DNA topology, the study of geometrical
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(supercoiling) and topological (knotting) properties of circular DNA, pro-
vides the necessary experimental and computational techniques to describe
and quantify these problems and their solutions.

The paper is divided into two parts. In each part we present an impor-
tant problem in DNA topology, and the mathematical and computational
tools used to address it.

In Part I we discuss the formation of knots in bacteriophages and its
implications for phage packing geometry. Bacteriophages are viruses that
propagate in bacteria. Most dsDNA bacteriophages pack their genome
in a similar way inside the capsid, a proteinic enclosure with icosahedral
symmetry. In the 1980s Liu and colleagues found that DNA extracted
from bacteriophages P4 and P2 capsids was mostly knotted [63, 64]. The
origin of these knots and whether they contained any information about the
organization of the DNA inside the capsid remained unexplored. Here we
will describe our current knowledge on how these DNA knots are formed,
in particular we will focus on different mathematical models that have
been proposed to explain their formation. We will also emphasize how this
problem has been amenable to interdisciplinary studies and has generated
new mathematics [2, 7, 66].

Part II deals with the resolution of topological obstructions arising
during replication of the E. coli chromosome. The bacterial chromosome,
a 4.6Mbp double-stranded DNA circle, is condensed 103 times inside the
nucleoid. The two DNA strands are wrapped around each other an average
of 420, 000 times in the supercoiled bacterial chromosome and therefore the
DNA double-helix must be unwound in order to be copied. Interwinding of
newly replicated sister chromosomes in a partially replicated chromosome
forms precatenanes, which become catenanes (links) upon completion of
replication. Without careful management by cellular machinery, replica-
tion of the bacterial chromosome would lead to two sister molecules highly
linked together. The cell must solve the topological problem of separating
the two linked sister chromosomes to ensure proper segregation at cell di-
vision. Unlinking of replication catenanes is mainly achieved by the type
II topoisomerase Topo IV (reviewed in [41, 81]).

Furthermore, stalled or broken replication forks are repaired by homol-
ogous recombination. Occasionally crossing-over by homologous recombi-
nation generates DNA dimers, which may be knotted [84]. The dimers
are resolved by Xer recombination. The Xer system consists of enzymes
XerC and XerD, which act cooperatively and co-localize at the septum with
the protein FtsK. FtsK plays an essential role in dimer resolution, coordi-
nates chromosome segregation and cell division (reviewed in [9]). Recent
experimental evidence shows that XerCD-FtsK recombination can unlink
catenanes formed by site-specific recombination in vitro [52], as well as
catenanes formed by replication in vivo [47]. Here we will review the tan-
gle method for site-specific recombination. We will illustrate the method
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with applications to Xer recombination. The analysis will lead to several
possible topological pathways followed by the enzymes. The question is
posed as to whether the different pathways are simple planar projections
of the same 3-dimensional topological mechanism.

Part I. DNA Knotting in Bacteriophages.

In this part of the paper we present the problem of DNA knotting
in bacteriophage P4 as well as the various tools from the theory of ran-
dom knotting used to approach this problem. Bacteriophage P4 knots are
formed by random cyclization. In section 1 we introduce the problem of
random cyclization of DNA in free solution. We discuss several compu-
tational methods currently used to simulate this process, as well as the
corresponding analytical results to estimate the knotting probability of a
random polygonal curve in ℜ3. This work is used as a framework to study
the problem of DNA knotting in bacteriophages. Section 2 deals with
cyclization of DNA in confined volumes. First, we review some of the ex-
perimental results on DNA knots found in the bacteriophage P4 system.
This is followed by the description of three computational models and how
these models have been used to address the biological problem. In section
3 we discuss the limitations of these approaches and future directions.

1. Cyclization of DNA molecules in free solution.

1.1. Experimental studies on random cyclization of DNA

molecules. Random cyclization of long linear DNA molecules with sticky
(i.e. complementary) ends produces knots with non-trivial probability.
This knotting probability was independently estimated by Rybenkov et
al. [78] and by Shaw and Wang [83]. Both groups showed that the for-
mation of these knots depends on the length of the DNA molecule and
on the ionic conditions of the solution (i.e. the effective diameter of the
DNA molecule). In [78] it was found that the knotting probability for P4
DNA molecules circularized in solution was 3% and that the trefoil was the
prevalent knot population followed by smaller amounts of the four crossing
knot and even smaller amounts of the five crossing knots. Monte-Carlo
simulations of idealized polymer chains (e.g [58, 66]) and analytical results
[34] support these experimental results as explained below.

1.2. Simulations of Gaussian and equilateral random poly-

gons without confinement. The wormlike chain is the most accurate
polymer model for simulating DNA in solution. However other models such
as the equilateral random polygon (ERP) or the Gaussian random poly-
gon are good for estimating properties of long DNA molecules in the bulk
and at the same time are more amenable to the development of rigorous
analytical results. Several algorithms have been proposed for generating
samples of equilateral random polygons. These include the crankshaft al-
gorithm [58, 68], the hedgehog algorithm [58] and the pairwise rotation
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Table 1

Summary results concerning various random polygons. Results in parenthesis are
numerical results and – is the case when the numerical results vary because of the choices
of parameters. GPn stands for a Gaussian random polygon of n edges, EPn stands for
an equilateral random polygon of n edges, CEPn stands for an equilateral random poly-
gon of n edges within a confined space (usually a sphere with a predetermined radius),
Rn stands for a uniform random polygon of n edges and SPn for spooling random
model.

mean ACN leading coeff. knotting prob

GPn O(n ln n) 1/2π ≥ 1 − e−nǫ → 1

EPn O(n ln n) 3/16 ≥ 1 − e−nǫ → 1

CEPn O(n2) −− (≥ 1 − e−nǫ → 1)

Rn O(n2) (.115) (≥ 1 − e−nǫ → 1)

SPn O(n2) −− (≥ 1 − e−nǫ → 1)

algorithm [73]. The crankshaft algorithm is fairly popular among some
researchers. In this algorithm two vertices of the polygon are selected at
random, dividing the polygon into two subchains. One of the two sub-
chains is selected at random (with equal probabilities for each subchain),
and the selected subchain is rotated through a random angle around the
axis connecting the two end vertices of the subchain. In the hedgehog al-
gorithm an ERP is first generated and at each step two vectors are selected
at random, rotated with respect to their sum and placed back in the poly-
gon. The crankshaft algorithm generates an ergodic Markov chain in the
space of all ERPs of fixed length [68]. However the main drawback with
this algorithm is that the correlation between samples is very high and
therefore many configurations need to be generated in between any two
samples in the Markov chain. The hedgehog algorithm on the other hand
generates independent samples of polygons however it is unknown whether
it is ergodic or not. These algorithms have helped to estimate some of the
biologically relevant properties, such as the knotting probability and the
mean of the Average Crossing Number distribution (ACN), for equilateral
polygons as shown in Table 1. The leading coefficient 3/16 in the equi-
lateral random polygon case means the mean ACN of equilateral random
polygons of length n is of the form (3/16)n lnn + O(n). This number is
1/2π for the case of Gaussian random polygons.

1.3. Analytical results for knotting of polygons without con-

finement: Gaussian and equilateral random polygon models. A
Gaussian random vector X = (x, y, z) is a random point whose coordinates
x, y and z are independent standard normal random variables (with mean
= 0 and variance = 1). The pdf (probability density function) of X is the
joint pdf of x, y and z, which is

f(X) =

(

1√
2π

)3

e−
x2+y2+z2

2 =

(

1√
2π

)3

e−
|X|2

2 .
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A Gaussian random walk of n steps (denoted by GWn) consists of
n + 1 consecutive points X0 = (0, 0, 0) = O, X1, X2, ... , Xn such that
Yk+1 = Xk+1 − Xk (k = 0, 1, ..., n − 1) are independent Gaussian random
vectors. It follows that the joint pdf for all the vertices is

f(X1, X2, ..., Xn) =

(

1√
2π

)3n

e−
1
2
(|Y1|

2
+|Y2|

2
+···+|Yn|2)

=

(

1√
2π

)3n

e−
1
2
(|X1|

2
+|X2−X1|

2
+···+|Xn−Xn−1|

2
).

A Gaussian random polygon GPn is a conditioned GWn of n steps
such that the last vertex Xn coincides with the starting point X0 = O.
Thus, if we let gn(Xn) be the pdf of Xn for a GWn,

then the joint pdf of X1, X2, ..., Xn−1 of a GPn is

h(X1, X2, ..., Xn) = f(X1, X2, ..., Xn)/gn(O).

The one advantage of the Gaussian random polygons (over other ran-
dom polygon models) is that the joint probability density function of its
vertices is of an explicitly nice form. This enabled the derivation of the
following result concerning the knotting probability of a GPn [34].

Theorem 1.1. [34] Let K be any knot type, then there exists a positive
constant ǫ such that GPn contains K as a connected sum component with
a probability at least 1 − exp(−nǫ) provided that n is large enough.

One can obtain a similar result for equilateral random polygons.

Suppose Y1, Y2, ... , Yn are n independent random vectors uniformly
distributed on S2. An equilateral random walk of n steps, denoted by
EWn, is defined as the sequence of points in the three dimensional space
R

3: X0 = O, Xk = Y1 + Y2 + · · · + Yk, k = 1, 2, ..., n. Each Xk is called
a vertex of the EWn and the line segment joining Xk and Xk+1 is called
an edge of EWn (which is of unit length). Notice that the coordinates of
each point are not independent from each other due to the fact that the
distance between consecutive points in the polymer needs to be one. If the
last vertex Xn of EWn is fixed, then we have a conditioned random walk
EWn|Xn. In particular, EWn becomes a polygon if Xn = O. In this case,
it is called an equilateral random polygon and is denoted by EPn. The joint
probability density function f(X1, X2, ..., Xn) of the vertices of an EWn is
f(X1, X2, ..., Xn) = ϕ(U1)ϕ(U2) · · ·ϕ(Un) = ϕ(X1)ϕ(X2 − X1) · · ·ϕ(Xn −
Xn−1). Where ϕ(Ui) is the density function of selecting a random point
over the surface of the sphere.

Let Xk be the k-th vertex of an EWn (n ≥ k > 1), its density function
is defined by

fk(Xk) =

∫ ∫

· · ·
∫

ϕ(X1)ϕ(X2 − X1) · · ·

ϕ(Xk − Xk−1)dX1dX2 · · · dXk−1 (1.1)
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and it has the closed form fk(Xk) = 1

2π2r

∫∞

0
x sin rx

(

sin x
x

)k
dx [74]. In the

case of EPn, the density function of the vertex Xk can be approximated
by a Gaussian distribution, as given in the following lemma [30, 33, 34].

Lemma 1.1. Let Xk be the k-th vertex of an EPn and let hk be its
density function, then

hk(Xk) =

(√

3

2πσ2

nk

)3

exp

(

−3|Xk|2
2σ2

nk

)

+O

(

1

k5/2
+

1

(n − k)5/2

)

, (1.2)

where σ2

nk = k(n−k)

n .

In other words the density of the k step of an EPn can be approximated
by a Gaussian distribution with mean 0 and a standard deviation that
depends on The vertex number k and on the distance from the vertex to
the origin (or first vertex in the polygon).

This lemma provided the key link to apply the methods used in [34] for
the Gaussian random polygons to the equilateral random polygons, which
leads to the following theorem.

Theorem 1.2. [30] Let K be any knot type, then there exists a positive
constant ǫ such that EPn contains K as a connected sum component with
a probability at least 1 − exp(−nǫ), provided that n is large enough.

Numerical studies on EPn suggest a scaling law of 1−exp(−n/a) with
a = 244 ± 5 (see [66] and references therein).

The above two theorems imply that a long GPn or EPn contains many
connected sum components (with a high probability), which makes it highly
unlikely for the polygon to be achiral. This is stated in the following
corollary. However, this only provides reason for the long GPn and EPn

to favor chiral knots than achiral ones. For relatively short polygons, this
is not clear.

Corollary 1.1. [30, 34] There exists some constant θ > 0 such that
the probability that a GPn or an EPn is a chiral knot is at least 1 − 1

nθ .

The determination of the knot type of a circular molecule can tell us
its topological (minimum) crossing number, i.e., the minimum number of
crossings one will see no matter how this molecule is artificially stretched,
twisted, or bent. However, the average crossing number (ACN), defined
as the average of crossing numbers over all orthogonal projections of the
molecule, is a more natural geometric measure of the molecule entangle-
ment as it refers to the actual number of crossings that can be perceived
while observing a non-perturbed trajectory of a given molecule [55]. Fur-
thermore, it is believed that DNA knots migrate in gel eletrophoresis ac-
cordingly with their ACN [99].

The following theorems are presented in [31, 32] and establish the
O(n ln n) behavior of the mean ACN for the Gaussian and equilateral ran-
dom polygons as illustrated in Table 1.
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Theorem 1.3. Let χn be the ACN of an equilateral random walk of
n steps; then

E(χn) =
3

16
n ln n + O(n).

On the other hand, if χ′
n is the ACN of a Gaussian random polygon of n

steps, then

E(χ′
n) =

1

2π
n lnn + O(n).

2. Cyclization of DNA molecules in confined volumes: DNA

knotting in bacteriophage P4 capsids.

2.1. Experimental studies on DNA knots in bacteriophages.

In dsDNA bacteriophages the volume of the bacteriophage genome is re-
duced 100 times inside the capsid [53]. This volume reduction imposes
severe physical constraints on the DNA molecule. For instance the DNA
molecule is under (at least) 50 atmospheres of pressure [42, 93] and at
a concentration of 800mg/ml [56]. Despite these conditions the dsDNA
molecule is believed to preserve its double helical structure [8] and not to
have sequence-specific associations with the protein capsid. A number of
models have been proposed to describe the organization of the viral chro-
mosome under such extreme conditions of condensation. These include
coaxial and concentric spooling models [4, 20, 35, 76, 82], coaxial models
[10], toroidal models [51, 72], and liquid-crystaline models [61].

Bacteriophage P4 is an icosahedral phage of radius r = 180Å and a
linear dsDNA genome of 11.5 kb (l = 120 × 103Å). The genome is flanked
by two 16bp long single stranded complementary sequences of DNA called
cos sites. During phage morphogenesis a protein enclosure called capsid
is assembled first. This is followed by the packing of a single linear DNA
molecule into the capsid through the portal vertex. Infective viruses keep
at least one of their cos sites attached near the portal [21]. This attachment
prevents the two cos ends from meeting within the capsid and circulariz-
ing the chromosome. However in the experiments performed by Liu and
colleagues it was found that most of the DNA molecules phenol extracted
from bacteriophage P4 are circular and non-trivially knotted [63, 64].

Recent work [5, 6, 91, 92] reproduced and extended the results of Liu et
al. Figure 1 shows a two dimensional gel of DNA knots from bacteriophage
P4 in which different conditions are used in each dimension [91]. In this
figure the top spot corresponds to the unknotted molecule followed, along a
bell-shaped curve, by the trefoil knot, the figure eight (four-crossing) knot,
and so on. The spot ahead of the bell is the linear chain. The most remark-
able fact about this distribution is that about 95% of the DNA molecules
are knotted and only about 2% are knots between 3 and 10 crossing knots.
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Fig. 1. Two dimensional gel of knots extracted from bacteriophage P4.

Furthermore the large majority of the population consist of knots with 30
crossings or more [5]. These results are in high contrast with those obtained
by random cyclization of P4 DNA molecules in free solution (see Section 1.1
[78]) and suggested that knots extracted from bacteriophage P4 are formed
inside the phage capsid and therefore may be used as reporters for chromo-
some organization in P4. Despite the small percentage of knots with less
than 8 crossings (i.e. those that can be separated by gel electrophoresis)
two important properties of the knot distribution were revealed. First the
four crossing knot is mostly absent and second the torus knots 51 and the
71 are more probable than the twist knots 52 and 72 (contrary to what
is expected in free solution). The theoretical work described next aims at
explaining these experimental results. In this review we will focus only on
the problems of knotting probability and complexity.

2.2. Random knotting within a confined space. A simple ap-
proach to study the knotting probability and complexity of P4 knots is by
generating ensembles of random polygons inside different convex volumes.
Next we describe three models: the Confined Equilateral Random Polygon
(CEPn), the Uniform Random Polygon (URPn) and the Random Spooling
(SPn).

The Confined Equilateral Random Polygon.

In this model we consider ERPs confined to spheres of certain radius
r and use CEPn to denote such a polygon of length n. Figure 2 shows an
example of such polygon.

Unfortunately, the extra condition that confines the polygon to a
sphere of radius r completely invalidates the approximation formula given
in Lemma 1.2 for the vertex Xk of CEPn. Intuitively, a CEPn would be
more likely to be knotted than an EPn. Indeed, this is confirmed by nu-
merical studies [5, 65, 66] which were pioneered by Michels and Wiegel [65].
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Fig. 2. An equilateral random polygon inside a sphere.

In their studies molecular dynamics algorithms were used to sample closed
polygons and the knotting probability was computed. Michels and Wiegel
found that the knotting probability of a polygon inside a sphere increases
with respect to that in ℜ3 following a exp(Nα/r3) law with α = 2.28.
In more recent work [5, 66] large ensembles of CEPn were generated by
the crankshaft algorithm. In [66] the scaling law proposed by Michels and
Wiegel was confirmed and the coefficient α = 2.15 ± 0.04 improved.

In [5], the combination of experimental and theoretical results led to
propose that the effect of the confinement during the random cyclization
process of the DNA molecule is one of the key drivers in the formation of
knots in the P4 system. This argument has been extended by D. Smith′

group to explain the knotting of chains in confined volumes [75]

The Uniform Random Polygon.

Developing analytical results for CEPn is a very difficult problem.
An alternative model was proposed in [68] as a way to study the random
behavior of circular DNA molecules packed in phage capsids that may
provide clues about showing some of these analytical results. For i =
1, 2, ..., n, let Ui = (ui1, ui2, ui3) be a three-dimensional random point that
is uniformly distributed in the unit cube C3 (or in a unit ball) such that
U1, U2, ..., Un are independent. Let ei (called the i-th edge) be the line
segment joining Ui and Ui+1, then the edges e1, e2, ..., en define a uniform
random polygon Rn in the confined space (either the cube or the sphere),
where en is the line segment joining Un and U1. A polygon of length n is
denoted by URPn.

While the knotting probability of an Rn has not been analytically de-
termined (even in the case of n → ∞), a numerical study carried out in [3]
provided convincing data that the knotting probability of an Rn quickly
approaches 1 as n approaches infinity. Figure 4 is the plot of the percentage
of URPs with non-trivial determinant (i.e. those whose Alexander poly-



16 JAVIER ARSUAGA, YUANAN DIAO, AND MARIEL VAZQUEZ

Fig. 3. A uniform random polygon confined in the unit cube.

Fig. 4. The lower bound of knotting probability for URPs up to 40 segments.

nomial evaluated at t = −1 is non-trivial). Since the trivial knot has a
trivial determinant, the results give a lower bound of the knotting proba-
bility. Figure 4 below is the plot of the data. The fitting curve used here is
1− exp(−0.000082n3), although this is not to be expected as a general rule
since the trivial knot probability of an Rn is at least of order exp(−n ln n)
as shown in [3].

It turns out that the mean ACN behavior for an Rn is much easier to
determine, both analytically and numerically than for CEPs. Consider a
uniform random polygon Rn with n edges e1, e2, ..., en in that consecutive
order. Let a(ei, ej) be the average crossing number between ei and ej , then
the ACN of Rn is
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Fig. 5. The mean ACN of uniform random polygons up to 80 vertices.

χn =
1

2

n
∑

i=1

∑

j 6=i−1,i,i+1

a(ei, ej).

It follows that the expected value of the average crossing number of Rn is

E(χn) =
1

2

n
∑

i=1

∑

j 6=i−1,i,i+1

E(a(ei, ej)) = p(n − 3)n.

This establishes the O(n2) behavior of the mean ACN of an Rn as shown
in Table 1. Numerical studies in [2] produced the following near perfect fit
using E(χn) ≈ 0.115(n− 3)n.

There have not been enough numerical studies on the knot types of
the CEPn’s [5, 66] and Rn’s [67] to indicate their bias against achiral
knots, even though this is generally expected for long random polygons
since achiral knots are much rarer than the achiral ones within large knots.

The Random Spooling model.

The last model we discuss is the random spooling model. This model
incorporates features from the random knotting models (described above)
into the spooling and toroidal models [4, 10, 20, 35, 51, 72, 76, 82]. In the
standard spooling model DNA fibers spool around an axis forming coaxial
spherical layers. In [59] the knot type of molecular dynamics generated
spooling conformations was studied and it was found that most of these
conformations were unknotted. These results together with the wide distri-
butions of knots that are observed in P4 suggested that current theoretical
models of DNA packing disregard the effect of random fluctuations which
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Fig. 6. The random spooling model.

in fact may play an important role in the packing of the viral chromo-
some. We recently proposed [7] that fibers follow spooling trajectories and
at the same time they intermingle, as illustrated in the figure 6. This in-
termingling between fibers of different coaxial layers increases the knotting
probability.

Some initial simulation and analytical results have been published [7].
For instance we have estimated the complexity of the average crossing
number in the direction of the spooling axis as stated in the next theorem.

Theorem 2.1. [7] Let P s
n be a spooling random polygon, then the

average number of crossings in its projection to the xy-plane perpendicular
to its center axis is of the order of O(n2).

Although the knotting probability has not yet been shown to increase
to 1 as suggested by the numerical results shown in Figure 7 a relationship
between the writhe of the projection along the spooling axis and the knot
type has been proven. The following theorem is a consequence of a theorem
due to Morton[69]

Theorem 2.2. [7] Let w(Dn) be the writhe of the projection in the di-
rection of spooling axis and σ(P s

n) the number of times the spool goes around
its axis. If |w(Dn)| ≥ σ(P s

n), then P s
n is a non-trivial knot. Furthermore,

in this case P s
n cannot be an achiral knot.

This theorem shows that spooling conformations with high writhe are
knotted. This agrees well with some of our results that relate DNA knotting
and writhing in bacteriophage P4 [6, 11] and suggests that high writhe may
also play an important role in the formation of knots in P4.

3. Conclusions. Here we have discussed the problem of knotting by
random cyclization in free solution and in confined volumes. In both cases
we have presented experimental, analytical and computational results. By
comparing our experimental results with those obtained in free solution we
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Fig. 7. Knotting probability as a function of the length of the chain for the random
spooling model.

concluded that knotting in bacteriophage P4 occurs before, or very soon
after, the disruption of the capsid and therefore P4 knots can be used as
reporters of DNA packing. The large amount of knotting is still a feature
that is not fully explained by current mathematical models. In this review
we have presented three random knotting models: the confined equilateral
polygon, the uniform random polygon and the spooling random polygon.
All these models present consistent results however they do not reach the
high levels of complexity found in bacteriophages. This is specially true
if more accurate representations of the DNA molecule are taken into ac-
count. Nevertheless some information about the biological system has been
extracted from these theoretical models. For instance our current simula-
tions results suggest that DNA knotting in P4 is mainly driven by the
confinement imposed by the capsid during the cyclization reaction, and
perhaps also by possible biases introduced by the arrangement of the vi-
ral chromosome [6, 11]. Importantly none of the current idealized models
proposed in the literature account for the formation of knots inside the
capsid and previous simulations results failed to do so [59] thus suggesting
that they may not reflect some important properties of the DNA packing.
The random spooling model is our first attempt to address this issue. It
remains to be seen if such models can reproduce the knot distributions
observed experimentally. New experimental results have recently obtained
for P4 deletion mutants whose genomes range between 5 and 8 kb [92].
These experiments hold a great promise for unveiling the properties that
drive knotting in phage capsids as well as some of the essential features of
the viral packing.
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Part II. Enzymes that change the topology of DNA.

The cell has evolved a set of tools to remove unwanted DNA entan-
glement and solve other topological problems. Noteworthy are enzymes
that change the topology of DNA such as site-specific recombinases and
topoisomerases. For example, replication of the circular E. coli genome
produces two catenated (linked) circles that cannot be separated without
breaking the DNA chain; the type II topoisomerase topoIV plays an impor-
tant role in unlinking the newly replicated genomes, thus ensuring proper
segregation at cell division. Similarly, circular chromosome dimers arise
occasionally due to crossing over by homologous recombination of newly
replicated chromosomes. The site-specific recombination system XerCD
coupled with the multifunctional protein FtsK resolves the chromosome
dimers, thus allowing for stable inheritance. In Section 4 we introduce the
biology of site-specific recombination. In Section 5 we briefly review the
mathematics used in the tangle method, and the method itself, including
the main assumptions. We finish the review by summarizing the tangle
analysis of Xer recombination at psi and of XerCD-FtsK recombination at
dif. We emphasize the 3-dimensional interpretation of the data.

4. Site-specific recombination. Site-specific recombinases are en-
zymes able to change the genetic code of their DNA substrate. They me-
diate important biological processes such as inversion of DNA segments,
transposition of a DNA segment from one location to another along the
genome, integration and excision of viral DNA into and out of its host
genome, and resolution of multimeric DNA molecules [48, 79].

Site-specific recombination occurs in two steps. First, during synapse
two short DNA segments of specific sequence are brought together by the
site-specific recombinase(s) and any necessary accessory proteins. These
segments are called recombination sites. Second, during strand-exchange,
each recombination site is cleaved, the lose ends recombined and the re-
combined pieces are rejoined. The DNA sequence in a recombination site is
usually non-palindromic, thus allowing to define a site orientation. When
the DNA substrate consists of circular DNA molecules, the two recombi-
nation sites may occur in a single DNA circle or in two separate circles.
In the first case, for intramolecular recombination, if the sites induce the
same orientation on the circle they are said to be in direct repeat, otherwise
they are in inverted repeat (Figure 8). Relative orientation of the sites is
harder to characterize in the case of intermolecular recombination (i.e. two
sites on separate DNA circles). In the simple case of T (2, n) torus links
with 4 or more crossings the sites are said to be in parallel or anti-parallel
orientation with respect to each other (Figure 8).

Based on sequence homology and strand-passage mechanism, site-
specific recombinases are divided into two families: serine recombinases
and tyrosine recombinases [60, 71]. After synapse formation, the serine
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A.          B.

    

                ,                ,                , ....                   ,                ,                , ....

direct RH 4-cat    RH 6-cat                inverted                        

repeats     anti-parallel sites       repeats   parallel sites

Fig. 8. Site orientation. A. Negatively supercoiled circle with sites in direct repeat,
right-hand 4-crossing torus link (RH 4-cat) with anti-parallel sites, right-hand 6-crossing
torus link (RH 6-cat) with anti-parallel sites. B. Negatively supercoiled circle with sites
in inverted repeats, RH 4-cat and RH 6-cat with parallel sites.

recombinases introduce one double-stranded break on each recombination
site and act by rotation of the synaptic complex around a dyad axis. The
enzymes may iterate this process two or more times before releasing the
sites, resulting in a processive recombination reaction. Enzymes in this fam-
ily include the Tn3 resolvase and Gin of bacteriophage Mu [54, 87, 100].
Tyrosine recombinases go through a Holiday Junction intermediate per-
forming single-stranded cleavage in two steps. Tyrosine recombinases are
often represented by λ-Int from bacteriophage λ and include enzymes such
as XerCD, Flp and Cre [71]. There is little evidence of the ability of tyro-
sine recombinases to act processively due to the fact that the HJ forces the
synapse to reform at each step. However in Gourlay and Colloms [45] and
in Grainge et al. [47], XerCD recombination is consistent with iterative
cleavage and strand-exchange.

Site-specific recombinases can change the topology of circular DNA
substrates [24, 87, 100]. Such changes can be quantified experimentally via
gel electrophoresis and electron microscopy (e.g. [25]) . The experimental
data can then be subjected to quantitative and mechanistic analysis to an-
swer questions of DNA bending and strand-exchange. Close scrutiny of the
data aided by geometrical models is used by biologists to understand the
molecular mechanism of the enzyme(e.g. [87, 100]). Mathematicians can
greatly improve the reliability of the results using rigorous mathematical
tools. The most famous example of these is the tangle method proposed by
Ernst and Sumners [39], which has been extensively used in the topological
analysis of site-specific recombination reactions. Other more contemporary
approaches include the topological characterization of site-specific recom-
bination products ([13, 14, 15, 16]), the classification of 3-string tangles in
order to generalize the 2-string tangle model [18, 19, 36], and novel methods
to solve 2- and 3-string tangle equations for tangles that are not necessarily
rational or Montesinos (i.e. sum of rational) [27, 28, 57].

5. The tangle method. The tangle method, based on knot theory
and low-dimensional topology, is a mathematical method in which the ac-
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    (0)                     (+1)      (-1)                   (0,0)
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Fig. 9. Rational tangles. The figure shows eight rational tangles, their Conway
vectors and their corresponding classifying rational numbers (Conway Numbers). The
top row illustrates the 4 trivial tangles.

tion of site-specific recombinases on circular DNA substrates is modeled
using 2-string tangles. Explaining the method requires a few basic defini-
tions.

5.1. Tangles and knots. The following is a brief overview, more
detailed definitions can be found in [17, 70, 77]. A 2-string tangle is an
ordered pair (B, t), where B is a fixed oriented 3-ball in S3 and t is a pair
of non-oriented disjoint arcs properly embedded in B, whose endpoints lie
on the bounding sphere. For each (B, t) there is an orientation-preserving
homeomorphism

Φ : (B, t) → (D, tΦ)

that maps B onto the unit 3-ball D, and t onto two straight arcs tΦ in
D connecting the preferred equatorial points NE with SE, and NW with
SW. The endpoints of t are mapped to the 4 special equatorial points
{NW, NE, SE, SW}. Notice that in order to compare tangles defined in
different 3-balls, we shall define a 2-string tangle more precisely as the
triplet (B, t, Φ). In this way we may consider, without loss of generality,
all tangles as defined on the unit 3-ball D with strings attached to the 4
special equatorial points. Two tangles (D, t1) and (D, t2) are equivalent if
there is an ambient isotopy that takes t1 to t2 while fixing the endpoints.

A tangle diagram is a planar representation of the 3-dimensional tangle
in the 3-ball, and may be obtained by projecting the arcs onto the equatorial
disk (illustrated in Figure 9).

There are three different types of tangles: rational, locally knotted and
prime. A tangle is rational if the strings can be continuously deformed to
lie on the bounding 2-sphere [23]. Several rational tangles are illustrated in
Figure 9. A tangle (D, t) is locally knotted if there is a 2-sphere S inside D
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    =           

      (-3,O)       +         (-1)              =            (-3,-1)

                  =

          

N(-3,-1)     =           N (-4/3)  = <1,2,1> = b(4,3)

Fig. 10. Tangle sum and numerator closure. The top diagram illustrates the sum
of two rational tangles, yielding in this case another rational tangle with Conway vector
(−3,−1). The bottom diagram shows the numerator closure of (−3,−1) which results
in the 4-plat b(4, 3) described by the vector 〈1, 2, 1〉

that intersects one of the two arcs of t transversely in two points, and such
that the 3-ball bounded by S contains t as a knotted arc with endpoints
on S. If a tangle is neither rational nor locally knotted, then it is called a
prime tangle [62].

There is a 1−1 correspondence between equivalence classes of rational
tangles and the extended rational numbers [23, 43]. Each equivalence class
of rational tangles can be represented by its Conway symbol, a classifying
vector (a1, a2, , an) of integer entries such that |a1| > 1, all entries are
nonzero except possibly for an, and all entries have the same sign. This
scheme applies to all but four exceptional rational tangles called trivial
tangles. A unique extended rational number can be obtained from the
classifying vector of a rational tangle via the following continuous fraction
calculation :

q

p
= an +

1

an−1 + 1

an−2+
1

···a2+ 1
a1

where q
p ∈ Q ∪ { 1

0
}, q ∈ Z and gcd(p, q) = 1. Rational numbers associated

to a few different rational tangles are shown in Figure 9.

Two tangle operations, the sum and the numerator closure, are illus-
trated in Figure 10. The numerator closure converts a tangle into a knot
or link. In particular, it relates rational tangles with the family of 4-plats.

A 4-plat is a knot or link that can be obtained by braiding 4 strings
and capping off the ends as illustrated in Figure 10 (bottom right) [17]. To
each 4-plat can be associated a classifying vector 〈c1, c2, ..., c2k+1〉 (Con-
way vector), such that ci > 0 for all i. Two 4-plats 〈c1, c2, ..., c2k+1〉 and
〈d1, d2, ..., d2k+1〉 are equivalent if and only if ci = di or ci = d2k+1−i for
all i = 1, ..., 2k + 1.



24 JAVIER ARSUAGA, YUANAN DIAO, AND MARIEL VAZQUEZ

From the Conway vector, we can obtain a classifying rational number
for each 4-plat through a continued fraction:

β

α
=

1

c1 + 1

c2+···+ 1
c2k+1

where 0 < β < α. Hence, we can also denote a 4-plat knot by its Conway
symbol b(α, β). Furthermore, by the Classification Theorem of 4-plats [17],
we have that b(α, β) and b(α′, β′) are equivalent non-oriented links if and
only if α = α′ and β±1 = β′ mod(α). If A is a rational tangle, then the
result of taking its numerator closure N(A) is a 4-plat (Figure 10). If A
and B are rational tangles, then N(A + B) is a 4-plat [17, 39].

5.2. The tangle method. The tangle method, first proposed by
Ernst and Sumners in 1990 [39], and reviewed in [70, 90, 101], uses tan-
gles to model the changes in topology of the synaptic complex before and
after recombination. The method relies on knowledge on the topology of
substrate and products, and on a few justified assumptions.

The first assumption is that the enzymatic mechanism is constant and
independent of the geometry and topology of the DNA substrate. Changes
in the DNA substrate due to binding and stand-exchange occur inside a
tangle E, which contains the recombination sites and any other DNA bound
by the enzyme(s). Topological differences between substrates are detected
in the tangle Of , the exterior of E, and are to remain unchanged during
recombination.

The second assumption is that E can be partitioned into two tangles
Ob and P . Ob contains any DNA bound by the enzymes which is unchanged
by recombination. P contains the core regions of the recombination sites,
i.e. the locations of cleavage and strand-exchange. Site-specific recombi-
nation is modeled by tangle surgery where P is converted into R. Most

serine recombinases, and some tyrosine recombinases such as XerCD, dis-
play topological selectivity (i.e. they distinguish between sites in different
orientations and in one or two molecules) and specificity (i.e. the topology
of the product is uniquely determined by the substrate topology) [22, 86].

When the enzyme has topological specificity then, given a substrate
of fixed topology, the mechanisms of binding and strand-exchange are con-
stant. In this case the assumptions of the tangle method imply that the
tangles Ob, P and R are constant (i.e. enzyme-specific). Solving for the
topological mechanism of the enzyme when substrate and product of re-
combination are known is equivalent to knowing who Ob, P and R are.
A site-specific recombination event where a substrate of specific topology
(K1) is converted into a product of specific topology (K2) is modeled as a
system of tangle equations:

N(Of + Ob + P ) = K1 = N(O + P )

N(Of + Ob + R) = K2 = N(O + R),
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where O = Of +Ob is the outside tangle consisting of all DNA (bound and
unbound) which is not changed by strand-exchange.

A processive recombination event where two or more rounds of recom-
bination take place in a single reaction is modeled as a system of two or
more tangle equations.

N(O + P ) = K0

N(O + R) = K1

N(O + 2R) = K2

· · · = · · ·
N(O + nR) = Kn.

Here K0 is the substrate and Ki (i = 1, 2, ..., n) is the product of suc-
cessive rounds of recombination. When substrate and products of recom-
bination are 4-plats, systems of tangle equations can be solved for tangles
that are rational or sums of rational tangles [39, 40]. Using tools from
low-dimensional topology (e.g. Dehn surgery, cyclic surgery theorem) O,
P and R can sometimes be shown to be rational or sums of two rational
tangles [26, 39, 40, 97, 98]. In the absence of processive recombination the
corresponding systems of two tangle equations often admit infinitely many
computable solutions. When this is the case, reasonable assumptions can
be made on P and R to limit the number of solutions to a small finite
number.

Assumptions on P and R.

P is defined as the ball containing the core regions of the recombination
sites (i.e. where the breakage and rejoining takes place). Usually these
regions are very short DNA segments (e.g. 28bp for Tn4430 [95], 32 bp for
XerCD [89]) and are thus unlikely to cause tangling inside P. Therefore,
P can be any of the four trivial tangles with 0 or 1 crossings. We chose
P = (0). Any geometrical complexity induced on the DNA substrate by
enzymatic binding is trapped in the O tangle (and more specifically in Ob).

Serine recombinases act by rotation of the sites around a dyad axis. If
P = (0) with parallel sites then R = (k) for some integer k. Subsequent
rounds of recombination in a processive event are modeled by 2R = (2k),
3R = (3k) and so on.

Members of the tyrosine family of site-specific recombinases (such as
XerCD, Int, Cre, Flp, TnpI) catalyze recombination through a Holiday
junction intermediate (HJ) [60, 71]. If P = (0) with parallel sites and
the enzyme recombines via a HJ, then R = (+1) or (−1). If P = (0)
with antiparallel sites then R = (0, 0). Should two or more rounds of
recombination occur iteratively, then R = (k) for P = (0) parallel. In
the case of anti-parallel sites the progression of R is harder to visualize
(Shimokawa et al. preliminary report [85]).
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3D considerations of the tangle model.

The orientation of the recombination sites is inherited into the tangle
P. The two recombination sites in P = (0) are in parallel alignment if both
arrows point in the same direction in the tangle diagram, otherwise they
are in antiparallel alignment.

However, the concept of parallel and antiparallel alignment represents
a local geometric property of the recombination sites and is well-defined
only in the tangle diagram, which corresponds to a planar projection of
the 3-dimensional tangle. Unless the two sites are strictly coplanar, we can
always obtain for the same 3-D tangle a planar projection with parallel
alignment of the sites and another planar projection with antiparallel sites.

To take into account the most general situation, we will assume that
the recombination sites are not coplanar in 3-dimensional space, and hence
they can be in parallel or antiparallel alignment in the tangle diagram,
based on the direction in which the projection is taken. Biological evi-
dence suggests that enzymes in the tyrosine family present a pseudo-planar
conformation at the synapse where the sites are presented in anti-parallel
alignment [44, 94]. However co-planarity, in a strict mathematical sense, is
unlikely to occur in nature (cf. argument and references in [97]).

The assumption of non-coplanarity followed by the assumptions on P
implies that, without loss of generality, P can be assumed to be (0) with
parallel sites.

5.3. Solving the tangle equations and TangleSolve. In sum,
the tangle method models a site-specific recombination event as a sys-
tem of two or more tangle equations on 3 unknowns O, P and R. If
P = (0), R = (k) for some integer k, or R = (0, 0), then the sys-
tem can be solved for O rational or sum of rational tangles, and for
the integer k [37, 38, 39, 40]. Systems of tangle equations correspond-
ing to processive and non-processive recombination have been studied
extensively, and in many cases all possible solutions have been char-
acterized [13, 14, 15, 16, 26, 37, 38, 39, 40, 46, 90, 96, 97, 98, 101].
Computing the solutions is not mathematically challenging but can be
very tedious. In Saka and Vazquez [80], we introduced TangleSolve,
a user-friendly computer implementation of the tangle method. Tan-
gleSolve is a java stand-alone program and web-based applet which of-
fers a user-friendly interface for analyzing and visualizing recombination
mechanisms. The program and documentation can be accessed from
http://bio.math.berkeley.edu/TangleSolve/. This program is also reviewed
and illustrated in Zheng et al. [101]. Based on the assumptions outlined in
the previous section, TangleSolve finds rational and sums of rational tangle
solutions to systems of equations arising from processive and non-processive
recombination. TangleSolve computes only solutions that are rational or
sum of rational tangles. In some cases, using tools from low-dimensional
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topology, it can be proven that all possible solutions to a system of tangle
equations are rational or sums of two rational tangles. Such instances are
highlighted in TangleSolve.

It is our goal to make this program available to the wider scientific
community of mathematicians, molecular biologists and computational bi-
ologists. Therefore the calculations rest heavily on a graphical interface.
Mathematical notation, or deep knowledge of the tangle method are not
required to insert substrate and product topologies and compute enzymatic
mechanisms.

TopoICE-R is another computer implementation of the tangle model
which is available through KnotPlot [29]. TangleSolve and TopoICE-R
have complementary features, noteworthy TopoICE-R provides a 3D ren-
dition of the tangle equations and benefits from all the capabilities within
Knotplot . TangleSolve has the ability to compute solutions for processive
recombination reactions. Also the two applications use different sets of
assumptions.

6. Tangle analysis of Xer recombination.

6.1. Dimer resolution at psi sites. In Colloms et al. [22] it was
shown that, when acting on unknotted DNA circles with two psi recombina-
tion sites in direct repeats, XerC/XerD yield products of unique topology
b(4,3) (the right-hand 4-crossing torus catenane) and anti-parallel sites
(Figure 8). The reaction requires two accessory proteins PepA and ArgR
[12], and there is experimental evidence that the sites wrap around the
accessory proteins approximately three times prior to recombination [1].
This reaction can be written as the following system of tangle equations:

N(O + P ) = b(1, 1), N(O + R) = b(4, 3)

Using results on Dehn surgeries on strongly invertible Knots [49], one can
show that O is rational [26, 97] and therefore all solutions to the XerCD-psi
system of equations can be computed. If no assumptions are made on P
and R, there are infinitely many rational solutions to the XerCD-psi system
of equations, most of which are too complex to be biologically reasonable
[26]. In [97] the assumptions on P and R stated in section 4.2 were used
to extract biologically relevant solutions. Under these assumptions the
solution set was dramatically reduced and relevant solutions were computed
using tangle calculus [97]. After introducing experimental information on
the relative orientation of the sites in the recombination product (RH 4-cat
with anti-parallel sites), the following are the only two solutions for P = (0)
with parallel alignment, R integral, and O minimal:

S1 : O = (−3, 0), R = (−1);

S2 : O = (−5, 0), R = (+1).
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Fig. 11. The center figure is a cartoon representation of the DNA substrate wrapped
around the accessory proteins, and the two psi sites brought together in a pseudo-planar
configuration by recombinases XerC/XerD. The surrounding images correspond to dif-
ferent planar projections of the center configuration. Each of these planar diagrams
corresponds to one of the three tangle solutions for the Xer equations. From left to
right these are: P = (0) parallel and O = (−3, 0); P = (0) parallel and O = (−5, 0);
and P = (0) anti-parallel and O = (−4, 0).

If P is assumed to be (0) with anti-parallel sites then, since XerC/XerD
are tyrosine recombinases and recombine through a Holiday junction inter-
mediate, the corresponding R is (0, 0). In this case tangle calculus yields a
unique solution:

S3 : O = (−4, 0), R = (0, 0).

Solutions S1, S2 and S3 are illustrated in Figure 11 left, top and right
diagrams, respectively. The figure proposes a possible spatial relationship
between the three solutions as outlined below.

It is worth noting that given a solution S = {O, P, R} where O is
rational, P = (0) and R = (+1) or R = (−1), TangleSolve also displays a
solution S′ equivalent to S. S′ is obtained by rotating the synapse so that
P = (0) becomes to P = (0, 0), and by letting O have minimal number of
crossings [80]. Interestingly, performing this simple transformation on S1

and on S2 yields the same solution S′ = {P = (0, 0), O = (4), R = (0)},
where the sites in P are in anti-parallel alignment. Rotating S′ in 3-space
so that P = (0) anti-parallel reveals S′ to be the same as S3.

In [97] we noted that there is a geometrical equivalence, obtained by
rigid motion, between S1 and S3, and between S2 and S3. This equivalence
suggests that a unique 3D representation of the synaptic complex, and
topological mechanism of the enzymes, can be interpreted as three different
tangle solutions when viewed from different spatial directions (see Figure
11). In [97] we presented a 3D cartoon model (as in Figure 11) and a 3D
molecular model of XerCD/DNA which realized these spatial equivalences.



METHODS IN DNA TOPOLOGY 29

The molecular model was based on x-ray crystallographical data of the
accessory proteins PepA and Arg R[88], and of the Cre/DNA complex
[44, 94]. Cre is a tyrosine recombinase which shares high degree of homology
with Xer.

This study indicates a limitation of the tangle model and suggests the
need to consider equivalence classes of planar tangle diagrams related by
3D rigid motion (rotations and translations).

6.2. Unlinking by XerCD-FtsK. In [52] it was shown that XerCD-
FtsK recombination at dif sites can unlink catenanes produced by λ-Int re-
combination with both parallel and anti-parallel sites (cf Figure 8). These
results led to the hypothesis that in vivo XerCD-FtsK recombination at
dif may work with topoIV to unlink catenanes produced by DNA replica-
tion. To test this hypothesis, supercoiled catenated plasmids with a dif site
produced in vivo by replication in topoIV-deficient cells were incubated in
vitro with XerCD-FtsK50C . FtsK50C is a biochemically active form of FtsK
[52]. In addition to catenanes with 2–14 crossings, a few dimeric knots were
also extracted from the cells. The reaction, which was ATP dependent, effi-
ciently produced unlinked circles. Experimental data suggested a stepwise
reaction where crossings would be removed one at a time, thus converting
catenanes into knots, into catenanes, iteratively until the two free circles
would be obtained. A control experiment was done to demonstrate that
XerCD-Ftsk50C recombination could convert knotted dimers of the type
predicted above to free circles. These substrates were RH torus knots with
two directly repeated dif sites produced by Cre-loxP recombination.

We used the tangle method to confirm that the recombination mecha-
nism most consistent with the experimental data is one of stepwise unlink-
ing where RH torus catenanes with parallel sites are converted to RH torus
knots with directly repeated sites, and such knots are converted to RH
torus catenanes until the reaction stops at two open circles. These results
are summarized in Figure 12 and in [47]. The details of the mathematical
analysis will be reported elsewhere [85].

Briefly, systems of tangle equations corresponding to the experimental
data of Grainge et al. [47] were posed and solved using TangleSolve for
tangles that are rational or sums of rational. For example, all possible
systems of two equations converting a substrate of type RH 6-crossing
torus catenane (6-cat) with parallel sites into a product with 5 or less
crossings were considered. Under the tangle method assumptions outlined
in section 4.2, only three solutions were found, all of which produced the RH
5-crossing torus knot with directly repeated sites. The solutions are shown
in Figure 12. Iterating the mechanism shown in Figure 12.C. recombines
the RH 6-cat into a RH 5-torus knot, into RH 4-cat, to + trefoil, to 2-cat, to
unknot, to free circles, consistent with the experimental data (Figure 13).

7. Conclusion. In sections 3-5 we reviewed the tangle method for
site-specific recombination, including certain computer implementations,
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N ( (-5,-1)  + (0) ) = b(6,1) N ( (-5,-1) + (0,0) ) = b(5,1)

B.

 N ( (+6)  + (0) ) = b(6,1) N ( (+6) + (-1) ) = b(5,1)

C.

N ( (-5,-1,-1,0)  + (0) ) = b(6,1) N ( (-5,-1,-1,0) + (+1) ) = b(5,1)

A.

Fig. 12. Solutions to the XerCD-FtsK tangle equations. Assuming a substrate of
type RH 6-cat with parallel sites and a product knot or link with 5 or less crossings,
we used TangleSolve to compute solutions that are rational or sum of rational tangles.
We found that there are three biologically meaningful solutions, they are all rational and
they produce the RH 5-crossing torus knot with sites in direct repeats. Panes A, B and C
illustrate the three solutions. Each pane includes the synaptic complex before and after
recombination, and shows how the P tangle is recombined into R. The three solutions
are equivalent by rigid motion in 3 dimensions (results to be reported elsewhere [85]).
Furthermore, iterating solution C results in the predicted gradual stepwise unlinking of
the 6cat.

Fig. 13. Stepwise unlinking by XerCD-dif-FtsK recombination.

and we illustrated the method with the tangle analysis of Xer recombina-
tion. The tangle method is a powerful mathematical tool which uses con-
temporary pure mathematics to solve important biological questions. We
highlighted the power of the method, as well as its limitations. In particu-
lar we pointed to the need to interpret the tangle results as 3-dimensional
objects which may be related by rigid motions and thus equivalent from a
biological (and geometrical) point of view.
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CONFORMATIONAL STATISTICS OF DNA AND

DIFFUSION EQUATIONS ON THE EUCLIDEAN GROUP

GREGORY S. CHIRIKJIAN∗

Abstract. Semi-flexible (or wormlike) polymer chains such as DNA possess bending
and torsional stiffness. Given a semi-flexible polymer structure that is subjected to
Brownian motion forcing, the distribution of relative positions and orientations visited
by the distal end of the chain relative to its proximal end provides important information
about the molecule that can be linked to experimental observations. This probability
density of end-to-end position and orientation can be obtained by solving a Fokker-
Planck equation that describes a diffusion process on the Euclidean motion group. In
this paper, methods for solving this diffusion equation are reviewed. The techniques
presented are valid for chains of up to several persistence lengths in open environments,
where the effects of excluded volume can be neglected.

1. Introduction. The theory of semiflexible/wormlike polymer
chains originated more than fifty years ago [21, 35, 41]. Since then, the
statistical mechanics of chains such as DNA has received substantial atten-
tion in the literature (see e.g., [29, 33, 34, 38, 40, 42, 43, 46, 51, 57, 60, 62–
64, 68, 74, 77–80, 83]). In particular, semiflexible polymer theories based
on diffusion processes can be found in [5, 8, 45, 53]. Excluded-volume ef-
fects in polymer solutions in general [25, 28], and for semi-flexible chains
in particular [56] have been studied. The main approaches are the use of
renormalization group concepts [23, 61] and mean field potentials [25, 71].

In theories of ring-closure probabilities, the probability density func-
tion describing the relative frequency of occurrence of positions and ori-
entations of the distal end of the chain for given position and orientation
of the proximal end play an important role [22, 23, 25, 28, 32, 81]. And
a number of new theoretical models have been developed by the author’s
group for generating this quantity from given stiffness models [10–15].

Experimental measurements of DNA stiffness parameters have been
reported in [4, 36, 54, 55, 66, 81]. Efforts to characterize integrals of the
joint positional and orientational probability density function over many
of its arguments can be found in [77, 44], and the whole distribution in
the case of the helical wormlike chain can be found in [81]. DNA Elastic
properties and experimental measurements of DNA elastic properties such
as twist/stretch coupling have been reported in [9, 16, 37, 48, 49, 69, 75].

Elastic models of DNA mechanics has a long history [6, 7]. A number of
recent studies on chiral and uncoupled end-constrained elastic rod models
of DNA with circular cross-section have been presented [18, 70, 72, 19].
These models use classical elasticity theory of continuum filaments with or
without self-contact constraints to model the stable conformations of DNA
in plasmids, in chromosomes, and during transcription.
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In some works, Euler angles are used in parameterizing equations of
the Kirchhoff elastic rod theory to obtain equilibrium conformations of
DNA and determine its stability [82, 26, 27]. Also, the worm-like chain
model has been used to model the equilibrium behavior of DNA [59]. More
recent works involve the modeling of DNA as an anisotropic inextensible
rod and also include the effect of electrostatic repulsion for describing the
DNA loops bound to Lac repressor, etc. [2, 3]. Another recent work in-
cludes sequence-dependent elastic properties of DNA [20]. All of these
aforementioned works are based on Kirchhoff’s thin elastic rod theory [47].
This theory, as originally formulated, deals with non-chiral elastic rods
with circular cross-section. Another example is the special Cosserat theory
of rods [1], which can be viewed as an extension of Kirchhoff’s theory in
that it includes extensible and shearable rods. Several researchers in elas-
ticity have employed this rod theory to describe the static and dynamic
characteristics of rods. For example, Simo and Vu-Quoc formulated a fi-
nite element method using rod theory [65]. Dichmann et al. employed
a Hamiltonian formulation using the special Cosserat theory of rods for
the purpose of describing DNA [24]. Coleman et al. reviewed dynamical
equations in the theories of Kirchhoff and Clebsch [17]. Steigmann and
Faulkner derived the equations of classical rod theory using parameter-
dependent variational approach [67]. Recently, Gonzalez and Maddocks
devised a method to extract sequence-dependent parameters for a rigid
base-pair DNA model from molecular dynamics simulation [30]. In their
paper, they used a force moment balance equation from Kirchhoff’s rod
theory to extract stiffness and inertia parameters. Another recent work
includes the application of Kirchhoff rod theory to marine cable loop for-
mation and DNA loop formation [31]. Recently, Wiggins et al. developed a
theory based on nonlinear elasticity, called kinkable wormlike chain model,
for describing spontaneous kinking of polymers including DNA [76].

The goal of this paper is to review a new kind of statistical treatment
of semiflexible chains developed by the author that starts with the solution
of diffusion equations on the Euclidean motion group. These solutions are
solved using the motion-group Fourier transform, in which the probability
density function of interest is expanded in terms of irreducible unitary rep-
resentations (IURs). Since the motion group is noncompact and noncom-
mutative, the IURs are infinite dimensional, which poses some interesting
mathematical and computational challenges that are addressed here.

The remainder of this paper is structured as follows: Section 2 reviews
the concept of frame distributions for semiflexible chains and explains how
they can be computed accurately using diffusion equations for chain lengths
of up to several persistence lengths. In Section 3, analytical examples based
on the mathematical formulation of this paper are presented. Section 4
presents conclusions.
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2. Diffusion on the motion group. In this section the relationship
between the stiffness matrix and referential shape of an elastic filament and
diffusion equations on the group of rigid-body motions is established. Sub-
section 2.2 reviews the mathematical tools required to define coordinate-
free derivatives of functions of motion. Subsection 2.3 formulates the prob-
lem of finding the probability density of position and orientation of the
distal end of an elastica relative to its proximal end when it is subjected to
Brownian motion forcing from the environment. This is a ‘phantom’ model
in which the effects of excluded volume are not considered. Modifications
of this model that include excluded volume effects are somewhat involved
and are discussed in the author’s recent work [14].

2.1. Group-theoretic properties of rigid-body motion. An ar-
bitrary rigid-body motion can be viewed as the pair g = (r, R) where
R ∈ SO(3) (i.e., R is a 3 × 3 rotation matrix), and r ∈ IR3 is a transla-
tion vector in three dimensional space. The composition law is g1 ◦ g2 =
(R1r2 + r1, R1R2) and the inverse of each element g is g−1 = (−RT

r, RT ).
The action of the motion g on a position vector x ∈ IR3 is g · x = Rx + r.
In other words, the motion group “acts on” points x ∈ IR3 (which can be
viewed as position vectors consisting of Cartesian coordinates) by moving
them according to the rule x → Rx + r. (Note the distinction that ◦ is
used between group elements and · is used between a group element and
a vector.) Any g describes the positional and orientational relationship
between two reference frames. It is sometimes convenient to refer to the
result of a rigid-body motion at a particular time as a “pose,” and to refer
to a function of motion as a pose distribution.

The collection of all rigid-body motions is denoted in this paper as
G = E(3) (The proper Euclidean motion group in three space). Any g ∈ G
can be faithfully represented with a 4 × 4 homogeneous transformation
matrix of the form:

H(g) =





R r

0
T 1





in the sense that H(g1 ◦ g2) = H(g1)H(g2) (i.e., the matrix product of
H(g1) and H(g2)). Here 0

T = [0, 0, 0] and 1 is the number one. The
structure of this bottom row is preserved under multiplication by matrices
of the same kind.

Henceforth no distinction is made between G and the set of all 4 × 4
homogeneous transformation matrices with operation of matrix multipli-
cation. That is, g and H(g) will be used interchangeably, and since the
group operator can be viewed as matrix multiplication, it does not need to
be written explicitly as ◦.

Given a one-parameter motion g(t), we can define the six-dimensional
velocity of the rigid-body motion as observed in the moving frame as the
nontrivial entries in the matrix
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g−1ġ =

(

RT Ṙ RT
ṙ

0
T 0

)

.

Here t can be thought of as time, and a dot denotes differentiation with
respect to t.

Since RT Ṙ is skew symmetric as a result of R being orthogonal, it only
has three independent nonzero entries. These can be extracted and used
to form the dual vector ω(t), which is the angular velocity of the moving
frame as seen in the moving frame. In some contexts it will be convenient
to write this as ω r(t) to distinguish it from the dual vector of ṘRT , which
we will call ω l(t). These are related as ω l(t) = Rω r(t).

The independent information in the matrix g−1ġ can be extracted and
put in a six-dimensional vector defined as

ξ(t) = (g−1ġ)∨ =





ω

RT
ṙ



 .

The opposite operation of ∨ is:

ξ̂(t) = g−1ġ =
6
∑

i=1

ξiX̃i

where

X̃1 =









0 0 0 0
0 0 −1 0
0 1 0 0
0 0 0 0









; X̃2 =









0 0 1 0
0 0 0 0

−1 0 0 0
0 0 0 0









;

X̃3 =









0 −1 0 0
1 0 0 0
0 0 0 0
0 0 0 0









; X̃4 =









0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0









;

X̃5 =









0 0 0 0
0 0 0 1
0 0 0 0
0 0 0 0









; X̃6 =









0 0 0 0
0 0 0 0
0 0 0 1
0 0 0 0









.

These correspond to infinitesimal rotations and translations about the 1,
2, and 3 axes and form a basis for the Lie algebra associated with G. Ma-
trix exponentiation of any weighted sum of these basis elements produces
elements of G. For example,

exp(θX̃3 + zX̃6) =





R(e3, θ) ze3

0
T 1




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where

R(e3, θ) =





cos θ − sin θ 0
sin θ cos θ 0

0 0 1



 .

Furthermore, for small values of θ and z, the matrix exponential is
approximated well as

exp(θX̃3 + zX̃6) ≈ I + θX̃3 + zX̃6.

In the study of Lie algebras, the matrix commutator (Lie bracket),
[X̃i, X̃j ] = X̃iX̃j − X̃jX̃i, plays a central role. It is well known that

[X̃i, X̃j ] =
6
∑

k=1

Ck
ijX̃k

where Ck
ij are called the structure constants of the Lie algebra.

2.2. Differentiating functions of motion. Given a smooth func-
tion f(g) where g ∈ G is described as a 4 × 4 rigid-body transformation
matrix, the Lie derivatives from the right and left are defined as

X̃r
i f(g) =

df(g ◦ exp(tX̃i))

dt
|t=0 and X̃ l

if(g) =
df(exp(−tX̃i) ◦ g)

dt
|t=0 (1)

for the motion group where g ∈ G is described using 4 × 4 transforma-
tion matrices. The ‘r’ in the symbol X̃r

i is used to denote the position of
exp(tX̃i) on the ‘right side’ of g inside the function f(·), and similarly for
‘l’. X̃r

i commutes with left shifts of the form (L(g1)f)(g) = f(g−1

1
◦ g), and

X̃ l
i commutes with right shifts of the form (R(g1)f)(g) = f(g ◦ g1).

It can be shown that for G = E(3), [10–12]

X̃r
i =







Xr
i for i = 1, 2, 3

(RT∇r)i−3 for i = 4, 5, 6
(2)

and

X̃ l
i =























X l
i +

3
∑

k=1

(r × ei) · ek
∂

∂rk
for i = 1, 2, 3

− ∂

∂ri−3

for i = 4, 5, 6.

(3)

Here ∇qf = [∂f/∂q1, ∂f/∂q2, ∂f/∂q3]
T and Xr

i f = (∇qf) · (J−1
r ei) is the

SO(3) differential operator with Jr being the Jacobian that relates angular



42 GREGORY S. CHIRIKJIAN

velocity as seen in the moving frame to the rate of change of the rota-
tional parameterization q as ω r = Jrq̇. An analogous relationship holds
for the left operators and angular velocity as observed from the inertial
reference frame.

For example, if R is parameterized with ZXZ Euler angles so that
R = R(α, β, γ), then the Xr

i are defined as

Xr
1

= − cotβ sin γ
∂

∂γ
+

sin γ

sin β

∂

∂α
+ cos γ

∂

∂β
;

Xr
2

= − cotβ cos γ
∂

∂γ
+

cos γ

sin β

∂

∂α
− sin γ

∂

∂β
; (4)

Xr
3

=
∂

∂γ

when rotations are parameterized using the ZXZ Euler angles (α, β, γ).

2.3. The Fokker-Planck equation for a semi-flexible chain. A
nonuniform extensible elastic filament with unstretched length L has elastic
energy of the form

E1 =

∫ L

0

F (ξ(s), s) ds, (5)

where

F (ξ(s), s) =
1

2
[ξ(s) − ξ0(s)]

T K(s)[ξ(s) − ξ0(s)]

where ξ0(s) defines the minimal energy conformation. Given ξ0(s), it is
possible to integrate the matrix differential equation

ġ0(s) = g0(s) ξ̂0(s)

subject to the initial condition g(0) = e (the 4 × 4 identity matrix) for
s ∈ [0, L] to obtain the minimal energy conformation rooted at the identity.
In the case when ξ0(s) is a constant vector, this will be a helix (with circular
arcs and line segments as special cases).

Note that the independent variable is now a curve parameter, s, rather
than time, t. Here the curve parameter s is taken to be the arclength of
the filament in its undeformed (referential) conformation g0(s).

Consider the equilibrium statistics of a stochastically forced elastic fil-
ament. Let the evolution of the probability density of relative pose of refer-
ence frames attached to a stochastically forced elastic filament at values of
curve parameter 0 and s be denoted as f(g; 0, s). Since it is a probability
density, by definition

∫

G

f(g; 0, s)dg = 1. (6)
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Clearly f(g; 0, s) must be related in some way to the equilibrium shape of
the filament, its stiffness, and the strength of the Brownian motion forcing
from the ambient solvent. And the strength of this noise should be related
in some way to the temperature. In fact, since f(g; 0, s) is the function
describing the distribution of poses for a filament at equilibrium, it can be
represented exactly as a path integral [12, 39, 81]:

f(g; 0, s) =
1

Z(s)

∫ g(s)=g

g(0)=e

exp

[

− 1

kBT

∫ s

0

F (ξ(σ), σ)dσ

]

D(s). (7)

Conceptually, this adds the contribution of the integrand over all possible
paths g(σ) ∈ G for σ ∈ [0, s] that satisfy the end constraints g(0) = e
(the identity, or “do nothing” motion corresponding to the proximal end
of the filament) and g(s) = g (the pose of the frame attached to the distal
end of the segment). The constant kB is Boltzmann’s constant and T
is temperature measured in degrees Kelvin. The integrand normalized
by the partition function, Z(s), is the Maxwell-Boltzmann distribution
for the filament of length s. For conformations that are highly deformed
relative to the referential shape (which is the shape that a filament would
take as T → 0), the contribution to the path integral will be very small.
Also, in this non-inertial theory, the statistical properties of any segment
are independent of those of other concatenated segments that make up a
longer chain.

Equation 7 does not take into account the effects of excluded volume,
which can be ignored for moderate values of filament length in the case
when the DNA is not enclosed in a small compartment. The mathematical
machinery associated with path integrals produces an evolution equation
(i.e., a partial differential equation) for f(g; 0, s) of the form:

∂f

∂s
=

1

2

6
∑

k,l=1

Dlk(s) X̃r
l X̃r

kf −
6
∑

l=1

(ξ0(s) · el) X̃r
l f (8)

subject to the initial conditions

f(g; 0, 0) = δ(g).

Here the diffusion matrix is related to the stiffness matrix as D(s) =
kBTK−1(s). This equation takes into account anisotropy and inhomo-
geneity of the elasticity (which has been observed in, e.g., [50]), as well as
arbitrary minimal energy shape, and has essentially the same derivation as
the homogeneous case presented in [10–12].

Under the extreme condition that T → 0, no diffusion would take
place, and f(g; , 0, s) → δ(g−1

0
(s) ◦ g). For the biologically relevant case

(T ≈ 300), (8) can be solved using the harmonic analysis approach in [10–
12]. If we make the shorthand notation fs1,s2

(g) = f(g; s1, s2), then it will
always be the case for s1 < s < s2 that
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fs1,s2
(g) = (fs1,s ∗ fs,s2

)(g) =

∫

G

fs1,s(h)fs,s2
(h−1 ◦ g)dh. (9)

This is the convolution of two pose distributions. Here h is a dummy
variable of integration, and the explicit form of the invariant integration
measure, dh, is described in detail in [12]. While (9) will always hold for
semiflexible phantom chains, for the homogenous rod there is the additional
convenient properties that

f(g; s1, s2) = f(g; 0, s2 − s1) and f(g; s2, s1) = f(g−1, s1, s2). (10)

The first of these says that for a uniform chain the pose distribution only
depends on the difference of arclength along the chain. The second provides
a relationship between the pose distribution for a uniform chain resulting
from taking the frame at s1 to be fixed at the identity and recording the
poses visited by s2, and the distribution of frames that results when s2

is fixed at the identity. However, neither of these nor (9) will hold when
excluded-volume interactions are taken into account.

As a specific example of when f(g; s1, s2) = f(g; 0, s2−s1), if the chain
is uniform, inextensible and shearless, we have the constant diffusion matrix

D =

















D11 D12 D13 0 0 0
D12 D22 D23 0 0 0
D13 D23 D33 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

















(11)

and if the minimal energy conformation is an arc-length-parameterized he-
lix, we have the constant vector

ξT
0 = [ω1, ω2, ω3, 0, 0, 1]T .

In this case (8) is a degenerate diffusion on E(3) with constant coefficients.
Methods for solving such equations are presented in [10–12]. These methods
use the concept of the noncommutative Fourier transform for the Euclidean
group. This builds on the work of Miller [52] and Vilenkin [73].

3. Solving the motion-group Fokker-Planck equation. The dif-
fusion equation in (8) can be solved in two different ways, depending on
whether L << 1 or L >> 1 when ‖D‖ ≈ 1. If L << 1, and if exponential
coordinates are used to parameterize rigid-body motions, then (8) can be
solved in closed form as a Gaussian distribution. When L >> 1, methods of
noncommutative harmonic analysis become effective. These two different
approaches are described in the following two subsections.
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3.1. L << 1 solution as a closed-form Gaussian distribution.

Using the fact that the exponential map

g(x) = exp

(

6
∑

i=1

xiX̃i

)

can be used to parameterize a ball around the identity, then for short
lengths of DNA, the differential operators simply become

X̃r
i ≈ ∂

∂xi
.

This is because the 6 × 6 Jacobian matrix for the exponential paramateri-
zation becomes the identity matrix as ‖x‖ → 0, which is the same as g → e
(the group identity).

It therefore follows that in this parameterization, (8) becomes a diffu-
sion equation with drift in se(3) (which can be identified with IR6). When
ξ 0(s) = ξ 0 and D(s) = D are constant, this diffusion equation has constant
coefficients, and the solution can be identified immediately as the Gaussian
distribution:

f(g(x), s) =
1

(2πs)3|detD| 12
exp

[

−1

2
(x − sξ 0)

T D−1(x − sξ 0)

]

. (12)

The two limitations of this solution are: (1) it breaks down for larger
values of L since as ‖x‖ increases the motion-group differential operators
become complicated expressions in terms of the exponential coordinates
rather than simply partial derivatives; and (2) in the case of degenerate
diffusions where |detD| = 0 and D−1 does not exist (such as in (11)), this
solution cannot be used. Solutions of the form (12) have been found to be
useful in Robotics problems [58].

The next subsection reviews another solution technique.

3.2. L >> 1 solution using noncommutative harmonic analy-

sis. Noncommutative Harmonic Analysis is an extension of Fourier analysis
in which functions of group-valued argument are expanded in terms of irre-
ducible unitary representations (IURs) for the group of interest. Recall that
a unitary group representation is a matrix-valued function of group-valued
argument, U(g; λ), that has the properties

U(g1 ◦ g2; λ) = U(g1; λ)U(g2; λ) U(e; λ) = I U(g−1; λ) = U∗(g; λ)

where ∗ denotes the Hermitian conjugate of a matrix, and λ is a param-
eter (that can be discrete or continuous depending on whether the group
is compact or not) used to enumerate inequivalent representations. These
properties are fully analogous to those of ein(θ1+θ2) = einθ1 · einθ2 and
|einθ| = 1 (with n taking the role of λ), while reflecting the fact that for
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noncommutative groups g1◦g2 6= g2◦g1 in general. A representation U(g; λ)
is called irreducible if it cannot be block diagonalized under the same simi-
larity transformation for all values of g ∈ G. Every possible representation
matrix for a group can be constructed as similarity transformed versions
of direct sums of IURs.

The details of how the matrices U(g; λ) are constructed for the Eu-
clidean motion group are reviewed in the following subsection, together
with the definition and properties of the group Fourier transform, which
is the tool that is used to solve (8) for L >> 1 in both the nondegenerate
and degenerate cases.

3.2.1. Irreducible unitary representations of the Euclidean

motion group. Let g = (a, A) ∈ G. The unitary representations
Us(a, A; p), which act on functions φ(u) ∈ L2(S2) with the usual inner
product are defined by [52, 12]

(Us(a, A; p)φ)(u) = e−ipu·a ∆s(R
−1

u
ARA−1

u
)φ(A−1

u) , (13)

where A ∈ SO(3), Ru is the rotation matrix which converts (0, 0, 1)T to any
u ∈ S2, and ∆s(R(e3, θ)) = eisθ are representations of SO(2) enumerated
by s = 0, ±1, ±2, ....

Each representation Us(a, A; p), characterized by 0 ≤ p < ∞ and s, is
irreducible (they, however, become reducible if we restrict G to SO(3), i.e.
when |a| = 0). They are unitary, because (Us(a, A; p)φ1, U

s(a, A; p)φ2) =
(φ1, φ2). The set of all such representations is also complete. In an ap-
propriate basis for L2(S2), these representation operators can be expressed
as infinite dimensional matrices with elements indexed as Us

l′,m′;l,m(a, A; p)
[52, 12].

Representations (13), which are denoted below as Us(g; p), satisfy the
homomorphism properties

Us(g1 ◦ g2; p) = Us(g1; p) · Us(g2; p),

where ◦ is the motion group operation and · denotes composition of linear
operators.

3.2.2. Fourier transform, convolution, inversion and

marginalization. Given a complex-valued function f(a, A) on G,
the Fourier transform is the matrix-valued function

Fs{f}(p) = f̂s(p) =

∫

G

f(g)Us(g−1; p) dg

where g = (a, A) ∈ G, dg = dAda, and U(g; p) is the unitary matrix with
elements Us

l′,m′;l,m(a, A; p).
The matrix elements of the transform are given in terms of matrix

elements as
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f̂s
l′,m′;l,m(p) =

∫

G

f(a, A)Us
l,m;l′,m′(a, A; p) dAda (14)

where we have used the unitary property.
An important property of this Fourier transform is that it converts

convolutions on the motion group to pairwise products in Fourier space as:

Fs{f1 ∗ f2}(p) = f̂s
2
(p)f̂s

1
(p). (15)

The inverse Fourier transform recovers f(g) from the set of Fourier

transforms f̂s(p) as [12]:

f(g) =
1

2π2

∞
∑

s=−∞

∫ ∞

0

Tr(f̂s(p)Us(g; p)) p2 dp . (16)

If only the distribution of end-to-end distance is sought, this can be
obtained from f(au, A) by integrating over all A ∈ SO(3) and all u ∈ S2.
Due to the structure of the matrix elements of Us(g; p), it can be shown
that [10, 84, 85]:

a2

2π2

∫

S2

∫

SO(3)

f(au, A)dudA =
2

π
a

∫ ∞

0

f̂0

0,0;0,0(p) sin(pa)p dp. (17)

3.2.3. Operational properties. By the definition of the SE(3)-
Fourier transform F [·] and operators X̃r

i reviewed in earlier subsections
of this section, one observes that

F [X̃r
i f ] =

∫

G

d

dt

(

f(g ◦ exp(tX̃i))
)

|t=0U
s(g−1; p)dg. (18)

Here g can be thought of as H(g) and exp(tX̃i) is an element of the sub-
group of G generated by X̃i, which for small values of t is approximated as
I + tX̃i. By performing the change of variables h = g ◦ exp(tX̃i) and using
the homomorphism property of the representations Us(·), one finds

F [X̃r
i f ] =

∫

G

f(h)
d

dt

(

Us(exp(tX̃i) ◦ h−1; p)
)

|t=0dh (19)

=
d

dt

(

Us(exp(tX̃i); p)
)

|t=0

∫

G

f(h)Us(h−1, p)dh. (20)

By defining

us(X̃i; p) =
d

dt

(

Us(exp(tX̃i); p)
)

|t=0,

we write

F [X̃r
i f ] = us(X̃i; p)f̂s(p).



48 GREGORY S. CHIRIKJIAN

Hence, (8) can be transformed to the infinite system of linear differ-
ential equations:

df̂s

dL
= Bsf̂s, (21)

where

Bs =
1

2

6
∑

k,l=1

Dlk(s)us(X̃l; p)us(X̃k; p) −
6
∑

l=1

(ξ0(s) · el)u
s(X̃l; p).

In the case when Dlk(s) and ξ0(s) ·el are constant, f(a, A; L) is then found

by simply substituting f̂s(p; L) = exp(LBs) into the SE(3) Fourier inver-
sion formula (16). For the case when parameters vary with arc length, the
system of ordinary differential equations in (21) can be integrated numeri-
cally. Generally this will be efficient because Bs is a sparse matrix.

For numerical results obtained using this methodology, see [10, 84,
85, 15]

4. Conclusions. Double helical DNA can be described as an
anisotropic elastic filament that has a helical referential configuration.
When this filament is subjected to Brownian motion forcing, reference
frames attached to it move relative to each other. The statistics of this
motion at equilibrium is descibed fully by a diffusion (Fokker-Planck) equa-
tion on the Euclidean motion group. The Fourier transform for the motion
group has useful operational properties that converts this diffusion equa-
tion to a system of ordinary differential equations in a dual space, which
can be solved. This dual space solution is then brought back to real space
by applying the inverse Fourier transform for the motion group.
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PERSPECTIVES ON DNA LOOPING

LAURA FINZI∗

1. Introduction. DNA looping is a ubiquitous regulatory mechanism
which can be involved in DNA transcription, recombination, repair, etc.
Here, I will focus on protein-mediated DNA looping as a mechanism of tran-
scriptional regulation. Indeed, such topological change in DNA is known
to repress and/or activate many prokaryotic and viral genes [1–4] and is
believed to mediate interaction between promoters and enhancers as well
as insulate them in eukaryotes [5–9].

Protein-mediated loop formation involves DNA-protein and protein-
protein interactions. While, some biochemical and biophysical parame-
ters that govern DNA-protein and protein-protein interactions (for exam-
ple, salt, temperature and DNA bending elasticity) have been studied for
a long time and are fairly well understood, other parameters that affect
these interactions are not as well understood. In particular, the effect of:
(i) the DNA scaffold on protein-protein interactions, (ii) protein non-
specific binding to DNA, (iii) DNA torsional stress, (iv) tension on DNA are
poorly characterized despite their essential role in facilitating or impeding
loop formation.

The influence of these parameters on loop formation and, more gen-
erally, on DNA-bound protein-protein interactions has not been addressed
experimentally for lack of suitable approaches. For the past 15 years or
so, single-molecule approaches have developed to become reliable and pow-
erful methods to investigate the mechanistic features of protein-mediated
loop formation and breakdown. By considering one molecule at the time,
single-molecule approaches avoid ensemble averaging and reveal transient
intermediates and infrequent heterogeneous behavior that go undetected in
bulk experiments.

Thus, in this article, I will concentrate on the insight gained on
transcriptionally-relevant DNA looping mechanisms by single-molecule ap-
proaches. However, I would like to emphasize that there is no one perfect,
all-problem solving technique, and that the most detailed understanding is
always achieved by combining information from various approaches.

2. Overview, results, and discussion. In the following I will use
three well known prokaryotic repressors of transcription to exemplify the
kind of mechanistic problems into which single-molecule techniques have
provided much insight and also to show the areas where the application of
these techniques can still be refined.
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Fig. 1. Schematic of a TPM experimental setup. The amplitude of the Brownian
motion of the bead depends on the length of the DNA (black, curved line). If a protein
(green complex) induces looping, the bead’s tether shortens and reduces the bead’s am-
plitude of motion (excursion). When the DNA molecule changes conformation, due to
protein association and dissociation (left), the amplitude of the Brownian motion, ρ,
will fluctuate, in time, between two levels, resembling a telegraphic signal (center). A
calibration curve was obtained using DNA tethers of different length [12].

Lac repressor and the: (i) real-time detection of small loop

formation and breakdown, (ii) determination of kinetic and ther-

modymanic parameters of simple two-state systems and (iii) char-

acterization of structural features that affect loop formation.

(i) Real-time detection of small loop formation and breakdown . In a
first, ground-breaking study, the tethered particle motion (TPM) technique
was used to detect the dynamic loop formation and breakdown mediated
by the lac repressor [10]. TPM is a simple, elegant technique that consists
of observing through an optical microscope the thermal (Brownian) motion
of a small bead tethered to the glass surface of a microscope flow-chamber
by a single DNA molecule. The DNA tether is invisible, but the range of
Brownian motion of the bead depends on its tether length. Thus protein-
induced DNA conformational changes, such as looping, are revealed as
changes in the Brownian motion of the bead over time and, in the simplest
case, give rise to a telegraph-like signal (Figure 1) [11, 12].

The lac repressor protein efficiently regulates transcription of the genes
responsible for the metabolism of lactose in E. coli by binding to three
specific binding sites (operators): O1,O2,O3 [13]. O3 is 90 bp upstream of
O1, while O2 is 402 bp downstream of O1. In the presence of repressor,
DNA containing two copies of the O1 operator separated by 305 bp, gave
a telegraph-like TPM signal which suggested the presence of two DNA
configurations. The histogram displaying the frequency distribution of the
TPM signal showed two peaks: one at larger and one at smaller amplitudes
of Brownian motion (Figure 2H in [10]). This further supported the idea of
two states in dynamic equilibrium: the looped and unlooped configurations.



PERSPECTIVES ON DNA LOOPING 55

It was therefore shown that TPM could be used to verify the DNA looping
activity of a transcriptional regulator.

(ii) Kinetic and thermodymanic parameters . Establishing a thresh-
old between the peaks of a bimodal histogram such as the one described
above (see also Figure 5), it is possible to calculate the percentage of over-
all time spent in the looped and unlooped state, respectively. The ratio
between these two percentages is related to thermodynamic parameters.
TPM traces may also provide the rate constants for loop formation and
breakdown. The histograms of the measured dwell times for each con-
figuration can be fitted to this end. If a single or double exponential fit
satisfactorily the histogram of the looped state dwell times, for example, the
rate constant for the loop breakdown process is easily extracted (Figure 3
in [10]).

(iii) Structural features that affect loop formation . The simple TPM
measurements are amenable to many implementations and to the charac-
terization of many different parameters that can modulate transcriptional
regulation via DNA loop formation. For example, one can study how
(i) loop length or (ii) protein-induced DNA bends or (iii) intrinsic cur-
vature in DNA affect the probability of loop formation when introduced at
different positions within the loop or nearby the specific binding sites that
secure it. Studies in these directions were presented recently by Zurla et al.
[14] and by Goyal et al. [15]. In the simple case of the lac repressor protein,
which is a dimer of dimers, each with a surface of interaction with DNA,
TPM was used to study the effect of the hinge domain flexibility on loop
formation using protein mutants [16]. In the case of other transcriptional
factors, mutant proteins may be used to characterize the role of different
amino acids in the protein-protein interaction surface that mediates loop
closure, while mutations in the different surfaces of the proteins involved
in loop closure can help understanding the role of different operators.

Atomic force microscopy (AFM) is an imaging technique where DNA
and proteins can be deposited on a surface and imaged dry or in solu-
tion. Dry samples are used to visualize with high definition DNA-protein
complexes and their configuration. Solution imaging is best for the char-
acterization of dynamic behaviors but is more challenging. AFM images
provide data complementary to TPM investigations since they help visual-
ize and characterize the geometry, structure and, sometimes, stoichiometry
[17, 18] of protein-mediated DNA loops. AFM imaging can further be used
to characterize the relative occurrence of alternative structures and the ef-
fect on them of changes in the flexibility of DNA. The latter can indeed be
modulated quite precisely by changing the density of positive charges on
the deposition surface for an AFM sample [19].

Gal repressor and the: (i) effect of DNA supercoiling and (ii)

alternate loop trajectories.

(i)Effect of DNA supercoiling . The gal repressor regulates transcrip-
tion of the genes responsible for the metabolism of galactose in E. coli. It
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does so by regulating initiation from the two promoters, P1 and P2, of
the gal operon. It binds to operators, OE and OI , which encompass the
promoters and are separated by 113 bp [20]. In this case, repression also
requires DNA to be supercoiled and the presence of the nucleoid-associated
protein, HU [21]. GalR belongs to the same family of proteins, has high
sequence similarity and supposedly similar crystal structure to the lac re-
pressor [22], therefore it was proposed that repression was, like in the case
of its relative, the consequence of a DNA loop arising from the interaction
between two operator-bound gal repressors which inactivates the promoters
[23]. In 2003, two reports were published which demonstrated GalR/HU-
mediated loop formation using single-molecule approaches. The first one
succeeded in visualizing loops in supercoiled DNA minicircles containing
OE and OI at a distance greater than the wild-type (wt) using AFM [24].
The authors were able to show that GalR/HU-mediated loops adopt an
antiparallel and not a parallel geometry confirming theoretical predictions
[25]. The second, implemented magnetic tweezers to monitor wt loop for-
mation and breakdown in a supercoiled, linear fragment of DNA in solution
[26]. Magnetic tweezers are an extension of TPM which allows manipula-
tion of single DNA molecules. Most commonly, they consist of a pair of
magnets placed on a mount above the microscope stage that can be both
translated along or rotated around the optical axis of the microscope. The
magnetic field generated by the magnets can both attract and rotation-
ally trap a DNA-tethered paramagnetic bead. This results in stretching
of the DNA tether, that can also be positively or negatively supercoiled
by rotating the magnets [27, 28]. This work also yielded details about the
mechanism of loop formation clarifying the role of DNA supercoiling and of
the HU co-factor. The authors showed that negative supercoiling facilitates
HU binding at the apex of the loop and that HU lowers the energy barrier
for GalR-GalR dimer interaction and loop closure. In brief, it was shown
that (i) looping occurs only in DNA substrates that have been negatively
supercoiled beyond a given threshold and not in relaxed or positively super-
coiled DNA, (ii) negative supercoiling denatures the preferred HU binding
site at the apex of the loop and thus facilitates HU binding (HU binds
preferentially to ssDNA), (iii) HU lowers the free energy for loop formation
and stabilizes the GalR-mediated loop [26] by juxtaposing the two GalR
operators as a consequence of its DNA bending.

It is interesting to note that, in the GalR case, DNA supercoiling
does not facilitate loop formation by reducing the loop size and therefore
reducing the penalty of entropy loss, but by changing the flexibility of
DNA locally (ssDNA is more flexible than dsDNA) and by facilitating the
binding of a co-factor (HU) which directly facilitates loop formation. This
may be the case for several of the regulatory loops with size below or
around the persistence length of DNA where the entropy loss due to loop
formation is not so significant, while overcoming the bending rigidity of
DNA is energetically very costly.
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(ii) Alternate loop trajectories . A loop of DNA might, in principle, fol-
low either a parallel or an anti-parallel trajectory [29], and the particular
trajectory can be influenced by symmetry requirements in the protein-DNA
and protein-protein interactions, flexibility of protein-protein interfaces,
binding of architectural proteins, and length of the intervening DNA. In
some systems, such as that of the gal operon, the scheme of protein-DNA
and protein-protein interactions would allow more than one parallel and
anti-parallel geometry [25, 29, 30]. Experimental [24, 26] and theoretical
[25] analysis of the GalR/HU-mediated loop suggested that only loops with
antiparallel geometry are formed, but the two alternate antiparallel trajec-
tories (A1 and A2) could not be distinguished experimentally. However,
recently only A1 was found to repress gal transcription [31]. Magnetic
tweezers were used to test the two explanations proposed for this observa-
tion: (i) the A2 loop is thermodynamically unfavored such that it either
does not form or forms with such thermodynamics and/or kinetics that
it fails to repress transcription or (ii) the A2 and A1 loops are geometri-
cally/topologically different (Lia et al., submitted). It was found that gal
DNA loops with A1 and A2 trajectories form with similar energies and
probabilities, when DNA is underwound similarly to the situation found in
vivo and in in vitro transcriptional assays. However, the DNA shortening
due to loop formation (∆l, in Figure 2) was observed to be different for A1
and A2 at low values of force and its dependence on the tension applied to
the molecule is shown in Figure 3. As one would expect, the amplitude of
this shortening decreased under higher tension for all conditions. However,
as the tension was increased, ∆l decreased gradually in A2 DNA, while
decreased abruptly at a tension around 0.9 pN for both heterodimer/HU-
mediated and wt-GalR/HU-mediated A1 loops. Although, the force deter-
mination is accurate to only 10 percent, this abrupt transition is significant.
Furthermore, at low forces, ∆l associated with A1 loop formation is larger
than that associated with the A2 loop by about 10 nm. Only at the high-
est applied force, the two loops give rise to a similar ∆l, compatible with
the expected length of the GalR-induced loop. The difference in ∆l asso-
ciated with A1 vs. A2 loop formation may indicate that formation of the
A1 loop is accompanied by more compensatory negative writhe in the sur-
rounding DNA segments. In a torsionally constrained DNA molecule the
linking number is constant [32]. Thus, any change in the twist of one seg-
ment of the DNA due to the interaction with proteins (here GalR and HU)
will generate an opposite change in the remaining segments. Such twist
compensation has been observed in similar single molecule experiments for
DNA operated on by the RSC chromatin remodeling factor which pro-
duces negatively supercoiled loops [33]. At higher forces, the writhe in the
DNA is eliminated as DNA denatures and the ∆l due to A1 loop formation
shrinks to the value found for A2. This high force ∆l should most closely
correspond to loop formation alone. Since the ∆l associated with A2 loop
formation does not have the same force dependence, the A1 and A2 trajec-
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Fig. 2. A typical telegraph-like signal observed in the A1 DNA molecule unwound
by 3% (−0.03σ) and pulled with a force of 0.9 pN . The green dots are raw data and the
red line is the averaged signal (1s). From the trace is possible to measure the transition
time (τ loop and τunloop) between the looped and unlooped state, as well the amplitude
of the transition due to loop formation.

tories may be more significantly different (i.e. topologically) in supercoiled
DNA than previously indicated in relaxed DNA [25].

Compared to these two trajectories, wt GalR/HU-induced looping of
wt DNA at two different values of forces [26], is most similar to that ob-
served for A1 DNA acted upon by heterodimer GalR (Figure 3). This
suggests that the wild-type repressosome most frequently involves loops
with A1 trajectories.

Although, measurements should be performed on a wider range of
forces, it is intriguing to think that the observations described above may
point to a difference in torsion and its compensation as one of the dis-
criminating factors between a transcriptionally active and inactive loop.
In particular, one can envision using differences in compensatory writhe,
like the ones detected by magnetic tweezers, as an indicator of topolog-
ical differences among loops of the same size and with otherwise similar
characteristics, but functionally different.

Lambda repressor and the: (i) formation of large, multi-

protein-mediated loops, (ii) effect of non-specific binding, (iii)

effect of tension and supercoiling in large loops.

(i)Formation of large, multi-protein-mediated loops . The lambda re-
pressor or CI protein is both an activator and a repressor of transcription
and is required for the maintenance of the lysogenic state in E. coli after
infection by bacteriophage lambda [34]. During lysogeny, dimers of CI bind
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Fig. 3. Force dependence of the change in DNA length (∆l) due to loop formation.
Data referring to loop formation induced between the wt GalR operators by the wt GalR
protein were included from a previous publication [26].

to specific sites within the OL and OR control regions, located about 2,3
kbp apart on the phage genome (Figure 4A). Each control region contains
three binding sites for CI, OL1, OL2, OL3 and OR1, OR2, OR3 [35–37].
Lambda CI has been a paradigm for the concept of cooperativity in gene
regulation. First, CI binds to its operator sites as a dimer with an intrinsic
affinity OL1 > OR1 > OL3 > OL2 > OR2 > OR3 [38, 39]. Pairs of dimers
can interact when bound to adjacent or nearby operators (Figure 4A) form-
ing tetramers. These cooperative interactions improve the specificity and
strength of CI binding to OR1 and OR2, and OL1 and OL2, respectively
(OR/L1 ∼ OR/L2 > OR/L3). Occupancy of OR2 by CI also activates tran-
scription of the CI gene from the PRM promoter, giving rise to a positive CI
auto-regulatory mechanism [40–42] (Figure 4A). This is needed to maintain
the level of CI required for repression of the lytic genes, as described above.
Finally, using the full λ regulatory region, Dodd and collaborators showed
that CI is able to repress its own transcription from PRM by binding to
OR3 at lysogenic concentrations [43]. This ensures that excessive produc-
tion of CI does not interfere with efficient switching to the lytic stage, when
necessary. Thus, they suggested that tetramers of CI, bound to OL1−OL2
and OR1−OR2, interact to form an octamer causing the intervening DNA
sequence to loop (Figure 4B) [35]. This higher–order DNA structure juxta-
poses OL3 and OR3 and, due to a local increase in DNA concentration and
(again!) cooperativity [1], ensures CI occupancy of the weak OR3 operator
which results in the repression of PRM . This model implies interaction
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Fig. 4. Model of CI regulation by long-range DNA looping proposed by Dodd &
collaborators [35].
A) CI dimers bound cooperatively at oR1 and oR2 repress transcription at pR while the
dimer at oR2 also activates transcription from pRM . The dimers bound cooperatively
at oL1 and oL2 repress transcription at pL.
B) Tetramers of CI bound at oL and oR interact forming an octameric complex and a
2.4 kbp DNA loop. This higher-order complex facilitates cooperative binding of another
pair of CI dimers at oL3 and oR3, resulting in formation of another CI tetramer and
repression of transcription from PRM .

between the CI dimers bound at OL3 and OR3 and explains how CI can
negatively auto-regulate its own expression when present at physiological
concentrations. Using TPM, direct evidence for loop formation by CI was
obtained [44]. However, in this case, given the presence of six specific op-
erators, a large number of nucleoprotein complexes are possible increasing
the complexity of the system. The superimposed frequency histograms of
many TPM measurements clearly indicate that there is only one size of
loop, at least given the spatial resolution of this kind of measurement (Fig-
ure 5). How then can one understand the mechanism of loop formation and
test, for example, if the CI octamer precedes the CI dodecamers-mediated
loop or if there is another mechanism of DNA-CI and CI-CI interactions
that regulates the formation and breakdown of the loop? Answering these
questions has entailed the application and refinement of several techniques
of analysis. Comparison of the results obtained from each of these differ-
ent approaches has further deepened our understanding of the interaction
between CI and DNA.

First, we used a thermodynamic approach (C. Zurla et al., in prepa-
ration). As mentioned above, from the TPM traces, one can measure the
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Fig. 5. Probability distribution of the TPM signal observed for several teth-
ered beads (about 40 for each condition) in the presence of 50 nM CI (nominal
concentration).

overall time spent in the looped state and in the unlooped state. The ratio
between these two values (DL/DU ) is equivalent to the relative probability
of occurrence of the two kinds of configurations and we should consider that
there are 64 possible unlooped and 49 looped configurations (Figure 6),

DL

DU
=

49
∑

i=1

p looped,i

64
∑

j=1

p unlooped,j

(1)

where p looped,i and p unlooped,j are the probability of occurrence of each
looped or unlooped species, respectively. Also, from Equation 1, we know
that this probability is related to the probability of occurrence of each
looped/unlooped configuration. Such probability is given by:

pi =
[CI2]

sie−
∆Gi
RT

113
∑

j=1

[CI2]sj e
−∆Gj

RT

(2)
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where [CI2] is the concentration of dimeric CI, s is the number of CI dimers
in configuration i, and ∆Gi is the free energy for that particular config-
uration. This free energy is equal to the sum of three possible contribu-
tions: the free energy of binding to a specific operator, the free energy
of cooperative interaction between adjacent CI dimers, and the looping
free energy that incorporates DNA bending, configurational entropy, and
protein-protein interactions. The values for the free energy of binding
at each of the different six CI operators and those of cooperative bind-
ing are known [38, 39] and summarized in Table 1 in ref. [35]. On the
other hand, the free energies of each specific kind of looping are unknown.
However, we measured values for DL/DU at different CI concentrations
(Figure 7) which, as expected, increase with CI concentration. There-
fore, we can develop an expression in terms of CI concentration [35] and
free energy, leaving looping free energies as fit parameters. Global fitting
of the data by means of Equation 1 yields ∆G oct = −0.6 kcal/mol and
∆Gdod = −1.5 kcal/mol for the free energy for loop formation mediated
by CI octamers and CI dodecamers, respectively. The difference in ∆G
between octamer- or dodecamer-mediated loop is not very large. This ob-
servation may suggest that, as in the case of many proteins which fluctuate
between the folded and unfolded state at room temperature, the looped
state mediated by CI fluctuates between the octamer and the dodecamer-
mediated looped species. To test this hypothesis, C. Manzo et al. followed
a kinetic approach which consists in using a multiscale analysis [45] after
using a generalized likelihood ratio test that determines the location of a
signal amplitude change point (cp) [46] and thus eliminates the limitations
that arise from binning and thresholding (manuscript in preparation). In
general, the complexity of the system demands the development of more
sophisticated analyses than those that have been devised for two-state sys-
tems [10, 16].

(ii) Effect of non-specific binding . Another complicating feature of
lambda CI is that, on the contrary of the gal or lac repressors, it dis-
plays a significant non-specific binding to DNA (Figure 8). Clearly, this
form of interaction with DNA may affect CI-mediated loop formation and
breakdown both in vitro and in vivo where CI has been estimated to be
present at 30 dimers per prophage [37]. Single-molecule approaches can
help in quantifying the effect of non-specific binding and we are presently
conducting measurements similar to those described by Marko and Siggia
[47] to characterize CI non-specific binding to lambda DNA. In general,
non-specific binding is an important, common aspect of protein-DNA in-
teractions which is seldom addressed properly and can be characterized in
detail using single-molecule approaches.

(iii) Effect of tension and supercoiling in large loops . Magnetic tweez-
ers are the tool of choice for investigating the effect of DNA tension and
supercoiling on protein-mediated loop formation. Magnetic tweezers were
used to manipulate the supercoiling level of the λ regulatory region. Detec-
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Fig. 6. Pictorial representation of the 64 unlooped and 49 looped DNA config-
urations which may arise from interaction of CI with its specific binding sites. The
numbers on the sides indicate the multiplicity of each configuration. The cyan shapes
indicate CI dimers bound to lambda operators; the shapes with dotted contours indicate
vacant positions for CI dimers.

tion of CI-mediated looping in the magnetic tweezers set-up has proved to
be challenging given the large size of the loop and the presence of tension
in the DNA which interferes with the looping event. Indeed, at high forces,
the DNA is mostly stretched and loops rarely form. Instead, at very low
forces, DNA is basically a random coil and formation of the loop does not
yield a detectable reduction in DNA length.

CI-induced wt-length loop formation in supercoiled DNA was observed
nonetheless using a different approach, pioneered by Strick et al. [48]. DNA
was supercoiled at low forces and then subjected to a sudden force jump.
At low forces, twisting the DNA generates plectonemes and perhaps loop-
ing too. A sudden increase in force instantly eliminates the plectonemes
extending all but the part of the DNA involved in the CI-mediated loop.
A second abrupt lengthening of the DNA occurs when the CI-secured loop
ruptures. The duration of the loop can thus be measured until it breaks
down. The measurements can be repeated several times by lowering the
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Fig. 7. Experimental values for the relative probability of loop formation DL/DU

obtained at different CI concentrations and global, thermodynamic fitting of these points
obtained as described in the text.

force and repeating the cycle. Figure 9 shows this type of measurement per-
formed on a DNA molecule ∼11,000 bp-long which had been underwound
by 20 turns or ∼ 2.4%.

These results clearly show that it will be possible to determine the
lifetime of the wt loop state. These assays will not yield information on
the unlooped state lifetime. Nonetheless, by introducing different levels
of DNA twisting, these assays will allow characterization of the effect of
DNA supercoiling on the loop lifetime, and for example, testing of the
hypothesis that supercoiling may increase the local concentration of CI and
facilitate loop formation at lower CI concentrations than those observed in
relaxed DNA.

In order to obtain a telegraph-like signal from which to derive both the
lifetime of the looped and unlooped configuration, the loop size should be
shortened with respect to that of the wt. The left panel of Figure 10 shows
the typical dependence of DNA length vs. number of turns of the magnets
for a molecule 4900 bp-long where the OL and OR regions are separated
by 393 bp only. The lower panel on the right of Figure 10 shows a typical
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Fig. 8. Frequency distribution histograms of the TPM signal measured for null
DNA (DNA not containing any specific site for CI) at various concentrations of CI.
Histograms are not filled to better reveal the shape and overlapping of distributions in
different experimental conditions.

trace obtained when CI is added to molecules unwound by 10 turns while
subjected to a force of 0.3 pN. One can then characterize the effect of
different values of DNA supercoiling and tension on the formation of loops
of different size and eventually extrapolate the wt behavior. Initial results
reported in Figure 11 show that a small increase in force (∼ 0.1 pN) leads
to a significant reduction of looping probability and an increase of negative
supercoiling from σ = −0.012 to σ = −0.024 dramatically decreases the
probability of the 393 bp-long loop formation. The observation that tension
and unwinding do not favor loop formation is in agreement with theoretical
predictions by Vologodskii [49, 50].

A detailed characterization of how DNA supercoiling and tension affect
loop stability as a function of the size of the loop in the case of the lambda
CI-mediated loop will also help predict the behavior of other loop-based
regulatory systems and therefore will be of great general significance.

3. Conclusion. Single-molecule approaches have been applied to the
characterization of several aspects of molecular biophysics. Here, I have
briefly reviewed some applications to the characterization of the molecu-
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Fig. 9. CI-mediated looping in supercoiled DNA. DNA end-to-end distance vs time
(left panel). DNA end-to-end distance histogram (right panel). DNA molecules were
unwound by approximately 3% in the presence of an applied force of 0.3 pN. The end-
to-end distance of the DNA at this point is given by the low trace and by the leftmost
peak in the histogram. The force is then suddenly increased to 1 pN which removes
all plectonemes causing a rapid increase in DNA length. DNA is not yet completely
extended because of the loop. After sometime, loop breakdown further increases DNA
to its full extension (second plateau and rightmost peak. The distance between the
rightmost and middle peaks corresponds to the length of the loop.

lar mechanisms that regulate transcription, with particular emphasis on
protein-induced DNA looping. Single-molecule techniques can be success-
fully employed to detect formation of small (hundreds of bp) as well as
large (kbp) regulatory loops, to characterize the kinetics, thermodynamics
and the mechanism of loop formation in exquisite detail, to determine the
effect of structural and topological features as well as that of biochemical
interactions and DNA tension. Finally they are the best suited to pro-
vide quantitative information pertinent to theoretical predictions of either
a general or system-specific character advanced by several investigators,
some of whom are contributing to this volume [25, 30, 51–66].
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Fig. 10. Left: Dependence of DNA length on number of turns of the magnet at
three different forces for a DNA fragment containing the complete oL and oR regions
separated by 393 bp. The overall fragment length was 4396 bp. Force is: 0.3 pN (green
curve), 0.7 pN (blue curve) and 1 pN (red curve).
Right: Dependence of DNA length versus time for the same DNA molecule stretched by
0.3 pN and negatively twisted by 10 turns. Top: control experiment in the absence of
CI. Bottom: in the presence of 200 nM CI.

Fig. 11. Histograms of the DNA length at different forces and level of supercoiling.
The data show that a small increase in force (∼ 0.1 pN) leads to a significant reduction
of the looped population and the increase of negative supercoiling from σ = −0.012 to
σ = −0.024 dramatically decreases the probability of loop formation.
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DIFFERENCES BETWEEN POSITIVELY AND

NEGATIVELY SUPERCOILED DNA THAT

TOPOISOMERASES MAY DISTINGUISH
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Abstract. In all living cells, DNA is homeostatically underwound relative to its
lowest energy conformation, resulting in negative supercoiling. This underwinding of
DNA is critical to the metabolism of DNA and, thus, is vital to cell survival. Enzymes
called topoisomerases regulate and maintain the supercoiled state of DNA and are critical
to the successful replication of the genome. These enzymes are major targets for drugs
used in the treatment of bacterial infections and cancer. One puzzling phenomenon of the
topoisomerase mechanism is how these enzymes, orders of magnitude smaller than their
substrate, can search, recognize and act at a local level to affect global DNA topology.
While the homeostatic state of DNA supercoiling in cells is negative, both positive and
negative supercoils exist transiently. Because of the right-handed nature of the DNA
helix, the positive and negative supercoils are not equivalent. Several computational
and theoretical models have been developed in an effort to describe the features of both
positively and negatively supercoiled DNA. These models have accurately predicted some
of the phenomena observed in vivo. However, the over-simplifying assumptions cannot
account for the different biological activities of positively and negatively supercoiled
DNA. This review will discuss the models in place and the mathematical and energetic
properties of this elegant molecule and the “machines that push it around.”

1. Introduction. The classical double-helix structure of DNA, as de-
duced by Watson and Crick, is one of the most recognizable icons of modern
scientific endeavor (Watson and Crick, 1953). Although some details are
still debated (the exact number of base pairs per turn for example), it is
almost universally accepted that DNA in its lowest energy state exists in
the form known as B-DNA. Undoubtedly elegant, the antiparallel double-
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helical structure also profoundly influences the biological activity of DNA.
The challenges the structure presents to its own replication were recog-
nized by the mathematicians Pohl and Roberts (Pohl and Roberts, 1978).
They argued that the intertwining of the two strands would prohibit their
complete separation during replication and perhaps the side-by-side con-
formation, as postulated by Rodley et al. (1976), would better fulfill the
requirements for a replicating molecule. Despite the seemingly insurmount-
able challenges, the helical structure of DNA offers many advantages. One
of these is incredible stability, which maintains the integrity of the genetic
material. Modulation of helical winding also provides a mechanism for
regulating access to the genetic information. These mechanisms include
underwinding, which facilitates strand separation, and overwinding, which
inhibits strand separation.

The helical nature of DNA imparts interesting mechanical properties
on the molecule. A full understanding of the biological function of DNA
requires a detailed knowledge of these properties. Likewise, an appreciation
of the utility of the double helical polymer requires consideration of its
biological functions. Linking number (Lk) refers to the number of times the
two helical strands are interwound. The Lk for a relaxed molecule, termed
Lk0, is equal to the number of base pairs divided by the period of the DNA
helix. Most theoretical and computational modeling of DNA assumes it
behaves as an isotropic elastic rod. Overwinding or underwinding of the
helix changes twist (Tw), a property describing the number of times the
individual strands coil around the helical axis. If DNA behaves as an
isotropic elastic rod, then as the value of Tw increases, the associated
torque should increase linearly. Thus, the free energy associated with Tw
is a quadratic function of the elastic deformation (Hagerman, 1988). When
Tw reaches a critical density, the molecule buckles to form plectonemic
structures in which the helix coils about itself, a property known as writhe
(Wr). This buckling acts to exchange twisting energy for bending energy.
The sum of the real-valued geometric properties of Tw and Wr is equal to
the linking number such that:

Lk = Tw + Wr (1)

Any change in linking number must manifest as a change in the twist
and/or writhe such that:

∆Lk = ∆Tw + ∆Wr (2)

The introduction of writhe requires bending energy to overcome the
intrinsic resistance of the DNA helix to bending. Therefore it is usually
assumed that the writhe of a relaxed molecule is equal to zero, and hence
∆Wr = Wr.

The coiling of the helix about itself is more commonly known to bi-
ologists as supercoiling. The discovery of DNA supercoiling in the 1960s
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by Vinograd and colleagues opened up a whole new branch of study: DNA
topology (Vinograd et al., 1965). Vinograd turned to mathematician F.
Brock Fuller to provide a quantitative analysis of DNA supercoiling (Fuller,
1971; Fuller, 1978). Fuller’s resultant elegant treatise led to the adoption
of the terminology of linking number, twist and writhe to describe DNA
topology, and these terms are now familiar to biologists studying DNA. The
relationship between these properties had been proved previously without
reference to DNA (White, 1969).

1.1. Rubber tubing model. It is often useful visually to model
DNA supercoiling by using a piece of rubber tubing. As the rubber tubing
is an isotropic elastic rod it should serve as a useful analogy for the idealized
properties of DNA. The rubber tubing model is a simplified representation
of supercoiled DNA; however, it serves well to illustrate the basic concepts
of supercoiling. The principles hold true for a rope as shown in Figure 1.
DNA is a right-handed helix, i.e. the helix spirals in a clockwise direction.
Therefore, to simulate the effects of overwinding (positive supercoiling),
one can introduce clockwise twist into the tubing (in the direction look-
ing away from the observer along the axis of the tubing). This is most
easily achieved by grasping one end of the tubing in each hand. The end
held in the right hand should be facing towards the reader and twisted in a
counter clockwise direction. When sufficient twist is added, the tubing coils
about itself analogously to DNA writhe (Figure 1). Imagine that the rub-
ber tubing represents a DNA helix. Looking down the superhelical axis,
positively supercoiled DNA coils about itself in a left-handed or counter
clockwise direction (Figure 1, left side). Negatively supercoiled DNA as-
sumes a right-handed superhelical structure (Figure 1, right side). It is now
almost universally accepted that the conformation associated with negative
supercoiling is a right-handed plectonemic (interwound) superhelix, similar
to the conformation illustrated by the rubber tubing model. This structure
has been observed by electron microscopy (Adrian et al., 1990; Bednar et
al., 1994; Boles et al., 1990; Cherny and Jovin, 2001) and is supported by
theoretical simulations of DNA supercoiling (Vologodskii et al., 1992). Al-
though limited data exist on the structure of positively supercoiled DNA,
it is assumed to adopt a similar plectonemic conformation.

1.2. Importance of negative supercoiled DNA in biology. The
DNA of all species examined, from bacteria to humans, is maintained in a
homeostatically underwound, i.e. negatively supercoiled, state (reviewed in
Cozzarelli et al., 1990; Kramer and Sinden, 1997; Schvartzman and Stasiak,
2004; Travers and Muskhelishvili, 2005). Mathematically, this means that
the value of Lk in cells is lower than that of Lk0. The negative linking
difference, ∆Lk, is defined by:

∆Lk = Lk − Lk0 (3)
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Fig. 1. Modeling DNA supercoiling: DNA supercoiling can be modeled using a
rubber tube or a rope (depicted). Even though the pictures might appear to be mir-
ror images, DNA is a right-handed helix, and thus, there are fundamental differences
between overwinding and underwinding. Holding the two ends of the rope separately,
overwinding is modeled by twisting the rope in your right hand in the direction as shown
by the arrow (left side). With overwinding, the rope will form a writhed polymer with
left-handed crossovers. Underwinding (right side) has the opposite effect on writhe;
twisting the rope in your right hand in the direction of the arrow will create a writhed
polymer with right-handed crossovers.

This underwinding, ∆Lk < 0, has a profound effect on the structural and
functional properties of DNA; it becomes “as it were alive, turning from
a stable double helix into a diversely fluctuating entity” (Vologodskii et
al., 1979). For DNA to fulfill its role as a store of genetic information, it
must exist in the cell on the edge of helix stability. Negative supercoil-
ing of the DNA facilitates localized, controlled melting of the helix, thus
facilitating the processes that require access to the DNA bases. Replica-
tion, the accurate copying of the genome, and transcription, the process
converting the genetic code to an RNA message, require the helix to be
denatured, which can only happen when the helix is slightly underwound.
For many biological processes there is a distinct threshold level of negative
supercoiling at which efficiency abruptly increases (Nollmann et al., 2007;
Travers and Muskhelishvili, 2005; Zechiedrich et al., 1997; Zechiedrich et
al., 2000). Surely it is not accidental that DNA supercoiling is approxi-
mately this same threshold value when DNA is purified from cells. Almost
every protein that interacts with DNA is influenced, to varying extents, by
the degree of negative supercoiling. In spite of the critical importance for
DNA function, relatively little is known about the structural transitions
that accompany such underwinding. To date, the only crystal structures
available in the Protein Data Bank (Berman et al., 2000) have been de-
termined using short duplex or oligomeric single stranded DNA, neither of
which represent the native state of DNA inside cells.
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1.3. Evidence that overwound DNA is also important in bi-

ology. Because it is the form obtained out of cells, negatively supercoiled
DNA is much easier to generate than positively supercoiled DNA. As a
consequence, we know much more about negative supercoiling than posi-
tive supercoiling. Thus, whereas the importance of negative supercoiling
in DNA function has been well established, the role of positive supercoil-
ing is not as well known. It is fairly well accepted that both DNA and
RNA polymerase complexes generate transient positive supercoiling ahead
of the replicating and transcribing processes, respectively (Crooke et al.,
1991; Dunaway and Dröge, 1989; Kreuzer and Alberts, 1984; Liu et al.,
1979a; Liu et al., 1979b; Liu and Wang, 1987; Lockshon and Morris, 1983;
Wahle and Kornberg, 1988). In a test tube, purified, reconstituted DNA
replication machinery is only active on negatively supercoiled DNA. The
polymerase stalls before replication is complete, and this is attributed to
the build-up of positive supercoiling ahead of the replication machinery.
The addition of enzymes, topoisomerases (see below), that relax positive
supercoiling restores replication (Hiasa and Marians, 1996; Hiasa et al.,
1996, and references therein).

Reverse gyrase is an enzyme that introduces positive supercoils into
DNA (Kikuchi and Asai, 1984). Reverse gyrase is found uniquely in hyper-
thermophilic organisms, which grow in environments where temperatures
can exceed 80◦C. Proteins from many hyperthermophilic archaea wrap
DNA in nucleosome-like structures that constrain DNA in a positively su-
percoiled conformation (Musgrave et al., 1991). The existence of positively
supercoiled DNA in hyperthermophilic archaea is an elegant solution to the
problem of preventing thermal denaturation in these organisms, but this
concept is controversial (see excellent reviews by Musgrave et al., 2002;
Reeve et al., 1997).

1.4. DNA topoisomerases. Topoisomerases are ubiquitous essen-
tial enzymes that unknot, decatenate, supercoil and relax DNA (Table 1
and Figure 2) (reviewed in Champoux, 2001; Wang, 2002; Schoeffler and
Berger, 2008). These enzymes appear to undergo extraordinary gymnastics
to pass DNA helices though each other. The topoisomerases break either
one (type I) or two (type II) strands to subsequently change Lk by one
or two, respectively. This DNA break is accompanied by a covalent phos-
photyrosine bond between a tyrosine hydroxyl group on the enzyme and
the DNA phosphate at the break site. A second single or double-stranded
DNA segment is then passed through the break, which is subsequently re-
sealed. Cells are equipped with both type I and type II topoisomerases.
These enzymes differ in their molecular mechanisms and, consequently, in
the reactions they carry out (Table 1).

One of the first hints that overwound DNA is not equal and opposite
to underwound DNA was the finding that the bacterial type II enzyme,
topoisomerase IV, is approximately 20-fold more efficient at removing pos-
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Fig. 2. Substrates of topoisomerases: Depicted are schematics of topoisomerase
substrates. For simplicity, each line represents a double-stranded DNA helix, as shown
by the upper left inset. As drawn, most topoisomerases simplify DNA topology with
the equilibrium shifted towards relaxing, unknotting, and decatenating. Bacterial DNA
gyrase and archaeal reverse gyrase are unique enzymes because they introduce supercoils.

itive than negative supercoils, in both ensemble and single-molecule assays
(Crisona et al., 2000). There must be something different between positive
and negative supercoils that this type II enzyme distinguishes. Biologically,
a preference of topoisomerase IV for positive over negative supercoiling
makes sense because negative supercoiling is essential in bacterial cells and
is very tightly regulated (Zechiedrich et al., 2000). Topoisomerase IV is rel-
atively inefficient at relaxing negative supercoils both in vitro (Ullsperger
and Cozzarelli, 1996) and in vivo (Zechiedrich et al., 2000). Thus, evolution
appears to have provided a solution (a preference of positive over negative
supercoils) to the need of removing potentially problematic positive su-
percoils that would prevent polymerase progression while simultaneously
leaving the beneficial negative supercoils unaltered.

Preferential relaxation of positively supercoiled DNA is not a univer-
sal feature of type II topoisomerases. Yeast topoisomerase II, fruit fly
topoisomerase II, and viral type II topoisomerases do not exhibit this pref-
erence (Charvin et al., 2003; McClendon et al., 2005; McClendon et al.,
2006; Strick et al., 2000b). Humans express two closely related isoforms
of topoisomerase II, α and β (Drake et al., 1989) and these differ in their
specificity for positively supercoiled DNA. Human topoisomerase IIα re-
laxes positively supercoiled DNA more than 10-times faster than negatively
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Table 1

Subfamilies of topoisomerases and their activities.

supercoiled DNA; human topoisomerase IIβ has little or no preference (Mc-
Clendon et al., 2005). Interestingly, when an organism contains a type II
topoisomerase that preferentially relaxes positively supercoiled DNA, there
is always an additional type II topoisomerase in that organism that does
not exhibit a preference (McClendon et al., 2005). Each enzyme has dis-
tinct physiological roles (Grue et al., 1998). Human topoisomerase IIα is
expressed primarily in rapidly proliferating tissues (Nitiss, 1998), topoiso-
merase IIβ is found in all tissues, but predominantly in non-proliferating
cells, such as neurons (Kondapi et al., 2004). The preferential relaxation of
positively supercoiled DNA by human topoisomerase IIα is clearly advan-
tageous ahead of the highly active replication machinery in rapidly prolif-
erating tissues.

1.5. Medical relevance of topoisomerases and supercoiled

DNA. Topoisomerases are a major class of pharmaceutical targets. Bil-
lions of dollars each year are spent on drugs that target these enzymes.
Fluoroquinolones target the bacterial enzymes, DNA gyrase and topoiso-
merase IV, and are among the most widely prescribed antibiotics in the
United States (Wolters Kluwer Health, 2006). Fluoroquinolones are used
to treat urinary and respiratory tract infections, prostatitis, and infections
of the skin and sinuses. Camptothecin and its derivatives, which target
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human topoisomerase I (Pommier, 2006), are used to treat ovarian, col-
orectal, pancreatic, breast and prostate cancers. The epipodophyllotox-
ins (etoposide), anthracyclines, and anthracenediones, which target human
topoisomerase IIα, are used to treat breast, lung, ovarian and bladder
cancers as well as several forms of leukemia (reviewed in Martincic and
Hande, 2005). These anti-topoisomerase drugs stabilize the normally fleet-
ing catalytic intermediate where the enzyme is covalently attached to the
cleaved DNA, converting the topoisomerase into a potent cellular toxin
(Kreuzer and Cozzarelli, 1979). It is thought that the cellular replication
and transcription machinery collide with these intermediates, ultimately
leading to death of the bacterial or cancer cell (reviewed in Anderson and
Osheroff, 2001; McClendon and Osheroff, 2007). Additional mechanisms
of cell death, mediated by the anti-topoisomerase drugs, have also been
proposed (reviewed in Drlica et al., 2008). The anti-topoisomerase drugs
are potent and specific, but their use has consequences: drug resistance,
toxicity, and secondary malignancies caused by the drug. Therefore, under-
standing where and how these enzymes act and the effects of supercoiling
on the drug activity should facilitate the development of more efficacious,
potentially less toxic drugs.

For a better understanding of how the anti-topoisomerase drugs act it
is imperative to consider where the topoisomerases act in the cell. Topoiso-
merases, with the notable exception of DNA gyrase, show at least 5- to 10-
fold preference for binding and cleaving negatively supercoiled over relaxed
(Lk0) or linear DNA (Camilloni et al., 1988; Camilloni et al., 1989; Muller,
1985; Osheroff et al., 1983; Osheroff, 1986; Osheroff and Zechiedrich, 1987;
Zechiedrich and Osheroff, 1990). Although many studies of the mecha-
nisms of anti-topoisomerase drugs have been performed with relaxed or
linear DNA, these are not substrates for topoisomerases and, hence, the
results may not be germane to our understanding of anti-topoisomerase
drug activity. The finding that positively supercoiled DNA is the preferred
substrate, over negatively supercoiled DNA, for the fluoroquinolones tar-
gets, gyrase and topoisomerase IV, and the anticancer drug target, human
topoisomerase IIα, has important pharmacological implications. Preferen-
tial activity on positively supercoiled DNA leads to a higher probability
of enzyme-DNA cleavage intermediates directly in the path of advancing
polymerases. Whereas positively supercoiled DNA is, arguably, the more
relevant substrate, few studies have addressed the drug action on positively
supercoiled substrates. One study that addressed the drug response with
positively and negatively supercoiled DNA uncovered a dramatic increased
toxicity for positively supercoiled DNA (McClendon et al., 2006). Another
study found that anticancer drugs impede the relaxation of positive, but
not negative, supercoils by human topoisomerase I (Koster et al., 2007).
This revealed a potential new mechanism for drug-induced cell death, pre-
viously unconsidered, and only revealed when experiments were performed
with positively supercoiled DNA.
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Toward a better understanding of the biological function of DNA, the
DNA topoisomerases, and the drugs that target the DNA topoisomerases,
here we review the properties of positively and negatively supercoiled DNA
and the potential mechanisms that topoisomerases may use to distinguish
between them.

2. Differences between positively and negatively supercoiled

DNA.

2.1. Biological consequences of DNA twist and writhe. One of
the most important things to consider when comparing the properties of
underwound and overwound DNA is how supercoiling is partitioned into
∆Tw and Wr. The consequences of changes in twist differ from those
of writhe. One of the consequences of negative ∆Tw is a higher propen-
sity for the individual strands of the helix to separate. Thus, processes
that require strand separation, such as DNA replication and transcription,
are facilitated by increased negative ∆Tw. Additionally, the formation of
non-canonical alternative secondary structures, described below, requires
strand separation, and therefore is also dependent on negative ∆Tw. The
consequence of positive ∆Tw is resistance to strand separation and a con-
comitant increase in stability at higher temperatures. Other consequences
of positive ∆Tw include an increase in the length and a decrease in the
diameter of the DNA helix upon overwinding (Gore et al., 2006; Lionnet
et al., 2006). Because DNA is a highly charged molecule, changing twist
alters the charge density and, as a consequence, also changes the location
and density of solvent counterions (Randall G.L., Zechiedrich L. and Pettitt
B.M., submitted).

Writhe is a property describing the coiling of the helical axis in three-
dimensional space. The property Wr has a rigorous mathematical defi-
nition corresponding to the Gauss double integral over a closed curve in
three-dimensional space (Levitt, 1983; Klenin and Langowski, 2000). One
of the most important biological consequences of writhe is the resultant
compaction of DNA, which facilitates its packaging into cells. In addition,
because two sites are generally closer together in a writhed molecule (Vol-
ogodskii et al., 1992), both the transfer of a protein from a random site to
a specific site, as well as the synapsis of two sites, should be more efficient
in writhed DNA (Embleton et al., 2004; Gowers and Halford, 2003).

2.2. Partition between twist and writhe. In the absence of exter-
nal factors such as bound proteins, the relative proportioning of ∆Lk into
∆Tw and Wr is governed by an exquisite equilibrium between twisting
and bending energies, electrostatic potential energies within and between
highly charged DNA helices, and the extent of electrostatic screening by
solvent ions. As described above, partitioning of ∆Lk into Wr reduces the
torsional strain and thus the twisting energy. Writhing, on the other hand,
requires the DNA bending rigidity to be overcome. Local environment also
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has a profound effect on the partitioning between ∆Tw and Wr. Because
writhe requires two highly charged helices to juxtapose, it is strongly de-
pendent on electrostatic effects. We examine the current understanding of
this partitioning and how it may differ for positively supercoiled DNA.

2.3. How to study DNA supercoiling. Innovative methods have
been developed to generate supercoiled DNA (Figure 3). The most direct
way to generate negatively supercoiled DNA is to incubate relaxed DNA
with gyrase (Figure 3, panel A). To vary the Lk, the method shown in
Figure 3 (panel B) shows how ethidium bromide or chloroquine can be
used with topoisomerase I. Increasing intercalator concentrations results
in increasingly supercoiled DNA. Incubation of negatively supercoiled or
relaxed DNA with reverse gyrase (Figure 3, panel A) results in positively
supercoiled DNA (Rodriguez, 2002). Other ways involve shifting Lk by
binding chemicals (e.g., netropsin) or proteins (e.g., HmfB) and trapping
the resultant ∆Lk with enzymes to ligate nicked DNA or topoisomerases
that remove compensatory ∆Lk in closed circular molecules (LaMarr et
al., 1997; Snounou and Malcom, 1983). Strick et al. devised a way to
introduce positive or negative supercoiling into a single DNA molecule in
a controllable and reversible fashion (Strick et al., 1996). Single molecule
micromanipulation has provided an unparalleled insight into the elastic
properties of DNA and also of enzymes that act on DNA (reviewed in
Bustamante et al., 2003; Charvin et al., 2005b).

Analyzing DNA supercoiling experimentally is difficult, time-
consuming, and requires specialized and often expensive equipment. The
most direct methods are by electron microscopy or atomic force microscopy.
Griffith and co-workers showed helix-helix juxtapositions, or crossovers that
are characteristic of writhe are readily observed by electron microscopy of
supercoiled DNA (Sperrazza et al., 1984). The benefit of these methods
is that, because the DNA is directly visualized, the shape information is
much more easily extracted than it is from other indirect methods. Cau-
tion must be taken, however, in interpreting the results of transmission
electron microscopy because in sample preparation the DNA is adsorbed
onto a surface, air-dried and shadowed with metal. It is unclear as to what
extent these manipulations might distort DNA. Similar caveats apply for
atomic force microscopy (reviewed in Lyubchenko, 2004). Electron cryomi-
croscopy (cryoEM) should avoid some of these issues, because the sample
is frozen in solution. As mentioned above, however, a downside to these
powerful methods is that electron and atomic force microscopy requires
specialized and expensive equipment. CryoEM facilities, in particular, are
not readily available to most researchers and require considerable expertise
and training to use. This has limited the application of these powerful
techniques.

A much more common method of analysis of DNA topology is gel
electrophoresis, a technique that is relatively simple to perform, inexpen-
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Fig. 3. Methods to generate negatively and positively supercoiled DNA:
A) Reverse gyrase and DNA gyrase method: Reverse gyrase directly introduces posi-
tive supercoils into DNA from either negatively supercoiled or relaxed DNA substrates.
Conversely, DNA gyrase directly introduces negative supercoils into DNA from relaxed
DNA substrates. B) Topoisomerase I (Topo I) method: Introduction of chemicals or
proteins alters the relaxed DNA structure to appear supercoiled; however, the Lk does
not change. Topo I relaxes the apparent supercoils, shifting the Lk. The Topo I reac-
tion is then quenched, trapping the new topological state. Once the chemical or protein
is removed, the new ∆Lk repartitions between ∆Tw and Wr, thus generating super-
coiled DNA molecules. In the examples shown, negatively supercoiled DNA is generated
by chemicals that unwind DNA (e.g., ethidium bromide or chloroquine, filled circles).
Positively supercoiled DNA can be generated using chemicals that overwind DNA by
introducing positive Tw (e.g., netropsin, filled triangles) or proteins that stabilize pos-
itive Wr. The most commonly used example is the protein HmfB. C) Ligase method:
Beginning with nicked ( ∗) DNA, the chemicals or proteins described in panel B shift
Lk upon binding. Ligase is used to seal the nick and trap the supercoiling that has been
introduced by the chemical or protein. Subsequent removal of the chemical or protein
allows the supercoiling to repartition between ∆Tw and Wr.
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sive and for which the apparatus can be found in almost every laboratory.
Gel electrophoresis separates DNA of different sizes and conformations by
their ability to snake their way through the pores of the agarose or poly-
acrylamide gel matrix (Deutsch, 1988; Weber et al., 2006). DNA that is
writhed migrates more rapidly through the gel matrix because of its com-
pact shape (Keller and Wendel, 1975). In this way, electrophoresis provides
a semi-quantitative measure of writhe. However, extracting quantitative
values of writhe from electrophoresis is difficult and indirect because of the
assumptions that must be made regarding how a given value of writhe af-
fects the overall shape of the DNA molecule and, concomitantly, how this
affects the speed at which the DNA can weave its way through the pores
of the gel matrix. Gel electrophoresis is particularly robust for comparing
relative writhe in DNAs of equal length. Faster mobility indicates a more
compact structure and almost certainly a greater partition into writhe. We
have observed that positively supercoiled 339 bp minicircles have a faster
electrophoretic mobility than negatively supercoiled minicircles of compa-
rable ∆Lk (Fogg J.M., Catanese, D.J. and Zechiedrich L., manuscript in
preparation). This faster mobility indicates a more compact structure and,
therefore, we can conclude that these positively supercoiled minicircles have
increased writhe.

The development of single-molecule experiments has provided an ef-
fective means to test models of DNA elasticity. The set-up consists of a
single DNA molecule tethered at one end to a surface and at the other end
to a small magnetic bead or micropipette (Smith et al., 1992; Strick et al.,
1996; Strick et al., 1998; reviewed in Bustamante et al., 2003; Charvin et
al., 2005b; Strick et al., 2000a). A rotating magnetic field induces rotation
of the bead (Strick et al., 1996), thereby underwinding or overwinding the
DNA molecules in a controllable and reversible fashion. The change in the
topology of the DNA is monitored in real time from the extension of the
DNA. As the bead is rotated, torsional strain in the molecule accumulates
until a critical point at which the DNA buckles and forms writhe. Writhe
formation is observed by measuring changes in the extension of the DNA
molecule. After the buckling transition is reached, the extension decreases
in a linear fashion as the magnetic bead is turned. It should be noted
that predicting the extension of a supercoiled molecule is non-trivial and
requires numerous model-dependent assumptions (Strick et al., 1998). Con-
sequently, the conclusions from the single-molecule data are only as reliable
as the model used to interpret them. Nevertheless, these single-molecule
experiments have provided an unprecedented insight into the properties
of DNA.

2.4. Results from electron and atomic force microscopy. In an
experimental tour de force, Cozzarelli and co-workers (Boles et al., 1990)
measured writhe in negatively supercoiled DNA using transmission elec-
tron microscopy, and by analyzing the products of integrase recombination
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that traps writhe as catenane or knot nodes. They concluded that Wr
changes linearly, proportional to decreasing ∆Lk. The ratio of Wr to ∆Tw
remained at a constant ratio of ∼ 2.6:1 across the wide range of nega-
tive supercoiling tested. Dubochet and co-workers (Adrian et al., 1990)
used cryoEM to visualize supercoiled DNA in solution without the prob-
lems of sample preparation inherent to transmission electron microscopy.
They found, similar to Cozzarelli and co-workers, that negatively super-
coiled DNA forms a writhed, interwound superhelix in solution, with a
ratio of Wr to ∆Tw of ∼ 3-4:1. No analogous study has been performed
for positively supercoiled DNA. Cherny and Jovin probed the structure of
positively as well as negatively supercoiled DNA by transmission electron
microscopy and atomic force microscopy (Cherny and Jovin, 2001). The
positively supercoiled DNA tested, however, was only of low to moderate
superhelix density because of limitations in the protocol used to supercoil
the DNA. They reported that negatively or positively supercoiled DNA
with comparable low values of ∆Lk had a similar writhed structure when
the samples were prepared and mounted under identical solution condi-
tions. The configuration of more positively supercoiled and potentially
more biologically relevant DNA remains to be determined.

2.5. Results from single molecule experiments. A useful feature
of the single-molecule set-up is that the magnetic field can be made to pull
on the bead and therefore apply tension to the DNA. This tension resists
the contraction of the DNA to inhibit writhing. Under low tension (0.2 pN)
the elastic behavior of DNA is symmetrical for positive and negative su-
percoiling. At higher forces, however, the chiral nature of DNA becomes
apparent (Strick et al., 1998). With the DNA held under higher, but still
moderate tension (1 pN), overwinding causes the DNA to contract, and
underwinding does not change the extension. At higher forces (> 3 pN),
writhing is completely inhibited for both overwinding and underwinding,
consequently, the extension of the molecule changes very little for both
negatively and positively supercoiled DNA. When writhing is suppressed,
changes in Lk must be manifested as ∆Tw. There is ample evidence,
however, that negatively supercoiled DNA can only accommodate small
negative changes in Tw before it denatures at susceptible sequences (Ben-
ham, 1979; Benham, 1992). This denaturation allows the DNA to maintain
the remainder of the DNA in a near completely torsionally relaxed confor-
mation (Randall G.R., Zechiedrich L. and Pettitt B.M., submitted). The
phenomenon of localized denaturation of DNA was recognized early in the
study of DNA supercoiling (Vinograd and Lebowitz, 1966), yet classical
mechanical models of DNA have only very recently included such DNA
denaturation (Liverpool et al., 2008).

For positive supercoiling, denaturation to single strands is not applica-
ble. The DNA is, therefore, obligated to writhe to relieve torsional stress.
In this way, positively supercoiled DNA exhibits classical elastic rod be-
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havior over a wider range of torsion and tension than does negatively su-
percoiled DNA. Negatively supercoiled DNA deviates from this idealized
behavior under relatively low levels of tension and torsion, due to denatu-
ration, whereas positively supercoiled DNA remains base paired. It is only
at much higher forces, where writhe in positively supercoiled DNA is sup-
pressed, that the elastic behavior of positively supercoiled differs from that
predicted by the worm-like chain model. It appears that analogously to un-
derwinding, the torsional stress of overwinding is not uniformly distributed
throughout the molecule. Instead, under these conditions the excess twist
is concentrated in regions of extremely overwound DNA with a helical re-
peat estimated from modeling to be ∼ 2.6 base pairs per turn compared
with ∼ 10.5 bp per turn for B-DNA helix (Allemand et al., 1998). This
novel DNA conformation, named Pauling-DNA (P-DNA) will be discussed
in more detail in a later section. For both negatively and positively su-
percoiled DNA it appears that changes in twist are concentrated in short
regions of the helix, preserving the remainder of the DNA as a canonical
B-form helix (Randall G.R., Zechiedrich L., and Pettitt B.M., submitted).
There is distinct asymmetry, however, between positively and negatively
supercoiled DNA regarding the amount of torsion required for these sharp
structural transitions to occur. The assumption that twist is distributed
uniformly throughout the molecule therefore only holds true for relatively
small torsional deformations, especially for negatively supercoiled DNA.

2.6. Computational simulations of DNA supercoiling. To fully
understand the experimental results requires knowledge of the underlying
principles that govern the conformational changes. The study of DNA
supercoiling has been enriched by collaborations between theoreticians
and experimentalists. Computational simulations of DNA conformations
have revealed much about DNA supercoiling. These simulations use well-
established theories from polymer physics, which long pre-date the discov-
ery of the structure of DNA. Because of the complexity of DNA, early
computational models had to make coarse simplifying assumptions. Un-
til very recently, the most common theoretical and computational models
of large DNA systems have modeled DNA as an isotropic elastic polymer
(Hagerman, 1988). These models have been tested and refined extensively
to attempt to account for the unique characteristics of DNA (Benham and
Mielke, 2005; Olson, 1996; Vologodskii et al., 1992). As described above,
measurements of the mechanical properties of single molecules of DNA pro-
vided a means to rigorously test these models over a wide range of negative
and positive supercoiling (Smith et al., 1992; Strick et al., 1996). The data
were best described by the Kratky-Porod worm-like chain model, which
models the DNA as a continuous elastic medium (Bustamante et al., 1994;
Strick et al., 1998). In contrast to the freely-jointed chain model, in which
the molecule is divided into uncorrelated segments, the worm-like chain
model treats the molecule as a continuous curve for which bending and
twisting is distributed uniformly throughout the molecule.



DIFFERENCES BETWEEN + AND − SUPERCOILED DNA 87

Agreement between the structure computationally predicted and that
observed experimentally does not necessarily mean that the model used
is correct. Although the worm-like chain models accurately predict the
behavior of the long DNA chains used in these experiments they fail to
account for other experimental observations. For example, Cloutier and
Widom reported that the bending and torsional flexibilities of certain short
DNA sequences, ∼ 100 bp in length, exceeded the values predicted from
a continuous elastic material by several orders of magnitude (Cloutier and
Widom, 2004; Cloutier and Widom, 2005). The authors argued that con-
ventional theories of DNA elasticity, determined for gently bent regimes,
do not extrapolate to the sharply bent regimes found in, for example, small
DNA circles. As discussed in more detail below, however, this conclusion
ignores the unique structural properties of the DNA sequences studied by
Cloutier and Widom. When the sequence-dependent structural properties
are included in the computational model, the unusual DNA flexibility ob-
served by Cloutier and Widom can be accounted for, within the framework
of the existing theories (Czapla et al., 2006).

A major shortcoming of theoretical studies of DNA supercoiling is their
inability to accurately determine the relative contributions of enthalpic and
entropic components to the free energy of supercoiling. Interactions be-
tween DNA and the surrounding solvent that are not explicitly considered
in classical models almost certainly make a major contribution to the ther-
modynamics of supercoiling, especially entropy. Models of DNA elasticity
consider the elastic free energy of supercoiling as determined from measured
torsional and bending rigidities of DNA. These properties are determined
experimentally in solution, and therefore should include interactions be-
tween the DNA and the solvent, including entropic effects. Although the
entropic term is notoriously difficult to calculate, it is an important determi-
nant of the mechanical properties of DNA (Harris et al., 2005). Whenever
models have been used in an attempt to determine the entropy of super-
coiling, they incorrectly predict it to be negative, whereas experimental
data overwhelmingly observe it to be positive (Benham and Mielke, 2005).
In their 2005 review, Benham and Mielke eloquently describe reasons for
the failure of models to predict the entropy and also argue that the elastic
free energy may not be the primary determinant of the thermodynamics
of supercoiling. The entropic term also becomes important when we con-
sider the propensity of negatively supercoiled DNA to denature. Strand
separation should increase the entropy of the system (Harris et al., 2005;
Harris et al., 2008) and probably contributes to the large positive entropy
observed experimentally. Therefore the entropy associated with positively
supercoiled DNA, which has a much lower propensity to denature, is likely
to significantly differ from that observed with negatively supercoiled DNA.

Accurately predicting conformations of positively supercoiled DNA,
for which there is very little corroborating experimental data, will require
a more detailed and quantitative understanding of the thermodynamics of
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supercoiling before we can be confident of the predictions. As simulations
approach the all-atom level, we should gain a better understanding of these
important thermodynamic terms.

In the classical models, the inability to allow DNA denaturation and
the assumption that overwound DNA is equal and opposite to underwound
DNA have obfuscated important general features of DNA. These two prob-
lems have led directly to the oversight of important differences between
over- and underwound DNA. Extensions to the classical models have been
made to attempt to address these differences, but the utility of such coarse-
grained models has declined as atomic-scale modeling has become increas-
ingly viable. Because of past limitations in computing power, all-atom
molecular dynamics studies of the effects of supercoiling on DNA structure
are few and far between. The computational time required for all atom
molecular dynamics is approximately proportional to the number of atoms
(including those from solvent) squared; therefore simulations of larger DNA
systems are computationally expensive. Recent advances in supercomput-
ing power, however, have made simulations of large DNA systems feasible.
Unlike worm-like chain models, all-atom models explicitly take into account
bond lengths, bond angles, dihedral angles, Van der Waals forces, and elec-
trostatic forces, all allowing more realistic modeling of DNA dynamics.
These models allow the simulation of DNA structural deformations such
as kinking, twisting, and denaturing that are beyond the capabilities of
worm-like chain models. In a recent study, Harris and co-workers (Harris
et al., 2008), performed all-atom molecular dynamics simulations on DNA
minicircles ranging from 90 bp up to 178 bp in size. Writhing, because
it requires a bending of the DNA helix, is suppressed in DNA minicircles
because of the limited length of DNA over which the bending can be dis-
tributed. Harris and co-workers found that the simulated properties of pos-
itively and negatively supercoiled minicircles were highly dissimilar. The
positively supercoiled minicircle simulations had a much higher propensity
to writhe, even for minicircles as small as 90 bp. In contrast, the neg-
atively supercoiled minicircles had a tendency to denature regions of the
DNA instead of writhing. Writhing of negatively supercoiled minicircles
was only observed for 118 bp and larger circles under conditions of high
counterion screening, which favor writhing. We observe similar behavior
experimentally with 339 bp DNA minicircles (Fogg, J.M., Catanese, D.J.
and Zechiedrich L., manuscript in preparation). In the absence of added
divalent metal ions to shield the negative charge on the DNA, writhing
of the negatively supercoiled minicircles was suppressed. The ∆Lk must
be accommodated largely by denaturation in this case. The positively
supercoiled minicircles writhe, however, even under the conditions of low
counterion screening.

2.7. Torsional rigidity. The partition of supercoiling into twist and
writhe is governed at least in part by the torsional and bending rigidities
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of the DNA molecule. These properties have been studied extensively us-
ing a number of methods including fluorescence anisotropy of intercalated
ethidium bromide (Fujimoto and Schurr, 1990; Heath et al., 1996), rates of
cyclization of short DNA fragments (Cloutier and Widom, 2004; Cloutier
and Widom, 2005; Crothers et al., 1992; Shore and Baldwin, 1983a; Shore
et al., 1981), the equilibrium topoisomer distribution of ligated DNA circles
(Horowitz and Wang, 1984; Shore and Baldwin, 1983b), and from direct
mechanical measurements on single DNA molecules (Bryant et al., 2003;
Strick et al., 1999). In order to accurately model DNA as an isotropic
elastic rod, it is important to have a precise value for these properties.
The values obtained for the torsional rigidity depend significantly upon
which method is used. Common to all these methods is a requirement
for sophisticated theoretical analyses of the data to estimate the relative
contributions of twist and writhe to the results. Writhing acts to reduce
the torsional strain and, unless writhe is accurately accounted for, will
lead to underestimates of the torsional rigidity. For small DNA circles,
it is generally assumed that supercoiling is partitioned mostly into twist.
Writhing requires a bending motion of the DNA helix, and most of this
bending is concentrated in the superhelical apices. It follows that as DNA
circles get smaller there should be increased resistance to the introduction
of writhe. For this reason, studies that measure the cyclization of short
DNA fragments, either from rates of cyclization (Shore et al., 1981) or
from the resulting topoisomer distributions (Horowitz and Wang, 1984)
are generally considered to yield the most reliable estimations of torsional
and bending rigidity because the contribution of writhe is small in these
assays. Nevertheless, Levene and Crothers (1986) predicted that the con-
tribution of writhe, although small, is not negligible and assuming absence
of writhe leads to an underestimate of the torsional rigidity.

Many of these studies, in particular ones that measure the cyclization
of short DNA molecules, sample thermally accessible states close to the
most relaxed topoisomer. Consequently, the dependence of the torsional
and bending rigidities on superhelicity is unknown. It is often assumed
that the torsional rigidity is that of an isotropic elastic rod, i.e. it is does
not change as the DNA is underwound or overwound. Models of DNA
elasticity assume a constant value for the torsional rigidity that is indepen-
dent of supercoiling density. This assumption ignores the fact that DNA is
a right-handed helix, thus the torque required to introduce positive ∆Tw
probably differs from the torque required to introduce negative ∆Tw. A
limited number of studies have sought to address the dependence of the
torsional rigidity on supercoiling. From fluorescence anisotropy measure-
ments of intercalated ethidium bromide, Selvin et al. (1992) concluded
that positively supercoiled plasmid DNA is significantly more torsionally
flexible than negatively supercoiled plasmid DNA. Under conditions of high
ionic strength (∼ 175 mM), the authors observed a linear dependence of
the torsional rigidity on supercoiling density. Under low-salt conditions
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(ionic strength ∼ 7.5 mM), the observed relationship was more complex,
which the authors attributed to the formation of alternative structures in
negatively supercoiled DNA. Another source of inaccuracy in the reported
values (at both high-salt and low-salt) was the assumption that the fraction
of ∆Lk that is partitioned into ∆Tw is a constant value. This assumption
is almost certainly incorrect and raises serious doubts about the validity of
some of these findings.

The development of techniques to micro-manipulate single molecules
of DNA provided a means to directly measure torque (Bryant et al., 2003).
The application of tension to the DNA in these measurements should act to
suppress writhing, presumably leading to a more accurate determination of
the torsional rigidity. The authors measured torque as a function of ∆Tw
over a wide range of negative and positive supercoiling. Torque was ob-
served to increase almost linearly with ∆Tw as the DNA was underwound,
until a critical torque (−9.6 pN·nm) was reached, beyond which the torque
remained constant even as the DNA was further underwound. This plateau
probably reflects the denaturation of the helix to single strands beyond this
critical torque. For overwinding, there was a similar near-linear increase in
torque as ∆Tw was increased. The near-linear region of the data extended
much beyond that observed for underwinding, however, and the plateau
was not reached until a critical torque of 34 pN·nm. Beyond this critical
torque, no further increase in torque was observed even as the DNA was
further overwound. The constant torque region was postulated to reflect
the conversion of canonical B-DNA into the extremely overwound helical
form called Pauling-DNA (Allemand et al., 1998). For the quasi-linear re-
gion of the data, the data were fit best by the model proposed by Selvin
et al. (1992), which includes a term to account for changes in torsional
rigidity as the DNA is overwound. The observed deviation from linearity
was small, however, and corresponds to a less than 10% decrease in the
torsional rigidity for the most overwound DNA.

The presence of tension in the single-molecule experiments described
above should act to completely suppress writhing. This should make
analysis of the data more straightforward and consequently more reliable.
The direct measurement of the torsional rigidity of single DNA molecules
yielded a torsional modulus of 440 pN·nm2 (Bryant et al., 2003), that al-
though higher than the widely used value of ∼ 300 pN·nm2 (Hagerman,
1988), agrees with the highest estimates predicted from earlier cyclization
and topoisomer distribution studies (Levene and Crothers 1986, Crothers
et al., 1992). This value is significantly higher than the torsional modu-
lus ∼ 200 pN·nm2, calculated by Selvin et al. (1992), using fluorescence
anisotropy measurements of intercalated ethidium bromide. A potential
explanation for this difference is that previous studies have not sufficiently
accounted for writhing and therefore underestimate the torsional rigidity.
It should be noted that the moduli extracted from all these experiments,
including the single-molecule experiments, are apparent twisting rigidities
and reflect many variables that are subsumed in the analysis.
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It may be argued that the single-molecule experiments do not deform
the DNA in a way that is comparable to the deformations that occur as a
consequence of supercoiling. Benham and Mielke argued that because the
DNA in the single molecule experiments is conformationally constrained,
the measurements obtained from these studies are not necessarily applica-
ble to free, unconstrained DNA in solution (Benham and Mielke, 2005).
The torsional rigidity of the linear DNA molecule in these assays may not
be the same as that of a writhed DNA molecule. It is often assumed that
bending and twisting are independent of each other; however, this ignores
potential effects of DNA bending on torsional rigidity and conversely po-
tential effects of overwinding and underwinding on bending rigidity. By
considering DNA as a right-handed helix with major and minor grooves,
instead of an isotropic elastic rod, Marko and Siggia postulated a coupling
between twist and bend (Marko and Siggia, 1994). They argued that DNA
bending should lead to an unwinding of the helix. Analogously, under-
winding should make the molecule easier to bend and overwinding should
increase the resistance to bending.

The coupling between twist and bend was observed prior to the studies
of Marko and Siggia. The relative rotation and displacement of neighboring
base pairs can be described by six parameters: twist, tilt, roll, shift, slide
and rise. The coupling of these parameters has long been recognized, the
most notable example being the coupled changes in twist, roll and slide
that accompany transitions between the B and A forms of DNA (Calladine
and Drew, 1984). One of the most important correlations is between twist
and roll (Gorin et al., 1995). Unwinding of the helix is usually mediated
by a decrease in twist between base pairs. This is generally accompanied
by positive roll (a bend into the major groove). Analogously, overwinding
of the helix, mediated by an increase in twist between base pairs is usually
accompanied by negative roll (a bend into the minor groove).

Schurr and co-workers (Heath et al., 1996) compared the torsional
rigidity of small DNA circles to that of linear DNA by measurements of
fluorescence anisotropy of intercalated ethidium bromide. Interestingly,
they observed that the torsional rigidity was approximately 42% higher for
the circular species, which they attributed to the bending strains in the
small circles. The 181 bp circular species assayed in these experiments
were significantly overwound (reported ∆Lk ∼ +0.6), which would suggest
increased torsional rigidity for positively supercoiled DNA, in contradiction
to the findings of Selvin et al. (1992) and Bryant et al. (2003).

Clearly, the dependence of torsional rigidities on supercoiling is far
from being resolved. The single molecule results suggest that the assump-
tion that DNA behaves as an isotropic elastic rod holds true more so for
positively supercoiled DNA than it does for negatively supercoiled DNA.
Given the potential question of how accurately these experiments reproduce
the conformational changes induced by supercoiling, independent verifica-
tion of these properties would help to confirm these findings.
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2.8. DNA crossovers. The conformation associated with negative
supercoiling is a right-handed interwound superhelix, similar to the confor-
mation illustrated by the rubber tubing model (Figure 1). This plectonemic
structure has been observed by transmission and cryo- electron microscopy
(Adrian et al., 1990; Bednar et al., 1994; Boles et al., 1990; Cherny and
Jovin, 2001) and in theoretical simulations of DNA supercoiling (Vologod-
skii et al., 1992). The rubber tubing model is, of course, a vastly oversim-
plified representation of supercoiled DNA. Real DNA is not a rubber tube,
but a right-handed helix with major and minor grooves and varying se-
quence composition. The actual conformation of the superhelix is affected
by a number of factors, including allosteric interactions between grooves,
sequence effects and the charge of the DNA helix. Electrostatic repulsion
between the interwound helices inhibits DNA segments from coming into
direct contact. Under conditions of low counterion screening, the helical
axis of the DNA can be readily traced in electron micrographs (Boles et
al., 1990). In these electron micrographs one can clearly see the points
at which the two segments of the helical cross each other in projection.
These DNA juxtapositions (as shown in Figure 4) are referred to as “DNA
crossovers” or “superhelical nodes”. The crossovers in positively super-
coiled DNA are left-handed, whereas the ones in negatively supercoiled
DNA are right-handed (Figure 4).

Vologodskii and Cozzarelli predicted the angle juxtaposed between the
two helices from Monte Carlo simulations of negatively supercoiled DNA
(Vologodskii and Cozzarelli, 1996). A broad distribution of juxtaposition
angles was computed, and the most frequently found angle was ∼ 60◦.
A similar distribution of juxtaposition angles was later predicted for posi-
tively supercoiled DNA (Stone et al., 2003). The similarity in the predicted
juxtaposition angles for positively and negatively supercoiled DNA is not
surprising as the DNA was modeled as an isotropic elastic rod and, thus,
ignored how one helix may fit into the grooves of another helix. It is in-
disputable that the geometry of the helix, its sequence, and its negative
charge will all affect the way DNA juxtaposes at DNA crossovers. Timsit
and co-workers have shown that these factors influence the angle between
the juxtaposed helices (Timsit and Moras, 1994; Timsit et al., 1998; Tim-
sit et al., 1999). The interaction between the grooves and backbones of
the two juxtaposed helices differs greatly between left- and right-handed
crossovers such as occur in positively and negatively supercoiled DNA, re-
spectively. To illustrate the findings of Timsit and co-workers, we modeled
the juxtaposition of two helices in a left-handed and right-handed super-
helical crossover, respectively (Figure 5). The right-handed nature of the
helix causes the two helices to fit differently in left-handed and right-handed
orientations.

Under conditions of high counterion screening, supercoiled DNA forms
a tightly interwound superhelix (Bednar et al., 1994; Fogg et al., 2006). In
this conformation, the helices are in close proximity and, therefore, the
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Fig. 4. Left- and right-handed DNA-DNA juxtapositions: Positively supercoiled
DNA contains left-handed crossovers whereas negatively supercoiled DNA contains
right-handed crossovers. These DNA-DNA juxtapositions are longer than shown (de-
noted by ellipses). Many topoisomerases, as outlined later in the text, have been shown
to bind superhelical crossovers and apices, both of which are shown magnified (dashed
circles).

geometric constraints imposed by the helix grooves are likely important.
The angle juxtaposed between the two helices in positively supercoiled
DNA therefore probably differs from the angle in negatively supercoiled
DNA.

2.9. Electrostatics. Because DNA is a highly charged polymer, no
discussion of DNA dynamics is complete without discussing the importance
of electrostatics in mediating the structure and geometry of DNA helices.
Every base pair has a net charge of −2 arising from the unshielded phos-
phate groups aligned along the surface of the backbone. Thus, over the
length of a genome, a negatively charged electric field accumulates. The
surrounding solvent and positively charged counterions play an important
role in neutralizing this negative charge. Water screens electrostatic attrac-
tions because of its polarity—the electric field orients the positive poles of
the water molecules towards the negatively charged nucleic acids. The
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Fig. 5. Differences between left- and right-handed juxtapositons: Left-handed jux-
tapositions are found in positively supercoiled DNA, whereas right-handed crossovers
are found in negatively supercoiled DNA. Pictured are two DNA helices (one in red, the
other in blue and green, space-filled) modeled in a left- and right-handed juxtaposition.
The right-handed DNA helix causes the major and minor grooves of two helices to fit
together differently in left- and right-handed orientations. Below each model are two
alternative views of the crossover showing how the grooves and backbones fit together.
There is a steric clash between the helices in a left-handed juxtaposition, but the helices
fit well in a right-handed juxtaposition. The best fit angles differ. The relative orien-
tation and interaction of DNA sequence differs. Even the way the DNA helices would
interact during motion differs. This latter idea is best illustrated using two pieces of
uncooked fusilli noodles and rolling them back and forth between your fingers. In one
direction, the grooves fit nicely and slide with rolling. In the other direction, rolling is
blocked. Movies showing panoramic views of each crossover are available in Supplemen-
tal Data.

ease with which water orients itself in an electric field is the basis for its
relatively high dielectric constant. Counterions are attracted to the neg-
ative charge density of DNA. Manning’s counterion condensation theory
predicts that positively charged ions, attracted to this plenitude of nega-
tive charge, condense on the DNA backbone and in its major and minor
grooves (Manning, 1969a; Manning, 1969b). This creates a gradient dis-
tribution of counterions in the bulk solvent that decreases with distance
from the DNA backbone, as DNA, in effect, absorbs counterions to neu-
tralize its charge. The valence of the counterions affects the magnitude of
counterion condensation. Multivalent cations are more strongly attracted
to DNA and therefore more effective at screening the electrostatic forces
(Pack et al., 1999).

The condensation of counterions around the DNA molecule also af-
fects its structure. Ignoring solution screening effects, it is easy to imagine
that the electrostatic repulsion between the phosphate groups on the DNA
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backbone stretches the helical length and unwinds the helix. Therefore, it
is not surprising that the helical repeat of DNA depends on the concen-
tration of counterions, in particular multivalent cations, to neutralize the
electrostatic repulsion between the backbone phosphate groups (Rybenkov
et al., 1997b; Xu and Bremer, 1997). This phenomenon was demonstrated
early on from fiber-diffraction experiments of DNA. Wilkins, Hamilton and
co-workers (Marvin et al., 1958) observed a reversible transition of the
diffraction pattern of DNA, in the presence of lithium and in conditions of
reduced humidity, to a pattern similar but distinct from that observed at
higher humidity. This pattern was consistent with a structure similar to
B-DNA, but with a significantly reduced helical pitch that they predicted
to be approximately 9.3 base pairs per turn, instead of the 10 base pairs
per turn they predicted for B-DNA. They named this overtwisted DNA
helix, C-form. Anderson and Bauer (1978) later systematically quantified
the overtwisting of the DNA helix in the presence of monovalent cations,
and determined that in each case as the salt concentration increased, the
DNA helix became progressively overwound. Polyvalent cations bind DNA
with higher affinity than monovalent ions, and consequently induce an even
greater winding effect (Xu and Bremer, 1997).

Whereas the presence of counterions can affect the helical repeat of
DNA, overtwisting and undertwisting could affect the concentration of
counterions. In static atomic models, overtwisting increases the charge
density of DNA by reducing the width of the minor groove, in particular,
and bringing the phosphate groups closer together. This increased charge
density should attract higher concentrations of cations. Conversely, under-
twisting decreases the charge density by widening the grooves. As a result,
we expect the linking number of DNA to have an effect on local counte-
rion concentrations. Molecular dynamics simulations showed an increase in
sodium ion concentrations in the grooves as DNA was overtwisted (Randall
G.L., Zechiedrich L. and Pettitt B.M., submitted).

In addition to its effect on interhelical structure, the composition of the
solvent is also a critical component in determining the global geometry of
DNA. The solvent and its counterions not only screen interactions within
the helix, they also screen intrahelical electrostatic interactions. Writhe
is only possible because counterions in the solvent screen the electrostatic
repulsions in the juxtaposition of two helical segments. The exchange be-
tween twist and writhe as a function of bulk solvent concentrations has been
observed by cryoEM and atomic force microscopy (Adrian et al., 1990; Bed-
nar et al., 1994; Cherny and Jovin, 2001). These studies observed that the
number of crossovers in supercoiled plasmids increased with corresponding
increases in the bulk concentrations of counterions. A study using Poisson-
Boltzmann theory showed that the minimum concentration of monovalent
counterions required to effectively screen two helices in a crossover sepa-
rated by 1 nm is only 50 mM (Randall et al., 2006), less than the estimated
concentration of counterions in cells.
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2.10. Deviations from canonical B-DNA. The stabilization of
alternative, non-B DNA structures by negative supercoiling is well-
documented. These include a cornucopia of unusual DNA conformations
including cruciforms, left-handed Z-DNA, slipped DNA, DNA triplexes,
and tetraplexes (reviewed in Bacolla and Wells, 2004; Wang and Vasquez,
2006; Wells et al., 2005; Wells, 2007; Wang and Vasquez, 2007). The ma-
jority of these are induced by localized unwinding of a region of DNA,
subsequent formation of the alternative DNA structure, accompanied by
a concomitant decrease in the overall level of supercoiling. The free en-
ergy liberated from the reduction in supercoiling therefore compensates
for the energy required to form the alternative structure. As a result, the
structures mentioned above are exclusively found in negatively supercoiled
DNA. These structures are also associated with certain DNA sequences,
and consequently appear sporadically throughout the genome.

As we have described above, positively supercoiled DNA has a much
lower propensity to denature. Therefore, it is difficult to envision how the
alternative structures mentioned above may form in positively supercoiled
DNA. There is, however, evidence for the existence of unusual non-B DNA
conformations in positively supercoiled DNA. The first indication of the
presence of non-canonical DNA structures in overwound, positively super-
coiled DNA was its reactivity to osmium tetroxide, a chemical used to
probe for exposed DNA bases (McClellan and Lilley, 1991). This sensi-
tivity suggested, somewhat surprisingly, that positively supercoiled DNA
may have unpaired bases exposed to solvent. The development of tech-
niques to micromanipulate single molecules of DNA allowed researchers
to study this structural transition in more detail. As described above,
whereas negatively supercoiled DNA was observed to denature at rela-
tively low levels of torsion and tension, much higher forces were required to
denature positively supercoiled DNA (Allemand et al., 1998; Strick et al.,
1998). Only when the tension was above a critical value, at which writhe
was completely suppressed, was denaturation detected for positively super-
coiled DNA (Allemand et al., 1998). Under these conditions, supercoiling
is manifested wholly as twist. When a critical amount of twist was added,
torsional strain was relieved by a localized transition of the DNA into an
extended and highly twisted structure. To demonstrate that the bases in
this novel structure are exposed to the solvent, the authors used glyoxal,
a reagent that reacts with unpaired DNA bases. Lavery used molecular
modeling to investigate possible structures for this novel DNA form (Alle-
mand et al., 1998). When a critical threshold of twist was reached, this
could no longer be accommodated as B-DNA and the bases were expelled
from the double helix. This enabled the DNA backbones to move towards
the helical axis, resulting in an inside-out double helix. This novel DNA
conformation, with the two backbones wrapped about each on the inside
and unpaired bases on the outside, is reminiscent of the DNA structure
originally proposed by Linus Pauling (Pauling and Corey, 1953) and was
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thus named Pauling DNA (P-DNA). With a helical repeat of ∼ 2.6 base
pairs per turn, as estimated from molecular modeling, and an extension
∼ 75% longer than B-DNA, this is an extremely overwound and extended
DNA conformation.

It is pertinent to ask the question; does P-DNA exist under physi-
ological conditions? An analogous DNA structure has been reported for
the DNA genome of the PfI virus (Liu and Day, 1994). The Pf1 virus
genome is, however, single-stranded. The P-DNA like structure adopted
involves interwinding of the single strands and is stabilized by interactions
with viral coat proteins. There is as yet no clear evidence for the existence
of P-DNA under biologically relevant conditions. The forces required in
the single molecule experiments to inhibit writhing (∼ 3 pN), as required
for P-DNA generation, are similar in magnitude to the forces exerted by
polymerases during transcription and replication (∼ 14 pN, (Yin et al.,
1995)). Therefore, it is not inconceivable for P-DNA to form transiently
during these processes. Because formation of P-DNA involves a complete
loss of base pairing, if it does exist in vivo it will most likely be associated
with certain DNA sequences that are more susceptible to localized melt-
ing of the DNA strands. Indeed, McClellan and Lilley (1991), observed
that sensitivity to osmium tetroxide in positively supercoiled DNA was
associated with alternating adenine-thymine sequences. These sequences
are susceptible to localized melting and form cruciform structures in neg-
atively supercoiled DNA. Consequently, certain DNA sequences may be
susceptible to deformation both by overwinding or underwinding.

2.11. Effect of supercoiling on protein-DNA interactions. Rel-
atively little is known about how proteins interact with supercoiled DNA.
All crystal structures of protein-DNA complexes and almost all data for
proteins binding to DNA come from experiments using the linear form
of DNA. In many of these structures, individual base-pair steps are over-
twisted or undertwisted (Olson et al., 1998). The ∆Tw either arises from,
or is stabilized by, interactions with the protein and is not detected in
protein-free linear DNA. The likelihood of these changes occurring should
be strongly influenced by DNA supercoiling. In the absence of a crystal
structure with a supercoiled DNA molecule, the details of how a protein
interacts with a physiologically relevant supercoiled substrate remains spec-
ulative. We will discuss in more detail below how type IA topoisomerases
recognize helical twist. Here we describe general concepts that should apply
to all protein-DNA interactions.

One way that DNA supercoiling may facilitate the formation of
protein-DNA complexes is by facilitating DNA bending. Dramatically bent
or protein-wrapped DNA is observed in the crystal structures of many
protein-DNA complexes (Dickerson, 1998; Olson et al., 1998). Examples
include the Lac repressor (Lewis et al., 1996), TATA binding protein (Kim
et al., 1993a; Kim et al., 1993b), nucleosomes (Luger et al., 1997) and
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yeast topoisomerase II (Dong and Berger, 2007). Considerable free energy
must be expended in order to overcome the intrinsic resistance of a short
DNA helix to bending. Despite this energetic cost, DNA bending is a com-
mon feature of many site-specific protein-DNA interactions (Maher, 1998).
Conventional wisdom states that the necessary DNA bending energy is pro-
vided by the favorable protein-DNA interactions that result from formation
of the protein-DNA complex (Maher, 1998). This mechanism assumes an
almost passive role for the DNA with the protein providing the driving
force for DNA bending. Harnessing the free energy of supercoiling should
reduce the additional energy that must be provided by a protein. Protein-
DNA interactions may also be modulated by the intrinsic deformability of
particular DNA sequences e.g., the kinking of the central TA step in the
sequence recognized by the restriction enzyme EcoRV (Hiller et al., 2005),
or the sequence-dependent deformations of nucleosomal DNA (Tolstorukov
et al., 2007). Olson and co-workers (Olson et al., 1998) used structural
information extracted from the Protein Data Bank (Berman et al., 2000)
to determine the contribution of DNA sequence to DNA flexibility. Most
theories of DNA flexibility do not consider the unique features of a partic-
ular sequence and therefore may misestimate the bending energy required.
Most, if not all, protein-DNA interactions should also be influenced by DNA
supercoiling. Indeed, in rare cases where binding to supercoiled DNA has
been assayed, the interaction is generally observed to be promoted by DNA
supercoiling, including for example, Lac repressor (Whitson et al., 1987).
How does supercoiling promote protein-DNA interactions?

A fundamental way in which protein-DNA interactions may be modu-
lated is through pre-existing curvature in the DNA, such as that observed
for the TATA binding protein. When the binding site on the DNA was
“pre-bent” (by virtue of being constrained in a 156 bp minicircle), the
protein bound with 100-fold higher affinity than to linear DNA of iden-
tical sequence (Parvin et al., 1995). The presence of a pre-existing bend
in the DNA should reduce the required bending energy and therefore pro-
mote complex formation (Maher, 1998). Supercoiled DNA has considerable
curvature, both at the superhelical apices (Pavlicek et al., 2004), and at
the helix-helix juxtapositions in writhed DNA (Figure 4). Lyubchenko and
co-workers postulated that, because supercoiled DNA is very dynamic, pro-
tein binding sites can migrate to the superhelical apices and become bent
(Pavlicek et al., 2004). Superhelical apices are common to both positively
and negatively supercoiled DNA (Figure 4), therefore this facilitated bind-
ing is thought to be equal for supercoils of either handedness.

Isotropic elastic rod models of DNA elasticity predict that smooth,
continuous planar bending should be the most energetically favorable.
From analysis of 86 published structures of protein-DNA complexes, Dick-
erson found that for 79 of the 86 structures, the DNA in the complex was
bent (Dickerson, 1998). Dickerson classified the DNA bending in these 79
structures into one of three categories: (i) smooth, continuous bending in
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a single plane, (ii) nonplanar bending (writhe), or (iii) kinks, in which the
helix makes a sharp turn at one or two discrete loci. Each type of bend has
distinct characteristics and consequently supercoiling would be expected
to affect each type differently. Only 11 of the 79 structures were classified
with smooth, continuous, planar DNA bends. The reasons for this became
evident when the coupling of the parameters (twist, tilt, roll, shift, slide
and rise) that describe the relative rotation and displacement of neighbor-
ing base pairs were examined (Dickerson, 1998; Olson et al., 1998). When
these parameters were considered, planar bending was much more difficult
to accommodate than either writhing or kinking (Dickerson, 1998). Con-
sequently, writhing and kinking are much more common. Indeed, 39 of
the 79 complexes analyzed had writhe, 23 had kinks, and a combination of
kinking and writhing was seen in 6 of the complexes.

Many of the bends observed in protein-DNA complexes do not lie in a
single two-dimensional plane, but instead exhibit three-dimensional writhe.
The non-planar nature has important consequences, as illustrated by the
example of the recombination protein, integrase host factor (IHF), which is
observed bound to DNA with a 160◦ bend (Rice et al., 1996). An important
feature of integrase-mediated recombination is its strong dependence upon
negative (Mizuuchi et al., 1978), but not positive (Richet et al., 1986) su-
percoiling (indeed this requirement led to the discovery of DNA gyrase, the
topoisomerase responsible for introducing negative supercoils into bacterial
DNA (Gellert et al., 1976)). DNA supercoiling, and more specifically, DNA
writhe, promotes formation of a productive integration complex, which in-
cludes IHF and λ integrase, by promoting and stabilizing DNA bending
at the recombination site (Richet et al., 1986). Landy and co-workers pro-
posed that IHF is localized to superhelical apices where the DNA is sharply
bent and this facilitates the correct positioning of the DNA sequence at the
bend (Nunes-Duby et al., 1995). Thus, if the only purpose of supercoiling
is to reduce the energetic cost of bending, we would expect negatively and
positively supercoiled DNA to be acted upon equally by IHF. The crystal
structure of the IHF-DNA complex (Rice et al., 1996) revealed that the
DNA is not bent in a single plane, but instead makes a dihedral angle of
∼ 15◦, creating a small, but significant amount of negative writhe. The
handedness of this writhe may explain why positively supercoiled DNA is
an insufficient substrate for integrase-mediated recombination.

The frequency of kinks in the structures of protein-DNA complexes
(Dickerson, 1998) is difficult to rationalize with traditional isotropic elastic
rod models of DNA flexibility. These isotropic elastic rods, by definition,
do not kink spontaneously (Maher, 2006), which, perhaps erroneously, led
to the common assumption that the kinks must be induced entirely by
mechanical forces generated by protein binding. Indeed, there are a num-
ber of mechanisms a protein may employ to induce or stabilize a kink in
the DNA. One example comes from the recent crystal structure of yeast
topoisomerase II bound to DNA. In this complex, an amino acid sidechain
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from each subunit of the protein intercalates between base pairs, trapping
or generating two sharp kinks in the bound DNA (Dong and Berger, 2007).
These two kinks result in an overall global bend of ∼ 150◦.

Although long predicted (Crick and Klug, 1975), the existence of kinks
in protein-free DNA is controversial. Recent findings, however, suggest that
spontaneous kinking of protein-free DNA may occur, and is facilitated by
the bending and torsional stress of DNA supercoiling. Interest in the phe-
nomenon of localized sharp DNA bending and kinking was stimulated by
the somewhat surprising results from Cloutier and Widom (2004). As dis-
cussed above, the authors reported that short DNA fragments (< 100 bp)
formed DNA circles several orders of magnitude more efficiently than cur-
rent DNA bending theory predicts computationally. Vologodskii and co-
workers found that by modifying traditional DNA bending theory to allow
for “rare” transient appearance of sharp DNA kinks (Du et al., 2005),
the high cyclization efficiencies reported by Cloutier and Widom could be
explained. Missing from either analysis, however, was a consideration of
sequence-dependent DNA deformability. Olson and co-workers (Czapla et
al., 2006) have developed a new coarse-grained model of DNA flexibility to
account for sequence-dependent variability of each base pair step. Using
this new sequence-dependent representation of DNA, Olson and co-workers
could account for the high intrinsic flexibility of the nucleosome-positioning
sequences studied by Cloutier and Widom without needing to invoke large
distortions, e.g., kinks, of the DNA.

In molecular dynamics simulations of relaxed and positively super-
coiled 94 bp minicircles, Lankas et al. observed that even a relaxed mini-
circle kinked at a single location as a consequence of extreme curvature,
but two kinks relieved the bending and torsional strain for the positively
supercoiled minicircle (Lankas et al., 2006). Because of the scale of these
simulations, they were groundbreaking at the time of publication, but the
results have since been questioned as further studies (Svozil et al., 2008,
Perez et al., 2008) have revealed flaws, such as underestimating the helical
twist and falsely predicting α/γ backbone flips, in the AMBER ff94 force
field. These flaws have since been rectified in more recent versions of the
AMBER force field. In a more recent study, Harris and co-workers also ob-
served sharp kinking during molecular dynamics simulations of positively
supercoiled 90 bp minicircles (Harris et al., 2008). In contrast, the same
study found that negatively supercoiled minicircles were observed to relieve
torsional strain by localized melting of the DNA.

In experiments just published at the time of writing this review, Vol-
ogodskii and co-workers sought to determine if the sharp DNA kinks pre-
dicted from theory and simulations could be detected experimentally (Du
et al., 2008). Using enzymes specific for distorted structures in DNA the
researchers probed for disruption of the DNA helix caused by the bending
strain in 64 and 65 bp minicircles. They observed cleavage with Bal31 nu-
clease, an enzyme that cleaves at distorted structures in DNA, but not with
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S1 nuclease, an enzyme that specifically cleaves single-stranded DNA. The
authors postulated that this was evidence that the distortions observed do
not disrupt base pairing, but, instead, represent sharp kinks of the helix.
If the conclusions are correct, these results represent the first experimental
evidence of spontaneous kinking in protein-free DNA, driven by bending
strain. However, cleavage by Bal31 nuclease may not necessarily repre-
sent kinking of the helix. Although the conclusions are highly speculative,
sharp DNA kinking may be more common than previously thought. The
torsional strain in negatively supercoiled DNA may be partially relieved by
localized denaturation of the helix to single strands. Positively supercoiled
DNA is, however, resistant to strand separation and therefore the torsional
strain must be relieved by other means, potentially including spontaneous
kinking. The molecular dynamics simulations of minicircle DNA suggest
that kinking is an inherent response of DNA to the torsional and bending
strain associated with DNA supercoiling. Protein-DNA interactions that
invoke DNA bending and kinking should therefore be facilitated by DNA
supercoiling.

3. How topoisomerases recognize their DNA substrate and

distinguish positive from negative supercoils. Just like for any en-
zyme that acts on DNA, before a topoisomerase can act, it must first find
its DNA substrate and decide where and when to act. Without a doubt,
the initial interaction with DNA must be non-specific because DNA is very
long and the enzyme, relative to DNA, is very small. At the same time,
there are many topoisomerases in cells. Precisely determining the number
of enzymes in cells is technically difficult, but chicken cells, for example,
have been estimated to have ∼ 7.5 × 104 topoisomerase II copies per cell.
With the chicken genome being 2.4 billion base pairs, there is about one
functional enzyme dimer per 16,000 base pairs (Heck and Earnshaw, 1986).
This means that there are plenty of enzymes available to handle what
seemed early on to be a mathematically insurmountable problem associ-
ated with replicating and segregating the double helix structure of DNA.
In cancer cells, human topoisomerase IIα has been estimated to be as high
as 1 × 106 copies per cell, 100-fold more than normal human cells (Heck
and Earnshaw, 1986). This topoisomerase overexpression may be a conse-
quence of the highly active replication machinery in rapidly proliferating
cancer cells.

If topoisomerases were to act indiscriminately, cleaving and passing
DNA strands through each other at random, they would simply generate
an equilibrium distribution of knots, catenanes and supercoils (Vologod-
skii et al., 2001). However, topoisomerases do not treat DNA molecules
as so-called “phantom chains”, where indiscriminate strand passage freely
occurs (Sikorav and Jannink, 1994). If they did, then because DNA is
compacted into a small volume in the cell, the knotting probability would
be very high (Arsuaga et al., 2002). Such DNA knotting can lead to dis-
astrous consequences (Arai et al., 1999; Deibler et al., 2007; Portugal and
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Rodriguez-Campos, 1996; Rodriguez-Campos, 1996; Saitta et al., 1999). A
testament to the efficient and precise action of the topoisomerases is the
low level of knotting observed in cells, thus preserving the integrity of the
genomic material.

Topoisomerases likely employ a number of strategies to find their DNA
substrates. The enzymes all contain positively-charged regions that are re-
quired to approach closely to the negatively-charged backbone of DNA. As
will be discussed below, there are classes and subclasses of topoisomerases,
each with preferred DNA substrates. Through a series of hops (three-
dimensional) and slides (one-dimensional) (Terry et al., 1985; reviewed in
von Hippel, 2007), all topoisomerases search through non-specific DNA for
features that are characteristic of its substrate. Such features may include
for negatively supercoiled DNA, single-stranded regions, and for both pos-
itively and negatively supercoiled DNA, helix juxtaposition geometry or
DNA curvature. Most topoisomerases probably do not impose specific ge-
ometry, but rather recognize pre-existing local information. Some topoiso-
merases also are able to distinguish positively from negatively supercoiled
DNA. Binding to the correct substrate DNA may trigger conformational
changes in the topoisomerases (Crisona and Cozzarelli, 2006) so that they
act only at the correct target site.

How do topoisomerases recognize the global topology of DNA and
how do some topoisomerases preferentially relax positively over negatively
supercoiled DNA? What are the unique features of positively supercoiled
DNA that these enzymes recognize? Supercoil chiral sensing cannot be
a prerequisite of topoisomerase function or it would be exhibited by all
topoisomerases. As described above, one key difference between positively
and negatively supercoiled DNA is twist. Positively supercoiled DNA has
increased twist, resulting in a decreased helical repeat and is resistant to
denaturation, whereas negatively supercoiled DNA has decreased twist,
resulting in an increased helical repeat and a high propensity for denatura-
tion. Could topoisomerases recognize a difference in twist? This is almost
certainly the case for a number of type I topoisomerases.

3.1. Mechanism of type I topoisomerases. Type I topoiso-
merases can be subdivided further into three categories (types IA, IB and
IC) depending upon differences in their structure and mechanism (Table 1)
(Champoux, 2001; Corbett and Berger, 2004; Wang, 1996; Wang, 2002;
Forterre, 2006; Forterre et al., 2007; Schoeffler and Berger, 2008). Type
IA topoisomerases, which include the E. coli enzymes topoisomerase I and
topoisomerase III, can relax negative, but not positive supercoils (Wang,
1971). This is a consequence of the way these enzymes recognize super-
coiled DNA. E. coli topoisomerase I preferentially binds to DNA that con-
tains a short single-stranded loop (Kirkegaard and Wang, 1985). If DNA
is constructed to contain an unpaired single-stranded region of DNA and
the experiment is performed in the presence of ethidium bromide, E. coli
topoisomerase I is now able to relax the apparent positively supercoiled
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DNA (Kirkegaard and Wang, 1985). Crystal structures of E. coli topoi-
somerase I (Lima et al., 1994) and E. coli topoisomerase III (Mondragon
and DiGate, 1999) revealed single-stranded DNA binding grooves in these
enzymes that were later confirmed to bind single-stranded oligonucleotides
(Changela et al., 2001; Perry and Mondragon, 2003). These structures
revealed a “decatenation loop” present in topoisomerase III, but not in
topoisomerase I, which influences the preference of topoisomerase III to de-
catenate much more readily than it relaxes DNA. Topoisomerase I, which
lacks the decatenation loop, is a poor decatenase, but excellent relaxase.
To relax negatively supercoiled DNA, the type IA enzymes unpair a short
region of DNA, catalyze a transient break in the single-stranded region,
pass a single strand through the transient, protein bound break, then re-
seal the break (Wang, 1996). The free energy of enzyme binding, alone, is
insufficient to unpair the helix without the assistance of a certain degree
of negative supercoiling. Because of its natural propensity to denature,
negatively supercoiled DNA requires much less energy to be provided by
the enzyme to bind a single-stranded region. As the negative supercoiling
is relaxed, type IA enzymes can no longer overcome the energy, accounting
for the inability of the type IA enzymes to relax the DNA to completion
either in vitro (Wang, 1971) or in vivo (Zechiedrich et al., 2000). Type IA
enzymes relax DNA strictly one Lk at a time (Dekker et al., 2002, and also
see commentary by Champoux, 2002). As will be discussed below, other
type I enzymes do not have this feature.

Twist recognition is patently an efficient mechanism for recognizing
negative supercoiling. However, it falls short as a means to recognize pos-
itive supercoiling for at least two reasons. Positive supercoiling is more
likely to manifest as writhe (Fogg, J.M., Catanese, D.J., and Zechiedrich,
L., manuscript in preparation), rather than through changes in twist. In
addition, the structural characteristics of overtwisting are highly dissimilar
to those of undertwisting, making it impossible for one enzyme to recognize
both undertwisting and overtwisting through a conserved mechanism.

In contrast to their type IA counterparts, the type IB topoisomerases,
which include human topoisomerase I and vaccinia virus topoisomerase, are
adept at relaxing both positively and negatively supercoiled DNA. Indeed,
one of the probable cellular roles of human topoisomerase I is relaxation of
positive supercoils ahead of the replication machinery (Leppard and Cham-
poux, 2005). Therefore, we can hypothesize that the type IB enzymes must
recognize features that are common to both positive and negative super-
coils. An attractive mechanism for sensing supercoiling for the type IB
topoisomerases (and also some type II topoisomerases as discussed below)
is that they may recognize an obvious common structural feature present
in both positively and negatively supercoiled DNA, the crossovers where
two DNA helices juxtapose. Zechiedrich and Osheroff examined the inter-
action of topoisomerases with supercoiled DNA using transmission electron
microscopy (Zechiedrich and Osheroff, 1990). The vast majority of calf thy-
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mus topoisomerase I, a type IB topoisomerase, and fruit fly topoisomerase
II, a type II topoisomerase, were seen bound to crossovers in negatively
supercoiled DNA. In contrast, the type IA enzyme, E. coli topoisomerase
I, did not bind DNA crossovers. Later work confirmed the findings for type
IB topoisomerases (Madden et al., 1995).

The type IB topoisomerases have been proposed to relax DNA through
a “controlled rotation” mechanism (Stewart et al., 1998), based primarily
on evidence obtained from multiple crystal structures of the type IB en-
zyme human topoisomerase I in covalent and noncovalent complexes with
short, double-stranded, linear DNA duplexes (Redinbo et al., 1998; Red-
inbo et al., 1999; Redinbo et al., 2000). Evidence for this model was also
provided from earlier ensemble supercoil relaxation experiments with vac-
cinia virus topoisomerase (Stivers et al., 1997). Subsequent single-molecule
assays, also performed with the vaccinia virus topoisomerase, provided fur-
ther support for this mechanism (Koster et al., 2005). The topoisomerase
binds to a single DNA duplex forming a clamp around the double-stranded
helix. The enzyme then cleaves one of the strands, forming a transient
covalent enzyme-DNA intermediate. Once cleavage occurs, the clamp is
thought to open partially to facilitate rotation of the helix downstream of
the cleavage site. This rotation, driven by the torque normally present in
supercoiled DNA, allows relaxation. In this model, multiple rotation events
may occur during each cleavage/religation cycle (Koster et al., 2005; Stivers
et al., 1997). The preferential binding of a type IB topoisomerase to DNA
crossovers is, however, perplexing because the controlled rotation model
never requires the enzyme to interact with two DNA helices. Perhaps the
enzyme binding DNA crossovers serves as a regulatory function; one that
cannot be seen in crystal structures. In this respect, the enzyme may
recognize DNA crossovers to discriminate supercoiled DNA from relaxed
DNA.

Human topoisomerase I exhibited a strong preference for binding su-
percoiled over relaxed DNA, independent of whether the DNA was posi-
tively or negatively supercoiled (Madden et al., 1995). DNA with increased
superhelical density better competed relaxed DNA for human topoiso-
merase I binding (Madden et al., 1995), perhaps as a consequence of an
increasing number of crossovers in the supercoiled DNA (Boles et al., 1990).
If the enzyme bound all DNA crossovers equally, it might be expected that
a simple linear inverse relationship exists between the amount of DNA re-
quired to compete for enzyme binding and the number of crossovers in
the competitor, e.g., DNA with 28 crossovers would be expected to be
∼ 3.5-fold more effective than DNA with 8 crossovers. However, a 7 kilo-
base plasmid DNA, which, at least from electron microscopy studies should
have ∼ 28 crossovers, was approximately thirty-times more effective as a
competitor for binding human topoisomerase I than a more relaxed 7 kilo-
base plasmid DNA, which should have ∼ 8 crossovers (Boles et al., 1990).
Clearly, it is not understood how these enzymes find and act on their DNA
substrates and these are important questions to address.
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Type IC topoisomerases, such as topoisomerase V from the hyperther-
mophilic bacterium Methanopyrus kandleri, are a distinct class of topoiso-
merases with structures unrelated to type IA and IB (reviewed in Forterre,
2006; Forterre et al., 2007). Although the physiological role of topoiso-
merase V is unknown, single molecule experiments have revealed that the
enzyme relaxes both positively and negatively supercoiled DNA using a
“controlled rotation” mechanism similar to type IB enzymes (Taneja et al.,
2007). In fact, for several years topoisomerase V was incorrectly designated
a type IB enzyme (Belova et al., 2001; Belova et al., 2002). The amino acid
sequence of topoisomerase V is, however, highly dissimilar to the sequences
of the classical type IB topoisomerases (Belova et al., 2001). The enzyme
structure, solved in 2006, revealed topoisomerase V had a different domain
architecture and contained extra domains not previously found in other
type I enzymes (Taneja et al., 2006). These protein sequence, structural
and activity differences warranted the new class distinction, type IC. Never-
theless, conclusions from type IB experiments should be broadly applicable
to type IC enzymes as a consequence of the similar mechanisms of relax-
ation by both classes. Only time will tell if type IC topoisomerases are
solely found in archaea or if they will be discovered in other kingdoms.

3.2. Type IB topoisomerases and DNA bending. As discussed
above, extensive data show proteins bound to bent DNA. Thus supercoiling
may influence the interaction of proteins with DNA by providing bending
potential. We propose that a subtle interplay of both pre-existing DNA
curvature attracting or stabilizing protein interactions with DNA, com-
bined with protein interacting with DNA and therefore influencing DNA
bending exists.

Although DNA juxtapositions are a recognition site for topoiso-
merases, the simple intersection of two DNA strands alone may not be
sufficient for substrate recognition. Other structural elements, such as jux-
taposition angle and DNA curvature, are likely important. To describe the
observed binding of type IB topoisomerases to supercoiled DNA, Madden
et al. postulated that only a small subset of crossovers in DNA with low
levels of supercoiling may fulfill the structural requirements for a high affin-
ity enzyme binding site (Madden et al., 1995). Additionally, in the electron
microscopy experiments by Zechiedrich and Osheroff, the type IB enzyme
was never found at crossovers generated by two separate fragments of lin-
ear DNA (Zechiedrich and Osheroff, 1990), suggesting that the preferential
binding observed of type IB topoisomerases for DNA juxtapositions may
require the DNA also to be under torsional stress. These data argue that
DNA crossover geometry may not be independent of superhelical stress.

As DNA becomes more supercoiled, it forms a superhelical more
tightly interwound with the helices in close contact where they juxtapose
(Adrian et al., 1990; Bednar et al., 1994; Fogg et al., 2006). As the DNA
becomes more writhed, it must have a higher number of bends with de-
creasing bend angles at or close to the helical juxtapositions to accommo-
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date the supercoiling. This DNA bending could be what type IB topoi-
somerases recognize to sense torsional stress in positively and negatively
supercoiled DNA. In support of this hypothesis, it has been shown that
type IB topoisomerase binding is markedly stimulated by the inclusion
of sequence-dependent bends in linear duplex DNA (Krogh et al., 1991;
Wang, 1996).

3.3. Mechanism of type II topoisomerases. Type II topoiso-
merases generate transient double-stranded breaks in one DNA helix (the
so-called “gate” segment), pass a second DNA helix (the so-called “trans-
fer” segment) through the gate, and then close the gate (Champoux, 2001;
Schoeffler and Berger, 2005; Wang, 1996; Schoeffler and Berger, 2008).
This ∆Lk = 2 stepsize mechanism allows type II topoisomerases to act on
knots and catenanes in closed circular double-stranded DNA, as well as to
relax DNA supercoils (Table 1 and Figure 2). Because the type II topoiso-
merases pass intact helices through each other, the consequences of acting
at the wrong place or at the wrong time are potentially disastrous (Liu et
al., in press). Therefore, the enzymes must have precise mechanisms for
recognizing their DNA substrates. Presumably, the type II topoisomerases
use the same DNA strand passage mechanism to unknot and decatenate
as they do either to relax or add supercoils, which would suggest that the
enzymes recognize structural features that are common to knots, catenanes
and DNA supercoils.

One complication in building a unifying model for type II topoiso-
merase action is that results from different enzymes are used to test dif-
ferent models, and these enzymes exhibit seemingly subtle, but ultimately
important, differences in the way they recognize DNA. Indeed, in the study
that first pointed out that type II enzymes reduce the steady-state levels
of knots and catenanes to below equilibrium (more on this below), whereas
all type II enzymes tested did so, the magnitude of the effect varied widely,
ranging from ∼ 5- to 80-fold (Rybenkov et al., 1997a). It may be futile,
therefore, to try to build one unifying model that fits all type II topoiso-
merases or to assume they all use identical mechanisms.

DNA gyrase was the first type II topoisomerase to be identified (Gellert
et al., 1976). Although it is, arguably, the most thoroughly studied, and the
best understood of all the type II topoisomerases (reviewed in Nollmann et
al., 2007), it is actually an atypical topoisomerase. Gyrase is unique in its
ability to introduce negative supercoils into DNA. Liu and Wang showed
that this enzyme imposes the directionality of introducing negative super-
coils by wrapping DNA about itself to generate a left-handed crossover in
the DNA (Liu and Wang, 1978). Strand passage, driven by ATP, converts
this to a right-handed crossover, thereby converting a positive supercoil
into a negative one. It is the wrap, dictated by how the DNA interacts
with its binding pockets on gyrase that determines both the recognition
of substrate and of its essentially unidirectional action. No other topoiso-
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merases are known to wrap DNA; therefore, it is unknown how the other
type II topoisomerases know where to act.

3.4. Models for type II topoisomerase action. Type II topoiso-
merases use the free energy from ATP hydrolysis to drive the necessary
large scale protein conformation changes used to cleave, strand-pass, and
religate DNA (reviewed in Bates and Maxwell, 2007). This allows the type
II enzymes to catalyze otherwise energetically unfavorable reactions. This
is in contrast to the type I topoisomerases, which, with the exception of
reverse gyrase, do not strictly require ATP, and must use the free energy
of supercoiling to drive the reaction.

Rybenkov et al. used long linear DNA with sticky ends to measure the
steady-state (thermodynamic1) equilibrium of ring closure and the steady-
state probability that the annealed sticky ends would either trap a knot or
would close around a separate intact, circular DNA plasmid (Rybenkov et
al., 1997a). This relaxed knot and catenane probability was found not to
change with time. The addition of type II topoisomerases to the steady-
state equilibrium shifted it to less likely to be knotted or catenated. This
finding led to the conclusion that topoisomerases lower the probability of
knots and catenanes. To explain their findings, Rybenkov et al. proposed
that a type II topoisomerase binds to two DNA helices simultaneously,
one of them the gate segment, and then tracks along the second helix to
capture a third segment, which becomes the transfer segment. Roca and co-
workers also proposed a “three site” binding model, but differing from the
Rybenkov model in that the enzyme would bind both a gate and a transfer
helix, and then bind a second transfer segment (Trigueros et al., 2004).
The enzyme uses the energy of ATP hydrolysis to drive the enzyme in one
direction towards the second transfer segment, and in this movement, is
able to determine whether action is necessary. Marko and co-workers (Yan
et al., 1999, 2001) proposed a “kinetic proofreading mechanism” (Hopfield,
1974; Ninio, 1975) for type II topoisomerases. They argued that the type
II topoisomerases may initially bind the transfer segment and then use
ATP hydrolysis to change enzyme conformation. This new conformation
would then allow for the passage of the transfer segment if it is the correct
substrate or the loss of the transfer segment if it is not supposed to be
acted upon.

3.5. Type II topoisomerases and DNA bending. Buck and
Zechiedrich argued that the models described above ignore extensive local
information already present on the DNA substrate (Buck and Zechiedrich,
2004). They proposed a more DNA-centric model in which a type II enzyme

1We prefer the term “steady-state” because the system used by Rybenkov et al.,
1997 is largely undefined thermodynamically. The energetics of sticky single-strand
annealing and additional complications of potential topoisomerase interaction with DNA
ends, double-stranded DNA and single-stranded DNA, are unknown and have not been
quantified.
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acts preferentially at “hooked” juxtapositions, where the DNA helices curve
toward each other, and not at “free” juxtapositions where the DNA helices
curve away from each other. Such hooked juxtapositions are much more
prevalent in knotted, catenated, or extremely supercoiled DNA than un-
knotted, unlinked, less supercoiled or relaxed DNA (Buck and Zechiedrich,
2004). Subsequent numerical analyses using lattice (Liu et al., 2006a; Liu
et al., 2006b) and continuum random-flight (Burnier et al., 2007) models
demonstrated that preferential segment passages at juxtapositions with a
pre-existing hooked rather than a free local geometry can lead to steady-
states with substantial reductions in catenane (Liu et al., 2006b) and knot
(Burnier et al., 2007; Liu et al., 2006a) probabilities. More generally and
notably, an extensive consideration of the catenane and knot reduction
potentials of ∼ 700 different juxtaposition geometries on a lattice (Liu et
al., 2006b) indicated a robust scaling relation, which provided the first ra-
tionalization of a strikingly similar and otherwise puzzling trend observed
experimentally for several type II topoisomerases from different organisms
(Rybenkov et al., 1997a). The preponderance of agreement between ex-
periment and theoretical results lend credence to the Buck and Zechiedrich
hypothesis.

Another model that involves DNA bending, the so-called “hairpin
model,” puts forth that instead of recognizing existing hooked DNA jux-
tapositions, type II topoisomerases impart hairpins to provide unidirec-
tionality to the strand-passage event. Vologodskii and co-workers found
that putting a hairpin into modeled DNA lowered the steady-state prob-
ability of knotting and linking (Vologodskii et al., 2001). They proposed
that type II topoisomerases induce DNA hairpins of varying degrees, and
the probabilities of juxtaposing a straight transfer segment with the bent
gate segment at varying bend angles was simulated (Klenin et al., 2002).
The results suggested that when the gate segment is more sharply bent,
the probability of juxtaposing the gate and transfer segments is higher in
positively supercoiled DNA than negatively supercoiled DNA. The mag-
nitude of this difference depends strongly on the angle of the DNA bend,
approaching 1,000-fold for a 240◦ bend and diminishing to ∼ 4-fold for a
bend angle of 180◦.

The recent crystal structure of the DNA binding and cleavage core
of yeast topoisomerase II in a complex with a putative gate segment re-
vealed that the DNA was indeed bent ∼ 150◦ within the enzyme (Dong
and Berger, 2007). A 150◦ bend, according to the Vologodskii correla-
tion described above, could explain the inability of the yeast enzyme to
distinguish positive and negative supercoiling. Whether the enzymes bend
DNA (Vologodskii et al., 2001), recognize pre-existing curvature (Buck and
Zechiedrich, 2004), or do both, is an open question.

3.6. The decatenation paradox. Stone et al. studied the relax-
ation of DNA braids (two helices with ends fixed to surfaces and wrapped
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about each other) to dissect the activity of E. coli topoisomerase IV (Stone
et al., 2003). Unlike supercoiled DNA, braids lack superhelical apices.
In addition, the braided molecules contained a single-stranded break, or
nick, in one of the DNA strands. The nicks prevent the braids from hav-
ing any torsional strain, either when overtwisted or undertwisted. Left-
handed braids were relaxed preferentially by topoisomerase IV, suggesting
that the enzyme recognizes the left-handed crossovers in positively super-
coiled DNA. In a separate study, fruit fly topoisomerase II, an enzyme
that does not distinguish positive from negative supercoiled DNA, relaxed
left-handed and right-handed braids with equal efficacy (Charvin et al.,
2003). If E. coli topoisomerase IV does preferentially act at left-handed
DNA crossings, it raises the question: how is it that the enzyme so effi-
ciently unlinks right-handed catenanes in vivo (Zechiedrich and Cozzarelli,
1995; Zechiedrich et al., 1997)? Charvin et al. addressed this “decatena-
tion paradox” and showed that, in fact, right-handed DNA braids could be
efficiently relaxed by topoisomerase IV if the braids were allowed to form a
left-handed plectonemic superhelix (Charvin et al., 2003). The left-handed
second order DNA crossings were proposed to provide an efficient substrate
for topoisomerase IV. This may explain why decatenation by topoisomerase
IV in vivo is strongly influenced by DNA supercoiling (Ullsperger and Coz-
zarelli, 1996; Zechiedrich and Cozzarelli, 1995; Zechiedrich et al., 1997).

3.7. At what step of catalysis do type II topoisomerases dis-

tinguish positive from negative supercoiling? How type II topoiso-
merases preferentially act on left-handed DNA crossings has become nearly
assumed in spite of existing evidence to the contrary. It is widely held that
initial binding to DNA by type II topoisomerases allows the handedness
discrimination. Measuring enzyme binding requires the experiments to be
performed in the absence of ATP to prevent the additional steps of cataly-
sis and turnover. While it is certainly true that all type II topoisomerases
(with the exception of DNA gyrase (Higgins and Cozzarelli, 1982)), bind
preferentially to supercoiled DNA over relaxed DNA in the absence of ATP
(Osheroff et al., 1983; Osheroff, 1986; Osheroff, 1987; Peng and Marians,
1995), E. coli topoisomerase IV and human topoisomerase IIα bind equally
well to positively and negatively supercoiled DNA (Charvin et al., 2005a;
Crisona et al., 2000; McClendon et al., 2005; Stone et al., 2003). The
positive and negative distinction by E. coli topoisomerase IV and human
topoisomerase IIα must, therefore, take place at a step subsequent to the
initial binding step. Crisona et al. found that E. coli topoisomerase IV
cleaved positively supercoiled substrates preferentially over negatively su-
percoiled substrates (Crisona et al., 2000). This suggests that the prefer-
ential action of topoisomerase IV on positively supercoiled DNA may be
manifested, at least in part, prior to passage of the transfer segment. In a
later study, Crisona and Cozzarelli found that even though topoisomerase
IV binds with equal affinity to positively and negatively supercoiled DNA,
it adopts a different conformation upon binding to positively supercoiled
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DNA (Crisona and Cozzarelli, 2006). The authors postulated that when
topoisomerase IV is bound to a gate segment on positively supercoiled
DNA, the putative transfer segments are in a suitable orientation for cap-
ture by the enzyme. Binding of the transfer segment is proposed to result
in an additional altered conformation of the enzyme, which may facilitate
cleavage of the gate segment and passage of the transfer segment. An addi-
tional possibility is that it is faster or easier to recruit the transfer segment
in positively supercoiled DNA.

3.8. Potential role of the topoisomerase C-terminus in distin-

guishing positive and negative supercoiling. Comparisons of protein
sequence combined with biochemical and structural data for the type II
topoisomerases agree that the carboxyl terminus (C-terminus) may be re-
sponsible for distinguishing positive from negative supercoiling. Although
DNA gyrase and topoisomerase IV share a high degree of structural sim-
ilarity, as stated above and shown in Table 1, the enzymes have distinct
mechanistic characteristics. Topoisomerase IV, because it only protects
∼ 34 bp, is unable to wrap DNA and, therefore, introduces a negligible
amount of writhe upon binding in comparison to DNA gyrase, which pro-
tects ∼ 110–160 bp (Peng and Marians, 1995). Fruit fly topoisomerase II
(Lee et al., 1989) and calf thymus topoisomerase II (Thomsen et al., 1990)
protect DNA lengths of 25 bp and 28 bp, respectively. Deleting the C-
terminus of E. coli topoisomerase IV dramatically reduced the relaxation
activity of the enzyme of both positively and negatively supercoiled DNA
(Corbett et al., 2005). In this C-terminus truncated form, however, the
enzyme is no longer able to distinguish positive from negative supercoil-
ing. Generally, the structure of the C-terminal domains of topoisomerase
IV and DNA gyrase are similar, but there are critical structural and func-
tional differences (Corbett et al., 2005). The gyrase C-terminal domain is
capable of bending DNA by > 180◦ on its own (Corbett et al., 2004). The
topoisomerase IV C-terminal domain appears to have lost the ability to
bend DNA, except at very high protein:DNA ratios (Corbett et al., 2004).
Topoisomerase IV C-terminal domain contains a positively charged outer
surface, which may comprise a DNA-binding surface. The best way to fit
two DNA helices into the topoisomerase IV structure is for them to curve
towards each other, much like hooked juxtapositions (Corbett et al., 2005).

As stated above, human topoisomerase IIα preferentially relaxes pos-
itive supercoils whereas human topoisomerase IIβ exhibits no preference
(McClendon et al., 2005). The most dissimilar region by sequence be-
tween human topoisomerase IIα and IIβ is the C-terminal domain, sug-
gesting that the C-terminal domain of human topoisomerase IIα acts
as a sensor of DNA topology. Viral topoisomerase II, which naturally
lacks the C-terminal domain segment present in all other type II topoi-
somerases, shows no preference for relaxation of positive supercoils (Mc-
Clendon et al., 2006b). These data point to a possible role for the C-
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terminus in distinguishing positively and negatively supercoiled DNA. By
secondary structure analyzing algorithms, the C-terminus is predicted to
have minimal organized structure, making crystallization difficult. As
a result, this region of type II topoisomerase remains structurally and
functionally obscure.

4. Open questions regarding DNA supercoiling. Throughout
this review, we have mentioned some of the many open questions that
remain regarding the study of DNA supercoiling, the proteins that act on
DNA, DNA topoisomerases, and the chemotherapeutic agents that target
the topoisomerases. Below, we list the big questions comprehensively:

Regarding DNA:
1. How do twist and writhe partition as a function of positive and

negative supercoiling?
2. How do positive and negative supercoiling influence DNA structure,

geometry and chemistry?
3. How does DNA sequence influence DNA structure and topology?
4. How do electrostatics and counterions vary with positive and neg-

ative supercoiling?
5. Are positive and negative knot nodes the same (geometrically) as

positive and negative supercoil nodes?

Regarding proteins that act on DNA:
6. How do proteins such as topoisomerases search or interact with

non-specific DNA?
7. How do proteins such as topoisomerases ‘decide’ where to act?
8. How do proteins such as topoisomerases distinguish positive and

negative supercoils?
9. What are the thermodynamic parameters that describe sticky

single-strand annealing and probability of knotting and linking with and
without type II topoisomerases?

10. What is the role of ATP binding and hydrolysis for type II topoi-
somerase function?

Regarding anti-topoisomerase drugs that interact with DNA:
11. How do anti-topoisomerase drugs such as the fluoroquinolone

antibiotics and the epipodophyllotoxin and camptothecin anticancer
drugs act?
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Dunaway M. and Dröge P. (1989). Transactivation of the Xenopus rRNA gene pro-
moter by its enhancer. Nature 341, 657–659.

Drlica K., Malik M., Kerns R.J., Zhao X. (2008) Quinolone-mediated bacterial
death. Antimicrob. Agents Chemother. 52, 385–392.

Embleton M.L., Vologodskii A.V., and Halford S.E. (2004). Dynamics of DNA
loop capture by the SfiI restriction endonuclease on supercoiled and relaxed DNA.
J. Mol. Biol. 339, 53–66.

Fogg J.M., Kolmakova N., Rees I., Magonov S., Hansma H., Perona J.J., and

Zechiedrich E.L. (2006). Exploring writhe in supercoiled minicircle DNA. J. Phys:
Condens. Matter 18, S145–S159.

Forterre P. (2006) DNA topoisomerase V: a new fold of mysterious origin.Trends
Biotechnol. 24, 245–247.

Forterre P., Gribaldo S., Gadelle D., and Serre M.C. (2007) Origin and evolution
of DNA topoisomerases. Biochimie. 89, 427–446.

Fujimoto B.S. and Schurr J.M. (1990). Dependence of the torsional rigidity of DNA
on base composition. Nature 344, 175–178.

Fuller F.B. (1971). The writhing number of a space curve. Proc. Natl. Acad. Sci.
USA 68, 815–819.

Fuller F.B. (1978). Decomposition of the linking of a closed ribbon: A problem of
molecular biology. Proc. Natl. Acad. Sci. USA 75, 3557–3561.

Gellert M., Mizuuchi K., O’Dea M.H., and Nash H.A. (1976). DNA gyrase: An
enzyme that introduces superhelical turns into DNA. Proc. Natl. Acad. Sci. USA
73, 3872–3876.

Gore J., Bryant Z., Nollmann M., Le M.U., Cozzarelli N.R., and Bustamante

C. (2006). DNA overwinds when stretched. Nature 442, 836–839.
Gorin A.A, Zhurkin V.B., and Olson W.K. (1995) B-DNA twisting correlates with

base-pair morphology. J. Mol. Biol. 247, 34–48.
Gowers D.M. and Halford S.E. (2003). Protein motion from non-specific to specific

DNA by three-dimensional routes aided by supercoiling. EMBO J. 22, 1410–1418.
Grue P., Grasser A., Sehested M., Jensen P.B., Uhse A., Straub T., Ness W.,

and Boege F. (1998). Essential mitotic functions of DNA topoisomerase IIalpha
are not adopted by topoisomerase IIbeta in human H69 cells. J. Biol. Chem. 273,
33660–33666.



DIFFERENCES BETWEEN + AND − SUPERCOILED DNA 115

Hagerman P.J. (1988). Flexibility of DNA. Ann. Rev. Biophys. Biophys. Chem. 17,
265–286.

Harris S.A., Laughton C.A., and Liverpool T.B. (2008). Mapping the phase dia-
gram of the writhe of DNA nanocircles using atomistic molecular dynamics simu-
lations. Nucleic Acids Res. 36, 21–29.

Harris S.A., Sands Z.A., and Laughton C.A. (2005). Molecular dynamics simu-
lations of duplex stretching reveal the importance of entropy in determining the
biomechanical properties of DNA. Biophys. J. 88, 1684–1691.

Heath P.J., Clendenning J.B., Fujimoto B.S., and Schurr J.M. (1996). Effect of
bending strain on the torsion elastic constant of DNA. J. Mol. Biol. 260, 718–730.

Heck M.M. and Earnshaw W.C. (1986). Topoisomerase II: A specific marker for cell
proliferation. J. Cell. Biol. 103, 2569–2581.

Hiasa H. and Marians K.J. (1996). Two distinct modes of topological processing during
theta-type DNA replication. J. Biol. Chem. 271, 21529–21535.

Hiasa H., Yousef D.O., and Marians K.J. (1996). DNA strand cleavage is required for
replication fork arrest by a frozen topoisomerase-quinolone-DNA ternary complex.
J. Biol. Chem. 271, 26424–26429.

Hiller D.A., Rodriguez A.M., Perona J.J. Non-cognate enzyme-DNA complex:
structural and kinetic analysis of EcoRV endonuclease bound to the EcoRI recog-
nition site GAATTC. J. Mol. Biol. 354, 121–136.

Higgins N.P. and Cozzarelli N.R. (1982). The binding of gyrase to DNA: analysis
by retention by nitrocellulose filters. Nucleic Acids Res. 10, 6833–6847.

Hopfield J.J. (1974). Kinetic proofreading: a new mechanism for reducing errors in
biosynthetic processes requiring high specificity. Proc. Natl. Acad. Sci. USA 71,
4135–4139.

Horowitz D.S. and Wang J.C. (1984). Torsional rigidity of DNA and length depen-
dence of the free energy of DNA supercoiling. J. Mol. Biol. 173, 75–91.

Keller W. and Wendel I. (1975). Stepwise relaxation of supercoiled SV40 DNA. Cold
Spring Harbor Symposia on Quantitative Biology 39 (Part 1), 199–208.

Kikuchi A. and Asai K. (1984). Reverse gyrase–a topoisomerase which introduces
positive superhelical turns into DNA. Nature 309, 677–681.

Kim J.L., Nikolov D.B., and Burley S.K. (1993a). Co-crystal structure of TBP
recognizing the minor groove of a TATA element. Nature 365, 520–527.

Kim Y., Geiger J.H., Hahn S., and Sigler P.B. (1993b). Crystal structure of a yeast
TBP/TATA-box complex. Nature 365, 512–520.

Kirkegaard K. and Wang J.C. (1985). Bacterial DNA topoisomerase I can relax
positively supercoiled DNA containing a single-stranded loop. J. Mol. Biol. 185,
625–637.

Klenin K. and Langowski J. (2000). Computation of writhe in modeling of supercoiled
DNA. Biopolymers 54, 307–317.

Klenin K., Langowski J., and Vologodskii A.V. (2002). Computational analysis of
the chiral action of type II DNA topoisomerases. J. Mol. Biol. 320, 359–367.

Kondapi A.K., Mulpuri N., Mandraju R.K., Sasikaran B., and Subba Rao K.

(2004) Analysis of age dependent changes of Topoisomerase II alpha and beta in
rat brain. Int. J. Dev. Neurosci. 22, 19–30.

Koster D.A., Croquette V., Dekker C., Shuman S., and Dekker N.H. (2005).
Friction and torque govern the relaxation of DNA supercoils by eukaryotic topoi-
somerase IB. Nature 434, 671–674.

Koster D.A., Palle K., Bot E.S., Bjornsti M.A., Dekker N.H. (2007). Antitumour
drugs impede DNA uncoiling by topoisomerase I. Nature. 448, 213–217.

Kramer P.R. and Sinden, R.R. (1997). Measurement of unrestrained negative su-
percoiling and topological domain size in living human cells. Biochemistry 36,
3151–3158.

Kreuzer K.N. and Alberts B.M. (1984). Site-specific recognition of bacteriophage T4
DNA by T4 type II DNA topoisomerase and Escherichia coli DNA gyrase. J. Biol.
Chem. 259, 5339–5346.



116 JONATHAN M. FOGG ET AL.

Kreuzer K.N. and Cozzarelli N.R. (1979). Escherichia coli mutants thermosensi-
tive for deoxyribonucleic acid gyrase subunit A: effects on deoxyribonucleic acid
replication, transcription, and bacteriophage growth. J. Bacteriol. 140, 424–435.

Krogh S., Mortensen U.H., Westergaard O., and Bonven B.J. (1991). Eukaryotic
topoisomerase I-DNA interaction is stabilized by helix curvature. Nucleic Acids
Res. 19, 1235–1241.

LaMarr W.A., Sandman K.M., Reeve J.N., and Dedon P.C. (1997). Large scale
preparation of positively supercoiled DNA using the archaeal histone HMf. Nucleic
Acids Res. 25, 1660–1661.

Lankas F., Lavery R., and Maddocks J.H. (2006). Kinking occurs during molecular
dynamics simulations of small DNA minicircles. Structure 14, 1527–1534.

Lee M.P., Sander M., and Hsieh T. (1989). Nuclease protection by Drosophila DNA
topoisomerase II. Enzyme/DNA contacts at the strong topoisomerase II cleavage
sites. J. Biol. Chem. 264, 21779–21787.

Leppard J.B. and Champoux J.J. (2005). Human DNA topoisomerase I: relaxation,
roles, and damage control. Chromosoma 114, 75–85.

Levene S.D. and Crothers D.M. (1986). Topological distributions and the torsional
rigidity of DNA. A Monte Carlo study of DNA circles. J. Mol. Biol. 189, 73–83.

Levitt M. (1983) Protein folding by restrained energy minimization and molecular
dynamics. J. Mol. Biol. 170, 723–764.

Lewis M., Chang G., Horton N.C., Kercher M.A., Pace H.C., Schumacher M.A.,

Brennan R.G., and Lu P. (1996). Crystal structure of the lactose operon repressor
and its complexes with DNA and inducer. Science 271, 1247–1254.

Lima C.D., Wang J.C., and Mondragon A. (1994). Three-dimensional structure of the
67K N-terminal fragment of E. coli DNA topoisomerase I. Nature 367, 138–146.

Lionnet T., Joubaud S., Lavery R., Bensimon D., and Croquette V. (2006).
Wringing out DNA. Phys. Rev. Lett. 96, 178102.

Liu C.C., Burke R.L., Hibner U., Barry J., and Alberts B. (1979a). Probing DNA
replication mechanisms with the T4 bacteriophage in vitro system. Cold Spring
Harbor Symposia on Quantitative Biology 43 (Part 1), 469–487.

Liu D.J. and Day L.A. (1994). Pf1 virus structure: helical coat protein and DNA with
paraxial phosphates. Science 265, 671–674.

Liu L.F., Liu C.C., and Alberts B.M. (1979b). T4 DNA topoisomerase: a new ATP-
dependent enzyme essential for initiation of T4 bacteriophage DNA replication.
Nature 281, 456–461.

Liu L.F. and Wang J.C. (1978). DNA-DNA gyrase complex: the wrapping of the DNA
duplex outside the enzyme. Cell 15, 979–984.

Liu L.F. and Wang J.C. (1987). Supercoiling of the DNA template during transcription.
Proc. Natl. Acad. Sci. USA 84, 7024–7027.

Liu Z., Mann J.K., Zechiedrich E.L., and Chan H.S. (2006a). Topological infor-
mation embodied in local juxtaposition geometry provides a statistical mechanical
basis for unknotting by type-2 DNA topoisomerases. J. Mol. Biol. 361, 268–285.

Liu Z., Zechiedrich E.L., and Chan H.S. (2006b). Inferring global topology from local
juxtaposition geometry: interlinking polymer rings and ramifications for topoiso-
merase action. Biophys. J. 90, 2344–2355.

Liu Z., Deibler R.W., Chan H.S., and Zechiedrich (2008). Hooked on DNA: the
why and how of DNA untangling. Nucleic Acids Res. in press.

Liverpool T.B., Harris S.A., and Laughton C.A. (2008). Supercoiling and denatu-
ration of DNA loops. Phys. Rev. Lett. 100, 238103.

Lockshon D. and Morris D.R. (1983). Positively supercoiled plasmid DNA is produced
by treatment of Escherichia coli with DNA gyrase inhibitors. Nucleic Acids Res.
11, 2999–3017.

Luger K., Mader A.W., Richmond R.K., Sargent D.F., and Richmond T.J. (1997).
Crystal structure of the nucleosome core particle at 2.8Å resolution. Nature 389,
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Abstract. The Tethered Particle Motion (TPM) method has been used to observe
and characterize a variety of protein-DNA interactions including DNA looping and tran-
scription. TPM experiments exploit the Brownian motion of a DNA-tethered bead to
probe biologically relevant conformational changes of the tether. In these experiments, a
change in the extent of the bead’s random motion is used as a reporter of the underlying
macromolecular dynamics and is often deemed sufficient for TPM analysis. However,
a complete understanding of how the motion depends on the physical properties of the
tethered particle complex would permit more quantitative and accurate evaluation of
TPM data. For instance, such understanding can help extract details about a looped
complex geometry (or multiple coexisting geometries) from TPM data. To better char-
acterize the measurement capabilities of TPM experiments involving DNA tethers, we
have carried out a detailed calibration of TPM magnitude as a function of DNA length
and particle size. We also explore how experimental parameters such as acquisition
time and exposure time affect the apparent motion of the tethered particle. We vary
the DNA length from 200 bp to 2.6 kbp and consider particle diameters of 200, 490 and
970 nm. We also present a systematic comparison between measured particle excursions
and theoretical expectations, which helps clarify both the experiments and models of
DNA conformation.

Key words. Tethered particle, DNA, Brownian motion, calibration, single
molecule.
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1. Introduction. Single molecule studies are enriching our under-
standing of biological processes by providing a unique window on the micro-
trajectories of individual molecules rather than their ensemble-averaged
behavior. Many of these studies are devoted to exploring the intricacies of
protein–DNA interactions that are central to gene regulation, DNA repli-
cation and DNA repair. The resolution of nanometer-scale distances in-
volved in such interactions poses a significant challenge. The emergence
of the tethered particle motion (TPM) method offers a practical and rel-
atively simple solution. In this method, a biopolymer is tethered between
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a stationary substrate and a micrometer-scale sphere (a “bead”), which is
large enough to be imaged with conventional optical microscopy (Fig. 1).
The constrained Brownian motion of the bead serves as a reporter of the
underlying macromolecular dynamics, either by observing its blurred im-
age in a long exposure [5], or by tracking its actual trajectory in time (e.g.
as done in [11] and the present work). Changes in the extent of the motion
(which we will call “excursion”) reflect conformational transformations of
the tethered molecule. Such changes may be caused by processive walking
of RNA polymerase [12, 23], DNA looping [5, 17, 24, 25, 22, 19, 2], DNA
hybridization [14], DNA bending [15], Holliday junction formation [11] or
RNA translation [20].

Although TPM is simple in principle, there are a variety of technical
challenges that must be addressed for successful implementation. For exam-
ple, sample preparation can be compromised by multiply-tethered beads,
non-specific adsorption, transient sticking events and dissociation of the
tether joints [11, 19, 17, 3, 9]. In addition, image analysis of TPM data is
complicated by instrumental drift and the stochastic nature of the tethered
particle’s motion. Several time scales must be considered, including the to-
tal observation time, exposure time, and the intrinsic diffusive time scale
of the tethered particle. We will show that quantification of the spatial
and temporal resolution of TPM measurements requires an understanding
of how particle motion depends on tether length, particle size and other
controllable parameters. We focus exclusively on TPM behavior in the
absence of externally applied force (as might be applied via magnetic or
optical tweezers).

The aims of this article are to: (1) review how data acquisition and
data analysis affect TPM measurements; (2) explain a practical scheme of
data selection and quantify the fractions of typical data that are rejected
by each of our criteria; (3) calibrate particle motion, tether length and ob-
servation time so that subsequent TPM experiments can be quantitatively
interpreted; and (4) discuss the physical processes that govern TPM. Cali-
bration of the particle motion allows precise predictions of how a particular
conformational change of the tether, such as Lac repressor induced looping
of DNA, affects TPM.

Some of our experimental results were outlined in [8]. Theoretical work
leading up to the present results on TPM motion appeared in [13, 9, 16].
For example, Segall et al. predicted effects of changing the size of the bead
and tether length, which we document experimentally in the present work.
Our results are preparatory to experimental [7] and theoretical [16] work
on DNA looping in the lac operon system.

2. Results and discussion. Using differential interference contrast
(DIC) microscopy, the projected position of several beads in a field of view
are recorded using a CCD camera. Sub-pixel resolution position traces for
each bead in the image is determined using a cross-correlation method [6].
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(a) (b)

L
y

x

Rbead

Fig. 1. Idea of the tethered particle motion method. Cartoons showing the tethered
bead in the (a) absence and (b) presence of a DNA-binding protein, which changes the
effective tether length by looping and/or bending the DNA. For example, Lac repressor
protein (LacR) has two binding sites, which recognize and bind to two specific sequences
(“operators”) on DNA.

Standard microscopy systems such as ours are limited to two spatial dimen-
sions; tracking of three dimensions has been accomplished using evanescent
fields or diffraction rings [3], but this involves additional calibration and
technical challenges. Two-dimensional tracking is sufficient for the applica-
tions we have in mind, such as DNA-looping studies. The tracked position
of the bead is subject to slow drift, due to vibrations of the experimen-
tal apparatus, which we removed using a first order Butterworth filter at
0.05Hz cutoff frequency [19]. To quantify bead excursion, we then used
the square root of the sum of the variances of the drift corrected particle
position (x, y) along two orthogonal image-plane axes:

RMSt =
√

〈(x − x̄)2 + (y − ȳ)2〉t. (2.1)

Here t is the time interval over which the RMS motion is measured (typi-
cally 4 s); x̄ and ȳ represent the average of x and y over time t. Eq. (2.1)
is evaluated as a sliding filter at each point along the trajectory, and per-
mits us to capture the tether dynamics using a single scalar quantity, as
illustrated in Fig. 7 below. The finite-sample means x̄, ȳ are subtracted
as an additional method of eliminating instrumental drift not removed by
the Butterworth filter; in practice, this subtraction has little effect. When
simulating the motion numerically, we will compute the same quantity as
Eq. (2.1), in order to make an appropriate comparison.

2.1. Data selection criteria. Although single-particle tracking data
can reveal detailed features of the dynamics of protein-DNA interactions,
care must be taken to minimize experimental artifacts such as non-specific
binding of the bead and DNA to each other and the surface, as well as
multiple DNA attachments on the same bead. To get acceptable calibration
data, we implemented several selection criteria called “minimum motion,”
“motion symmetry,” and “uniformity.”

“Minimum motion” discards beads that cannot be differentiated from
beads stuck to the glass substrate (or otherwise compromised in their mo-
bility). RMS4 s from a control experiment with beads but no DNA is shown
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Fig. 2. Selection of qualified tethers. In (a–e), the dots show instantaneous posi-
tions after drift subtraction; the lines show RMS4 s. (a) Trajectory associated with an
accepted data set (blue) and stuck bead (green). (b) Trajectory for a bead that passed
“minimum motion” but failed the “motion symmetry” test (see (e)). (c) Trajectory
associated with nonuniform motion caused by transient, nonspecific binding, seen as a
downward spike between 0 and 50 seconds. (d) xy scatter plot of the trajectory in (a)
shows it to be symmetric. (e) Scatter plot of the motion in (b) shows it to be asymmet-
ric. The DNA used in (a–e) are 1206 bp long and the bead size is 490 nm in diameter.
(f) Distribution of bead excursions and the number of beads that pass successive applica-
tion of the selection criteria (see text) [3]. Red: original data. Cyan: after application
of minimal motion filter. Blue: after application of symmetry filter. Green: after ap-
plication of uniformity filter. The DNA used in (f) are 901 bp long and bead size is
490 nm diameter.
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in Fig. 2 (green line), and is substantially smaller than that for a tethered
bead (blue line). Data sets exhibiting average excursions, RMS4 s, lower
than 30 nm cannot be differentiated from stuck beads and are therefore
rejected.

“Motion symmetry” requires that a tethered particle should exhibit
symmetric in-plane motion about its anchor point, and is calculated from
the covariance matrix [3, 9]:

C =

(

σx1x1
σx1x2

σx2x1
σx2x2

)

, (2.2)

where

σxixj
=

1

N

N
∑

k=1

xk
i xk

j − x̄ix̄j (2.3)

are the second moments of the bead’s position. Here N is the number
of video frames and xk

1
, xk

2
are the in-plane coordinates (i.e. the position

x, y) of the microsphere for frame k as obtained from the drift-corrected
data. The eigenvalues (λ1, λ2) of the covariance matrix indicate the squares
of the major and minor axes corresponding to the in-plane displacement
of the bead and are equal for a perfectly symmetric motion. We took
s =

√

λmax/λmin ≤ 1.1 as our acceptable threshold. Fig. 2(d,e) displays
scatter plots for the in-plane motion of two beads to illustrate the distinc-
tion between symmetric and asymmetric tethers. The first plot passes the
symmetry test and would serve as a qualified tether; the second would be
rejected. Asymmetric bead trajectories may be caused by multiple DNA
tethers [11].

“Uniformity” qualifies tethers on the basis of the consistency of their
motion over time and eliminates beads showing non-specific binding events,
such as binding of DNA to the bead or glass surface for short periods. To
detect these events automatically, we refine a procedure used in Ref. [3]. We
first divide the entire time series into 10 subsets labeled by i = 1, . . . 10. In
subset i, we calculate RMS4 s over each 4 s window and then average these,
defining Ai ≡ 〈RMS4 s〉i. Then we define u as the standard deviation
of {A1, . . . A10}, normalized by the overall average RMS4 s. Only data
sets with relative standard deviation u < 0.2 are accepted. For example,
the bead shown in Fig. 2(c) meets the motion and symmetry criterions;
however, it displays a non-specific binding event at 30s. In short, our third
criterion removes tethers with temporal inconsistency in their Brownian
motion.

The first two selection criteria discard tethers that are permanently de-
fective, whereas the third eliminates time series with undesirable transient
events. Note that if the purpose of the experiment is to identify interesting
molecular binding events, such as those leading to DNA looping or bending,
then the last criterion cannot be applied, because these transient events can
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appear similar to the sticking events rejected by the uniformity criterion.
In the present work we aimed at characterizing uniform DNA tethers, so we
enforced all three criteria. Prior to applying the selection criteria, Fig. 2(f)
displays a broad distribution in the measured RMS4 s (red). Afterwards,
∼ 50% of the data are qualified and exhibit well-defined Brownian motion
(green bars). This figure shows that the primary cause of bead rejection is
asymmetric in-plane motion. Experimentally, beads with multiple tethers
can be minimized by reducing the concentration of DNA.

2.2. Acquisition time. The drift-corrected (x, y) trajectories are
noisy due to the stochastic Brownian motion of the particle, and are thus
filtered using Eq. (2.1) over a particular time window t (usually four sec-
onds). Although analysis methods exist that make no use of this windowing
step [2, 1], nevertheless many experiments do use it, and so we investigated
its effect on reported bead excursion. Too short a window will increase
the noise, leading to broad peaks in the distribution of RMSt that make
signals from differently sized tethers too difficult to distinguish. Moreover,
for short t the bead will not adequately explore its full range of accessible
configurations, leading to an underestimate of RMSt , as we document be-
low. At the other extreme, however, too long a window will result in a loss
of temporal resolution.

To determine the optimum TPM window size, we recorded data for
200 s, for several bead sizes and a wide range of tether lengths, then found

the mean (〈RMSt 〉) and standard deviation (stdt =
√

〈RMS2

t 〉 − 〈RMSt 〉2)
of the RMS-filtered trajectory for various values of window size t (see
Fig. 3). Here 〈. . .〉 denotes two averages: (1) over the (200 s/t) windows that
make up each bead’s time series, and (2) over nominally identical tethered
particles with the same bead size and tether length. The DNA lengths
varied from 199bp to 2625bp, and we tested beads with three different
diameters: 200 nm, 490nm and 970 nm.

Fig. 3 shows the trends as we vary t, Rbead, and tether length L. We
first notice that for fixed Rbead and L, each curve levels off as t → ∞,
giving an asymptote that is the true RMS excursion. (For short times, the
bead has not had a chance to explore its full range of motion in any given
window, and so each RMSt → 0, and hence so does 〈RMSt 〉.) To make
the tradeoff discussed earlier, we now ask: How long must we choose the
window time t in order to get a reliable estimate of the true excursion?

Naively we might suppose that each video frame gives an independent
draw from a distribution of bead positions whose RMS value we seek. In
that case, we would expect that as soon as t/(30 msec) becomes large, we
would have a good estimate of the true RMS excursion. But the top row
of Fig. 3 shows that, on the contrary, the minimum required observation
time increases both with increasing bead radius (moving between the three
panels) and with increasing tether length (moving between the curves on
a given panel). Physically, the point is that successive video frames are
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Fig. 3. Top: Average RMS excursion and bottom: standard deviation of RMSt as
functions of window time t in Eq. (2.1) for different bead sizes (columns) and lengths L

of the DNA tether (colored lines). As discussed in the text, black dotted lines indicate
“large enough” choices of t.

not independent draws from the distribution of particle positions, because
the particle’s motion is diffusive. The diffusion time τdiff of a particle in a
trap increases with increasing trap radius and with increasing viscous drag
constant for the particle, giving rise to the trends observed in the figure.
(For a theoretical discussion see the Supplement to [16].)

Similarly, the second row of graphs in Fig. 3 shows that the scatter
between successive determinations of RMSt decreases with increasing t.
This “sharpening” effect also explains how RMS filtering takes rather dif-
fuse raw data (e.g. Fig. 2a–c) and transforms it into a fairly well-defined
“state” (e.g. the individual states visible in filtered traces such as Fig. 7).
In both rows of Fig. 3, we have drawn dotted lines to illustrate a value of
t that is “safe” (long enough) for tether lengths up to 2600bp.

2.3. Calibration of motion. In order for TPM experiments to de-
tect discrete conformational changes of biopolymers such as in DNA loop-
ing, it is necessary to quantify how tether length affects particle motion.
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Precise calibration data also indicates the minimum detectable change in
tether length. Sensitive measurements may also allow detection of more
subtle changes, such as kinking of the DNA upon protein binding or mul-
tiple loop topologies.
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Fig. 4. RMS excursion of bead as a function of the tether length for different sized
microspheres, for random-sequence DNAs of various lengths. Each red square is the
average of equilibrium amplitude of RMS motion over 20 to 200 qualified beads, which
is calculated by using Eq. (2.1) with t = 5 s for R = 100nm (bottom data set), t = 10 s
for R = 245nm (middle data set) and t = 20 s for R = 485 nm (top data set). Using
t = 4 s for the same data systematically underestimates the motion of larger beads (green
circles). The curves are empirical polynomial fits to the datasets (see Table 1).

To find the empirical calibration curve, we created many DNA tethers
of varying lengths, and attached beads of three different sizes. For each
bead size, we estimated the RMS excursion by its finite-sample estimate
RMSt , taking t to be the lowest “safe” value as estimated in the previous
subsection: t = 5 s, 10 s and 20 s for beads with diameters of 200 nm, 490 nm
and 970 nm respectively, with results shown in Fig. 4. (For comparison, we
also show corresponding results with t fixed to 4 s, which deviate signifi-
cantly from the longer observations for the larger beads.) We summarized
all these data with polynomial fits shown in the figure and given explicitly
in Table 1.

2.4. Theoretical predictions. We also compared the experimental
data in Fig. 4 to a mathematical simulation of the bead-tether-wall system
(Fig. 5). The excursion of the bead away from its attachment point on the
microscope slide is affected by the length and stiffness of the DNA tether,
the size of the bead, and the various interactions between the bead/wall,
bead/tether, and wall/tether. To account for all these effects, we modified
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Table 1

Parameters of quadratic function ax2 + bx + c obtained for fitting both the equilib-
rium motion data (red squares in Fig. 4) and 4 s interval data (green circles in Fig. 4).

Time [s] Diameter a × 10−5 b c
5 200nm -2.58 ± 0.68 0.17 ± 0.02 -4.5±14.8
10 490nm -3.37 ± 0.47 0.19 ± 0.01 57.3± 7.2
20 970nm –3.49 ±0.46 0.20 ± 0.01 109.5 ± 8.7
4 200nm -2.60 ±0.69 0.17 ±0.02 -4.75±14.7
4 490nm -3.17 ± 0.41 0.18± 0.01 58.05± 6.6
4 970nm –3.31 ±0.48 0.18 ± 0.01 107.7 ± 8.7
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Fig. 5. Theoretical prediction of equilibrium bead excursion, following a method
introduced in [13, 9]. Dots: Experimental values (same bead sizes as red squares in
Fig. 4). Each dot represents 20–200 different observed beads, with the given tether
length. Each such bead was observed for about 200 s, yielding (200 s)/t measurements of
the RMS motion, which were averaged; here t = 20, 10, and 5 s as in Fig. 4. Each data
point shown is the average of these averages; error bars represent the variation (standard
deviation) among the beads. Curves: Theoretically predicted RMS motion, corrected
for the blurring effect of finite shutter time. For each of the three bead sizes studied,
two curves are shown. From top to bottom, each pair of curves assumes persistence
length values 47 and 39 nm, respectively, a range appropriate for the solution conditions
we used [21]. There are no fit parameters; the theoretical model uses values for bead
diameter given by the manufacturer’s specification. The bumpiness in the curves reflects
the statistical character of the Monte Carlo algorithm that generated them.

the Gaussian sampling Monte Carlo technique previously used in [13, 9, 4, 8]
(see [16] for details).

Suppose first that a semiflexible polymer chain is anchored at one
point in space, but is otherwise unconstrained. At the anchored point we
suppose we are given a probability distribution of different possible initial
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orientations for the first chain segment. The distribution of positions and
orientations of the other end is then a convolution of this initial distribution
with a kernel representing a particular diffusion process (random walk) on
the group manifold of the three-dimensional Euclidean group.

We can numerically compute moments of this final distribution, or its
various marginal distributions, by a Monte Carlo procedure. Idealizing the
polymer as a chain of finite elements, each is related to its predecessor
by a shift along the latter’s 3-axis, a twist about the same axis, and some
random bend and twist. Rather than represent the random part using Euler
angles, a more invariant formulation is to draw a 3 × 3 generator matrix
from a Gaussian distribution on the Lie algebra so (3), then exponentiate
it. The Gaussian distribution is determined by a covariance matrix, which
represents the bend and twist elasticity of the DNA, together with bend-
twist couplings. We estimated it up to an overall rescaling factor from
structural data on DNA, then chose the overall factor to yield a desired
value of the persistence length of DNA.

Turning from the idealized problem above to TPM, we see that we
must implement steric constraints: One end of the DNA tether is attached
to a wall, which the DNA may not penetrate. Moreover, the other end
is attached to the sphere, which itself must not penetrate the wall. Nev-
ertheless, each segment of the intervening DNA is otherwise free to bend,
independently of its neighbors. Thus the same Monte Carlo generation
just described continues to be valid, except that some sterically forbid-
den chains must be discarded. Thus our computer code generated many
simulated DNA chains and bead orientations in a Boltzmann distribution,
applied the steric constraints [13], and tabulated the resulting values of
the distance from the projected bead center to the attachment point. The
necessary calculations were coded in Mathematica and ran conveniently on
a laptop computer.

We chose to compare to experimental data with “safe” values of the
window time t, so we simply had the code evaluate the RMS value of this
distance. (For a procedure valid for any t, see the Supplement to [16].) We
also applied a correction to this theoretical result, to account for the bead’s
motion during the rather long shutter time (see the following subsection).
Fig. 5 shows that an a priori calculation of the expected motion matches the
data fairly well, with a value of persistence length consistent with others’
experiments; there were no other fitting parameters.

2.5. Blurring effect. In our experiments the camera had a long shut-
ter time (δt = 31 msec). During each exposure, the bead moved, creating
a blurred image whose center is not quite the same as the instantaneous
center. This blurring effect reduces the apparent bead excursion. Suppose
for example that the bead has a momentary excursion to a large value of x.
Subsequently, its stretched tether will pull it inward, so that the average
position during the video frame has a smaller value of x. We quantified this
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Fig. 6. RMS bead excursion as a function of camera shutter time in milliseconds.
Dots: Experimental data. Each dot represents about 20 different observed beads, with a
tether of length L = 901 bp and a 490 nm diameter bead. Error bars were drawn using
the same method as in Fig. 5. Each point has been normalized to the data at 1ms to
give a dimensionless quantity on the vertical axis. Curve: Expected correction due to
finite shutter speed, calculated by the method in the text (Eq. (2.4)), with shutter time
given on the horizontal axis (see also the Supplement to [16]).

effect using a 901bp DNA and a 490 nm diameter bead at 1, 5, 10, 30, 50,
100, 200, 300 and 500 msec exposures (Fig. 6). Longer exposures indeed
reduce the apparent RMS motion of the bead. The effect is minimal for
exposure times smaller than 30ms, but decreases sharply above this value.

These effects can be considered from a theoretical perspective (see the
Supplement to [16]). The effect of the tether on the bead may be approx-
imated as a harmonic restoring force. If the bead starts at a distance ρ0

from the center, then its average position drifts inward under the influence
of this force. Averaging that trajectory over the video frame gives a blurred
trajectory with center at S(ρ0)ρ0, where the blur factor is

S(ρ0) =
Ts

δt

[

1 − e−δt/Ts

]

. (2.4)

The time constant Ts can in principle be estimated from first principles,
but in practice we fit it to data such as those in Fig. 6. For very small δt
we get S → 1. For large δt, we have S → 0.

To predict the experimental data we should thus take the theoretical
prediction and correct it by a factor of S. This correction is trivial to
apply (comes out of the statistical averaging), because S is independent of
ρ0. The curves in Fig. 6 show that a correction of the form of Eq. (2.4)
fits the data well; this correction was applied when drawing the curves in
Fig. 5.

3. Applications to DNA looping. One of the key applications of
the tethered particle method has been its use in studying DNA looping.
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Fig. 7. Two typical RMS4 s trajectories in the presence of Lac repressor, showing
events of loop formation and breakdown. Total length of the DNA tether is L = 901 bp;
bead diameter is 490 nm. Operator center to center distance is 325.5 bp. The upper
horizontal line is the expected excursion from the calibration curve for the full tether;
the lower horizontal line is the expected excursion for a tether of length 901-325 bp.

Many transcriptional regulatory motifs involve the binding of transcription
factors that bind at more than one site simultaneously, forming a loop of
the intervening DNA (Fig. 1). The TPM technique has been used to ex-
plore these problems. The calibration analysis performed here can serve
as the basis of a more careful evaluation of DNA looping and bending by
DNA-binding proteins, and a guide to optimize the design of subsequent
DNA looping experiments. For example, one may ask, what is the optimal
total DNA length and bead size needed to reliably detect a particular type
of loop? To answer such questions, first note that Fig. 3 quantifies how
smaller beads and shorter tethers both allow us to work with small win-
dow size t, while still giving the narrow peak widths necessary to resolve
substructure in the distribution of RMSt . Fig. 4 reinforces this point and
also quantifies how smaller beads also optimize the resolution of TPM by
maintaining a high slope to the calibration curve over a wide range of L.
There are limits to what can be achieved in this way, of course: Small
beads are hard to observe, and short DNA tethers tend to collapse (due to
surface absorption). Our work helps the experimenter to make appropriate
tradeoffs when designing experiments.

Another benefit derived from the calibration curve is a better under-
standing of the geometry of the conformational changes we have studied.
For example, Fig. 7 clearly shows the existence of a third state, not coin-
ciding with either of the horizontal lines naively predicted from the cali-
bration curve [22, 10, 7]. More detailed simulations can then shed light on
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the geometries of the two distinct looped species disclosed by TPM assays
[16, 7].

4. Conclusions. The tethered particle motion method is one of the
simplest tools for performing single-molecule experiments on DNA-protein
complexes. In contrast to other methods involving fluorescence, TPM never
bleaches, allowing very long observations. The central idea is to use the
Brownian motion of a small particle tethered to a DNA molecule as a
reporter of the underlying macromolecular dynamics of the DNA in its
complexes with DNA-binding proteins. The point of this paper has been
to examine the challenges that are inherent in making useful quantitative
measurements using this method. One of the main outcomes of that effort
has been the development of calibration curves that illustrate how tethered-
particle excursions depend upon both bead size and tether length.

5. Materials and methods.

5.1. Sample preparation. The first step in any TPM experiment
is construction of the relevant DNA tethers with their associated reporter
beads. Polymerase Chain Reaction (PCR) was used to amplify labeled
DNA with two modified primers. The primers were either biotin or digoxi-
genin labeled at the 5’ ends (MWG Biotech AG, Ebersberg, Germany). The
labels permit specific linkage of the DNA to a polystyrene microsphere or
glass coverslip, respectively. The PCR templates were taken from lambda
phage or modified pUC19 plasmid (sequences available upon request). The
PCR products were purified by gel extraction (QIAquick Gel Extraction
Kit, QIAGEN).

Streptavidin (Bangs lab) or neutravidin (Molecular Probes) coated mi-
crospheres of diameter 200, 490 and 970 nm served as our tethered particles.
In contrast to the 490 and 970 nm microspheres, the 200nm microspheres
were fluorescent. Prior to incubation with DNA, a buffer exchange on the
beads was performed by three cycles of centrifugation and resuspension
in TPB buffer (20mM Tris-acetate, pH=8.0, 130mM KCl, 4mM MgCl2,
0.1mM DTT, 0.1mM EDTA, 20 µg/ml acetylated BSA (Sigma-Aldrich), 80
µg/ml heparin(Sigma-Aldrich) and 3 mg/ml casein (Sigma), filtered with
300kD MWCO polysulfone membrane (Millipore)). This combination of
reagents was chosen in an attempt to maximize sample yield and longevity,
while minimizing non-specific adsorption of DNA and microspheres onto
the coverslip.

The second step is DNA tether assembly. Tethered particle samples
were created inside a 20-30 µl flow cell made out of a glass slide, glass cov-
erslip, double-sided tape and tygon tubing. The coverslip and slide were
cleaned with 4N HCl for 24 hours and then the flow cell was constructed in
the same manner as described by van Oijen et al. [18]. Next, the flow cham-
ber was incubated with 20 µg/mg anti-digoxigenin (Sigma) in PBS buffer
for 30 minutes, and then rinsed with 400 µl wash buffer (TPB buffer with
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no casein) followed by 400 µl of TPB buffer. Microsphere-DNA complexes
were created by incubating approximately 100 pM microspheres with 10
pM labeled DNA in TPB buffer for at least an hour. The DNA concen-
tration was estimated via gel band strength. The 10:1 ratio of beads to
DNA was designed to minimize the occurrence of multiple DNA strands
attached to a single microsphere. The tethering procedure was completed
by introducing 50 µl of the microsphere-DNA complexes into the flow cell
for four to ten minutes. Additional tethering yield could be accomplished
by another round of incubation with fresh microsphere-DNA complexes.
Finally, unbound microspheres were removed by flushing the chamber with
1 mL TPB buffer. Once microspheres were introduced into the flow cell,
tether integrity was improved by taking care to minimize flow rates within
the sample chamber.

5.2. Data acquisition and analysis. The sample is imaged on an
inverted microscope using Differential Interference Contrast (DIC) optics
and a 1.3 NA 100x oil-objective (Olympus). The tethered particle’s mo-
tion was captured using an Andor Ixon camera. Each pixel dimension
corresponds to 102nm in the sample plane. Image transfer and storage
was either controlled through Ixon software (Andor Technology) or custom
Matlab code (all of our Matlab acquisition and analysis code is available
upon request). The former recorded 8-14 bits per pixel, while the latter
captured 14 bits per pixel. However, a comparison of the capture meth-
ods showed insignificant differences (data not shown). Care was taken to
ensure that the image intensity exhibited broad dynamic range without
saturation. Some data was obtained using a Matlab-based autofocus rou-
tine that interfaced with a Prior controller. However, for acquisition times
shorter than five minutes, the paraxial drift was small and autofocus was
not needed.

The first step in analyzing TPM data is to compute trajectories for
every tethered particle. The particle’s X and Y displacement as a function
of time was extracted from the raw data using a cross-correlation tracking
algorithm [6]. Such raw positional data are subject to a slow drift due
to vibrations of the experimental apparatus. A drift correction is then
applied using high pass first-order Butterworth filter at cutoff frequency
0.05Hz [19].
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DIFFERENCE TOPOLOGY: ANALYSIS OF

HIGH-ORDER DNA-PROTEIN ASSEMBLIES

MAKKUNI JAYARAM∗
AND RASIKA HARSHEY∗†

Abstract. DNA transactions in biological systems are often carried out by multi-
subunit protein assemblies that confer a defined topology on their DNA target sites. A
subset of biochemically characterized site-specific recombination reactions and at least
one DNA transposition reaction have been subject to extensive topological analysis. It
is conceivable that interactions between the replication apparatus and origins of replica-
tion or those between transcription machineries and promoters, enhancers and repressor
binding sequences also impose precise topological constraints on the path of DNA. Such
‘topological filters’ are thought to stabilize DNA-protein configurations that are con-
ducive to triggering the chemical steps of the respective reactions. ‘Difference topology’
is a simple method for deciphering the DNA topology within complex DNA-protein ma-
chines that are not readily amenable to standard structural analyses. The logic is to
trap the crossings formed by distinct DNA segments by tying them into knots or links
by site-specific DNA inversion and deletion, respectively, carried out by a recombinase.
The number of such crossings can then be counted by analytical methods such as gel
electrophoresis or electron microscopy.

Key words. DNA topology, topological filter, site-specific recombination, DNA
transposition.
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1. Introduction. Nick Cozzarelli was one of the pioneers in employ-
ing topological analyses to describe mechanisms of DNA rearrangements
(Cozzarelli et al., 1984; Cozzarelli, 1990; Wasserman and Cozzarelli, 1986).
Collaborating first with James White in the nineteen eighties and later
with De Witt Sumners in the nineties, he was largely responsible for in-
troducing new mathematical ways of thinking about reactions in which
DNA strands are broken and joined (Cozzarelli et al., 1984; Sumners et al.,
1995). One of us (MJ) was drawn into DNA topology and the topology
of DNA recombination by reading an article by Cozzarelli and colleagues
in the 1984 volume of the Cold Spring Harbor Symposia series (Cozzarelli
et al., 1984). Two simple, if somewhat cheerless, equations describe the
conservation of linkage during recombination between two head-to-head or
head-to-tail sites located on the same circular substrate molecule that is
unknotted to begin with. For the deletion reaction between head-to-tail
sites that generates two daughter circles (Figure 1A),

L. 
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Fig. 1. Conservation of linkage during recombination reactions: The recombina-
tion substrates are negatively supercoiled unknotted circular molecules, divided into two
domains (red and blue) by a pair of recombination target sites (represented by the broad
arrows). In the deletion substrate (A), the sites are in head-to-tail (direct) orientation;
in the inversion substrate (B), they are in head-to-head (inverted) orientation. Intrado-
mainal supercoil crossings (red × red or blue × blue) within the substrate and product(s)
are denoted by traLks and traLkp respectively. Interdomainal crossings (red × blue)
within the substrate are referred to as terWrs. They contribute to catenane crossings
(Cap) in the deletion products or knot crossings (Knp) in the inversion product. terWrs

crossings that escape being trapped in knots will end up as interdomainal crossings in
the product, terWrp. Changes in the intradomainal and interdomainal crossings result-
ing from the mechanism of action of the recombianse enzyme are denoted by traMe and
terMe, respectively. In assigning signs to the DNA crossings, the DNA axis in the sub-
strate circle is given an arbitrary, fixed direction. The conventions for the + and − signs
are shown. The continuous and broken arrows correspond to the ‘overlying’ and ‘under-
lying’ axis segments, respectively. For the deletion and inversion substrates shown in A
and B, respectively, traLks(Σa’s) = −4, traMe = +4 and traLkp = 0(traLks +tra Me).
Within the deletion synapse (A), terWrs(Σb’s) = −3, and terMe(c) = +1 for strand
exchange in the right handed sense. Cap = −2(terWrs +ter Me), denoting the forma-
tion of a singly linked catenane. For the inversion synapse (B), terWrs = −2. terMe
for the right handed strand exchange is −1 because of the inversion of the blue do-
main with respect to the red. Knp = 0 (indicating an unknotted inversion product) and
terWrp = +1 (−terWrs +ter Me = Knp +ter Wrp).
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The substrate is divided into two separate domains whose borders are de-
fined by the two recombination sites (or more precisely, by the points of
DNA breakage and exchange within the two sites). The first equation repre-
sents the redistribution of intradomainal supercoils (traLks) of the substrate
and the supercoils added (or removed) by the enzyme mechanism (traMe)
into supercoils of the product circles (Lkp). The second one describes the
conversion of interdomainal supercoils (terWrs) of the substrate together
with similar crossings introduced by the enzyme mechanism (terMe) into
catenane crossings (Cap) or links between the product circles. Very similar
equations can be written for the inversion reaction between head-to-head
recombination sites (Figure 1B).

traLks + traMe = Lkp (3)

and

−terWrs + terMe = Knp +ter Wrp. (4)

The minus sign in (4) denotes the inversion of the DNA axis during the
reaction, and the extra term terWrp represents the interdomainal supercoils
that do not become part of the knot crossings. As explained in Cozzarelli
et al. (1984), there are two reasons for this. First, it takes a minimum of
three crossings to form the simplest knot. Second, only an odd number of
crossings can be trapped into knots when Me and terWrs are of the same
sign, and only an even number of crossings can be trapped when they are
of opposite signs.

The lasting impression made by the straightforward equations of re-
combination, no doubt, subliminally kindled the logic of the difference
topology method (see below). Indeed, Cozzarelli was catholic in his em-
brace of new analytical tools to gain deeper understanding of complex
biological phenomena. At a Cold Spring Harbor Symposium, Frank Stahl
(Stahl, 1979) lamented that ‘successful in vitro analyses marked the be-
ginning of the end of recombination as a geneticist’s playground.’ “I can
already hear the biochemists circling in the night.” Cozzarelli’s response
(Cozzarelli, 1986), delivered seven years later at a UCLA Symposium, was:
“I smiled because I am a biochemist. Now I see crystallographers and other
physical chemists stacking up in the sky. I say ‘Welcome’.”

2. Topology of site-specific recombination: Tn3 or γδ re-

solvase reaction and Hin or Gin invertase reaction. Before dis-
cussing difference topology per se, we shall briefly consider the topology of
the closely related resolvase enzymes of Tn3 or γδ transposons, serine fam-
ily site-specific recombinases that reduce cointegrate intermediates formed
during transposition to simple integrants (Grindley, 2002; Grindley et al.,
2006; Li et al., 2005). One of the critical assumptions underlying differ-
ence topology analysis is that the resolvase reaction occurs within a unique
synapse in which three negative supercoils are sequestered (−3 synapse).
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Fig. 2. The resolvase synapse and the products of processive recombination: The
organization of the res site is schematically diagrammed at the top. DNA breakage and
exchange occur between the res I sub-sites; res II and res III are accessory sub-sites.
The topology of the resolvase recombination conforms to a 3-noded synapse (−3), with
a right-handed DNA swap during each exchange event. The res I sites are shown by
the unfilled and filled arrows in the substrate, so that the ‘hybrid’ arrows correspond
to an odd number of recombination events. Crossings of DNA axis, here as well as all
figures to follow, are assigned + or − signs according to the convention described under
Figure 1. During the experimental procedures, supercoils are removed by DNA nicking,
leaving behind only the knot and catenane nodes in the recombination products. The
figure is adapted from Grindley (2002).

We shall also touch upon the mechanistically related Hin and Gin DNA
inversion systems in which the chemistry of site-specific recombination is
triggered within a −2 synapse (harboring two negative supercoils).

The resolvase reaction demands that the recombination sites be ar-
ranged in head-to-tail orientation within a negatively supercoiled substrate
(Grindley et al., 2006). Each resolvase target site is composed of three sub-
sites, res I, res II and res III, each of which can be occupied by a resolvase
dimer (Figure 2). The resolvase dimers bound at the accessory sub-sites
II and III of the recombination partners organize the −3 synapse, and al-
losterically activate the resolvase dimers bound at sub-sites I to carry out
the chemistry of strand breakage and exchange. The ability of resolvase
to perform iterative rounds of recombination without dissociation of the
recombination synapse facilitates the topological analysis of the reaction
by providing a series of sequential products that can be characterized.
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The products of rounds one through four of the resolvase reaction are a
two-noded catenane called the Hopf link (2−), a four-noded knot (2+, 2−),
a figure-eight catenane (3+, 2−) and a six-noded knot (4+, 2−), respectively
(Figure 2). These product configurations signify a unique synapse in which
three negative supercoils are trapped, the res I sub-sites are arranged in
parallel geometry, and each DNA exchange step occurs in the right-handed
sense with the addition of one positive crossing (Grindley, 2002). Results
from a series of biochemical experiments together with information from a
recently solved resolvase-resI co-crystal structure (Kamtekar et al., 2006;
Li et al., 2005) agree with a parallel arrangement of the res I sites and
exchange of the cut strands by a rotary mechanism, as depicted in Figure 2.
We therefore choose the −3 resolvase synapse as the standard for deriving
topological features of other DNA transactions by difference topology.

Hin and Gin recombinases bind as dimers to their target sites hix and
gix, respectively, arrange the functional synapse with the assistance of the
E. coli Fis protein bound as a dimer to its cognate enhancer site, and exe-
cute DNA inversion. The sequential products for the Hin/Gin reaction for
the first four rounds of reaction are an unknotted inversion circle, a three-
noded knot (3−), a four-noded knot (2+, 2−) and a five-noded knot (5−),
respectively (Figure 3). A −2 synapse (containing two trapped negative
supercoils) with DNA exchange in the right-handed mode (as in the re-
solvase case) most readily explains the DNA inversion topology (Johnson,
2002; Kanaar et al., 1990) (Figure 3). Since each round of recombination
causes relative inversion of the DNA segment between the hix or gix sites,
the sign of the synaptic nodes alternates between − and +, as illustrated
in Figure 3. So also, the right-handed DNA crossing resulting from strand
exchange has a negative sign in the product (contrast this with the corre-
sponding + crossing in the resolvase reaction). Strong biochemical evidence
supports the DNA rotation mechanism (Dhar et al., 2004).

To generalize, the synapses arranged by the serine recombinases have
a characteristic topological signature. These enzymes impose a parallel
geometry on the recombination partners and carry out recombination with
DNA rotation in the right-handed sense. Note from Figures 2 and 3 that
it takes two and three interdomainal crossings to arrange the head-to-head
(hix or gix ) sites and head-to-tail (res I) sites, respectively, in parallel
fashion. In other words, in inversion substrates, zero or an even number of
interdomainal crossings will give rise to parallel synapse; an odd number
of such crossings will yield anti-parallel synapse. The reverse is true for
deletion substrates. When dealing with the topology of other DNA-protein
assemblies (to be discussed later), it is helpful to keep this simple rule
in mind.

Strictly, the geometry of the core recombination sites within the
synapse can be defined as parallel or antiparallel only if they lie in the same
plane. In formulating the logic of difference topology, the co-planarity of
recombination sites was a simplifying assumption. The crystal structures
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Fig. 3. The Gin inversion synapse and the products of processive recombination:
The Gin recombinase synapse consists of two DNA crossings, arranged with the as-
sistance of the Fis protein and its binding site. Strand exchange by Gin follows a
right-handed rotation as in the resolvase reaction. Because each recombination event
inverts the DNA segment between the gix sites (changing the direction of the DNA axis;
see also Figure 1), the synaptic nodes change in sign with each recombination event.
For the same reason, the DNA crossings resulting from strand exchange have − signs
as opposed to the + signs in the resolvase reaction (Fig. 2). The figure is adapted from
(Johnson, 2002) and (Kanaar et al., 1990).

of resolvase and of the tyrosine family recombinases Cre and Flp (see be-
low) in association with DNA are consistent with this assumption (Chen
et al., 2000; Guo et al., 1997; Li et al., 2005).

3. Difference topology: Trapping DNA crossings within a

protein-DNA assembly by Flp or Cre mediated site-specific re-

combination. Cre and Flp, ‘simple’ members of the tyrosine family re-
combinases, can carry out DNA inversion and deletion equally well, de-
pending on the relative orientation of their target sites: loxP and FRT,
respectively (Jayaram, 2002; van Duyne, 2002). They do not require acces-
sory protein factors, are indifferent to the topology of the DNA substrates,
and mediate intra- or intermolecular recombination. In principle, they are
ideally suited for sealing off, through the act of recombination, the DNA
crossings confined within an external synapse. The number of such cross-
ings in the recombination products, knots for inversion and catenanes for
deletion, can then be counted by standard analytical procedures such as
gel electrophoresis or electron microscopy. However, to derive the topology
of the ‘unknown synapse’, one has to know what the contribution of the
recombination reaction itself is to the topology of the final product (the
term ter

Me in the Cozzarelli et al. equations for recombination). ter
Me

can be derived by answering the following questions. Will Cre (or Flp)
introduce a DNA crossing during strand exchange or not? If they do, what
is the sign of the crossing?
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Fig. 4. Geometry of site alignment during recombination by Flp or Cre: The two
partner sites are named L1-R1 and L2-R2 to orient them left to right. In the reaction
shown at the left, the two sites are arranged in a parallel fashion (left to right in both
cases) in the plane of the paper. If strand exchange occurs with a right-handed rotation
of the DNA, the recombinant products (L1-R2 and L2-R1) cross each other to introduce
a +1 node. If the sense of rotation is left-handed during exchange, the crossing between
L1-R2 and L2-R1 will be −1. In the reaction shown at the right, the partner sites are
arranged in the antiparallel orientation (left to right for L1-R1 and right to left for
R2-L2). The act of recombination does not introduce a crossing between L1-R2 and
L2-R1.

4. The geometry of site alignment during Flp and Cre re-

combination. In principle, the FRT (or loxP) sites may be arranged in a
parallel or antiparallel orientation during recombination, provided the reac-
tion is carried out within a planar DNA-protein complex. As noted earlier,
the assumption of planarity has been justified by the crystal structures of
the Cre and Flp synapses (Chen et al., 2000; Guo et al., 1997). The DNA
crossing formed during recombination from the parallel geometry may be
denoted by +1 or −1, depending on whether the DNA rotation is right-
handed or left-handed (Figure 4). By contrast, recombination from the
antiparallel geometry of the recombining sites will not introduce a DNA
node (zero crossing). As briefly outlined below, this predicted difference,
combined with the known topology of the −3 resolvase synapse, has been
exploited to reveal the mode of alignment of the FRT and loxP sites in
their respective synapses (Grainge et al., 2000; Grainge et al., 2002; Kil-
bride et al., 1999). We describe below the experiments conducted with Flp,
but the results hold true for Cre as well.

In the assays performed by Grainge et al., a hybrid res-FRT site was
constructed by replacing the res I sub-site with FRT but retaining res II
and res III in their native positions (Figure 5). In a supercoiled plasmid
containing two such sites with the normal orientations of res II-res III, the
characteristic synapse with the three negative crossings could be assembled
by the addition of resolvase. Subsequently, recombination was performed
at the FRT sites using Flp, and the product topology was examined. When
the FRT sites were in head-to-head orientation, the inversion reaction from
the hybrid synapse yielded a 3-noded knot with + crossings. When the FRT
sites were in head-to-tail orientation, the deletion reaction gave a 4-noded
catenane.
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Fig. 5. Flp-mediated recombination after the assembly of the resolvase synapse:
The general organization of a hybrid FRT/res site is diagrammed schematically at the
top. The large twin circles below FRT represent two Flp monomers; the smaller ones
below res represent resolvase dimers. The res II and res III accessory sites together
with the bound resolvase subunits from recombination partners will establish the well
characterized −3 synapse (see Fig. 2). The res I site is replaced by an FRT site. In
the two hybrid FRT/res sites present on a plasmid, the res II/III sites are arranged in
their native orientation. The FRT sites are present in a head-to-head orientation in the
inversion substrate (left) and a head-to-tail orientation in the deletion substrate (right).
Recombination after preincubation with resolvase (to establish the 3-noded synapse)
enriches the 3-noded knot for inversion and the 4-noded catenane for deletion). These
product topologies are consistent with antiparallel alignment of the FRT sites (see text).

The outcomes from the res-FRT hybrid site recombination reactions
are consistent with an antiparallel geometry for the FRT sites within the
Flp synapse, with no DNA crossing being added during recombination
(Figure 5). The three external DNA crossings will synapse the head-to-
head FRT sites in the antiparallel mode. Recombination will preserve
these three nodes in the inversion knot. For the head-to-tail FRT sites,
a fourth node from the negatively supercoiled DNA must be trapped to
orient them in the antiparallel fashion. Hence recombination results in the
4-noded catenane. The antiparallel geometry of the FRT and loxP sites
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deduced by the topology method agrees with the arrangements of these
sites in the Flp and Cre crystal structures, respectively.

The arguments summarized in Table 1 rule out recombination in the
parallel mode with either a +1 crossing or a −1 crossing. For the +1
mode of strand exchange from the parallel sites (top panel in Table 1),
the predicted products are a three-noded knot for inversion and a two-
noded catenane for deletion. For the −1 mode of strand exchange (bottom
panel), the corresponding products are a five-noded knot and a four-noded
catenane. The experimentally observed pair of products, a three-noded
knot and a four-noded catenane (see Figure 5), disagree with the topological
predictions for parallel site alignment, and strongly support antiparallel
synapsis of the FRT sites. Note that the ‘additional’ extraneous negative
crossing for the deletion reaction (−4 compared to −3 for the inversion
reaction) represents a negative supercoil from the plasmid substrate that
must be trapped to bring the FRT sites in parallel geometry. Note also
that the signs of all the crossings change during inversion (rows 1 and 3),
and hence the knot nodes are ‘+’.

In the vast of majority of difference topology assays that we have per-
formed, the crossing numbers in the knot and catenane products resulting
from recombination were inferred by gel electrophoresis. However, in those
cases where these products were further examined by electron microscopy,
they were all torus knots and catenanes. The knot crossings were all plus,
and the catenanes were all right handed. We have assumed that these
toplogical features of the recombination products are constant in all the
reactions described.

5. Deciphering the DNA path within an unknown synapse.

Having established that Flp and Cre do not introduce a DNA crossing
during strand exchange, deriving the number of DNA crossings trapped
in an ‘unknown’ synapse formed by, say, a recombination, transposition,
replication or transcription complex becomes straightforward. Any given
assay measures the number of plectonemic wraps formed between two in-
teracting DNA sites, separated into two domains by suitably positioned
recombination sites. As described with resolvase, the unknown synapse is
first assembled in two matched plasmid substrates that differ only in the
relative orientation of the recombination sites (head-to-head in one case
and head-to-tail in the other), after which the deletion and inversion re-
actions are carried out and the catenane and knot crossings counted. The
relevant Cozzarelli et al. equations may be rewritten as

[terWrus + (0 or − 1)] +ter MeFlp or Cre = Cap,
(5)

for the deletion reaction

and
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Table 1

Predictions on recombination topology for parallel geometry of FRT sites: Pre-
dicted topologies of inversion knots and deletion catenanes during resolvase-assisted Flp
recombination if the FRT sites have a parallel geometry. In the top panel, strand rota-
tion during Flp-mediated cross-over is assumed to be right-handed (+1); in the bottom
panel, the rotation is assumed to be left-handed (−1). For the inversion and deletion
reactions, the external resolvase synapse has a fixed topology (−3 crossings). An addi-
tional negative supercoil (−1) is trapped in the inversion substrate (rows 1 and 3) for
parallel alignment of the FRT sites. The signs of the DNA crossings in the substrate and
product are reversed when recombination inverts DNA (+3 knot in row 1 and +5 knot
in row 3). Flp recombination with FRT sites arranged in parallel fashion predicts either
the +3 knot/−2 catenane (top panel) or the +5 knot/−4 catenane (bottom panel) pair
of inversion and deletion products. The experimental results, yielding the +3 knot/−4
catenane combination, contradict these predictions and rule out parallel site alignment.

−[terWrus + (0 or − 1)] +ter MeFlp or Cre = Knp +ter Wrp,
(6)

for the inversion reaction.

Here terWrus represents the interdomainal negative supercoils within the
unknown synapse. As demonstrated in the previous section terMeFlp or Cre

is equal to 0. terWrus may be odd or even, depending on the particular
system being studied. If it is odd, there is no need for an extra super-
coil for aligning head-to-head recombination sites in antiparallel geometry
(terWrus +0); if it is even, an extra negative supercoil from the substrate is
needed to establish this geometry (terWrus−1). The converse is true for re-
combination sites in the head-to-tail orientation. The additional supercoil
is needed when terWrus is odd.

The prediction for the experimental outcome is that the number of
crossings in the inversion knot and those in the deletion catenane will dif-
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Table 2

Recombination products predicted by difference topology for fixed topologies of the
outside synapse. For a series of extraneous synapses containing a fixed number of
negative supercoils, the crossing numbers in the Flp or Cre mediated inversion and
deletion products expected from difference topology are listed. When no supercoils are
trapped, the inversion circle will be unknotted, and the deletion circles will be unlinked.
When only one supercoil is trapped, the inversion product will be unknotted but the
deletion circles will be catenated. For any other value for the trapped supercoils, the
inversion knot and the deletion catenane will differ in crossing number by one.

fer by one, except for the cases in which the synapse contains no interdo-
mainal crossings or a single crossing (see Table 2). The smaller of the two
numbers gives the DNA crossings within the unknown synapse. Again, the
additional crossing in one of the products reflects the need to keep the loxP
or FRT sites antiparallel for recombination. When no outside crossings are
trapped, recombination will result in topologically simple products: the un-
knot during inversion and unlinked circles during deletion. When there is
only one outside crossing, the inversion product will not be knotted; the
deletion product will be a 2-noded catenane.

Two conditions must be met for this analysis to work. The extraneous
synapse must be stable enough to preserve the DNA crossings within it
in the context of the Cre/Flp recombination synapse. Furthermore, the
recombination sites must be placed sufficiently close to a DNA region of
interest to avoid random entrapment of interdomainal nodes. For a two-site
interaction resulting in non-integral DNA crossings, the difference topology
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Fig. 6. Deciphering the DNA crossings established by the bridging interactions
of three DNA sites. In (I), the site A (blue domain) is separated from sites B-C (red
domain) by recombination sites arranged in head-to-head and head-to-tail orientations.
In (II) and (III), the blue domain is constituted by sites B and C, respectively; the
corresponding red domains are A-C and A-B. As described in the text, the difference
topology assays for (I), (II) and (III) will give the crossings made by (i) A with B and
C, (ii) B with C and A and (iii) C with A and B.

assay would reveal this number as the next higher integer (assuming that
the synapse is stable). If the partial turn can be unwound during the
assembly of the Flp or Cre recombination synapse, the result would be
the next lower integer. Thus, an inherent limitation of difference topology
is that the output is quantized, the DNA intertwining of interest being
rounded off to the nearest higher or lower integer.

6. Application of difference topology to a three DNA site

interaction system. Imagine a DNA protein assembly in which three
distant DNA sites A, B and C are brought together with a unique topol-
ogy by DNA-protein and protein-protein interactions. To arrive at the
DNA topology within this synapse, a minimum of three assays, each using
the matched inversion and deletion substrates must be performed: one in
which the A domain is separated from the B-C domains by recombination
sites close to and on either side of A, and the other two in which the B
and C domains are similarly separated from the C-A and A-B domains,
respectively (Figure 6). The first yields the number of crossings ‘N1’ that
A makes with B and C, the other two the number of crossings N2 and N3
that B makes with A and C and C makes with A and B, respectively.

(A × B) + (A × C) = N1 (7)

(B × C) + (B × A) = N2 (8)

(C × A) + (C × B) = N3. (9)

From (7) and (8),

(A × C) − (B × C) = N1 − N2. (10)

From (9) and (10),

(A × C) =
1

2
(N1 − N2 + N3). (11)
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Substituting this value for (A × C) in (7) and (9),

(A × B) =
1

2
(N1 − N3 + N2) (12)

(B × C) =
1

2
(N2 − N1 + N3). (13)

The DNA transposition reaction carried out by the bacteriophage Mu
has been subjected to a detailed analysis by difference topology (Grainge et
al., 2002; Harshey and Jayaram, 2006; Pathania et al., 2002). The reaction
requires negative supercoiling of the DNA substrate plus the interaction of
three separate DNA sites, the left and right ends of Mu (attL and attR,
referred to here as L and R, respectively) and the enhancer element (E),
mediated by the transposase protein MuA. Do these interactions sequester
a fixed number of supercoils within the transpososome? And if so, how are
the crossings distributed among the three sites?

The key results for the Mu system and the three-site, five-noded
synapse that they signify are assembled in Figure 7. The experimental
observations were:

(E × L) + (E × R) = 3 (14)

(L × E) + (L × R) = 3 (15)

(R × E) + (R × L) = 4. (16)

Solving these equations yields, (E × L) = 1; (E × R) = 2; and
(L × R) = 2. The number of crossings between L and R were further
verified by an alternative strategy. Here, the enhancer was deleted from
the substrate and provided as a linear DNA fragment in trans, thus topo-
logically dissociating it from the synapse. In agreement with the two
DNA crossings between L and R, the inversion product in this case was
a three-noded knot, and the deletion product was a two-noded catenane.
Similarly, the number of crossings between E and R could also be con-
firmed as two by deleting L from the substrate. The products in this case
were a two-noded catenane and a three-noded knot. A similar analysis
of the crossings between E and L was not possible, because a stable E-L
MuA complex cannot be assembled in the absence of R. A mathematical
analysis of the difference topology data for the Mu transpososome using
tangle calculus has established the transposition synapse diagrammed in
Figure 7 as the biologically most plausible solution (I. Darcy, J. Luecke, M.
Vasquez, “Tangle analysis of difference topology experiments: Applications
to a Mu protein-DNA complex”, preprint; arXiv:0710.4150v1 [math.GT],
http://xxx.lanl.gov/abs/0710.4150v1).

In principle, the difference topology analysis is applicable to systems
that may require bridging interactions among more than three DNA sites.
For a four site interaction involving sites A-D, one can derive four crossing
numbers N1-N4 as
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Fig. 7. The topology of the Mu transposition synapse: DNA crossings trapped by
MuA interactions with attL, attR and the enhancer:
A. The five DNA crossings trapped by the left (L) and right (R) ends of Mu and the
transposition enhancer (E) when the transposase protein bridges these three sites are
schematically depicted (E × L = 1; E × R = 2; L × R = 2).
B. The crossing numbers between each of the three sites and its two partners were
deduced by the difference topology method. For each experiment, the site that was se-
questered by flanking recombination target sites is shown at the left. The arrows repre-
sent the recombination sites and their relative orientation.

(A × B) + (A × C) + (A × D) = N1
(17)

[site A in one domain and BCD in the other]

(B × C) + (B × D) + (B × A) = N2
(18)

[site B in one domain and CDA in the other]

(C × D) + (C × A) + (C × B) = N3
(19)

[site C in one domain and DAB in the other]

(D × A) + (D × B) + (D × C) = N4
(20)

[site D in one domain and ABC in the other].

These results alone are insufficient to derive all six crossing numbers for
the pairwise combinations of these sites. However, if one of the sites can be
deleted or supplied in trans without affecting the topological interactions
among the others (as is the case with the Mu transposition system), the
corresponding three pairwise crossing numbers can be estimated. Substi-
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tution of these values in Equations 17–20 will yield the remaining three
crossing numbers.

7. Potential wider applications of difference topology. The
topological features of the interactions of DNA sites in replication, tran-
scription and repair complexes should be amenable to the types of analyses
described for the Mu transposition system. As explained above, the num-
ber of crossings made by a given site with the rest of the sites can be
determined after isolating it into one DNA domain with the recombination
target sites placed on either side of it. The procedure is then iterated for
each of the rest of the sites. For a subset of these sites, it is often possible
to topologically unlink that particular site by deleting it or by supplying it
in trans. The subtopologies thus obtained can then be integrated into the
final composite topology.

Difference topology should be generally useful in following changes in
DNA topology as a DNA-protein complex matures through intermediate
stages to its functional form. Of course, an intermediate has to be stable
enough to prevent the DNA configuration within it from being altered by
the assembly of Flp or Cre recombination synapse. It must also be able to
withstand isolation for post-recombination analysis of DNA topology. The
Mu transpososome progresses through three sequential states of increasing
stability called the LER, Type0 and TypeI complexes (Chaconas, 2002)
(Figure 8). The conversion of Type0 to the TypeI complex is coincident
with the single stranded cleavages at the L and R ends of Mu. Analysis of
each of these three complexes reveals that the five-noded synapse topology
is established as early as the LER complex and preserved through the TypeI
complex; however, a unique E-R complex with 2 DNA crossings precedes
LER (Pathania et al., 2002; Pathania et al., 2003). The TypeI complex
carries out joining of the cleaved strands to the target DNA to yield the
TypeII complex.

Another potential use of difference topology is in dissecting the con-
tributions of individual DNA-protein interactions towards the topology of
the final assembly. For example, the L-E-R interactions during Mu trans-
position are mediated by the MuA protein which has two DNA binding
specificities. A MuA monomer can associate with one of three sub-sites at
each Mu end, L1, L2 and L3 at the left and R1, R2 and R3 at the right
(Figure 9). It can potentially interact with one of three sub-sites within the
enhancer designated O1, O2 and O3, as these are also ‘operator’ sites to
which a Mu coded repressor protein binds to negatively regulate transcrip-
tion of the phage genome. Although the assembly of the transpososome
is initiated with six MuA monomers (consistent with the three binding
sub-sites each at L and R), only four monomers form part of the stable
chemically competent transpososome, and the other two can be stripped
off from the complex without affecting the reaction. By individually ab-
lating the sub-sites at L, R or E, it is possible, in principle, to distinguish
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Fig. 8. Order and dynamics of Mu transpososome assembly: Assembly of the
Mu transpososome is initiated by MuA mediated interaction of E and R segments,
followed by the capture of L. The process is assisted by the E. coli HU protein and
divalent cations. The resulting LER complex, which traps five negative supercoils (see
Fig. 7), progresses through Type0 and TypeI complexes to the TypeII complex. The 5-
noded DNA topology is maintained through strand cleavage (TypeI), and likely through
strand transfer (TypeII). The strand transfer step is promoted by the MuB protein and
ATP. The assembly of the transpososome starts with six MuA monomers; however,
a tetrameric form of MuA, stabilized in the Type0 complex, is responsible for strand
cutting. The other two MuA monomers appear to remain in the complexes in a loosely
associated form. The complexes become progressively more stable, TypeII being the most
stable one.

sub-sites that are essential for the native topology of the transpososome
from those that are dispensable. To rephrase the issue, does the removal of
a sub-site lead to an altered transpososome lacking one or more DNA cross-
ings? To illustrate the point, the results of the difference topology assay
for the Type0 complex organized with a substrate lacking the R3 sub-site
are displayed in Figure 9 (Yin et al., 2007). The number of crossings E
makes with L and R decreases by one, from 3 to 2, when R3 is absent;
and so does the number of crossings R makes with E and L (from 4 to 3).
By contrast the number of crossings L makes with E and R remains un-
changed (3). Thus lack of R3 does not arrest assembly, but gives rise to a
four-noded transpososome that lacks one of the two E-R crossings present
in the normal five-noded transpososome.

Finally, difference topology can also probe whether an accessory DNA
site leaves the synapse once the assembly process is completed or stays
associated with it during the chemical steps of the reaction. An earlier
analysis of the Mu transpososome by electron microscopy had suggested
that the enhancer is released once the Type0 complex is formed (Watson
and Chaconas, 1996). However, as the topological assays revealed, the en-
hancer remains intertwined with the left and right Mu ends in the LER,
Type0 and TypeI complexes. In fact, the enhancer is stably trapped within
the synapse even after the cleaved Mu ends have been joined to the target
DNA in the TypeII complex (Pathania et al., 2003). When the enhancer is
flanked by the recombination sites in head-to-tail orientation, the predicted
topological outcomes of the deletion reaction for the ‘enhancer-associated’
and ‘enhancer-dissociated’ synapses are diagrammed in Figure 10. In the
former case, the two product circles, one of which contains the enhancer,
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Fig. 9. Dissecting individual interactions that shape the final topology of a DNA-
protein assembly:
A. The three sub-sites within the left and right ends of Mu (L1-L3 and R1-R3)
and their relative orientations are schematically shown. Similarly, the three sub-sites
(O1-O3) within the enhancer are also indicated. The binding sites for the E. coli pro-
teins HU (at L) and IHF (at E) are denoted by vertical arrows. In the schematic
representation of the MuA protein, the left and middle ovals represent the enhancer-
and end-binding domains, respectively.
B. Results from the difference topology assays using plasmid substrates containing the
native R end or the ∆R3 end are assembled. Each of the individual sites E, L and
R (or ∆R3) isolated into a domain by closely flanking recombination sites (horizontal
arrows in head-to-head or head-to-tail orientation) is depicted at the left. Note that the
lack of R3 causes a deficit of one DNA crossing between E and L-R or between R and
E-L, but leaves unaffected the DNA crossings between L and E-R.

will be topologically linked; freeing the enhancer circle will require lineariz-
ing the partner circle by restriction enzyme digestion. In the latter, deletion
products will be unlinked circles.

This logic may be applied to interrogate the transience or persistence
of accessory sites within other recombination synapses, for example those
assembled by the Hin and Gin invertases.

8. Concluding remarks. Through his brilliance, foresight and
power of persuasion, Nick Cozzarelli left his mark on several exciting areas
of biology. His keen analytical mind influenced many scientists, even those
who did not directly interact with him. He was tough, tenacious and gra-
cious. One of us recalls how Cozzarelli once publically declared that “these
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Fig. 10. Probing the longevity of the association of an accessory site with the fully
assembled form of a protein-DNA complex: In the example of the Mu transpososome
shown here, one can envisage two scenarios: (A) the enhancer remains stably associated
with the complex during the chemical steps of transposition or (B) the enhancer diffuses
away from the complex once the assembly is completed but prior to strand breakage.
Site-specific recombination between two head-to-tail target sites placed close to and on
either side of the enhancer permits the distinction between the two alternatives. For A,
the deletion circle containing the enhancer is predicted to be topologically linked to the
larger deletion circle. For B, the deletion products are expected to be free (unlinked)
circles. An experimental test based on this logic supports A.

elegant experiments with Flp were possible only because the system is so
simple.” He was generous in applauding the Mu topological analysis- “for
having nailed the system.” Cozzarelli had a flair for identifying and solving
complex problems, and then explaining the solutions with a simplicity and
clarity that would ‘gratify most and astonish the rest.’
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USEFUL INTRUSIONS OF DNA TOPOLOGY INTO

EXPERIMENTS ON PROTEIN-DNA GEOMETRY

JASON D. KAHN∗, JAMES R. JENSSEN† , AND VASAVI VITTAL‡

Abstract. Small DNA minicircles are useful for characterizing protein-induced
DNA bending and twisting, because obfuscating effects of DNA flexibility are less im-
portant than in larger DNA. Our work on DNA geometry and flexibility in protein-
DNA complexes has employed T4 ligase-mediated DNA cyclization to make minicircles.
Experiments can be carried out as forward ligations, or equivalently protein binding
to minicircles can be characterized. In every case we have studied, topological char-
acterization of minicircle synthesis or properties has led to unexpected geometric or
mechanistic conclusions. Examples concerning the catabolite activator protein, E. coli
RNA polymerase, the Lac repressor, and the TATA-box binding protein are discussed.
Topological results have the experimental advantages that they are qualitatively unmis-
takable and internally controlled: new topoisomers are readily identified even in small
amounts, and they are formed in the same reaction as relaxed products. Simulations
of topoisomer distributions are quite sensitive to geometrical and flexibility parameters,
which helps set stringent constraints on possible structural/dynamic models. However,
the disadvantage of a topological measurement is it is consistent with any combination
of writhe and twist that sums to the observed ∆Lk, so it is difficult to be confident that
a structural/dynamic model is a unique solution.

Key words. Minicircle, DNA bending, DNA cyclization, RNA polymerase, TBP,
Lac repressor, CAP.

AMS(MOS) subject classifications. 92C40, 74K10.

Abbreviations. CAP, catabolite activator protein; RNAP, RNA polymerase; TBP,

TATA box binding protein; LacI, Lactose operon repressor protein; bp, base pair; EMSA,

electrophoretic mobility shift assay; FRET, fluorescence resonance energy transfer; RPo,

RNAP:DNA open complex; TEC, RNAP:DNA:RNA ternary elongation complex.

1. Introduction. DNA minicircles (closed circular double-stranded
DNA of < 1000 bp, typically 150–500 bp) are a useful experimental sys-
tem for studying intrinsic or ligand-induced DNA bending and twisting.
Minicircles of < 200 bp are strongly bent, so they also offer models for the
study of constrained DNA, as in chromatin, DNA loops, or supercoiled en-
vironments like the bacterial chromosome. Experiments on minicircles can
be carried out in several ways. The classic Shore and Baldwin experiment
monitors the rate of minicircle formation upon T4 DNA ligase-mediated
ligation of linear restriction fragments [1]. Typically the cyclization rate
is referenced against the rate of bimolecular ligation to give the J fac-
tor, a measure of the effective concentration of one properly-aligned and
torsionally-phased end in the neighborhood of the other [2]. J factors
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can range from sub-nanomolar to millimolar, an unusually large dynamic
range for a simple solution kinetics assay. In a complementary experiment,
purified minicircles can be used as binding partners for proteins. DNA
deformation can be assessed directly by electrophoretic mobility or nucle-
ase treatment. There is a rich body of theory on prediction of J factors
and minicircle shape [3–6]. In all of these applications, it is important to
measure or control the topology of the DNA minicircles.

Our laboratory uses minicircle DNA as one tool to study DNA bend-
ing, looping, twisting, and flexibility in protein-DNA complexes. In these
experiments, it is useful to use families of DNA with intrinsic bends, be-
cause constructs with different helical phasing between a known bend and
an unknown deformation can be used to identify the direction and mag-
nitude of the unknown bend or hinge [7-9]. Also, the use of pre-bent
substrates minimizes the size of the DNA required for efficient minicir-
cle formation, which means that the molecules are not so flexible that local
bending and twisting effects are washed out.

A population of small minicircles at equilibrium tends to have a single
linking number Lk, or at most two linking numbers if Lk0 = (number of
bp)/(average helical repeat) is close to half-integral. Therefore, the appear-
ance of a new topoisomer upon protein binding and cyclization can offer a
sensitive and qualitatively obvious signal that the protein has introduced
a change in twist or writhe. In keeping with the theme of the meeting
and this volume, we will focus here on the insights gained from minicir-
cle topology, as applied to several classic systems: the catabolite activator
protein (CAP), the TATA box binding protein (TBP), E. coli RNA poly-
merase (RNAP), and the lactose operon repressor (Lac repressor, LacI). In
the first two systems, the appearance of new topoisomers was unexpected
(hence the title of the paper), and in all four the topology provided essen-
tial constraints on possible models for the structure and flexibility of the
protein-DNA complexes.

2. Materials and methods. The CAP protein was a gift from the
Steitz laboratory, Yale University. TATA box binding protein (TBP) was
a gift from Stephen Burley, then at Rockefeller University. For later ex-
periments, yeast TBP was expressed from plasmids provided by Michael
Brenowitz, Albert Einstein. E. coli RNA polymerase was a generous gift
from the Darst laboratory, Rockefeller. Lac repressor protein as well as ex-
pression constructs for it were obtained from Michael Brenowitz, and the
protein was purified as described [10].

All DNA cyclization and FRET substrates were PCR products de-
rived from plasmid clones whose sequences were constructed from synthetic
oligonucleotides by standard methods. Sequences are available in the pa-
pers describing each system or on request. The three ∼ 250 bp lac UV5
promoter–bent DNA phasing constructs were prepared as described [11].
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For RNA polymerase studies, electrophoretic mobility shift (EMSA),
abortive initiation, and transcription elongation assays were performed by
standard methods [11, 12]. Promoter escape was measured as the produc-
tion of a 20 nt RNA in a reaction mixture containing only ApA, ATP, UTP,
and GTP, from a template coding for C at position 21 [13]. Topoisomers
were separated on one-dimensional polyacrylamide gels containing the in-
tercalator chloroquine; since there were at most three topoisomers present
there was no need for 2-D gel separations.

3. Results and discussion: CAP: Bend phasing can cause

∆Lk. Figure 1 sketches the application of DNA cyclization kinetics to
DNA bending by the CAP protein, an E. coli transcription factor that is
the prototypical DNA bending protein [14]. The use of a sequence-directed
phased A-tract bend as an internal standard allowed us to determine the
direction of the protein-induced bend entirely based on solution measure-
ments of ring closure rates, thereby avoiding contentious issues surrounding
the interpretation of electrophoretic mobilities for bent DNA [8]. (In this
case, the bend direction for the CAP protein was previously known; the
goal was to establish the cyclization assay and to use it to make a quanti-
tative solution estimate of the CAP-induced bend angle.) The cyclization
assay is more complicated than an electrophoretic phasing assay because
the lengths of two different linkers must be varied: one (B in Figure 1)
controls the helical phasing of the bends and the other (A in Figure 1) the
overall length. The cyclization efficiency is a sinusoidal function of length
(actually a sum of Gaussians), and to measure a bend angle the effect of the
torsional variation must be disentangled from the effect of bend phasing.

When the two bends are in-phase and the overall length of the DNA
is a near-integral multiple of the helical repeat, cyclization efficiency is
dramatically enhanced. The CAP protein does not introduce significant
twist change, so initially we did not anticipate protein-induced changes in
topology. At the time it was surprising to observe topological changes when
out-of-phase constructs are cyclized. The observed inefficient cyclization
must require some combination of inversion of the A tract bend, loss of
protein binding, or twist changes in the phasing linker that bring the two
bends into phase (linker B in Figure 1). These twist changes could be either
overtwisting or undertwisting depending on the length of the linker. If the
length of the second linker (A in Figure 1) gives an integral number of turns
between the bends in the cyclized product, then cyclization will not require
twist changes in the second linker, and the product will have a change in
linking number ∆Lk due to the twist change (∆Tw) in the B linker. The
observation of a new topoisomer (in this case ∆Lk = –1) strongly suggests
that the mechanism of cyclization goes through linker undertwisting as
opposed to bend inversion, and since the new topoisomer is dependent
on the presence of CAP it is clear that it is not due to cyclization of free
DNA [4]. Finally, if the length of linker A is such that it must also overtwist
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Fig. 1. Mechanisms of DNA cyclization for different bend phasing constructs. A
and B represent linkers of variable length. Linker B controls the helical phasing of the
sequence-directed A-tract bend and the protein-induced CAP bend. Linker A indepen-
dently controls the total length of the DNA. Cyclization of out-of-phase constructs is
proposed to occur via twist changes in the linkers, which can be detected experimentally
if they lead to new topoisomers. Since these constructs are only about ∼ 150 bp in size,
the minicircle products have very little writhe, so the linking number change ∆Lk is
approximately the sum of the twist changes required in the linkers.

or undertwist to allow cyclization, then the topological change will be a sum
of the two twist changes, and this can either increase or conceal the effect.
In practice, the probability of large twist changes occurring in both linkers
at once is so low that the J factor may be too small to measure.

In the case of CAP, the appearance of negative topoisomers was pre-
dicted by Monte Carlo simulations of the cyclization process, and the
theoretical results prompted us to reexamine our experimental results
to identify the topoisomers. Their presence correspondingly increased
our confidence in the simulations, which had also determined a much
lower value for the DNA torsional modulus C than was then accepted
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(1.7 ± 0.2 × 10−19 erg cm vs. the previous 2.0–3.4 ×10−19 erg cm [15]).
Cyclization has contributed to a long-running debate about the torsional
flexibility of DNA. Subsequent cyclization work analyzed by an indepen-
dent approach has also been consistent with the lower end of the range
for C [16]. Recent controversial results on the cyclization of very short
DNA molecules (∼ 94 bp) suggests that anharmonicity in the twist poten-
tial may depress C further [17]. Single-molecule studies have demonstrated
subtle twist anharmonicity, though they arrive at a much larger value of C,
4.1± 0.3× 10−19 erg cm [18]. Our results on these ∼ 150 bp molecules did
not require consideration of anharmonic effects. Finally, estimates for C
obtained from in vivo repression measurements are typically much lower,
probably due to stochastic twist fluctuations due to nonspecific DNA bind-
ing proteins that alter twist [19].

4. TBP: Strain-responsive protein-induced writhe. The TATA
box binding protein (TBP) binds to TATAAAAG and related sequences
upstream of the transcription initiation sites for eukaryotic RNA poly-
merase II. It is an essential part of the general transcription machinery for
all three eukaryotic RNA polymerases. The X-ray co-crystal structure of
TBP bound to DNA shows dramatic DNA unwinding and a widened minor
groove in the center of the TATA box, suggesting a ∆Tw of about −100◦.
There are two 50◦ roll kinks introduced by pairs of intercalating phenylala-
nine residues that confer out-of-plane bending, leading to a right-handed
helical writhe of about 1/3. Therefore, writhe and twist changes cancel,
and there is little or no ∆Lk when TBP binds plasmid DNA [20].

We carried out cyclization experiments on DNA constructs derived
from those above, with TATA box DNA replacing the CAP binding sites [9].
The goal was to characterize the protein-DNA geometry, specifically to
assess whether the solution the crystal structures are the same. This would
also provide a platform for studying any structural changes induced upon
the assembly of larger transcription complexes.

The cyclization experiments provided three main conclusions. First,
the TATA box itself provides unusual anisotropic flexibility, in a direction
opposite to the TBP-induced bend. This was confirmed by subsequent
cyclization experiments [21] and is in accord with selection-amplification
results on the high prevalence of TA dinucleotides in sequences that form
nucleosomes with high affinity [22]. Second, the geometry of the TBP-DNA
complex, inferred from the linker lengths needed for optimal cyclization and
the magnitudes of the J factors, is in agreement with the high-resolution
structures. Third, most surprisingly and most relevant here, in the mini-
circle context TBP clearly induces ∆Lk = −0.3, apparent as a ∼ 3 bp
increase in the optimal length for cyclization. Since the increase appears
even for in-phase constructs, the cause is not bend alignment as for CAP,
but instead must be due to a local change induced by TBP. When the
number of helical turns in the molecule is between n + 0.5 and n + 0.8
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(where n in an integer), then cyclization also gives a qualitatively obvious
∆Lk = −1 topoisomer, as the cyclization process selects the integer nearest
to the twist of the linear starting material. As expected, the efficiency of
cyclization is also low because it requires additional untwisting of the link-
ers. The bend alignment mechanism for out-of-phase constructs described
for CAP also operates, and in fact in this case provided a positively su-
percoiled product for one phasing isomer. It requires a large number of
constructs (18 in this case) to disentangle these effects.

Our work on CAP had established a thermodynamic linkage between
the decreased binding free energy of a protein to pre-strained minicir-
cle DNA and the decreased cyclization free energy conferred by protein-
induced bending [8]. This means that we can interpret cyclization and
binding experiments in the same framework, and infer the results of ex-
periments that for one reason or another are impossible. In this case, the
induction of negative supercoils by TBP strongly suggests that TBP should
bind more tightly to negatively supercoiled minicircles than to relaxed cir-
cles or linear DNA. We have verified this experimentally (J. Byun and
JDK, unpublished), although there may be kinetics issues that make the
enhanced binding less dramatic than expected.

The origin of the ∆Lk introduced by TBP was a puzzle, as the pro-
tein had previously been shown not to introduce supercoiling in plasmid
relaxation assays [23]. The coincidence between the ∆Lk observed in our
experiments and the ∆Tw in the crystal structure suggested to us that
the positive writhe introduced by the protein was being removed [24]. Ex-
amination of the structure suggests that the simplest mechanism would be
the removal of the two kinks bracketing the TATA box. Setting the two
roll kink angles to zero would give a structure with nearly the same overall
bend angle as the crystal structure, but the proposed structure is almost
perfectly planar and therefore cannot contribute to minicircle writhe. This
proposal also explains why the effect is seen only in small minicircles: the
flattening is stabilized by the relief of bending strain in the remainder of
the molecule. This is equivalent to stating that the free energy of the circle
is decreased by flattening, and therefore that the J factor is much larger for
the flattened form. Of course, to be observed in the forward ligation exper-
iment the flattened form must be populated to some extent in the absence
of strain. Comprehensive FRET analysis of the TBP-DNA complex [25],
as well as recent tethered particle microscopy experiments [26], have iden-
tified multiple TBP-DNA conformations, and extending these studies may
be able to tell us whether the proposed flattened form is one of them.

The proposed strain-induced flattening mechanism predicts that the
supercoiling should decrease as the size of the DNA increases, and indeed
the observed ∆Lk disappears for DNA of greater than 600 bp (S. Magee and
JDK, unpublished). Also, the model predicts that TBP mutants lacking
the intercalating phenylalanines should bind only in the flattened mode.
We have demonstrated that such mutants are defective in binding linear
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Fig. 2. Proposed strain-induced TBP-DNA flattening suggested by topological re-
sults. Structure 1 on the left, sketched in perspective and from above, represents the
TBP-DNA cocrystal structure embedded in a minicircle. Positive Wr and negative
∆Tw sum to give ∆Lk1 ∼ 0. Removal of the two phenylalanine kinks gives the flattened
Structure 2 on the right, which has zero writhe and therefore ∆Lk2 ∼ ∆Tw = −0.3.
The flattened form is stabilized in a small minicircle because the product has decreased
writhe and curvature, hence decreased bending strain.

DNA but that they can bind stably to supercoiled minicircles (J. Byun and
JDK, unpublished). Intermediate degrees of flattening are possible, but we
have no evidence regarding them.

The TBP flattening mechanism is of interest for two reasons. First, it
would be the simplest example to date of a protein-DNA complex whose
geometry responds to mechanical strain. Second, it may have relevance
to the chromatin environment. The mechanism predicts that remodel-
ing chromatin, which introduces local superhelical strain, could drive TBP
binding. This would act to accelerate transcription of genes upon activa-
tion [24]. Local dynamic supercoiling can also result from the torque of
transcription [27]. This supercoiling-dependent TBP “hot spot” proposal
should be testable using chromatin immunoprecipitation to monitor TBP
occupancy during remodeling or pulses of transcription.
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5. RNAP: Invariant topology suggests minimal DNA bend-

ing. E. coli RNA polymerase (RNAP) introduces a ∆Lk of –1 to –1.5
in either the binary RNAP:DNA open complex (RPo), in which promoter
DNA is melted but transcription has not initiated, or the RNAP:DNA:RNA
ternary elongation complex (TEC) [28–30]. We set out to measure the ex-
tent of DNA bending by RNAP using approaches similar to those above.
We anticipated topological changes, and it was a surprise that essentially
invariant topologies emerged as the most significant result [11]. The phas-
ing constructs used are sketched in Fig. 3. The results of the cyclization
experiments of Fig. 4 and experiments not shown are summarized at the
bottom of Fig. 3.

Fig. 4 shows that the cyclization efficiency of phasing constructs bear-
ing RPo varies for the different phasing linkers, but only several-fold. This
suggests a relatively small net bend (< 50◦), in accord with our previous
results on RNAP binding to supercoiled minicircles that lack bent seg-
ments [12]. The bend direction is consistent with the model shown in Fig.
3, with the DNA curving around the surface of the protein to contact the
two α subunits on the left side of the structure. The cyclization efficiency
of TEC constructs is nearly independent of bend phasing. This result
suggests that the bend angle induced by RNAP is n × 180◦, because the
DNA end would be roughly in the same place for any such bend. How-
ever, a 180◦ bend would predict that different phasing constructs would
yield different topoisomers, as in Fig. 3, because cyclization would give
figure eight molecules with different node signs. Since only the ∆Lk = –1
topoisomer characteristic of the polymerase is observed, we conclude that
the bend angle is n × 360◦. A 360◦ bend is not excluded by our data,
but a complete DNA wrap seems quite unlikely given the crystal structure
and the fact that only about 20 bp are protected from nucleases in the
TEC. Therefore, we suggest that the TEC induces essentially no net bend.
The crystal structure [31, 32] shows roughly a 90◦ bend, but the upstream
DNA is not present; we suggest the DNA must bend sharply again to con-
tact the surface of the protein just upstream of the transcription bubble.
This proposal could be tested using FRET, as has been done for T7 RNA
polymerase [33].

We found it ironic that in the one system where we expected infor-
mative topological changes, the product topologies were in fact invariant.
However, this apparently unsatisfying result, in combination with other
observations (data not shown), allows us to draw conclusions about the
energetics of transcription initiation and promoter escape. The additional
experiments employ pre-formed ∆Lk = –1 minicircles as transcription tem-
plates. As judged by either EMSA or by chase experiments using radiola-
beled rNTPs, RPo formed on linear DNA converts to the TEC much more
efficiently than RPo formed on cyclized constructs 7–16 and 11–14. Circu-
lar construct 9–12 does not readily form open complex, but once formed it
is readily converted to TEC. The free energy reaction coordinate diagram
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Fig. 3. Summary of cyclization results on RNAP:DNA open complexes (RPo)
and ternary elongation complexes (TEC). The top sketch shows the three phasing con-
structs studied, with the blue boxes indicating the DNA bound either in RPo or the
TEC, approximately to scale. The structures below are from PDB file 2o5I, of the T.
thermophilus elongation complex, with the probable location of the σ factor in RPo in-
dicated [31, 32]. The upstream DNA is not present in the structure but it is known to
interact with the α subunit in RPo. The diagrams at the bottom summarize the results
of Fig. 4 and experiments not shown: the observed topology of cyclization products
and the J factors for TECs are independent of bend phasing, suggesting there is only a
small bend in RPo and no net bending in the TEC. This might allow transcription with
minimal movement of the neighboring DNA, as opposed to the disruption that would be
caused by a large moving DNA bend.

of Fig. 5 synthesizes the cyclization, EMSA, and RNA transcription results
to give a consistent qualitative ordering of the free energies of complexes
formed on linear DNA or on the 7–16, 9–12, and 11–14 minicircles. The
7–16 and 11–14 minicircles are stabilized relative to RPo on linear DNA.
Circular substrates have the added advantage that end-binding is impos-
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Fig. 4. Cyclization experiments on RPo and TEC complexes. The Phosphorimages
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cyclizing the most poorly; in fact, the RPo lanes for 9–12 show that residual free DNA
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−1 (experiments not shown with length variants suggest that ∆Lk in the minicircle
context is −1.1 to −1.4). RNAP inhibits cyclization, perhaps due to binding at DNA
ends or to steric interference with T4 DNA ligase; cyclization requires much higher
ligase concentration than for free DNA. EtBr indicates cyclization in the presence of
ethidium bromide to provide markers for negative supercoils.
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brackets indicate states that are not observed directly.

sible: under our conditions linear DNA did not give well-resolved EMSA
bands, but all of the minicircles did. The relative rates of conversion of
RPo to TEC correlate inversely with the stability of the open complexes,
suggesting that there is a transition state of similar free energy for all of
the constructs. The DNA bending in this transition state presumably has
substantial product character: if the RNAP-bound DNA in the transition
state is not bent, then all of the phasing isomers will be of similar free en-
ergy, like the TEC. The transition to elongation probably entails breaking
contacts between the DNA and the α subunits. Breaking or weakening con-
tacts to the σ subunit would also be necessary, but would not be correlated
as obviously to the change in DNA bending.

In summary, the RNA polymerase results show that even an essen-
tially negative topological result, that no changes are observed under any
circumstances, sets useful constraints on possible models for the geometry
of a protein-DNA complex. We have shown that the TEC has very little
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net DNA bending, and that there is a net change in DNA bending during
the transition to elongation even though there is no change in topology. Re-
cent single-molecule experiments demonstrate that this occurs via “DNA
scrunching,” in which contacts at the upstream end of the polymerase are
maintained as the front end of the protein draws in downstream DNA and
the DNA is transiently more untwisted [30]. Loss of the upstream contacts
and hence loss of bending appear to be part of the rate limiting step in
the transition to a stable TEC. These mechanistic properties suggest that
E. coli RNAP has evolved to initiate transcription and travel along the
DNA without requiring dramatic long-range conformational change.

6. LacI: Topology suggests geometry, but ambiguity remains.

The Lac repressor tetramer is the prototypical transcriptional repressor.
The efficiency of repression is increased by DNA looping, whereby binding
to one operator site by one dimeric DNA binding domain increases the local
concentration of the other DNA binding domain in the neighborhood of a
second operator [34]. Designed molecules in which lac operators are phased
against a sequence-directed bend [35] were used to ask whether there is a
tight DNA loop anchored by a V-shaped protein [36] or a U-shaped DNA
loop anchored by an extended or open form of the protein, as diagrammed
in Fig. 6 [37].

EMSA and DNA footprinting assays demonstrated that the both the
“9C14” and the “11C12” molecules illustrated in Fig. 6 form hyperstable
LacI-DNA loops, with half-lives of days [35]. This suggested that the pro-
tein could adopt two different conformations depending on the DNA shape.
The critical supporting experiment was the observation of a ∆Lk = +1
topoisomer (as well as relaxed and a trace of ∆Lk = –1 topoisomers) upon
cyclization of extended 9C14 constructs, but only relaxed and a trace of
∆Lk = –1 topoisomers from 11C12. The presence of a crossover node in
9C14 and its absence in 11C12 were confirmed by efficient fluorescence res-
onance energy transfer (FRET) between donor and acceptor fluorophores
inserted near the 9C14 operator sites. 11C12 loops gave much less efficient
FRET [38].

There are several possible “loop topologies” for LacI loops, with differ-
ent orientations of operators with respect to each other or the asymmetric
LacI protein [39]. One example is the ∆Lk = –1 topoisomer illustrated for
11C12 in Fig. 6, which is an example of an antiparallel loop, as opposed
to a the parallel loop proposed for 9C14. We discounted this geometry
because it appeared to predict much more negative writhe than an open
form loop, but this may not be correct [40].

The designed hyperstable loops have been useful in several subsequent
studies. Single-molecule FRET experiments confirmed the existence of a
loop in which FRET efficiency is nearly 100 %, but discrepancies between
the single-molecule results and the earlier experiments suggest unexpected
roles for the flanking DNA in determining conformation [41]. Monte Carlo
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cate the symmetry axes of dyad-symmetric idealized lac operators, so they are directed
down the center of LacI dimers as shown. The 9C14 molecule can form the ∆Lk = +1
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our results suggest that twist strain that rotates the operators inward could also allow
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repressor in an antiparallel loop would give a circle with ∆Lk = −1; a small amount
of this topoisomer is observed but we do not know whether it is due to twist or writhe
changes. The dashed black lines indicate the DNA closing the circles.

simulations of the cyclization reactions confirmed that a DNA-directed dis-
tribution of open and closed forms could explain our observed topoisomer
distributions and J factors [42]. The analysis also suggested a strong in-
trinsic preference for the open form on the part of the LacI protein with
occupied DNA binding sites. The open and closed forms have recently been
confirmed by X-ray scattering on LacI bound to two double-stranded DNA
oligonucleotides [43].

There have been many modeling studies on Lac repressor that touch on
loop geometry and topology. Molecular dynamics simulations emphasized
the importance of head-group rotations as opposed to large scale opening
of the core of the protein; our FRET results were simulated in this work
but it did not consider the topological results [44]. Treatments based on
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DNA elasticity [45] or on the statistical mechanics of cyclization [46, 47]
confirmed that open and closed forms are needed to explain our results
as well as many other biochemical and genetic results. Finally, sophisti-
cated rod mechanics modeling has been applied to our constructs [40, 48].
Surprisingly, many of the topological and FRET results can be simulated
without invoking the LacI open form; the 11C12 results are explained in
terms of an antiparallel loop and larger twist changes in the intervening
DNA than in our models. These issues will be resolved by systematic map-
ping of the linker length landscape and comparisons among experimental
and theoretical loop stability, FRET, and topology results.

7. Conclusions. Quantitative systems biology of transcription net-
works requires that we understand protein-DNA interaction is sufficient
detail to be able to predict protein binding and DNA shape as conditions
in the cell change [49, 50]. Complete models must consider dynamic super-
coiling and the chromatin environment, and therefore must consider the
effects of DNA topology and protein-DNA structure on each other [51].
The structure and dynamics of DNA loops are especially sensitive to DNA
stiffness and topology, and looping can in turn be used to control the local
DNA shape. The combination of biochemical model systems for strained
DNA (like minicircles), in vivo characterization of gene expression patterns
as a function of DNA shape [52], and new theoretical approaches may pro-
vide a comprehensive view of the role of DNA topology in the control of
gene expression.

DNA topology is uniquely useful in studying protein-DNA geometry
because the linking number is a discrete variable. The appearance of topo-
logical changes is a qualitatively obvious change that cannot be ignored,
and yet the relative amounts of topoisomers can be analyzed quantitatively.
Ratios of topoisomers are internally referenced and often more reliable than
J factors. We have found that correct predictions of topological distribu-
tions provides a stringent constraint on possible models for the geometry
and flexibility of a protein-DNA complex. Initially the dominance of topol-
ogy in our thinking came as surprise to us; one might expect that the J
factor for cyclization would be a more useful measure of geometric proper-
ties. Unfortunately, J is difficult to measure with absolute accuracy, and
often more than one model can explain any J factor measurement. This
situation might be improved with more use of high-throughput cycliza-
tion measurements, but these high-throughput measurements still require
preparation of a large number of individual constructs [53].

The unifying theme of our studies is that the proteins we have stud-
ied have evolved to bind to DNA in a wide range of conditions, without
requiring inadvertent changes to the DNA. CAP-induced DNA bending
is necessary to enable protein-protein interaction, but by virtue of CAP’s
homodimeric state it can act at several CAP site-promoter spacings. The
proposed TBP flattening mechanism may allow TBP to respond to vari-
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able levels of supercoiling and to buffer the induced bending strain. RNA
polymerase introduces minimal DNA bending and can convert between
dramatically different shapes without additional topological change. LacI-
DNA loops can exist in a variety of shapes and sizes by virtue of protein
flexibility. These remarkably adaptable proteins have evolved to work with
inherently stiff or otherwise constrained DNA.
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[22] A. Thästrom, P.T. Lowary, H.R. Widlund, H. Cao, M. Kubista, and J.

Widom, Sequence motifs and free energies of selected natural and non-natural
nucleosome positioning DNA sequences, J. Mol. Biol., 288: 213–229, 1999.

[23] Y. Lorch and R.D. Kornberg, Near-Zero Linking Difference upon Transcription
Factor IID Binding to Promoter DNA, Mol. Cell. Biol., 13: 1872–1875, 1993.

[24] J.D. Kahn, Topological effects of the TATA box binding protein on minicircle DNA
and a possible thermodynamic linkage to chromatin remodeling, Biochemistry,
39: 3520–3524, 2000.

[25] K.M. Parkhurst, R.M. Richards, M. Brenowitz, and L.J. Parkhurst, In-
termediate Species Possessing Bent DNA are Present Along the Pathway to
Formation of a Final TBP-TATA Complex, J. Mol. Biol., 289: 1327–1341,
1999.

[26] S.F. Tolic-Norrelykke, M.B. Rasmussen, F.S. Pavone, K. Berg-Sorensen,

and L.B. Oddershede, Stepwise bending of DNA by a single TATA-box bind-
ing protein, Biophys. J., 90: 3694–3703, 2006.

[27] F. Kouzine, S. Sanford, Z. Elisha-Feil, and D. Levens, The functional re-
sponse of upstream DNA to dynamic supercoiling in vivo, Nat. Struct. Mol.
Biol., 15: 146–154, 2008.

[28] M. Amouyal and H. Buc, Topological Unwinding of Strong and Weak Promoters
by RNA Polymerase: A Comparison Between the lac Wild-type and the UV5
Sites of Escherichia coli, J. Mol. Biol., 195: 795–808, 1987.

[29] H.B. Gamper and J.E. Hearst, A Topological Model for Transcription Based on
Unwinding Angle Analysis of E. coli RNA Polymerase Binary, Initiation and
Ternary Complexes, Cell, 29: 81–90, 1982.

[30] A. Revyakin, C. Liu, R.H. Ebright, and T.R. Strick, Abortive initiation and
productive initiation by RNA polymerase involve DNA scrunching, Science,
314: 1139–1143, 2006.

[31] K.S. Murakami, S. Masuda, E.A. Campbell, O. Muzzin, and S.A. Darst,
Structural basis of transcription initiation: an RNA polymerase holoenzyme-
DNA complex, Science, 296: 1285–1290, 2002.

[32] D.G. Vassylyev, M.N. Vassylyeva, A. Perederina, T.H. Tahirov, and I. Art-

simovitch, Structural basis for transcription elongation by bacterial RNA
polymerase, Nature, 448: 157–162, 2007.

[33] G.Q. Tang and S.S. Patel, T7 RNA polymerase-induced bending of promoter
DNA is coupled to DNA opening, Biochemistry, 45: 4936–4946, 2006.

[34] J. Müller, S. Oehler, and B. Müller-Hill, Repression of lac promoter as a
function of distance, phase and quality of an auxiliary lac operator, J. Mol.
Biol., 257: 21–29, 1996.

[35] R.A. Mehta and J.D. Kahn, Designed hyperstable Lac repressor-DNA loop
topologies suggest alternative loop geometries, J. Mol. Biol., 294: 67–77, 1999.

[36] M. Lewis, G. Chang, N.C. Horton, M.A. Kercher, H.C. Pace, M.A. Schu-

macher, R.G. Brennan, and P. Lu, Crystal structure of the lactose operon



USEFUL INTRUSIONS OF DNA TOPOLOGY INTO EXPERIMENTS 175

repressor and its complexes with DNA and inducer, Science, 271: 1247–1254,
1996.

[37] A.M. Friedman, T.O. Fischmann, and T.A. Steitz, Crystal structure of lac
repressor core tetramer and its implications for DNA looping, Science, 268:
1721–1727, 1995.

[38] L.M. Edelman, R. Cheong, and J.D. Kahn, Fluorescence Resonance Energy
Transfer over ∼130 Basepairs in Hyperstable Lac Repressor-DNA Loops, Bio-
phys. J., 84: 1131–1145, 2003.

[39] S. Semsey, K. Virnik, and S. Adhya, A gamut of loops: meandering DNA,
Trends Biochem. Sci., 30: 334–341, 2005.

[40] S. Goyal, T. Lillian, S. Blumberg, J.C. Meiners, E. Meyhofer, and N.C.

Perkins, Intrinsic curvature of DNA influences LacR-mediated looping, Bio-
phys. J., 93: 4342–4359, 2007.

[41] M.A. Morgan, K. Okamoto, J.D. Kahn, and D.S. English, Single-molecule
spectroscopic determination of lac repressor-DNA loop conformation, Bio-
phys. J., 89: 2588–2596, 2005.

[42] J.D. Kahn, R. Cheong, R.A. Mehta, L.M. Edelman, and M.A. Morgan, Flex-
ibility and Control of Protein-DNA Loops, Biophysical Reviews and Letters
(BRL), 1: 327–341, 2006.

[43] M. Taraban, H. Zhan, A.E. Whitten, D.B. Langley, K.S. Matthews, L.

Swint-Kruse, and J. Trewhella, Ligand-induced conformational changes
and conformational dynamics in the solution structure of the lactose repressor
protein, J. Mol. Biol., 376: 466–481, 2008.

[44] E. Villa, A. Balaeff, and K. Schulten, Structural dynamics of the lac
repressor-DNA complex revealed by a multiscale simulation, Proc. Natl. Acad.
Sci. USA, 102: 6783–6788, 2005.

[45] D. Swigon, B.D. Coleman, and W.K. Olson, Modeling the Lac repressor-
operator assembly: The influence of DNA looping on Lac repressor confor-
mation, Proc. Natl. Acad. Sci. USA, 103: 9879–9884, 2006.

[46] Y. Zhang, A.E. McEwen, D.M. Crothers, and S.D. Levene, Statistical-
mechanical theory of DNA looping, Biophys. J., 90: 1903–1912, 2006.

[47] Y. Zhang, A.E. McEwen, D.M. Crothers, and S.D. Levene, Analysis of In-
Vivo LacR-Mediated Gene Repression Based on the Mechanics of DNA Loop-
ing, PLoS ONE, 1: e136, 2006.

[48] S. Goyal, N.C. Perkins, and C.L. Lee, Nonlinear dynamics and loop formation
in Kirchhoff rods with implications to the mechanics of DNA and cables, J.
Comp. Phys., 209: 371–389, 2005.

[49] L. Bintu, N.E. Buchler, H.G. Garcia, U. Gerland, T. Hwa, J. Kondev,

T. Kuhlman, and R. Phillips, Transcriptional regulation by the numbers:
applications, Curr. Opin. Genet. Dev., 15: 125–135, 2005.

[50] L. Saiz and J.M. Vilar, Multilevel deconstruction of the in vivo behavior of looped
DNA-protein complexes, PLoS ONE, 2: e355, 2007.

[51] A. Travers, DNA topology: Dynamic DNA looping, Current Biology, 16: R838–
R840, 2006.

[52] N.A. Becker, J.D. Kahn, and L.J. Maher, 3rd, Bacterial repression loops require
enhanced DNA flexibility, J. Mol. Biol., 349: 716–730, 2005.

[53] Y. Zhang and D.M. Crothers, High-throughput approach for detection of DNA
bending and flexibility based on cyclization, Proc. Natl. Acad. Sci. USA, 100:
3161–3166, 2003.



TOPOLOGICAL ANALYSIS

OF DNA-PROTEIN COMPLEXES

SOOJEONG KIM∗ AND ISABEL K. DARCY∗

Abstract. A tangle consists of strings properly embedded in a 3-dimensional ball.
Tangles have been used to model protein-bound DNA. The protein is represented by
the 3D ball and the protein-bound DNA is represented by the strings embedded in the
3D ball. We review tangle analysis of protein-DNA complexes involving three or four
segments of DNA.

Key words. Site-specific recombination, difference topology, tangle.

AMS(MOS) subject classifications. Primary 57M25, 92C40, 92E10.

1. Introduction. An n-string tangle is a three dimensional ball with
n-strings properly embedded in it. Tangles were studied by Conway in
the 1960’s [3]. In the 1980’s, Ernst and Sumners introduced a mathemat-
ical tangle model for protein-bound DNA complexes [8]. In this model,
the protein is modeled by a three dimensional ball and the protein-bound
DNA is modeled by strings. They used a 2-string tangle model to analyze
experimental results for Tn3 resolvase and phage λ integrase.

This work was motivated by Nick Cozzarelli [7, 16, 19, 21]. Some
proteins can break and rejoin DNA segments and will knot circular DNA
molecules. The knot types of the products can be used to determine in-
formation regarding how these proteins act. Nick Cozzarelli also used such
proteins to study other protein-DNA complexes [13]. Type II topoiso-
merases will knot circular DNA by cutting the DNA, allowing a segment
of DNA to pass through the break before resealing the DNA. In order to
study the protein 13S condensin, DNA was first incubated with 13S con-
densin allowing the condensin to bind the DNA. Topoisomerase was then
added. A spectrum of knots resulted which was different than that when
topoisomerase acts on DNA in the absence of condensin. The difference in
the knot spectrum in the presence versus absence of condensin was used to
determine the manner in which 13S condensin is bound to DNA.

Pathania, Jayaram, and Harshey extended these methods to derive the
number of DNA crossings trapped in an unknown protein-DNA complex
involving multiple DNA segments [15]. This methodology, called difference
topology, was used to determine the topological structure within the Mu
protein complex, which consists of three DNA segments containing five
crossings. Since Mu binds DNA sequences at 3 sites, the Mu protein DNA
complex can be modeled by a 3-string tangle. 3-string tangle analysis is
much more complicated than 2-string tangle analysis. The experimental
results in [15] were mathematically [6] and computationally [5] analyzed
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by using a 3-string tangle model. We address a 4-string tangle model for a
protein-DNA complex which binds four DNA segments.

In Section 2, we introduce basic concepts of DNA recombination. We
focus on site-specific recombination since this is a very important concept
for understanding difference topology. In Section 3, we introduce tangle
analysis of protein-DNA complexes. In Section 4, we explain the method-
ology of difference topology and its application to a Mu protein-DNA com-
plex. In Section 5, we summarize the 3-string tangle analysis of the Mu
protein-DNA complex in [6]. Finally, in Section 6, we introduce a 4-string
tangle model for a protein which binds four DNA segments. We conclude
that a 4-string tangle (with small number of crossings) which satisfies cer-
tain experimental conditions must be R-standard.

2. DNA recombination. DNA recombination refers to a process in
which DNA is rearranged within a genome. This is one of the biological
processes which can change topological properties of DNA. We are inter-
ested in DNA recombination where two specific short DNA sequences are
exchanged. This process is called site-specific recombination and the spe-
cific sequences are called target sites. This reaction requires specialized
proteins, called recombinases, to recognize these sites and to catalyze the
recombination reaction at these sites.

Site-specific recombination can result in either the inversion or dele-
tion of a DNA segment. As one can see from Figure 1(a), if the orientation
of target sites are opposite to one another (inverted repeat), then recombi-
nation leads to the inversion of the DNA segment between the two target
sites. On the other hand, if the orientation of target sites are the same with
respect to one another (directed repeat), then recombination leads to the
deletion of the DNA segment between the two target sites, see Figure 1(b).

Note that the number of components is the same after inversion. But
it is different after deletion, since the DNA sequence between the two target
sites are deleted from the original DNA sequences. In particular, when the
initial DNA is circular, inversion results in a knot and deletion results in a
link as one can see from the following example.

Cre is a site-specific recombinases. The target sites of Cre are called
loxP. Cre can catalyzes both DNA inversion and deletion. The recombina-
tion products depend on the relative orientation of the loxP sites, the target
sites of Cre. When the DNA is circular, the products of DNA inversion
and deletion by Cre are knots and catenanes, respectively (see Figure 2).

3. DNA topology and the tangle model. An n-string tangle is a
three dimensional ball with n-strings properly embedded in it. The tangle
model of a protein-DNA complex was developed by C. Ernst and D.W.
Sumners [8]. This model assumes the protein is a three dimensional ball
and the protein-bound DNA are strings embedded inside the ball. See
Figure 3.
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Fig. 1. (a) Inversion. (b) Deletion. (This figure is redrawn from http://
www.mun.ca/biochem/courses/3107/Lectures/Topics/Site-specific-Recomb.html.)
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Fig. 2. Cre recombination.

Examples of 3-string tangles are given in Figure 4. A rational tangle is
ambient isotopic to a tangle which has no crossings if we allow the boundary
of the three ball to move. A tangle is rational if and only if its strings can
be pushed to lie on the boundary of the 3D ball so that no string crosses
over another string on the boundary of this ball. If the DNA wraps around
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Fig. 3. AFM image of a Cre synaptic complex formed with circular DNA (reprinted
from [18] with permission from Elsevier) and a corresponding 2-string tangle model.

the protein “ball” so that the DNA does not cross itself on the boundary
of this protein ball, then the tangle modeling it is rational. Also, in nature,
circular DNA is supercoiled. Protein-bound DNA is also often supercoiled.
Hence rational tangles are generally believed to be the most biologically
reasonable models for protein-bound DNA.

Example 1. Figure 4 (a)–(d) give examples of 3-string tangles.
Among those, (a), (c), and (d) are examples of rational 3-string tangles.

(d)(b) (c)   (a)

Fig. 4. Examples of 3-string tangles.

The original tangle model was applied to proteins which bind two seg-
ments of DNA and which will break and rejoin segments of DNA creating
knotted DNA. For a review of 2-string tangle analysis, see for example
[8, 9, 17, 4]. Software has been developed to solve n-string tangle equa-
tions [5]. This software was used to search through all tangles up through
8 crossings which satisfy the experimental results of [5]. But computa-
tional software which can only solve one system of equations at a time
lacks the ability mathematical theories can provide for analyzing real and
hypothetical experiments.

In the next section we will discuss the biological model for a Mu
protein-DNA complex given in [15], while in Section 5 we will summarize
the mathematical tangle analysis given in [6].
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4. Difference topology and its application to Mu. DNA trans-
position results in the movement of a DNA segment from one loca-
tion to another in a genome (http://research.utu.fi/celgenmol/molepid/
savilahti.html). Bacteriophage Mu is a virus which uses transposition effi-
ciently to replicate its DNA. During the transposition process, Mu proteins
bind to 3 target sites including an enhancer sequence and two Mu ends
(attL and attR) (see Figure 5). The enhancer sequence will be denoted by
E, the attL site by L and the attR site by R. The protein-DNA complex
consisting of Mu proteins along with these three DNA sequences is called
the transpososome. The structure of the transpososome is very important
for understanding the transposition pathway.

Fig. 5. Mu transposition (reprinted from [23] with permission from Elsevier).

The reaction pathway shown in Figure 6 was the model before the
structure of the transpososome was determined in [15]. The new reaction
pathway is shown in Figure 5. Note that in the older model, since there
was no information available regarding the DNA shape bound by Mu, a
very simple structure was assumed. The protein-bound DNA conformation
in Figure 5, determined via difference topology, can be used to determine
what DNA sequences are likely to be close to each other and therefore may
interact [15]. Difference topology was also used to detect a new interme-
diate (denoted by ER in Figure 5) in the reaction pathway [14, 10, 23].
Difference topology was also used to investigate the role of supercoiling
[22]. For additional applications of difference topology see [11].

Pathania, Jayaram, and Harshey used Cre inversion and deletion to
determine the topological structure of DNA within the Mu transpososome
[15]. If Cre acts on unknotted DNA not bound by any proteins except for
Cre, then the main products of Cre inversion and deletion are unknots and
unlinks, respectively. If, however, a protein complex such as Mu binds the
DNA before Cre acts, the products can be more complicated. This differ-
ence in products was used in [15] to determine the topological conformation
of the DNA bound by Mu. This methodology is called difference topology.

Pathania et al. first performed Cre inversion with two loxP sites lying
on either side of E, isolating this site from L and R. In Figure 7(a), the
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Fig. 6. An older model of Mu transposition (reprinted from [15] with permission
from Elsevier).

loxP sites are inversely repeated. Cre cuts these target sites and changes
the topology of the DNA before resealing it again. The product topology
in this case was a three noded knot. Those three crossings resulted from
E crossing R and L three times. Note that the crossings between R and L
can be untwisted and thus have no affect on the topology of the product.

E

L R

Cre
Inversion

−binding
Mu

L R

E

E

L R Cre
Deletion

E

L R

Enhancer

attL

loxP

loxP −binding
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−binding
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Enhancer

attL attR

loxP loxP

Cre
−binding

(a)

(b)

E

L R Kn3

Ca4

Fig. 7. Cre recombination on the DNA-Mu protein complex.

If the loxP sites are placed on the loops indicated in Figure 7, but
directly repeated instead of inversely repeated, then an extra crossing not
bound by either Mu or Cre is necessary to properly orient the loxP sites
within the Cre-DNA complex. In this case the product of Cre recombina-
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tion is a 4-crossing link. Note that this product has one more crossing than
the product when the loxP sites were placed on the same pair of loops, but
in inverse orientation. There are three pairs of loops on which to place the
loxP sites. In each case the number of crossings in the product differed by
one when comparing inversely repeated versus directly repeated loxP sites
on the same pair of loops. It was assumed that the smaller crossing product
corresponded to the tangle equation where no extra crossing is needed to
properly orient the loxP sites within the Cre-DNA complex. The equations
corresponding to the smaller crossing product when comparing loxP sites
on the same pair of loops is shown in Figures 8a, 9a. In Figure 8a, the
solution found in [15] is shown while Figure 9a shows the equations where
the tangle corresponding to the Mu transpososome is unknown. One can
prove that the solution set for T to the system of equations in Figure 9a
is the same as the solution set for T if all six experiments are considered
[5, 6].

To determine the number of DNA crossings within the Mu transposo-
some, we are interested in how many crossings are between E and R, R and
L, L and E. Note that the protein-bound DNA conformation shown in Fig-
ure 8 consists of supercoiled DNA with three branches: one branch contains
one crossing while the other two branches each contain two crossings. The
solution found in [15] was obtained by assuming the protein-bound DNA
conformation is a 3-branched supercoiled structure. Let x be the number
of crossings between E and R, y the number of crossing between R and L,
and z the number of crossings between L and E. If the DNA conformation
bound by Mu is supercoiled with three branches, then x, y, z represent the
number of crossings in each of the three branches. In this case, the equa-
tions in Figure 9a correspond to the equations x + z = 3, x + y = 3 and
y + z = 4. Since there are three unknown variables and three linear equa-
tions, one can easily solve this linear system. The solution is that x = 1,
y = 2, and z = 2. This implies that there is one crossing between E and R,
two crossings between R and L, and two crossings between L and E. Thus
if the DNA conformation bound by Mu is supercoiled with three branches,
then the Mu transpososome has the five crossing configuration shown in
Figure 9b as found in [15].

5. 3-String tangle analysis. Mathematically, the Mu proteins can
be modeled by a three dimensional ball and the three DNA segments can
be modeled by 3 strings in the ball. Pathania et al. found a solution to the
system of equations in Figure 9a in which the DNA bound by Mu consists
of supercoiled DNA with 3 branches and 5 crossings ([15], see Section 4).
Pathania et al.’s experimental data [15] was mathematically analyzed by
using 3-string tangle analysis [6] without the assumption that the tangle T
represents supercoiled DNA with three branches. If a tangle T satisfies all
the experimental data in [15], it can be a possible tangle model for the Mu
transpososome. By using tangle theory, the following result was obtained:
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Fig. 8. Tangle model of Mu transpososome.

Proposition 5.1. Let T be a 3-string tangle which satisfies the system
of tangle equations in Figure 9(a). If T can be freely isotopic to a projection
with less than 8 crossings, then T is the tangle in the Figure 9(b).

(a)

R

(b)

E

L3−noded knot

3−noded knot

4−noded catenane

T T

T T

T T

Fig. 9. (a) Equations corresponding to the tangle model of Mu transpososome.
(b) A solution to these equations.

Two tangles are freely isotopic to each other if they are ambient iso-
topic allowing the boundary to move. For example, a rational tangle is
freely isotopic to a tangle with no crossings. Thus Proposition 5.1 implies
that the only rational tangle solution to the Figure 9(a) equations is that
given in Figure 9(b).
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An additional experiment not described here was used in [6] to rule
out eight crossing solutions. The upper bound for the number of crossings
which could be bound by Mu is unknown. However, since the solution
found in [15] has five crossings, it is unlikely that a solution with more
than eight crossings could be a model for the Mu transpososome. Thus the
solution found in [15] is the only biologically reasonable solution.

6. 4-String tangle analysis. We do not currently have experimental
data for a protein-DNA complex which binds four segments of DNA. In fact,
we are not aware of such a complex. However there are a number of protein-
DNA complexes, such as those involved in replicating and transcribing
DNA, in which multiple proteins interact with each other and with multiple
segments of DNA. Thus it is highly likely that protein-DNA complexes exist
involving four or more DNA segments. We address a model for a protein
complex which binds four DNA segments. Such a protein complex bound
to circular DNA is modeled by a 4-string tangle with four loops outside of
the tangle (Figure 10(a)).

In nature, DNA is negatively supercoiled if it is circular or if the ends
are constrained (http://www.cbs.dtu.dk/staff/dave/roanoke/genetics9802
13a.html). There are two kinds of DNA supercoiling, plectonemic and
solenoidal. Plectonemic supercoils are frequently branched [1]. Figure
10(b) shows an example of a branched supercoiled DNA-protein complex
which would be a biologically reasonable model for a protein-DNA com-
plex involving four segments of DNA. More generally, Figure 10(c) shows a
biologically natural tangle model of a 4-branched supercoiled DNA-protein
complex, where the ni’s are the number of left-handed half twists.

T

(a)
(c)(b)

n2

n1
n4

n5

n3

c 1

c3

c 4

c 2

Fig. 10. (a) A 4-string tangle model of a DNA-protein complex. (b), (c) Examples
of 4-string tangle model which are biologically relevant.

In this section, we would like to extend 3-string tangle analysis (Sec-
tion 5) to 4-string tangle analysis based on difference topology. For Cre
recombination, we need to put loxP sites on two of the outside loops. In
the 3-string tangle model, there are three choices for a pair of loops on
which to place Cre binding sites. On the other hand, in the 4-string tangle
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model, there are six different possible pairs of loops. In each case, there
are two possible orientations for the Cre binding sites, directly or inversely
repeated. Thus there are twelve possible Cre reactions for the 4-string tan-
gle model (six different pairs of loops and two different orientation of loxP
sites for each pair). By the prediction of difference topology (Section 4),
the crossing number of the knotted inversion product and the catenated
deletion product will differ by one when the Cre binding sites are placed
on the same pair of loops but in different orientations.

As we mentioned at the beginning of this section, Figure 10(c) is a
biologically relevant 4-string tangle model. Assume two loxP sites are
located on loops c1 and c2 of Figure 10(c). After Cre recombination, the
n1 and n2 crossings on two branches of the supercoiled DNA would be
trapped, but the n3, n4, and n5 crossings on the other three branches can
be removed. The result is a (2, n1 + n2)-torus knot if n1 + n2 is odd or
(2, n1+n2)-torus link if n1+n2 is even. For example, Cre recombination on
directly repeated loxP sites assuming the tangle model Figure 10(b) results
in the (2, 4)-torus link. See Figure 11(a). Similarly, if two inversely repeated
loxP sites are located on loops c2 and c3, Cre recombination results in the
(2, 7)-torus knot as shown in Figure 11(b). For convenience, Cre is placed
on the left side and the 4-string tangle is rotated 90◦ counterclockwise in
Figure 11(b).

c2

c1

c3

c4

c1

c4

c2

c3

(b)

(2,4)−torus link

(2,7)−torus knot

(a)

Fig. 11. (a) If Cre acts on the loops c1 and c2, then Cre recombination for this
protein-bound DNA conformation results in a (2, 4)-torus link. (b) If the Cre binding
sites are placed on loops c2 and c3, then Cre recombination for this protein-bound DNA
conformation results in a (2, 7)-torus knot.

Hence if T is a tangle of the form shown in Figure 10(c), Cre re-
combination results in a (2, p)-torus knot when p is odd or a (2, p)-torus
link when p is even. Note that the products of Cre recombination in the
Mu/Cre experiments were (2, p)-torus knots and links [15]. Thus for the
4-string tangle model, we focus on equations where we assume the products
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are (2, p)-torus knots and links. This process can be modeled by Figure
12. In this figure, the tangle T represents a protein which binds to four
DNA segments. The dotted circle represents Cre. For convenience, Cre
is placed on the left side of T . T is rotated by 90◦ in (b) and (f), 180◦

in (c) and (e), 270◦ in (d) counterclockwise. We can summarize all these
assumptions with Figure 12 and define a tangle satisfying these conditions
a solution tangle.

Definition 6.1. A solution tangle is a tangle T which is a solution
to the system of 12 difference topology experiments where the products are
(2, pi) torus knots/links. Six of these are shown in Figure 12.

(a) 

(b)

(c)

(d)

(e)

(f)

p  crossings
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6

=

=

2
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=

=

=

=

=

=

=

=

=

=

T

T

T

T

T
T

T

T

T

T

T

T

Fig. 12. Tangle equations. In (b)–(f), T is rotated. The dotted circle represents
Cre recombinase.
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We will first discuss branched supercoiled DNA solutions. A 4-string
tangle model of a branched supercoiled DNA-complex can be represented
by a weighted graph as shown in Figure 13. For example, the 4-string
tangle in Figure 10 (b) has 2 or 3 left-handed half twists on each branch
and hence ni = −2 for i = 1, ..., 4 and n5 = −3.

Definition 6.2. A tangle of the form shown in Figure 13(a) will be
called standard, where ni is the number of left-handed half twists. Note
that a 4-string standard tangle T can be represented by a weighted graph G,
where G is as in Figure 13(b). Call this graph G a standard graph.

Where

       (a) (b)

ni

i

=

if n > 0

if n < 0i

n2

n1
n4

n5

n3

n1

n2 n5

n4

n3

Fig. 13. (a) Standard tangle. (b) A weighted graph G representing a 4-string
standard tangle.

We will also address the possibility that a pair of supercoiled DNA
branches can be twisted. In other words, what if a tangle model is isotopic
to a standard tangle allowing boundary of the corresponding graph (see
Definition 6.2) to move?

Definition 6.3. A weighted graph GR is an R-standard graph if it
is isotopic to a standard graph G allowing the boundary of G to move. A
tangle T is R-standard if it corresponds to an R-standard graph GR.

Example 2. Examples of 4-string standard tangles are shown in
Figure 14(a), (b) and an example of a 4-string R-standard tangle is shown
in (c).

Example 3. Figure 15(a) shows an example of a weighted graph GR

which represents the R-standard tangle T in Figure 15(b).

By extending 3-string tangle analysis of [6] to 4-string tangles, we de-
termined that the biologically relevant solutions to the system of equations
in Figure 12 must be R-standard:

Theorem 6.1. [12] Suppose T is a 4-string tangle which has less
than 8 crossings up to free isotopy. If T is a solution tangle, then T is
R-standard.
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(a) (b) (c)

Fig. 14. (a), (b) Examples of standard tangles; (c) Example of R-standard tangle.

= 

(a) (b)

GR v5
v6   T=

n4

n2

n1

n5
n3

n3

n5

n4

n2

n1

Fig. 15. An example of a weighted graph GR for an R-standard tangle T .

In other words, if a 4-string tangle T satisfies all the equations of
Figure 12 involving (2, p)-torus links and has less than 8 crossings up to free
isotopy, T can be represented by an R-standard graph. Since all rational
tangles are freely isotopic to a tangle which has no crossings, we can find
all rational solutions.

We start with the following definition:

Definition 6.4. Let GR be a graph which corresponds to an R-
standard tangle. There are two vertices in the interior of the ball and 4
vertices on the boundary of the ball. Let v1 = SW, v2 = NW, v3 =
NE, v4 = SE be the vertices on the boundary of the ball, and v5 and v6

be the vertices in the interior of the ball. GR is (2, j)-branched if v5 is
connected to v2 = NW and vj for some 1 6 j 6 4, j 6= 2.

The vertex v5 can only be connected with (v1, v2) or (v2, v3) or
(v2, v4); hence there are 3 different (i, j) branchings (Figure 16). For
example, the graph GR in Figure 15(a) is (2, 4)-branched. Note that n5 = 0
if and only if GR is (i, j)-branched for all (i, j).

Each edge of GR represents a branch of a branched supercoiled DNA
molecule. This implies that an (i, j)-branched graph and a (k, l)-branched
graph represent different geometries of a DNA molecule when (i, j) 6= (k, l).
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(a) (b) (c)
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v2
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v4
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v6
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v2 v2

v3 v3

v4
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2n
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3n

4n

1n

2n

5n
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4n
1n

2n 5n 3n
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Fig. 16. (a) (1, 2)-branched; (b) (2, 3)-branched; (c) (2, 4)-branched weighted
graph for R-standard tangle.

n1
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n 3

n 5
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n2 n3

n4n1

n 5

(a) (b) (c)

c 1

c 2
c 3

c 4

c 1

c 2
c 3

c 4

n 2

n 1
n 4

n 5

n 3

c 1

c 2 c 3

c 4

Fig. 17. (a) Example of R-standard tangle model of a branched DNA-protein
complex corresponding to a weighted graph which is (a) (1, 2)-branched; (b) (2, 3)-
branched; (c) (2, 4)-branched.

We will first focus on tangles of the form shown in Figure 17. Suppose
a tangle of the form shown in Figure 17(a) is a solution to the system of
equations in Figure 12. Then we have the equations in 6.1. The values
p1, · · · , p6 in Figure 12 must be determined experimentally. Our goal is to
find n1, · · ·n6 in terms of the pi’s.

n1 + n2 = p1

n2 + n3 + n5 = p2

n3 + n4 = p3(6.1)

n1 + n4 + n5 = p4

n1 + n3 + n5 = p5

n2 + n4 + n5 = p6.
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The solution to the system of Equations 6.1 is the following:

n1 =
p1 + p4 − p6

2
, n2 =

p1 − p4 + p6

2

n3 =
p2 + p3 − p6

2
, n4 =

−p2 + p3 − p6

2
(6.2)

n5 =
−p1 + p2 − p3 + p4

2
, p2 + p4 = p5 + p6.

We can solve similar equations for tangles corresponding to the graphs
in Figure 17(b) and (c). The summary of the results is the following:

• The solution to the Figure 12 equations is the following if the
solution is of the form Figure 17(b):

n1 =
−p3 + p4 + p5

2
, n2 =

p1 + p2 − p5

2

n3 =
−p1 + p2 + p5

2
, n4 =

p2 + p3 − p5

2
(6.3)

n5 =
p1 − p2 + p3 − p4

2
, p1 + p3 = p5 + p6.

• The solution to the Figure 12 equations is the following if the
solution is of the form Figure 17(c):

n1 =
p1 − p2 + p5

2
, n2 =

p1 − p4 + p6

2

n3 =
−p1 + p2 + p5

2
, n4 =

−p1 + p4 + p6

2
(6.4)

n5 =
−p2 + p4 − p5 − p6

2
, p1 + p3 = p2 + p4.

Note that the ni must be integral. To have an integer solution set
{n1, · · · , n5}, all numerators of Equations 6.2, 6.3, and 6.4 should be even.
In fact, there are eight possible cases to have an integer solution set for
Equation 6.2, shown in the following table.

p1 p2 p3 p4 p5 p6

1 even even even even even even
2 odd odd even even even odd
3 even odd even odd odd odd
4 odd even even odd odd even
5 even odd odd even odd even
6 odd even odd even odd odd
7 even even odd odd even odd
8 odd odd odd odd even even
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Equations 6.2, 6.3, and 6.4 have an integer solution set for the same
eight cases. Thus the different ways of branching can only be distinguished
by the last equation given in Equations 6.2, 6.3, and 6.4:

Lemma 6.1. The graph GR corresponding to an R-standard tangle can
only be branched in three different ways, (1,2), (2,3) or (2,4)-branched. The
(i, j) branching of a solution of the form in Figure 17 can be determined
as follows:

• If p2 + p4 = p5 + p6 holds, GR is (1,2)-branched.
• If p1 + p3 = p5 + p6 holds, GR is (2,3)-branched.
• If p1 + p3 = p2 + p4 holds, GR is (2,4)-branched.

In addition, n5 = 0 if and only if GR is (i, j)-branched for all (i, j).
We have only proved Lemma 6.1 for tangles corresponding to those

shown in Figure 17. However, Lemma 6.1 can be extended to R-standard
tangles as discussed in the next section.

6.1. Discussion on complicated branched solution tangles. We
will now consider a more complicate branched solution tangle like that in
Figure 18.

Example 4. Let G be a graph which corresponds to the standard
graph in Figure 18(a). After doing one counterclockwise half twist of v1

and v4 and two clockwise half twists of v3 and v4 moving the boundary of
3-ball, one obtains the weighted graph GR (Figure 18(b)). Then GR is the
weighted graph which corresponds to the R-standard tangle T in Figure
18(c). Since v5 is connected to v2 and v4, GR is (2,4)-branched.

SW=

NW= =NE

=SE SW= =SE

=NENW=

G = = 

(a) (b) (c)

GR

v1

v2
v3

v4

v5
v6

v1
v4

v3v2

v5
v6   T=

n1

n2 n5

n4

n3

n4

n2

n1

n5
n3

n3

n5

n4

n2

n1

c 1

c 2
c 3

c 4

Fig. 18. Example of R-standard tangle.

Let’s compare this example with the tangle in Figure 17(c), which
we will call T

′

. The link obtained from Cre recombination on c3 and c4

of T has positive 2 writhe which can be converted to four half twists as
shown in Figure 19 [2]. Hence p3 = n3 + n4 + n5 + 4 for T while for
T

′

, p3 = n3 + n4 + n5. Similarly, p4 = n1 + n4 + n5 − 2 for T , while
p4 = n1 + n4 + n5 for T

′

. The remaining equations for T are identical to
the equations for T

′

.
Note that a solution of the form T will satisfy the first five equations

in 6.4 if and only if a solution of the form T
′

satisfies these equations. This
is because writhe of a link diagram can be converted to an even number of



TOPOLOGICAL ANALYSIS OF DNA-PROTEIN COMPLEXES 193

n3

n4

n5

n3

n4

n5

Fig. 19. (a) A link obtained by doing Cre recombination in Figure 18 has writhe
two. (b) The writhe two can be converted to 4 half twists.

half twists. Thus, all numerators of Equations 6.2, 6.3, and 6.4 will still be
even after adding or subtracting an even number. Hence the last equation
in 6.4 determines if a tangle of the form T or T ′ can be a solution.

In conclusion, although the 4-string tangle algebra is not as simple as
the 3-string case, we can determine all rational solutions and all small cross-
ing solutions (< 8 crossings) when the experimental products are (2, pi)
torus links (Figure 12). For more information see [12].
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CLOSING THE LOOP ON PROTEIN-DNA INTERACTIONS:

INTERPLAY BETWEEN SHAPE AND FLEXIBILITY IN

NUCLEOPROTEIN ASSEMBLIES HAVING IMPLICATIONS

FOR BIOLOGICAL REGULATION

STEPHEN D. LEVENE∗
AND YONGLI ZHANG†

Abstract. The formation of DNA loops by proteins bound at distant sites along a
single molecule is an essential mechanistic aspect of many biological processes including
gene regulation, DNA replication, and recombination. The biological importance of
DNA loop formation is underscored by an abundance of architectural proteins in cells
such as HU, IHF, and HMGs, which facilitate looping by bending the intervening DNA
between cognate protein-binding sites. We have developed a rigorous theory for DNA
loop formation that connects the global mechanical and geometric properties of both
DNA and protein, including previously neglected phenomena such as the conformational
flexibility of protein domains. The theory is applied to the problem of loop-mediated
gene repression in vivo by lac repressor.

Key words. DNA looping, wormlike chain, J factor, gene regulation, lac repressor.

AMS(MOS) subject classifications. Primary 92C05, 92C40, 82D60.

1. Introduction. Large macromolecular assemblies involving multi-
ple proteins and genomic DNA are recognized as an important theme in
biological mechanism and regulation in all organisms. We have recently
focused on the general problem of multiple protein-DNA interactions in-
volving two or more specific recognition sites on a single DNA molecule.
Such nucleoprotein structures adopt a looped conformation for the inter-
vening DNA between successive protein-binding sites with an average loop
geometry dictated by the interplay of multiple influences. These include the
local DNA geometry required for protein binding, elastic/mechanical prop-
erties of looped DNA segments and the protein assembly, and additional
interactions between the DNA loop and other proteins, such as accessory
factors. The importance of DNA-loop formation is such that all cells main-
tain high levels of architectural proteins such as HU, IHF, and HMGs,
which facilitate looping by promoting bending of DNA [1]. In recognition
of the fundamental importance of this topic, there has been rapidly growing
interest in the problem of DNA looping on the part of both nucleic-acid
experimentalists and theoreticians [2–11].

The absence of an explicit theory for DNA looping motivated us to
develop a semi-analytical solution for the J factor, the generalization of
the Jacobsen-Stockmayer factor, J . J expresses the effective concentra-
tion of loop ends and is directly related to the free energy of DNA looping
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[12, 13]. The approach is based on the statistical mechanics of a semiflex-
ible polymer chain subject to particular constraints and fully takes into
account bending and twisting elasticity of DNA and proteins, thermal fluc-
tuations, and sequence-dependent inhomogeneities in DNA structure. A
major advantage of the method is that solutions for the J factor are com-
puted orders of magnitude more rapidly than by Monte Carlo simulation,
making this new approach especially suitable for fitting experimental data
using nonlinear-regression techniques. In this chapter we review a number
of general principles regarding DNA looping that emerge from the analy-
sis and its application to lac-repressor-mediated gene regulation by DNA
looping in vivo.

2. Statistical mechanics of DNA looping. Our knowledge about
the roles of DNA bending, twist, and their respective energetic contribu-
tions to DNA looping has come almost exclusively from analyses of DNA cy-
clization [14–16]. Shore and Baldwin first showed that cyclization-kinetics
measurements of the J factor for DNA molecules between 237 and 254 bp
in size oscillate with DNA length and therefore helical phasing [17]. In
this context the J factor can be defined as the free DNA-end concentration
whose bimolecular ligation efficiency equals that of the two DNA ends on
the same molecule. Hence, the free energy of DNA cyclization is given by
∆Gcyc = −kBT ln J [18]. For short DNA fragments J factors are limited
by the significant bending and twisting energies required to form closed
circles, whereas for long DNA, the chain entropy loss during circulariza-
tion exceeds the elastic-energy decrease and reduces the J factor. Because
of this competition between bending and twisting energetics and entropy,
there is an optimal DNA length for cyclization near 500 bp [19]. Analogous
behavior has been expected for DNA looping, especially with respect to the
helical dependence.

Two emerging needs in structural and molecular biology motivated a
rigorous solution to the problem of DNA looping: (i.) the need for new
structural approaches to characterize the properties of large nucleoprotein
assemblies in solution and in vivo; (ii.) the introduction of novel single-
molecule experiments to characterize DNA looping that require a proper
theoretical framework for their interpretation. The probability of loop for-
mation can, in principle, be computed by Monte Carlo simulation for a
given set of end constraints. However, that approach is not practical for
fitting experimental data in cases where the values of geometric variables
that describe the end constraints of a particular looped conformation are
being sought.

The statistical-mechanical approach combines computation of the me-
chanical equilibrium conformation of nucleoprotein complexes with subse-
quent evaluation of thermodynamic quantities using a harmonic approxi-
mation [12, 19]. DNA conformations are described by parameters defined
at base-pair steps, i.e., tilt, roll, and twist, [20] which allows straightforward
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Fig. 1. Minimum elastic-energy conformation of a 137-bp DNA loop computed
using the statistical-mechanical approach. DNA base pairs are represented by rectan-
gular slabs (red). Two sets of coordinate axes (green) represent the local coordinate
frames embedded in the protein subunits (gold) that mediate DNA looping. Lengths of
the virtual bonds that connect the loop ends are identical and equal to ℓP. The coupling
of protein and DNA geometry is characterized by tilt, roll, and twist values for the
DNA-protein, protein-protein, and protein-DNA interfaces. Three of these variables
are shown here: the DNA-protein roll angle, φDP; the protein-protein twist angle, τPP;
and the protein-DNA roll angle, φPD.

incorporation of intrinsic or protein-induced DNA bending at the base-pair
level. Similar to Shimada and Yamakawa’s approach to DNA cyclization,
[21] the theory takes advantage of fluctuations around one stable mechani-
cal configuration defined by particular constraints, which is found with an
iterative energy-minimization algorithm. Unlike the Shimada-Yamakawa
theory, our method is suitable for a ring polymer of arbitrary intrinsic ge-
ometry, a critical advance required in order to solve the J-factor problem
for a looped DNA structure having arbitrary boundary conditions.

The extension from cyclization to DNA looping was accomplished by
treating the protein subunits as a pair of elastically coupled rigid bod-
ies, assigning non-canonical segment lengths and base-step parameters to
two consecutive segments of a closed chain (Figure 1). Two sets of base-
step geometry and flexibility parameters model the interactions of protein
subunits with the DNA, whereas one set of parameters describe the inter-
actions between protein subunits. Unlike previous treatments, this method
accomodates intrinsic flexibility among and within protein domains that
mediate the loop, a feature that is essential for a fully quantitative theory
of DNA looping [12, 13].

3. DNA looping and cyclization: a distinction with a differ-

ence. Using the new approach, we systematically examined the DNA-

length (loop-size) dependence of J for small DNA loops ( <
∼

300 bp) as

a function of separation between loop ends and the twist angle between
protein subunits, τPP . Figure 2 shows that the amplitude of the helical-
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Fig. 2. Helical dependence of DNA looping for loops with anti-parallel end orien-
tations and end-to-end separations of 10 and 30 bp.

phase dependence of J for a loop with anti-parallel ends increases over a
range of end-to-end separation values that are typical for many looped com-
plexes. Moreover, the phase-dependent amplitudes for loops near 300 bp
are strongly attenuated relative to those found for cyclization: the peri-
odicity for loops with 10-bp end-to-end separation is essentially negligible,
whereas the peak-to-peak amplitude of loops with 30-bp end-to-end dis-
tance is only about four-fold. Cyclization J factors vary by more than
10-fold in this range and significant periodicity persists for circle lengths
beyond the maximum in the phase-independent average of J near 500 bp.
The decreased helical-phase dependence of J for looping versus cyclization
can be mainly explained in terms of the major role that writhe plays in
DNA looping. In contrast to small circles, for which writhe is strongly
suppressed, [17, 18, 22–24] significant levels of superhelical stress in small
loops can be partitioned into writhe, reflecting a generally greater degree
of DNA bending flexibility in the looped state.

The J-factor curves shown in Figure 2 are sums of J values for two
sets of loop topoisomers, both of which are elastic-energy minima for a loop
specified in terms of size and end constraints [12] (because J is effectively
a concentration term, the observed J value is simply the sum of J values
for each topoisomer). This situation also stands in contrast to that with
small DNA circles. Cyclization of DNA fragments with sizes below 500 bp
normally yields only a single topoisomer species [22, 25]. In the case of DNA
loops in this size range, however, two topoisomers are thermally accessible
at room (or physiological) temperature. Figure 3 shows pairs of topoisomer
solutions for anti-parallel loops having 10-bp end separation. One set of
conformations corresponds to the case of a local J-factor maximum, 210 bp,
whereas the other gives an example of solutions for a J-factor minimum,
215 bp. One of the 210-bp loops is clearly planar; the second topoisomer
solution contains a single DNA crossing in projection and has a J factor
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Fig. 3. Stereo models of the two mechanical-equilibrium conformations for
(a) 210-bp and (b) 215-bp anti-parallel DNA loops with end-to-end separation equal
to 10 bp. Pairs of 210- and 215-bp loop topoisomers respectively contribute to J factor
values of an adjacent peak and valley of the curve in Figure 2.

that is about one order of magnitude lower than that of the planar solution.
In contrast, both 215-bp solutions are non-planar and have similar levels
of writhe, but of opposite sign. The J values for each of these solutions are
also similar. Note that the interconversion of loop topoisomers can occur
only upon disruption/re-formation of one or both protein-DNA interfaces.

In addition to a strong dependence on end separation, the J factor is
also expected to be sensitive to the crossing angle between loop ends. This
quantity is equal to the twist angle between protein subunits in our model,
τPP . Figure 4 shows how the length dependence of DNA looping depends
on the crossing, or axial, angle. On increasing τPP from 0 to 60◦, there
is a phase shift in the J-factor curve, which indicates that the maxima
in DNA looping no longer correspond to DNA lengths that are integral
multiples of the helical repeat. Increasing τPP further to 120◦ causes a
more substantial phase shift in addition to a dramatic overall reduction in
J values. At τPP = 120◦ there is more than a than 10-fold decrease in the
phase-independent loop-size-averaged J value due to the greatly increased
elastic-energy cost of loop formation.

The sensitivity of J to τPP has important implications in cases where
a single protein conformation can mediate multiple looped geometries. An
example is shown in Figure 5(a), where protein-binding DNA sequences
flank a symmetrical motif; this is the case with certain type-II restriction
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Fig. 4. (a) DNA-length dependence of J for protein-protein twist angles, τPP, of
0◦, 60◦, and 120◦ with the end-to-end separation set equal to 40 bp. Note that the
positions of the extrema shift to the left with increasing values of the axial angle.
(b) Stereo models of minimum elastic-energy conformations of 179-bp loops color coded
in accord with the corresponding axial-angle values in (a).

endonucleases [26] and site-specific recombinases [27–29]. A single crossed
geometry of the sites is consistent with two possible loops that differ in the
connectivity of the loop ends and have correspondingly different values of
τPP . As in the previous case where the loop-closure probability involves
contributions from multiple topoisomers, J is simply the sum of J values
for each of the conformations (loop topoisomers having already been taken
into account). We consider two such cases in Figure 5: an included angle of
90◦, which generates two geometrically equivalent looped structures with
τPP = ±90◦, and an included angle of 45◦, which results in distinct loops
having τPP = 45◦ and τPP = −135◦. The loops formed in the case where
τPP = ±90◦ have J factors that are nearly opposite in phase and therefore
their sum has nearly negligible amplitude. In contrast, the sum of J factors
for loops with τPP = 45◦ and τPP = −135◦ is almost identical to J for
the τPP = 45◦ loop alone. This is expected because the structure with the
smaller included angle should be the dominant conformation in this case.
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Thus, failure to observe helical phasing effects in an experiment should not
be interpreted as evidence for the absence of DNA looping.

Significant differences in basic physical behavior therefore militate
against interpreting DNA-loop-mediated processes in terms of cyclization
theory, especially for small DNA loops. These can be summarized as fol-
lows: (i.) the geometry of a protein complex involved in DNA looping can
impose a non-planar structure on the looped DNA, implying a degree of
shape complimentarity between protein and loop geometry; (ii.) J-factor
maxima for loops having non-planar optimum geometries will generally
correspond to non-integral numbers of helical turns; (iii.) looping of small
DNA segments, unlike cyclization of small fragments, generally involves
contributions from two or more topoisomers; (iv.) a single protein confor-
mation may mediate multiple classes of DNA loops; (v.) the superposition
of multiple loop solutions (as in (iv.)) can dramatically attenuate the am-
plitude of the J-factor dependence on loop size and thus lack of a helical
phase dependence does not necessarily imply the absence of DNA looping.

4. Analysis of in-vivo lac-repressor-mediated gene repression

based on the statistical mechanics of DNA looping. The interaction
of E.coli lac repressor (LacR) with its cognate operator sequences in the
wild-type lac operon is a major paradigm for gene regulation via DNA loop-
ing. A large body of evidence supports the conclusion that expression of
structural genes regulated by the lac operator in E. coli is under thermody-
namic control in vivo [30–32]. The abundance of in-vivo data from different
laboratories on the helical-phase dependence of loop-mediated repression
in the lac system [33–35] suggested that LacR-mediated gene repression
would provide an excellent model system for quantitatively evaluating our
statistical-mechanical treatment of DNA looping [13].

The biologically relevant structure of LacR is itself controversial: in
crystal structures of LacR and the LacR-operator complex, the repressor is
present as a “v-shaped” tetramer formed from two dimers via a four-helix
bundle involving a tetramerization domain (Figure 6(a)) [36, 37]. However,
electron microscopy [38] and solution studies [39, 40] support an extended
conformation for the repressor (∼ 180◦ between the two arms, Figure 6(b)).
In principle, a conformational equilibrium between these forms can exist,
leading to a bimodal distribution of looped conformations. Such a model
was recently considered by Swigon et al. for LacR-mediated looping in
vitro [6].

We first addressed the question of determining the relative thermody-
namic stability of loops formed by each of the canonical repressor conforma-
tions. Although only a single class of loop geometries exists for the extended
form of the repressor, several classes of loops are possible in the case of the
v-shaped LacR tetramer (Figure 7). Following Mehta and Kahn [39], we de-
note these WT (“wrapping toward”) and WA (“wrapping away”), whereas
the class of loops formed by the extended LacR conformation is designated
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Fig. 5. (a) Formation of alternative loop geometries by proteins with two-fold sym-
metric DNA-binding domains or cognate sites having two-fold symmetry. The example
given here is the SfiI recognition sequence, GGCCnnnn↓nGGCC, where n is any base
and ↓ indicates the location of the cleavage site. The two geometries are related by
reversing the intrinsic DNA direction at the binding site if the protein is rigid, forming
a negative (left) or positive (right) crossing according to the right-hand rule. Due to
the two-fold symmetry of the protein dimer, this reversal does not affect protein-DNA
interactions. Given the angle shown in the figure, the protein twist τPP used to model
the geometry is −β and 180 − β for the left and right configurations, respectively.
(b) Individual J factors computed for the two alternative looping geometries of a synaptic
complex with two-fold symmetry and their sum. The τPP values for these conformations
are ±90◦ (upper panel) and +45/ − 135◦ (lower panel).
(c) Stereo models of the equilibrium loop geometries color coded to correspond to the
J-factor values in (b).
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Fig. 6. (a) Crystallographic structure of the “v”-shaped lac repressor complexed
with a symmetric operator sequence (PDB accession number 1LBG) [37], shown along
the z axis. The α-carbon trace of each LacR monomer is rendered in a separate color
with the tetramerization domain indicated by “T”.
(b) A hypothetical structure of lac repressor in its extended conformation, generated
from the “v”-shaped structure shown in (a) by increasing the interior angle from 40◦ to
∼ 180◦.

SL (“simple loop”). In addition, we investigated a novel hybrid of the v-
shaped WT and WA loop classes that we named LB (“loop beside”), also
shown in Figure 7.

Figure 7(b) compares the helical-phase dependence of the J factor for
loops formed by the extended SL repressor conformation with that of the
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Fig. 7. (a) Examples of looped DNA conformations mediated by the v-shaped
LacR tetramer structure. The three v-shaped conformations that are solutions of the
DNA-looping problem are “wrap toward” (“WT”), “wrap away” (“WA”), “loop beside”
(“LB”) [39]. Loop geometries for the most-probable topoisomer are shown along with
their respective J factors and ∆Gloop values.
(b) Length dependence of J factors and ∆Gloop for the extended (SL) and LB tetramer
conformations.
(c) Comparison of J factors and ∆Gloop for the three classes of loop conformations
mediated by the v-shaped lac repressor. The sum of J values for extended and LB
loops in (b) is nearly indistinguishable from the J-factor dependence for SL loops alone,
indicating that the extended LacR conformation dominates all of the v-shaped forms for
loops smaller than 180 bp.

most thermodynamically favorable of the v-shaped forms, LB. The results
clearly show that SL loops are thermodynamically favored over the LB
loop class by at least 5 kJ mol−1 (2 RT) for DNA lengths below 100 bp.
Other v-shaped conformations fare much worse; Figure 7(c) shows a trend
in which the WA and WT conformations are 2–4 RT greater in free energy
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Fig. 8. Coupled equilbria involving different LacR-DNA complexes. A LacR
tetramer can bind to two operator sites with different affinities, for which K1 and K2

are apparent dissociation constants. Assuming site “1” is the primary site near the pro-
moter of the lac operon, its occupancy by LacR prevents RNA polymerase from binding

to the promoter, thereby blocking transcription of genes under its control. Here K
(1)

c

and K
(2)

c denote the unimolecular association constants associated with DNA looping
and are related to K1, K2, λ, and J [13].

than LB loops. It is noteworthy that the J factor for LB loops is about
180 degrees out-of-phase with respect to the other loop types. Given the
significantly higher free energy of all of the v-shaped conformations for
loops smaller than 100 bp, which is the range of greatest experimental
interest, we chose to simplify our analysis of loop-mediated repression by
neglecting the contribution to the overall value of J from v-shaped LacR
complexes.

The model for LacR-mediated gene repression is based on strict ther-
modynamic regulation and shown in Figure 8. We used this model in
conjunction with the statistical-mechanical computation of the J factor
to analyze data from two independent in-vivo studies of LacR-dependent
repression by the groups of Müller-Hill [33] and Maher [34]. The latter
case is especially interesting, because repression was measured both in the
case of wild-type E. coli strains having normal levels of the architectural
DNA-bending protein HU and in a mutant strain with HU deleted. In-vivo
repression, R, was calculated as a ratio of reporter-gene expression levels
in the respective absence and presence of a LacR operator sequence up-
stream of a promoter-proximal operator [12]. Considering the statistical
weight of each of the unlooped and looped states of repressor bound to a
dual-operator construct leads to a simple expression for gene repression,
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R =
Enoloop

Eloop

= 1 +
λJPt

(K1 + Pt)(K2 + Pt)
≡ 1 + ΓJ (1)

where Enoloop and Eloop denote rates of gene expression in the absence of
DNA looping (i.e., deletion of the auxiliary operator indicated by site 2 in
Figure 8), and that in its presence, respectively. In Eq. 1 Pt is the LacR-
tetramer concentration in the cell and K1 and K2 are equilibrium dissocia-
tion constants of LacR for the primary and auxiliary operators, respectively.
The dimensionless parameter λ mainly accounts for possible allosteric ef-
fects when one LacR tetramer associates with two DNA sites, and was set
equal to unity because formation of the bidentate LacR-operator complex
is non-cooperative [41]. The factor Γ therefore contains all information
concerning protein-DNA association exclusive of the looping contribution.
The J factor is an implicit function of DNA and protein elasto-mechanical
parameters that affect the stability of looped conformations. Fitting exper-
imental repression data as a function of operator spacing (Figure 9) with
our model yields values for DNA bending and torsional rigidities, DNA
helical repeat, and a composite value for bending and torsional rigidity of
the protein assembly.

Best-fit values of DNA- and protein-flexibility parameters (Table 1)
were identical for the two wild-type data sets within experimental uncer-
tainty and show that DNA bending rigidity (i.e., persistence length) is
reduced about 40% in vivo relative to its canonical solution value. When
we compared the fitted values for wild-type cells with those for repression
in cells deleted for the genes encoding E. coli HU protein, DNA bending
rigidity rises to the value measured for DNA free in solution at high ionic
strength [42]. To our knowledge, these results provide the first quantitative
estimate of HUs effect on DNA flexibility in vivo.

5. Implications for biological regulation. The most frequently
discussed biological role for DNA looping is to raise the local concentration
of a regulatory protein in the vicinity of a specific site [14, 43]. Results
shown in Figure 10 make this argument quantitative: DNA looping in HU-
containing wild-type cells boosts the local LacR concentration (J value)
at the primary operator (O1) from its bulk value of 0.017 µM to between
0.28 and 2.6 µM. This effect raises the occupancy of the primary operator,
the fraction of primary operator sequences bound by LacR, from 0.79 to
a narrow range between 0.985 and 0.998 with virtually no dependence on
helical phasing (Figure 10, upper panel). Such pronounced enhancement of
operator occupancy has the consequence of decreasing the expression rate
of β-galactosidase (molecules per hour per cell) [33, 44] from 1,300 to a
range of 12 to 90, in excellent agreement with direct in-vivo measurements
[45, 46].

For a two-operator system, occupancy of the primary operator involves
a looped state and two unlooped states (Figure 8). To relate the enhanced
operator occupancy and gene repression to DNA looping, we calculated
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Fig. 9. (a) Analysis of experimental in-vivo LacR repression data of Müller et
al. [33] using a thermodynamic model that accounts for DNA looping (see Figure 8).
Optimized fit to the data is shown applying the loop-closure theory to the extended
tetramer conformation exclusively. The best-fit value for the DNA persistence length is
95 ± 1 bp.
(b) Experimental data of Becker et al. [34] for LacR-mediated repression in wild-type E.
coli and a mutant E .coli strain lacking HU protein (∆HU). The best-fit DNA persistence
length is 95 ± 3 bp for the wild-type strain and 128 ± 2 bp for the ∆HU background.

the loop yield (Figure 10, bottom panel), which is the proportion of looped
states among all possible states. The loop yield directly correlates with
the J factor, operator occupancy, and enhanced gene repression as demon-
strated by their identical dependence on DNA helical phase. Furthermore,
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Fig. 10. Predicted repressor occupancy of the primary operator and loop yield
as a function of operator spacing corresponding to the data of Becker et al. [34] Up-
per panel: the proportion of the primary operator site (O2) bound by LacR for wild-
type and HU-deletion strains computed from their respective best-fit parameters using
the formula 1 − Eloop. The occupancy of the primary operator in the absence of the
looping contribution is shown for reference (dashed line). Lower panel: the loop yield
or fraction of DNA molecules in the looped state, determined for both wild-type and
HU-deletion strains.

the high loop yield (0.93–0.99) confirms that enhanced gene repression is
almost exclusively attributable to DNA looping.

In the absence of HU, an increase primarily in effective DNA bending
rigidity reduces measured gene repression by up to twelve-fold, depending
on operator spacing, with an average reduction of 5.6-fold. The effect of HU
is also apparent from decreases in J factor, operator occupancy, and loop
yield for the HU-deficient E. coli strain compared with wild-type. These
comparisons quantitatively confirm HUs putative role in facilitating the
formation of small DNA loops in vivo.

6. Summary and concluding remarks. We describe here a quan-
titative analysis of DNA looping that connects the global mechanical prop-
erties of DNA and DNA-binding proteins through a wormlike chain model.
Our method computes the minimum elastic-energy geometry of a DNA loop
with specified end constraints and evaluates the statistical-mechanical par-
tition function of the loop based on a harmonic approximation. Computing
the J factor with this method is more than 104 times faster than Monte
Carlo simulation; thus, J-factor calculations and fitting of experimental
data, in particular, can be carried out efficiently.
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As one of the most thoroughly studied examples of DNA looping both
in vitro and in vivo, the lac-repressor gene regulatory system provides an
excellent test case for the theory. We analyzed two independent sets of in-
vivo data for gene repression as a function of helical spacing between two
lac operator sites. Our results suggest that over the experimental range of
loop sizes, DNA looping is well accounted for by the extended form of the
repressor tetramer, exclusively. Moreover, the presence of the architectural
DNA-bending protein HU in wild-type E. coli cells facilitates loop-mediated
regulation mainly through an effective 40-percent reduction in DNA bend-
ing stiffness relative to its canonical solution value. Loop-mediated re-
pression is strongly attenuated in the case of HU-deletion strains and our
theoretical analysis gives a corresponding best-fit value of the DNA persis-
tence length in the absence of HU that is close to in-vitro values measured
in 1 M Na+. Thus, HU appears to play a crucial role, along with other
DNA-bending proteins, in regulating DNA-loop-dependent mechanisms in
E. coli.

We dedicate this paper to the memory of Nick Cozzarelli, whose work
in the last fifteen years of his career was increasingly devoted to connecting
the in-vitro and in-vivo behavior of biological systems. Nick was virtually
unique among his peers in keenly applying rigorous mathematical model-
ing to macromolecular systems while simultaneously keeping the biological
aspects of a problem in sharp focus. His intellectual approach and scientific
style provided strong inspiration for the work described here. Those of us
who choose to follow the path that Nick blazed owe much to his legacy.
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FOUR-WAY HELICAL JUNCTIONS IN DNA MOLECULES

DAVID M.J. LILLEY∗

Four-way junctions in DNA. Four-way (Holliday) junctions [1] are
branchpoints in DNA where four helices are interconnected by the mu-
tual exchange of strands [2] (Figure 1). They are important intermediates
in the rearrangement of DNA, and may be created by strand invasion in
recombination, double-strand break repair and fork reversal during repli-
cation. Additionally, four-way junctions are the central intermediate of
the tyrosine recombinases such as Cre [3]. Four-way junctions (and other
branched structures) are also important structural and functional elements
in RNA, but this aspect will not be considered further here. Nevertheless,
many of the conformational principles deduced for the DNA junction apply
equally to RNA [4]. This short review focuses on recent developments in
understanding the structure and dynamics of DNA four-way junctions.

5‘

3‘

Fig. 1. Four-way helical junctions. Four-way junctions are the points of connection
between four double-stranded helices, connected by the exchange of strands. For DNA,
these are often called Holliday junctions. They are conventionally drawn with the strand
polarity indicated, presenting the major groove side of the junction.

The stacked X-structure of the four-way DNA junction. The
structure of the four-way DNA junction has been studied for almost 25
years [5–10]. In the absence of added metal ions, the four-way junction
adopts a (probably rather flexible) structure where the arms are directed
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to the corners of a square [8, 11]. This is discussed further below. Upon
addition of divalent metal ions junctions fold by the pairwise coaxial stack-
ing of helical arms [2], termed the stacked X-structure (Figure 2). This
was first demonstrated by electrophoretic [8] and fluorescence resonance en-
ergy transfer (FRET) experiments [9], but the detailed structure has been
solved by X-ray crystallography more recently [12–14]. The structure can
be considered to be formed by coaxial stacking of helices together with a
rotation of the axes by 40–60◦ in a right-handed sense.

When the original structure of the stacked X-structure was determined
[8, 9] the data new indicated that it must be antiparallel, in contrast to
earlier assumptions and the virtually universal parallel depiction in text
books. However the antiparallel structure was later confirmed by the crys-
tallographic structures [12–14]. More recent single-molecule studies have
shown that the probability of parallel forms of the junction with a lifetime
greater than 1 ms is less than 2 × 10−5 [15].

The stacked X-structure has two-fold symmetry (compared to the
four-fold symmetry of the open, extended form), dividing the component
strands into two continuous strands each with a single axis, and two ex-
changing strands that pass between axes (Figure 3).

Stacking conformers of the four-way junction. There are two
ways that a given junction can be folded into the stacked X-structure,
depending on the choice of stacking partner (Figure 3). The two struc-
tures are stereochemically equivalent, but will usually differ in terms of
the stacking interactions across the junction. Thus they will not be en-
ergetically equivalent, and hence most junctions exhibit a distinct confor-
mational bias towards one conformer. The bias has never been found to
be total however, and a significant population of the minor conformer has
been found in all junctions studied. Miick et al. [16] studied the distri-
bution of stacking conformers in three different four-way junctions using
the chemical shift of 15N -labelled thymine and distance distributions cal-
culated from time-resolved FRET experiments. These experiments showed
that the distribution of stacking conformers varied considerably with junc-
tion sequence. On the other hand, at least one sequence (termed junction 7)
was identified where the populations of the two conformers were very close
to being equal [17]. In principle it should be possible to calculate conformer
bias given a sufficiently good quantitative understanding of the interactions
around the branchpoint, but this has not been achieved to date. It was
shown that sequence changes two or three nucleotides distant from the
point of strand exchange could influence conformer bias, so the problem
is quite complex. Crystallographic studies have revealed sequence-specific
hydrogen-bonding contacts can form across the junction [13], resulting in
increased stability for particular sequences. The potential for this has been
further demonstrated by the observation of halogen bonds stabilizing junc-
tions incorporating halogen-substituted nucleotides [18].
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A

B

Fig. 2. The stacked X-structure of the DNA junction.
A. The structure of the four-way DNA junction is dependent upon the presence of

metal ions. In the absence of ions, electrostatic repulsion results in a square structure
with an open center (left), in which the four helical arms point to the four corners of
a square. On lowering the electrostatic interactions between charged phosphate groups
by addition of metal ions, the junction can undergo a folding process by the pairwise
coaxial of helical arms to form the stacked X-structure (right).

B. The structure of the four-way DNA junction in the crystal [13]. The junction
adopts a right-handed stacked X-structure. The red and yellow strands are continuous
strands, while the blue and green strands exchange at the centre. The continuous strands
run antiparallel. The view shown is the major groove side of the junction.

Conformer exchange. The existence of two populations of stacking
conformers suggested that the two forms might interconvert. Early stud-
ies using MboII cleavage of junctions confirmed the existence of conformer
exchange that was rapid relative to the timescale of gel electrophoresis
[17, 19]. This was also demonstrated by NMR, showing that a minor con-
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Fig. 3. Conformer exchange in a four-way junction. There are two alternative
stacking conformers for a four way junction, that differ in the choice of stacking part-
ners. The nature of the strands differs in the two conformers – e.g. red and yellow
strands are continuous in the conformer shown on the left, but are exchanging in that
on the right.

former existed for one junction that was in rapid exchange on the NMR
timescale [20].

Since there is no way to synchronize conformer exchange, it was not
possible to confirm this process directly before the development of single-
molecule methods. However, FRET studies of single junction molecules
showed the exchange between junction conformers [21], occurring at a sur-
prisingly slow rate in the presence of 50 mM Mg2+ ions (Figure 4). These
experiments further showed that the rate of conformer exchange became
significantly faster as the ionic strength of the solution was lowered [15].
This indicates that the transition state is destabilized by metal ions, sug-
gesting that it resembles the open form of the junction that exists in the
absence of metal ions. This of course makes structural sense, since it is
hard to imagine how the required exchange of stacking partners could oc-
cur without substantial opening of the junction. The lifetime of the open
species was estimated to be < 1 ms.

Very recently, conformer exchange has been studied by the application
of stretching force [22]. By measuring the gradient of the rate of conformer
exchange as a function of applied force it was possible to determine the po-
sition of the transition state along the reaction coordinate. Using relatively
low forces (< 4 pN) it was determined that the open structure is a shallow
intermediate, flanked by transition states on either side. The application
of stretching force tilts the entire energy landscape, thereby altering the
current rate determining step.

Branch migration. In homologous junctions there is no fixed posi-
tion for the branchpoint, which can therefore change position due to the
exchange of basepairing. Branchpoints can migrate over long distances,
and the process occurs as a step-wise random walk. A single step of branch
migration requires the breakage of two basepairs at the point of strand
exchange located on diametrically opposite arms, rotation, and pairing to
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Fig. 4. Conformer exchange observe in single junction molecules by FRET. Donor
and acceptor fluorophores have been attached to the 5′-termini of two arms, so that there
is low FRET efficiency in the conformer on the left, but high FRET efficiency in the
conformer on the right. A record of FRET efficiency (EF RET ) as a function of time
for a single junction molecule shows repeated interconversion between the low efficiency
(EF RET = 0.1) and the high efficiency (EF RET = 0.6) states [21].

form the terminal basepairs on the other two arms. This would be ex-
pected to require substantial opening of the junction, much as envisaged
for conformer exchange. In ensemble experiments, Panyutin and Hsieh
(1994) observed that the rate of branch migration is extremely sensitive to
the presence of divalent metal ions, being greatly accelerated as the ionic
strength was reduced. This is consistent with a requirement for an opening
of the structure.

The process was studied in single junction molecules that could un-
dergo a single step of branch migration [23]. Individual steps of branch
migration could be observed, together with the conformer exchange oc-
curring in each form of the junction. It was concluded that conformer
exchange and branch migration share a common intermediate that is likely
to resemble the open state deduced for free junctions in the absence of
divalent metal ions.
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Electrostatic interactions. DNA is a polyelectrolyte and it is there-
fore hardly surprising that the structure depends on the presence of metal
ions. Simple electrostatic calculations show that there should be a region
of very high electrostatic potential at the center of the stacked X-structure,
and metal ions will be required to neutralize the charge repulsion. In the
absence of this, the repulsive energy dominates and the extended open
structure will be more stable. The overall shape of the low-salt form
would be expected to be square as this provides the maximal extension
around the centre, and would therefore probably minimize electrostatic
repulsion. But this would not necessarily be planar; given that the two
sides of the extended structure are inequivalent (there are major and minor
groove faces) this is indeed unlikely, and the structure is probably to some
degree pyramidal.

Steady-state ensemble FRET analysis of the ion-induced folding of the
four-way junction indicates that the process is well described by a simple
two-state model [24, 25]. The experimental data can be fitted with a Kapp

A

for ion divalent metal ion binding of ∼ 105 M−1, and a Hill coefficient of
n = 1. This is consistent with a model in which folding is induced by the
non-cooperative binding of one metal ion. However this is unlikely to be
site bound as an inner-sphere complex for two reasons. First, folding can be
induced using monovalent metal ions alone, and second, no metal ion bound
at the point of strand exchange has been identified by crystallography
[13, 14].

Nevertheless, it is likely that there is a high occupancy of rapidly
exchanging metal ions at the center of the junction, as outer-sphere com-
plexes. Uranyl-induced photocleavage experiments indicated the presence
of an ion binding site near the point of strand exchange in the folded junc-
tion [26]. The two phosphates that define the point of strand exchange on
the exchanging strands are only separated by 6.5 Å, and there is a box
of six phosphates comprising these two plus those 5′ and 3′ to them on
each strand (Figure 5). Replacement of any of these phosphates by the
electrically-neutral methyl phosphonate groups increases the stability of
the folded form of the junction at lower ionic concentrations [27]. How-
ever, these effects can be rather more subtle. When methyl phosphonate
groups were substituted for the central phosphate on one of the continuous
strands of a junction (in its major conformer) it was found that two stack-
ing conformers co-existed in solution without interconversion [28]. Upon
deeper analysis these proved to contain the alternative diastereomers of the
substituted phosphate group. It is therefore probable that the location of
the methyl group determines the relative stability of the alternative stack-
ing conformers due to differential interactions with metal ions at the point
of strand exchange. Substitution of the pro-R oxygen atom stabilizes the
folded junction, and therefore represents the simple electrostatic effect. But
substitution of the pro-S oxygen atom destabilizes the stacked X-structure,
probably arising from steric interference with ionic interactions.
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Fig. 5. Parallel-eye stereo images of the disposition of phosphate groups around
the point of strand exchange in the four-way DNA junction.

A. The minor-groove face of a crystal structure [13] of a DNA junction, with the
central and 3′ phosphate groups highlighted. The pro-R and pro-S oxygen atoms of the
central phosphate groups are labelled R and S respectively.

B. Expanded view of the central region of the minor-groove face.
C. The major groove face, with the phosphate groups 5′ to the point of strand

exchange highlighted.

Recognition by proteins. The structure of four-way DNA junctions
is recognized by a number of proteins, especially the group of nucleases
that introduce specific pairs of cleavages in order to resolve the junction
into nicked duplex species [29]. Junction-resolving enzymes have been iso-
lated from many organisms, from bacteria and their phage, yeast, archaea,
through to mammalian cells and their viruses [30, 31]. The enzymes bind
four-way DNA junctions as dimers, with affinities close to Kd = 1 nM.
Binding is highly structure selective; the complex of a dimer of a given
junction-resolving enzyme and a four-way DNA junction is normally not
disrupted by a 1000-fold excess of duplex DNA of the same sequence. Yet
despite recognizing junction structure, all the junction-resolving enzymes
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distort the very structure that they recognize. Many substantially open
the structure of the junction to different degrees — the most extreme case
is Cce1, where the junction adopts an open-square structure [32] like that
of the free junction in the absence of metal ions. In fact, it is likely that the
binding of Cce1 results in a significant disruption of base pairing adjacent
to the point of strand exchange in addition to the global change [33].

The structural distortion of the DNA junctions induced by enzyme
binding may be related to the their function, helping to assure a well-
ordered resolution of the junction. Detailed kinetic analysis of the cleavage
of cruciform structures (a four-way junction in a different guise [34]) re-
vealed that there is an acceleration of the second strand cleavage (by a
factor of 100 in the case of RuvC), so that it immediately follows cleavage
of the first strand [35–37]. We suggested that the intact junction is strained
in the complex containing the intact junction, and the first cleavage event
is followed by a relaxation that accelerates the second cleavage.

For a long time the fundamental process by which these enzymes recog-
nize the structure of branched DNA has been unclear. Crystal structures
have been determined for most of the proteins in isolation [38–46], but
diffracting crystals of the complexes with DNA junctions have proved elu-
sive. However, that has changed recently with the solution of crystal struc-
tures for complexes of four-way DNA junctions with the phage enzymes
T7 endonuclease I [48] and T4 endonuclease VII [47]. These recognize the
structure of the junction in rather different ways.

T4 endonuclease VII [47] distorts the junction into an almost planar
open X-shape. The DNA is bound via its minor groove face to a fairly flat
surface of the enzyme, making contacts with all four helical arms. By con-
trast, when a junction is bound by T7 endonuclease I [48] the helical arms
remain coaxial (though the axes are rotated by 130◦), conferring a much
more three-dimensional aspect to its shape. The protein dimer presents
two 30 Å-long hemi-cylindrical clefts that are mutually perpendicular
(Figure 6). The DNA arms are bound along the length of these electroposi-
tive channels, and thus the enzyme is selective for a DNA structure that can
adopt the near-perpendicular geometry of the junction [48, 49]. The active
sites of the enzyme [50] are also located in the grooves, where two metal
ions [51] provide the hydrolytic water molecules for nucleophilic attack on
the scissile phosphate groups of the continuous strands in a mechanism [52]
that is strikingly similar to that of many restriction enzymes.

Clearly these two enzymes have evolved rather different strategies for
recognizing and binding four-way junctions, but both require substantial
distortion of the DNA structure. This raises a question of whether the
change in DNA structure is induced by the protein, or whether the protein
binds to altered conformations that form transiently in the free junction.
The force experiments have shown that the open structure is an interme-
diate with a finite lifetime [22], and perhaps this might represent the entry
point for the protein. This is certainly easy to imagine for T4 endonucle-
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Fig. 6. The crystal structure of a complex between the resolving enzyme T7 en-
donuclease I and a DNA junction [48], shown as a parallel-eye stereo pair. The positions
of the helical arms of the junction are highlighted by the transparent cylinders. In this
complex, pairwise coaxial alignment of the helices is preserved, although the stacking
between them is not (the basepairs at the center are separated by ∼ 10 Å). The axes
of the junction are almost perpendicular. The protein is shown as a molecular surface
(green), and the two calcium ions of the active sites are shown yellow. Each pair of
helices is accommodated in a 30 Å-long cleft formed by the dimeric protein.

ase VII, but harder for T7 endonuclease I. Perhaps future single-molecule
experiments will cast more light on these questions.

Conclusion. We have learned a lot about the structural and dynamic
properties of the four-way DNA junction, and are now beginning to under-
stand its interactions with enzymes too. The Holliday junction is important
in so many facets of DNA rearrangement. It is important to uncover all the
properties of this central intermediate, as the interactions with the resolv-
ing enzymes have taught us that all aspects of the process are intimately
connected.

Nick Cozzarelli. This review is dedicated to the memory of Nick
Cozzarelli. I will forever remember Nick as a towering intellect, a wicked
sense of humor and a wonderful friend. I knew Nick for about 25 years.
When he passed away it left a big hole, and I felt I lost a very special friend.
But when I attended his memorial symposium in Berkeley in 2006 I came
to realize that many people felt the same way. He was unique.
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[43] Hadden J.M., Convery M.A., Déclais A.-C., Lilley D.M.J., and Phillips

S.E.V. (2001), Crystal structure of the Holliday junction-resolving enzyme
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MICROMECHANICS OF

SINGLE SUPERCOILED DNA MOLECULES

JOHN F. MARKO∗

Abstract. The theory of the mechanical response of single DNA molecules un-
der stretching and twisting stresses is reviewed. Using established results for the the
semiflexible polymer including the effect of torsional stress, and for the free energy of
plectonemic supercoils, a theory of coexisting plectonemic and extended DNA is con-
structed and shown to produce phenomena observed experimentally. Analytical results
for DNA extension and torque are presented, and effects of anharmonicities in the plec-
tonemic free energy are described. An application of the theory to the problem of
torsional-stress-induced cruciform extrusion is also discussed.

Key words. DNA, molecular biology, statistical mechanics, polymer physics.

AMS(MOS) subject classifications. 82D60, 92C05, 92C40.

1. Introduction. Single-molecule stretching is a powerful tool not
just for the study of the DNA double helix, but also for the study of pro-
teins which interact with it. A wide variety of such experiments have
followed from seminal DNA-stretching work of Smith et al. [1]. The semi-
flexible polymer model provides a quantitative starting point for theories
describing these types of experiments [2–5]. This model, which describes
DNA bending fluctuations in terms of a single “persistence length”, is use-
ful thanks to the separation of the double-helix persistence length (50 nm)
from both the base-pair scale (0.34 nm) and the total molecular length
scale (> 1000 nm for > 3 kb molecules; 1 nm = 10−9 m). The availabil-
ity of a simple but quantitative theoretical framework for DNA elastic-
ity has greatly facilitated analysis of a wide variety of single-DNA-based
experiments.

DNA’s double-helix structure gives it a twist modulus. Both this twist-
ing elasticity, and the topology of wrapping of the DNA strands in the
double helix are of paramount biological importance, with whole families
of enzymes known to play various roles in control of and response to DNA
linking number in vivo. Many of these enzymes, including site-specific re-
combinases, topoisomerases, nucleic acid polymerases, and the mysterious
“structural maintenance of chromosome” cohesin and condensin protein
complexes, had their functions dissected by Nick Cozzarelli, to whom this
volume is dedicated.

Elegant single-DNA manipulation techniques have been developed to
control the linking numbers of individual DNA molecules, and quantita-
tive studies have been made of the elasticity of twisted DNA molecules
[6–9]. A dominant feature of the elastic behavior of twisted DNA is that
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Fig. 1. Sketch of a DNA molecule under tension f , and with linking number fixed
so as to put the double helix under torsional stress. Over a range of applied tension, the
molecule breaks up into “domains” of extended and plectonemically supercoiled DNA.

at fixed force, introduction of sufficient linking number to a DNA causes
it to start to wrap around itself or supercoil in the manner of a twisted
wire. This buckling is driven by the reduction of twist elastic energy oc-
curring when linking number is transferred to chiral bending, or “writhe”.
Further introduction of linking number causes folding up of the molecule
into a plectonemic supercoiled DNA, and a gradual reduction in molecule
extension. This folding can be discussed in terms of coexisting domains of
extended and supercoiled DNA [10–16], as sketched in Fig. 1.

An important feature of this domain, or phase-coexistence-like behav-
ior is that as linking number is converting DNA between plectonemic and
extended form at a constant force, the torque in the molecule is constant
[8, 9]. In such experiments, the torques applied to single DNAs are typi-
cally on the order of a few kBT or pN·nm (1 pN = 1 piconewton = 10−12

newton; kBT = 4.1 pN·nm at T = 300 K).

Precise measurements of elasticity of twisted DNAs have been used as
the basis of studies of enzymes whose interactions with DNA depend on
that twisting, notably topoisomerases [17–23]. Nick Cozzarelli played a key
role in many of these experiments, as well as in single-molecule experiments
examining basic twisting elasticity of DNA [24, 25].

This paper presents a brief review of the theoretical description of elas-
tic properties of twisted DNA molecules. Of particular interest is the ques-
tion of exactly what the torque is in a twisted stretched DNA and how it is
related to other measurable properties of the molecule, since torque drives
linking number relaxation in the experiments mentioned above. New op-
tical tweezer techniques using rotationally polarized light promise to bring
direct and precise torque measurements [26].

Sec. 2 reviews results of the statistical mechanical semiflexible polymer
theory used to describe DNA stretching. Then, Sec. 3 discusses how the
theory can be modified to describe twisted DNA molecules, using a mixed-
state treatment of plectonemic and extended-twisted molecule domains.
Sec. 3.4 reviews recently published results for that theory [27], while Sec. 4
presents an extension to that model which should permit precise description
of experimental data. Sec. 5 discusses an application of the same general
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type of theory to the problem of extrusion of a cruciform structure from
DNA containing a palindromic sequence. Finally the Conclusion discusses
prospects for further application and development of the theory.

2. The DNA double helix is a semiflexible polymer with twist

rigidity. In this section the basic polymer physics of the DNA double he-
lix are reviewed (for a pedagogical introduction, see Ref. [28]). Thanks to
its not-too-large bending stiffness, few-kilobase-long DNAs have conforma-
tional fluctuations that are well described by a single bending stiffness, or
“bending persistence length”. The double helical structure of the molecule
gives the double helix the additional feature of a twist rigidity.

2.1. Persistence length and polymer stretching elasticity.

Molecules of double-helix DNA under physiological solution conditions
(aqueous solution with pH buffered to be near 7.5, salt concentration in
the 10 mM to 500 mM range, temperature between 20 and 37◦C) behave
as semiflexible polymers, with a well-defined bending persistence length of
A ≈ 50 nm [29]. Recalling that there are just about 3 base pairs (bp) per
nm of contour length, this indicates that an otherwise unconstrained DNA
molecule in solution undergoes thermally excited bending causing its local
tangent to reorient every ≈ 150 bp. However, if tension is applied to the
molecule, the tangent vector will align with that applied tension. Here,
molecules which are many persistence lengths long are of interest, i.e. in
the multi-kilobase range, the typical size of circular plasmid molecules or
chromosome loop domains in bacteria.

For forces well below kBT/A a DNA molecule will be only slightly
stretched; for forces well in excess of kBT/A the molecule stretches out.
Given that kBT ≈ 4.1 pN·nm, this threshold force for stretching a double-
helix DNA is kBT/A = 0.08 pN. This is a rather low force by molecular
biological standards: most molecular motors use chemical energy of a few
kBT to take steps of a few nm in length, so that the scale for molecu-
lar motor forces is on the scale of a few pN. The low value of kBT/A is
due to the long persistence length of the double helix (A = 50 nm). In
contrast single-stranded nucleic acid molecules have a much shorter persis-
tence length (≈ 1 nm) and consequently do require few-pN forces for their
full extension [1]. Thus, double-helix DNAs can be easily stretched out to
their full extension by molecular motors in the cell; single-stranded DNA
(or RNA, or denatured proteins) require larger forces to be stretched out.

The semiflexible polymer model has been shown to give a good account
of the stretching properties of multi-kilobase DNAs from forces of below 0.1
pN up to roughly 20 pN [2, 3, 5]. For higher forces the secondary structure
of the double helix starts to be deformed [4, 5], eventually leading to an
abrupt first-order-like “overstretching” transition whereby the double helix
contour length increases by about 70% [30, 31].

The statistical mechanics of the semiflexible polymer model can be
solved to arbitrary accuracy numerically; the asymptotic high- and low-
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force limits are understood analytically [5]. The global variation of the
force f as a function of extension X is captured well by the expression

f =
kBT

A

[

X

L
+

1

4(1 − X/L)2
− 1

4

]

(2.1)

where L is the total molecule contour length (recall that there are 0.34 nm
of contour length per base pair, so that a 10 kb molecule is about 3000
nm = 3 µm in contour length). Eq. 2.1 has the correct low-extension
(X/L << 1) linear elasticity response. For high extensions (X/L → 1) the
force increases drastically due to an increasing entropic cost of quenching
thermal bending fluctuations with progressively smaller wavelengths. An
even more accurate approximate representation of the exact solution is
obtained by adding a term −(3/4)(X/L)2 inside the square brackets [32],
eliminating any low-extension X2 dependence which should be absent via
symmetry considerations [11].

The integral of force over extension, or W (X) =
∫ X

0
dX ′f(X ′), gives

the work done stretching a DNA at constant temperature or the free energy
for the semiflexible polymer as a function of extension [11]. In what follows
the free energy at fixed force is needed, which is obtained via the Legendre
transformation g(f) = fX − W (X); the extension X is eliminated using
the inverse of (2.1) [11]. The leading behavior of g(f) and the average
extension X = ∂g/∂f behaves asymptotically for high force as

g(f) = f −
√

kBTf/A + · · ·
(2.2)

X(f) = 1 −
√

kBT

4Af
+ · · ·

For the DNA double helix, these leading terms are sufficient for situations
where forces are between 0.2 pN and 10 pN, which applies over much of
the force range for single-DNA stretching experiments. To describe slightly
higher forces up to 40 pN, linear contour length stretching elasticity may
be added [4, 11].

2.2. Twisting stiffness of the double helix. If one could twist a
DNA molecule without bending it, one could measure the work required to
introduce a total twist by an angle Θ, or the twisting free energy. In the
absence of bending, Θ would correspond to the change in linking number
of the double helix (number of wraps of one strand around the other), via
∆Lk = Θ/2π. Molecular biologists often describe linking number changes
normalized by the linking number of the relaxed double helix, Lk0 = L/h
where the helix repeat is h = 3.6 nm = 10.5 bp: σ = ∆Lk/Lk0. In the
bacterium E. coli, it is known that circular plasmid and chromosomal DNAs
have σ ≈ −0.05, i.e., their DNAs have about 5% fewer links than would
be expected from their contour length.
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For small pure twists, the energy per contour length is expected by
symmetry [10] to be that of a twisted elastic rod [33]:

Etwist(σ)

L
=

kBTC

2

(

2π∆Lk

L

)2

=
kBTCω0

2

2
σ2 (2.3)

where C is the twist persistence length of DNA (so that kBTC is the twist
rigidity elastic constant [33]), and where ω0 = 2π/h = 1.85 nm−1 is the
spatial rate of circulation of the relaxed double helix.

This form of simple twist energy has been shown to apply to DNA for
small linking number changes in direct micromechanical measurements as
well as in biochemical studies. However, precise measurement of the twist
rigidity C of the double helix has proven to be problematic, with different
types of experiments yielding different results [34]. Even among single-
molecule mechanical experiments there have been disagreements between
different analyses of experimental data [35].

A cause of difficulty in determining C precisely has been that experi-
ments where DNA is twisted are always subject to chiral bending effects.
First, even for small amounts of twisting, chiral bending fluctuations cause
a shift (or “renormalization”) of the apparent twist rigidity; the energetic
cost of twisting the double helix can be reduced by chiral bending fluctua-
tions [36, 37]. A second complication is that for larger amounts of twisting,
plectonemic supercoiling of DNA generates a large amount of writhe which
further reduces the twist energy cost of adding linking number [11].

A third problem is that DNA tends to be more easily denatured by
untwisting than by overtwisting due to its right-handed helix chirality, and
also that twisting is directly coupled to changes in DNA helix contour
length [38–41]. This effect, which becomes more important as force is in-
creased, further complicates comparison of experiments done with opposite
signs of σ, as well as fits to microscopic elastic theories which often do not
account for chiral asymmetry and denaturation effects. Despite all these
challenges, there is a rough consensus between single-DNA experiments in
the few-pN ranges that the “bare” twist rigidity of DNA at forces below a
few pN is in the range C = 95 ± 20 nm [36, 37, 24, 35, 16].

3. Supercoiling and torque in stretched twisted DNA. A gen-
eral framework is now described, aimed at describing micromechanical ex-
periments on single DNAs, taking into account effects of “coexistence” of
domains of DNA in different conformations. The main application dis-
cussed in this section is to coexistence of plectonemic supercoils and ex-
tended DNA. The calculations here are similar to those discussed in more
detail in a recent paper [27]. Here, new results will be presented for the
effect of anharmonicity in the plectonemic supercoiling free energy on DNA
extension obtained as a function of force and linking number.

3.1. Coexistence of DNA states. If a DNA molecule is stretched
by force f , its free energy and structure change as its linking number density
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σ is changed. Here, the DNA molecule is treated as being divided into
domains of two “pure” states, each of which is described by a free energy
per molecular length, dependent on applied force f and the linking number
density σ. As the forces on the two domains are equal, the focus will be
on the σ dependences of the two states, which in most of this paper will
describe “stretched” and “plectonemic” DNA [10, 11, 14, 13, 15, 16].

The free energies per length of the pure states are taken to be S(σ)
for stretched and P(σ) for plectonemic DNA. From a statistical-mechanical
perspective, these free energies are −kBT times the logarithm of the par-
tition function for the molecule at fixed force and linking number, divided
by the relaxed double helix contour length; note that all the free energies
per length can be converted to free energies per base pair by multiplying
by 0.34 nm/bp. For these pure states, the rate that work is done injecting
linking number is proportional to torque:

τ =
1

ω0

∂S(σ)

∂σ
. (3.1)

The prefactor converts the σ derivative to one with respect to rotation
angle; a similar equation holds for the P state.

Along a molecule which is a fraction xs of state S and fraction xp =
1 − xs of state P , the free energy per base pair of the mixed phase is

F(σ) = xsS(σs) + xpP(σp). (3.2)

The equilibrium length fraction xs and the free energy is determined by
minimization of this free energy subject to the constraint σ = xσs + xpσp.

This last equation indicates that linking number is being partitioned
between the two states. This must be justified, since while twist is locally
defined, in general writhe cannot be considered as a local variable that can
be partitioned in this way. At the workshop, Craig Benham emphasized
this point.

However, in the case of interest here, the plectonemic regions are es-
sentially closed loops (see Fig. 1). By “pinching” of those loops off to form
circular plectonemic supercoils separated from the extended DNA, the cal-
culation of writhe can be decoupled into separate writhes for extended and
plectonemic regions. The “cross terms” ignored by this decoupling corre-
spond to the Gauss linking invariant of the plectonemic regions with one
another and with the extended DNA, all of which are zero. The entire chain
is an unknot, guaranteeing that this pinching-off decoupling can always be
done, but this also indicates that the physically relevant case of unknotted
and self-avoiding DNA must be considered. For a “phantom DNA” model
lacking the unknot topology constraint, nontrivial knotting of the chain
could cause this partitioning to break down [12]. At the workshop de Witt

bers of extended and plectonemic regions in this experimentally relevant
unknot case.

L. Sumners described a sketch of a proof of the additivity of linking num-
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Fig. 2. Free energies of extended (dot-dashed curve, S(σ)) and plectonemic super-
coil (dashed curve, P(σ)) DNA states as a function of linking number σ. For σ < σs,
the S state is lower in free energy than either P or any mixture of the two. Similarly,
for σ > σp, pure P is the lowest-free energy configuration. However, for σ between
σs and σp the tangent construction shown (solid line segment between tangent points
indicated by stars), representing coexisting domains of S(σs) and P(σp), is the lowest
free energy state. Note that the gap between the two states at σ = 0 is the free energy
difference between random coil DNA [S(0)] and stretched unsupercoiled DNA [P(0)];
this difference grows with applied force.

If the two pure state free energy densities plotted as a function of
linking number density never cross, then one pure state or the other will
be the equilibrium state, i.e., one of the two extreme cases xs = 0 or
xs = 1 will always minimize Eq. 3.2. However, if the two free energy
densities cross, then there will be a range of σ over which there will be
coexisting domains of the two states. Fig. 2 shows this situation, sketched
to correspond to the case of main interest here, where at low values of σ the
stretched state is stable (lower in free energy) relative to the plectoneme
state, but where at large σ the stability reverses due to “screening” of the
twist energy by the plectonemic state’s writhe [10, 11, 14, 15].

Minimization of Eq. 3.2 is accomplished by a double-tangent con-
struction familiar from other examples of phase coexistence (e.g., liquid-
gas); in this case the conserved density is that of linking number (Fig. 2).
The two coexisting states of linking number densities σs and σp satisfy
∂S(σs)/∂σs = ∂P(σs)/∂σp, i.e., they have equal torques. They mix in
proportions xs and xp, so the free energy in the coexistence region is
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F(σ) = S(σ) +
∂S(σs)

∂σs

(σ − σs) = P(σ) +
∂P(σp)

∂σp

(σ − σp). (3.3)

In the coexistence region, the fractions of the two states in the mixed state
depend linearly on σ, as

xs =
σp − σ

σp − σs

xp =
σ − σs

σp − σs

. (3.4)

The coexistence construction guarantees that the free energy is a con-
vex function of linking number, and therefore that the torque is a monotonic
function of linking number, as required for mechanical stability. In the co-
existence region (σ between the limits σs and σp) the torques in the two
types of domains are equal and σ-independent; i.e., the σ-derivative of Eq.
3.3 is constant.

In the coexistence region Eq. 3.4 indicates that the rate of change of
the length fractions with σ is constant; ∂xs/∂σ = −1/(σp − σs). This gen-
erates the linear dependence of molecule extension on linking number ob-
served experimentally once the threshold for generating plectonemic DNA
is reached, as can be seen by computing the molecule extension (as a frac-
tion of relaxed double helix contour length L):

z

L
= −∂F

∂f
= −xs

∂S(σs)

∂f
− xp

∂P(σp)

∂f
. (3.5)

In the coexistence region, the only σ dependence is the linear variation of
xs and xp, making the dependence of extension on σ entirely linear.

In the main case of interest here where P is the plectonemic supercoil
state, its zero length eliminates its contribution to Eq. 3.5 ( i.e., ∂P/∂f =
0), yielding

z

L
= −xs

∂S(σs)

∂f
=

σp − σ

σp − σs

z(σs)

L
(3.6)

where the final extension per length factor is the extension per length of
the extended DNA state.

Experimentally, σs and σp may be measured from the beginning and
the end of the linear coexistence regime of extension as a function of σ.
Likewise, z(σs)/L is the extension per length of the molecule at the onset
of the linear regime. Thus Eq. 3.6 can be used to determine the coexisting
state linking number values, the extension of the stretched DNA state
as a function of force and linking number, and via integration the free
energy of the stretched state. Then through use of the tangent construction
(Fig. 2), the free energy of the plectonemic state can be measured. Note
that when the molecule is entirely converted to plectoneme (xs = 0, xp = 0)
the extension reaches zero. The point σ = σp where this occurs can be
estimated experimentally from extrapolation of extension data to zero.
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3.2. Free energy of extended twisted DNA. The previous sub-
section outlines the basic scheme of calculation of equilibrium domain co-
existence along a stretched and supercoiled DNA, but to calculate a exper-
imentally relevant result, explicit forms for the extended and plectonemic
state free energies are needed. Fortunately, suitable formulae based on
statistical-mechanical treatments of microscopic models are available.

For a DNA under torsional stress there occur chiral fluctuations even
when the chain is fully extended [10, 11, 36, 37]. The free energy of the
extended DNA at a fixed force f can be written as an expansion in σ
[36, 37, 15]:

S(σ) = −g +
cs

2
σ2 + · · · (3.7)

The leading constant g is the free energy of stretched torsionally uncon-
strained DNA of Eq. 2.2. The parameter cs is the twist stiffness of the
extended DNA state and can be measured from the curvature of the exten-
sion as a function of σ near its maximum. Note that cs has been defined
to have dimensions of energy per length, the same as that of g and force f .

The first two terms of the expansion of Eq. 3.7 are sufficient to illus-
trate the basic properties of state coexistence in a quantitative way. As for
the plectonemic state, higher-order terms can be added (e.g. σ3 to generate
positive-negative twisting asymmetry). The most general expansion would
replace σ with σ − σ0 in Eq. 3.7 where this additional force-dependent σ0

parameter sets the linking number at which the double helix is relaxed.
Variation of σ0 with force takes into account the stretch-twist coupling.
However, for the relatively low forces of interest here (a few pN) this cou-
pling has only weak effects and may be neglected (i.e., σ0 ≈ 0). In any
case, σ0 for a given force is determined by finding the σ value at which a
local maximum of extension is obtained. Here, σ0 = 0 is assumed for the
S state.

Although cs could be determined directly from experimental data, a
theoretical formula does exist based on a large-force perturbative calcula-
tion for the semiflexible polymer with harmonic twist rigidity by Moroz
and Nelson [36, 37]:

cs = kBTω2

0
C

[

1 − C

4A

(

kBT

Af

)1/2
]

. (3.8)

The main effect introduced by this theoretical formula for cs is a force-
dependence of the twisting rigidity. Reducing force reduces cs since more
linking number can be absorbed into writhe fluctuations at lower forces
[36, 37].

3.3. Free energy of plectonemically supercoiled DNA. A plec-
tonemic supercoil has essentially no extension between its ends, and there-
fore its free energy has no force dependence (a nonzero force derivative
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would indicate that it has finite extension). In addition, the bare twist
energy (2.3) is heavily screened by the large writhing generated by the
supercoil [10, 11]. Given its minimum at σ = 0, the free energy for the
plectoneme must have the form

P(σ) =
p

2
σ2 + · · · (3.9)

The parameter p describes the twist stiffness of the plectonemic state, and
like cs and g has dimensions of a force. The stiffness p can be converted to a
persistence-like quantity via p = kBTPω2

0
; P represents the effective twist

persistence length of the plectonemic state, accounting for the screening of
the bare twist energy (2.3) by the strong writhe of the plectoneme. This
screening effect indicates that P < C; available data indicate P ≈ 25 nm
[42] for ≈ 100 mM univalent salt in pH 7.5 buffer solution (alternately
p ≡ kBTPω2

0).

The stiffness P varies with salt concentration, since that in turn adjusts
the effective diameter of the double helix; for higher salt, P is reduced, while
for lower salt P increases. This effect arises because the bending energy in
a plectonemic superhelix is reduced when the effective diameter is reduced.
The torque of the P state is, by Eq. 3.1, τ = (p/ω0)σ = kBTPω0σ.

In Sec. 3.4 only the first, quadratic term of (3.9) is used, which is a
reasonable model for |σ| < 0.05, as it allows analytical calculation of all
the domain coexistence properties, as well as providing a semi-quantitative
description of experiment. However, biochemically it has long been known
that anharmonic corrections are present [43]; for large |σ| where plectone-
mic interwinding becomes tight, one can expect appreciable deviations from
quadratic behavior. Sec. 4 will show how anharmonicity in (3.9) can mod-
ify the extension vs. linking number behavior.

3.4. Analytical results for the harmonic-σ state free ener-

gies. With the O(σ2) expressions for plectonemic and extended DNA free
energies, the state coexistence behavior at constant force f can be com-
puted following the procedure outlined in Sec. 3.1. The mixed-state free
energy is

F = xs

(

−g +
csσ

2
s

2

)

+ xp

pσ2
p

2
. (3.10)

Details of the calculation of the equilibrium mixed state can be found in
Ref. [27]. This amounts to elimination of σp and xp from (3.10) using
xs + xp = 1 and σ = xsσs + xpσp, followed by minimization to determine
the remaining free parameters σs and xs.

The coexisting state linking number densities for this harmonic model
work out to be:
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Fig. 3. Extension versus linking number, for forces 0.25 pN (lowest curve), 0.5 pN,
1.0 pN and 2.0 pN (highest curve), for positive linking number change (σ > 0). As force
is increased, the extension increases, and the effect of torsional stress (linking number)
is reduced. Parameter values are C = 95 nm, A = 50 nm, P = 24 nm. The parabolic
peak of each extension curve occurs when the DNA is pure extended state; extended and
plectonemic DNA are in coexistence on the linear part of each extension curve. The
beginning of the linear segments indicates σs, and their σ-intercepts indicate σp.

|σs| =
1

cs

(

2pg

1 − p/cs

)1/2

|σp| =
1

p

(

2pg

1 − p/cs

)1/2

. (3.11)

Since σs can be determined from experimental data by determining where
the linear (coexistence) regime begins, and since the slope dxs/dσ is sim-
ilarly determined from experimental data, and finally since g is indepen-
dently well known, it is possible to determine the stiffnesses cs and p.
This would amount to a measurement of the free energy of extended and
plectonemic DNA in a way relatively independent of details of specific mi-
croscopic theories.

Fig. 3 shows extension versus linking number for this model via (3.5)
and (3.6). The curves are computed for f = 0.25 pN (lowest curve), 0.5 pN,
1.0 pN and 2.0 pN (highest curve). The stiffnesses used were A = 50 nm,
C = 95 nm and P = 24 nm. The parabolic peak at the top of each curve
is the region of pure extended DNA. This joins to a linear coexistence
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segment which stretches between σs and σp, the latter being the point
where extension reaches zero. The curves have the characteristic “hat”
shape seen experimentally [9].

The equilibrium free energy is easily computed as a function of force
and linking number:

F =























−g +
1

2
csσ

2 |σ| < |σs|
−g/(1 − p/cs) + [2pg/(1 − p/cs)]

1/2|σ| |σs| < |σ| < |σp|
1

2
pσ2 |σ| > |σp|

. (3.12)

In the coexistence region, the linear dependence of the free energy on σ
indicates that torque (τ = ω−1

0
∂F/∂σ) is a constant. The molecule exten-

sion (X/L = ∂F/∂f) varies linearly with σ in the coexistence region, as
anticipated in (3.5).

3.5. DNA torque and its force dependence for the harmonic

model. Eq. 3.11 gives the torque, via Eq. 3.1 and either of the pure state
free energies Eq. 3.9 or Eq. 3.7:

τ =











(cs/ω0)σ |σ| < |σs|
(2pg/[1− p/cs])

1/2/ω0 |σs| < |σ| < |σp|
(p/ω0)σ |σ| > |σp|

. (3.13)

For constant force, as |σ| is increased from zero, the equilibrium state is
first pure extended DNA, with torque growing linearly with |σ|. Then at
σ = σs, the coexistence point is reached, and until σ = σp the torque is
constant. Finally for |σ| > |σp|, the entire DNA is plectonemic supercoil,
and again the torque changes with |σ| but at a reduced rate (recall P < Cs)
due to the efficient removal of twist by the large plectonemic writhe.

The middle line of Eq. 3.13 is a main result of this calculation, as it
gives the dependence of the coexisting state torque on force:

τ =

√

2kBTPg

1 − P/Cs

. (3.14)

This formula is written in terms of the twist persistence length of the
plectoneme (P ) and of the extended state Cs = C[1−(C/4A)(kBT/Af)1/2]
(note P/Cs = p/cs).

The force-dependence of the torque enters mainly through the ex-
tended state free energy g = f − (kBTf/A)1/2 ≈ f in the numerator.
However, note that the twist persistence length of the extended state Cs

increases with increasing force.
The simplest application of Eq. 3.14 is estimating torques in situations

where one is in the coexistence range of σ and where one knows the force.
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This is commonly the case in magnetic tweezer experiments where force and
linking number are both fixed by the position of a macroscopic magnet
[9]. An elegant example of use of this is the constant-torque driving of
rotational relaxation of DNA [21]. One must be in the coexistence range
of σ in order to have this constant torque; below σs, the torque will drop
below the coexistence value, and above σp the torque will increase with |σ|.

It is useful to consider the situation of fixed σ and varied force.
This is experimentally accessible using various micromanipulation schemes,
including magnetic tweezers as long as the force is not reduced to so low
a value that linking number can leak away by having the DNA hop over
the bead.

Imagine holding σ fixed at a value sufficient to form plectonemic su-
percoils at a low force, and then slowly increase f . At low forces, the entire
molecule will remain supercoiled (with constant torque τp = kBTPω0σ
until the force reaches a threshold value fp, i.e., until the work done by
the external force can overcome the plectoneme’s “length binding energy”
[10, 11]. This effect can be analyzed by solving for the force fp where
xs = 0, which leads to

g(fp) =
p[1 − p/cs]

2
σ2. (3.15)

The point g(fp) is the minimum extended state free energy (essentially
force) needed to start extending the plectonemic DNA. The fp that solves
this equation is the tension inside a plectonemically supercoiled DNA, and
for physiological levels of supercoiling (σ = −0.05) this force is ≈ 0.5 pN.

As force increases further the torque will increase as linking number
is shifted increasingly from plectoneme to extended DNA, and the torque
will be described by Eq. 3.14. In the coexistence range the torque will be
independent of σ.

Finally, when sufficient force fs is applied, the plectonemic domains
will be destroyed; fs can be found by solving for when xs = 1:

g(fs) =
cs − p

2
σ2. (3.16)

The torque at this point will be τs = (cs/ω0)σ. As force is increased
further, the small amount of linking number remaining will be forced into
DNA twist, gradually forcing the molecule torque towards its limit of τ =
kBTCω0σ.

Fig. 4 plots torque versus force for σ = 0.03, 0.04, 0.05 and 0.06
using the same stiffnesses as used in Fig. 3 (C = 95 nm, A = 50 nm,
P = 24 nm). The torque starts at a constant (horizontal segments to
left; lowest corresponds to σ = 0.03; highest to σ = 0.06). Then, the
torque starts to increase when extended DNA starts to be created at fp.
In the coexistence regime, the torque does not depend on σ, so all the
curves overlap. When fs is reached, the torque curves separate again,
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Fig. 4. Torque versus force curve for coexisting state densities corresponding to
fixed σ = +0.03, 0.04, 0.05 and 0.06, with other parameters as in Fig. 2. For forces
below the lower critical forces fp where the extended DNA state disappears (horizontal
line segments at left of graph), torque is constant. Above the upper critical force fs

where the plectonemic DNA disappears, the torque slowly approaches its maximum value
(c/ω0)σ (nearly flat regions to right). Between fp and fs, the torque follows the same
curve for each σ value (concave part of curve). Dashed curve shows (2kBTAf)1/2 for
comparison.

and then torque only slowly increases with further force increase (nearly
horizontal curves to right). These results have been shown to be in good
agreement with a numerical calculation of torque in stretched twisted DNA
[27] computed using a previously developed Monte Carlo computation [12].

It is worth noting that the torque in the coexistence range of σ (3.14)
is not equal to τ = (2kBTAf)1/2 where A is the bending persistence length,
as has been suggested in Refs. [8, 9, 21]. This formula is reminiscent of that
for the critical torque for the linear instability of buckling of a rod under
tension f from classical elasticity theory, (4kBTAf)1/2 [46, 36, 37, 15], but
with the factor of 4 replaced by a 2. The derivation of the formula with the
2 uses an approximate calculation [9] based on mechanical energy without
including effects of thermal fluctuations.

The formula τ = (2kBTAf)1/2 (dashed curve in Fig. 4) overestimates
the torque calculated above, Eq. 3.14, by roughly 25%. Given the accu-
racy of single-DNA micromechanical measurements plus the consequences
of this overestimate for other measurements e.g., energy landscape parame-
ters for topoisomerases [21], this discrepancy is significant. Experimentally,
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Fig. 5. Extension vs. linking number σ for DNA at constant forces, including
denaturation effects. Results are shown for forces of 0.5 pN (lowest curve), 1 pN, 2
pN, 5 pN and 10 pN (highest curve), using A = 50 nm, C = 95 nm, P = 24 nm,
plus description of denaturation as described in Ref. [27]. For 0.5 pN the extension is
symmetric under sign change of σ, due to coexistence occurring between extended and
plectonemically supercoiled DNA states, which have this symmetry. However, for forces
of 1 pN, 2 pN and 5 pN, coexistence occurs between extended and plectonemic DNA for
σ > 0, but between extended and denatured DNA for σ < 0, exhibiting a strong breaking
of σ → −σ symmetry. Finally for 10 pN, denaturation occurs for both positive and
negative σ.

the DNA torque, being dependent on the free energies of the coexisting
phases, can be expected to depend on factors which shift around those
free energies, notably solution ionic conditions. The torque could be esti-
mated in a model-independent way, using cs and g extracted directly from
experimental data.

3.6. Negative supercoiling and DNA denaturation. The results
given in this section are most applicable to positively supercoiled DNA
(σ > 0) where DNA remains in double-helix form for forces up to ≈ 10 pN.
For σ < 0 the situation is quite different; negative supercoiling of drives
denaturation rather readily, leading to ranges with σ < 0 where extension
is nearly constant. Denaturation also occurs for positive supercoiling, but
only for more extreme values of σ [49]. This behavior is straightforward
to describe via the framework presented above, by introducing additional
pure states corresponding to denatured (strand-separated) DNA [47].
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Fig. 6. Force-linking number phase diagram showing transitions between extended
double helix (B), plectonemically supercoiled B-DNA (sc), underwound denatured DNA
(D-) and overwound denatured DNA (D+). Regions labeled by two pure phases (e.g.,
“B & sc”) represent two-phase coexistence regions; thick curves indicate transitions
between pure-state and mixed-state regions. The horizontal thin lines are lines of three-
state coexistence.

DNA which has been denatured by unwinding has a short persistence
length, and has a large negative value of linking number corresponding to
the σ ≈ −1 necessary to unwind the double helix. In addition, denatured
DNA has a free energy shifted up relative to that of the base-paired DNA
double helix, by a sequence-averaged amount of about 2.5kBT /bp [48].
These effects are discussed in some detail in Ref. [27], including showing
comparisons with experimental extension data.

Fig. 5 shows extension versus linking number combining the extended
and plectonemic states with denatured states. For σ > 0, coexistence
of extended and plectonemically supercoiled DNA occurs as before, but
for σ < 0, denatured underwound-melted states preempt the plectonemic
state, leading to nearly constant extension with linking number. The nearly
constant variation of extension with σ once denaturation begins to occur
is mainly a consequence of the small amount of the large change of link-
ing number associated with denaturation (complete separation of the DNA
strands corresponds σ = −1) combined with the high extensibility of de-
natured DNA (the DNA backbones can be extended about a factor of two
by unwinding them).
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By tabulating the linking numbers at which the various transitions
occur, one can construct a force-linking number “phase diagram” (Fig. 6).
Since linking number is partitioned between coexisting states, this phase
diagram contains “pure state” and “mixed state” regions. In the two-
state coexistence regions, torque is constant, and extension varies linearly
with σ. Fig. 6 also contains lines on which three states coexist; the most
experimentally accessible of these is the boundary where regions of coex-
isting extended B-DNA and plectonemic supercoiled DNA (“B & sc” in
Fig. 6) and regions of coexisting B-DNA and denatured underwound DNA
(“B & D-”) meet. Notably, there are also regions of denatured overwound
DNA, corresponding to the “P-DNA” state observed by Allemand et al.
[49]. Ref. [27] presented the corresponding phase diagram plotted in the
force-torque plane.

4. Effect of plectonemic free energy anharmonicity on exten-

sion of twisted DNA. The harmonic (quadratic-σ) model of Sec. 3.4 has
the virtues of being simple and analytically solvable, while still describing
experimental data reasonably well [27]. It does suffer from limitations,
for example a lack of any accounting for effects of DNA sequence, known
to profoundly affect stress-driven DNA denaturation [50]. Also, the ba-
sic scheme introduced in Sec. 3.1 whereby two coexisting domains are
considered additively could be generalized to include a thermally excited
spectrum of “droplets” of the two pure states, along the lines of calculations
presented in Ref. [51]. These particular improvements will not be discussed
further here.

A limitation of the theory of Sec. 3.4 that will be examined here is
the effect of truncation of the pure state free energies at order σ2. Trun-
cation of the extended state free energy (3.7) at this order does not intro-
duce large errors, since the extended state linking number (for σ > 0) is
less than σs, the point where plectoneme-extended coexistence begins, and
σs remains relatively small. Consistently, experimental data in the pure-
extended regime (σ < σs) is well-fit by the extension function resulting
from truncation at σ2, for forces > 0.2 pN. For larger forces (> 0.5 pN)
bending fluctuations in the extended state are suppressed, making the σ2

term even more dominant over higher-order terms [36] (see Eq. 3.8).

The situation is exactly the opposite for the plectonemic state: the
coexistence model indicates that the linking number in the plectonemic
domains is never less than σp (for σ > 0). Consequently σp is often large:
for moderate forces (e.g. 2 pN) σp ≈ 0.1 (the boundary between “sc &
B” and “sc” in Fig. 6). While the free energy of plectonemic DNA is well
described by the initial σ2 dependence for σ < 0.05 [43, 42, 44, 45], for large
σ one expects tight interwinding to generate a strong upturn in free energy
[11]. It is important to consider the effects of addition of higher-order-σ
contributions to (3.9).
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Fig. 7. Harmonic and anharmonic plectonemic free energies. Dashed curve shows
purely harmonic plectonemic free energy with P = 24 nm. Solid curve shows anhar-
monic plectoneme free energy with the same quadratic stiffness P = 24 nm (recall
p = kBTPω2

0
) but with nonlinear terms t = −800kBT/nm, and q = 9000kBT/nm.

The anharmonic free energy has the same initial curvature, but then is softer than the
harmonic free energy for intermediate values of σ. For large σ the quartic term makes
the anharmonic free energy become greater than the harmonic free energy, providing a
model for the breakdown of writhe increase for tight wrapping.

Here anharmonic cubic- and quartic-σ terms are added to (3.9):

P(σ) =
p

2
σ2 +

t

3
σ3 +

q

4
σ4. (4.1)

This general expansion permits one to have an initial quadratic behavior as
required by symmetry, to have a softening of that initial stiffness (t < 0) as
expected theoretically [42, 11], and then to have an upturn in free energy
for σ ≈ 0.1 from tight wrapping (Fig. 7).

The free energy model with this addition is

F = xs

(

−g +
csσ

2
s

2

)

+ xp

(

p

2
σ2

p +
t

3
σ3

p +
q

4
σ4

p

)

. (4.2)

This is just (3.10) with cubic and quartic terms added to P(σp). Mini-
mization of this free energy proceeds exactly as in Sec. 3.1 with the change
that the calculation cannot be completed in closed form, but can easily be
done numerically.
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Fig. 8. Extension vs. linking number curves for model of the text, with cubic and
quartic term included in the plectoneme free energy. Parameters used are A = 50 nm,
C = 95 nm, P = 24 nm, t = −800 kBT/nm, and q = 9000 kBT/nm (plectoneme
parameters are as in the solid curve of Fig. 7). Curves are plotted for forces of 0.25
(lowest curve), 0.5, 1 and 2 pN (highest curve). These curves should be compared with
those of Fig. 3 (see text).

Fig. 8 shows the results of the anharmonic-P model for extension vs.
linking number, for the same series of forces (f = 0.25, 0.5, 1 and 2 pN)
and extended-state parameters (A = 50 nm, C = 95 nm) used in Fig. 3.
The only difference between the calculation leading to Fig. 3 and that
leading to Fig. 8 is that for the latter, cubic and quartic terms (t = −800
kBT/nm, q = 9000 kBT/nm) corresponding to the solid curve of Fig. 7
have been included. The large numerical values of t and q reflect the fact
that the scale for σ is ≈ 0.05.

Comparing Fig. 3 and Fig. 8, the effect of the anharmonic terms in
P is clear. The cubic softening of the plectoneme free energy leads to an
increase in the value of σp for smaller forces, while the quartic stiffening at
larger σ retards the increase of σp for larger forces. The result is that the
successive extended-plectoneme coexistence curves of Fig. 8 are compressed
together, and are more parallel than the rather more splayed ones of Fig. 3.
At the same time, the behavior of σs(f) is only mildly affected. Preliminary
consideration of available experimental data (see, e.g., left panel of Fig. 3
in Ref. [16]) indicates that this effect will be important to making the
theory quantitatively describe experiment.
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Fits of experimental data sets to the theory are still in preparation
at the time of this writing, but will be published elsewhere in the near
future. It appears likely that this model will be able to arrive at not just
values of DNA elastic constants, but will provide insight into the variation
of plectonemic supercoil free energy over a wider range of linking number
than is accessible using conventional biochemical measurements.

5. Extrusion of a cruciform from twisted and stretched DNA.

During the workshop, Vincent Croquette discussed experiments whereby
special-sequence DNA molecules containing long palindromic repeats were
subjected to twisting and pulling [52]. These molecules are able to respond
to their underwinding in a way which is not usual for random-sequence
DNA, by forming “cruciform” structures, where a region of the palindromic
sequence strand-separates, and then where each strand is “extruded” as a
hairpin-like double-helical arm. Croquette described how this arrangement
may be used to measure the linking number of relaxed DNA, by measuring
the length change of the extended region of the DNA per turn introduced,
after the cruciform region starts to form. Since a region of DNA must
be strand-separated to form the cruciform, this is driven by DNA under-
winding (σ < 0). Croquette and co-workers have shown how this type of
molecule may be used to carry out a novel measurement of the helix repeat
of relaxed DNA in solution [52].

This situation can also be attacked using the methods presented above,
allowing corrections for thermal fluctuations to be calculated. Suppose that
a fraction xs of our molecule is in extended (stretched and twisted) form,
while the remaining fraction xc = 1−xs forms the two hairpin arms. Since
the extruded arms are not under any torque or tension, and since they are
reconstructed into stretches of double helix, their free energy can be taken
to be that of unperturbed double helix, or zero. Thus the free energy of
the whole molecule is just that of the extended region:

F(σ) = xsS(σs). (5.1)

Since the cruciform arms are entirely unlinked from one another, the linking
number of the cruciform region is σc = −1, and since xsσs + xcσc = σ,
σs = (1 + σ − xs)/xs. Plugging this into the extended state free energy
(3.7) gives

F(σ) = −xsg +
cs

2

(σ + 1 − xs)
2

xs

. (5.2)

The equilibrium value of xs is obtained by minimization of (5.2):

xs =

{

1 σ > σc

(1 + σ)/
√

1 − 2g/cs σ < σc
(5.3)

where the critical linking number for cruciform extrusion is σc = −1 +
√

1 − 2g/cs. As expected, the critical linking number is negative.
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Recall that g is the free energy per length of untwisted stretched DNA,
while cs is the effective twisting stiffness of extended twisted DNA, and that
both are essentially known functions of force. For most cases of interest,
g/cs << 1; for typical forces in the piconewton range, g ≈ kBT/nm, while
cs > 100kBT/nm. Expansions in g/cs are therefore useful to simplify some
of the algebra, as in

√

1 − 2g/cs ≈ g/cs. For example, in this approximation
σc ≈ −g/cs.

Putting the result (5.3) into (5.2) allows us to calculate the total free
energy of the extended-cruciform structure (σ < σc):

F(σ) = (1 + σ)cs

[

√

1 − 2g/cs − 1
]

≈ −(1 + σ)g (5.4)

where the final, approximate term is the leading order in expansion in g/cs.
The linearity in σ indicates that the torque during cruciform formation is
constant:

τ =
1

ω0

∂F
∂σ

=
cs

ω0

[

√

1 − 2g/cs − 1
]

≈ − g

ω0

. (5.5)

Notably, the effect of the twist modulus cancels out of the O(g/cs) re-
sult, leaving a dependence of the critical torque for cruciform formation on
only the stretching free energy, and on the relaxed B-DNA helix parameter
ω0. This could be used to provide a torque standard in the kBT range since
both g and ω0 are rather well known (g ≈ f ≈ kBT/nm, ω0 ≈ 1.85 nm−1).
A series of measurements at different forces could therefore be used for a
rather precise measurement of cs(f) in the extended state free energy (3.7).

The extension follows as

X

L
= −∂F

∂f
≈ (1 + σ)

∂g

∂f
(5.6)

where only the leading term in expansion in g/cs is retained for simplic-
ity. Note that the final derivative ∂g/∂f is just the extension per contour
length of untwisted DNA, and therefore that during extended-cruciform
coexistence,

X(f, σ)

X(f, 0)
≈ 1 + σ = 1 +

Lk

Lk0

. (5.7)

This leading term of the expansion in g/cs is essentially Eq. (1) of Ref. [52].
Since the linking number can be counted precisely in terms of magnet turns,
the extension change per turn during cruciform formation can therefore be
used to measure Lk0, the relaxed linking number of DNA or equivalently
the helix repeat of DNA, in solution [52]. The approach presented here
provides a thermodynamic derivation which provides corrections due to
thermal fluctuations to the analysis in Ref. [52] presented by Vincent
Croquette at the workshop.
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One thing that has been omitted in this “intensive” thermodynamic
treatment of cruciform formation is the finite free energy cost associated
with creating the cruciform; this could be included in the model by adding
a constant “core energy” for the cruciform defect to (5.2). Care should be
taken with the free energy in this case since it must then be compared to
the free energy for pure extended DNA without this core energy present.
Extensive pure state free energies should be used since the core energy is
a boundary term of O(kBT ), scaling differently from the total polymer
free energy O(kBTL/ξ) where ξ is a length comparable to the persistence
length. Including this would allow the barrier necessary for cruciform for-
mation to be included in the resulting theory.

6. Conclusion. This paper has reviewed the theory [11, 27] for the
elasticity of single twisted DNA molecules, aimed at describing single-DNA
micromanipulation experiments. The shape of the extension-linking num-
ber curves is characterized by two regimes, a parabolic small-|σ| “peak”,
and for larger |σ, linear “wings”. The model discussed in this paper sup-
poses that the peak is “pure” extended DNA, while the wings correspond
to “phase coexistence” of an extended state and interwound plectonemic
supercoiling [10, 11].

While the language of first-order phase transitions is used in this the-
ory, formally there can be no true phase transitions in real experiments
on finite-length one-dimensional molecules. However, due to relatively
short thermal correlation lengths and appreciable cooperativity, the transi-
tions seen experimentally are remarkably sharp and well described by what
amounts to a mean-field theory of first-order transitions.

As discussed in more detail elsewhere [27] this theory gives a good
account of experiments where DNA is twisted and pulled [16, 6, 9], and is
easily extended to include effects of stress-driven DNA “melting” (strand
separation). This paper has reviewed the theory and has presented new re-
sults for effects of anharmonicity in the plectoneme free energy, and for the
free energy balance during stress-induced formation of cruciform structures
in palindromic DNA.

At this point there remain questions concerning the application of this
model to experimental data. Careful fits of theory to experiment have not
yet been done, and likely will require use of the anharmonic free energy
for the plectonemic state. The payoff should be appreciable thanks to the
availability of a microscopic model for the extended state of Moroz and
Nelson [36, 37] which allows measurements of the force-dependent twist
rigidity cs to be linked to the microscopic twist elastic constant C.

The coexistence model discussed here allows one to then determine
the absolute free energy of plectonemically supercoiled DNA over a very
wide range of σ. The results of Sec. 4 show that even small changes in the
shape of the plectonemic free energy P(σ) (Fig. 7) lead to changes in the
of the linear portions of the extension vs. linking number curves (compare
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Figs. 3 and 8) that should be readily observable experimentally. Given
that salt concentration changes should change the plectonemic free energy
more than the extended state free energy, it ought to be possible to use the
theory of this paper for stretched twisted DNA to rather comprehensively
study the free energy of the interwound plectonemic domains.

The third key output of this theory is prediction of the torque in
stretched twisted DNA, and therefore inside plectonemic DNA. Constant
torques generated during plectoneme-extended coexistence are starting to
be used to drive rotary relaxation experiments on topoisomerases [21, 23],
but those torques have proven much more difficult to calibrate than forces.
The theory presented here allows one to more directly determine torques
in experiments, from extension measurements as a function of force and
linking number. Furthermore, molecules containing palindromic sequences
suggests may provide a kind of “torque standard”, as discussed in Sec. 5.

Many additions, improvements and generalizations of this type of the-
ory are possible. At the workshop Vincent Croquette commented that the
behavior of the crude DNA denaturation model [27] used in the model to
predict the “phase diagram” and the properties of the denatured states
is likely too simple to completely describe experimental data. This issue
will require further study, especially of comparison of theory with experi-
mental data, to understand completely. The effects of domain fluctuations
and sequence-dependence of denaturation and “pinning” of positions of
the plectonemic domains are poorly understood, both experimentally and
theoretically. Finally, understanding how the presence of DNA-binding
proteins, as found along chromosomes in vivo, modify extension-linking
number curves is a subject of theoretical [53, 54] and experimental [55]
interest.
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FLEXIBILITY OF NUCLEOSOMES ON

TOPOLOGICALLY CONSTRAINED DNA

ANDREI SIVOLOB∗, CHRISTOPHE LAVELLE† , AND ARIEL PRUNELL‡

Abstract. The nucleosome plays an ever increasing role in our comprehension of
the regulation of gene activity. Here we review our results on nucleosome conformational
flexibility, its molecular mechanism and its functional relevance. Our initial approach
combined both empirical measurement and theoretical simulation of the topological
properties of single particles reconstituted on DNA minicircles. Two types of particles
were studied in addition to the conventional nucleosome: a subnucleosome consisting
of DNA wrapped around the (H3-H4)2 histone tetramer, now known as a tetrasome,
and the linker histone H5/H1-bearing nucleosome, or chromatosome. All particles were
found to thermally fluctuate between two to three conformational states, which differed
by their topological and mechanical characteristics. These findings were confirmed for
the nucleosome and the tetrasome by the use of magnetic tweezers to apply torsions to
single arrays of these particles reconstituted on linear DNA. These latter experiments
further revealed a new structural form of the nucleosome, the reversome, in which DNA
is wrapped in a right-handed superhelical path around a distorted octamer. This work
suggests that the single most important role of chromatin may be to considerably increase
overall DNA flexibility, which might indeed be a requirement of genome function.

Key words. Nucleosomes, DNA minicircles, DNA supercoiling, conformational
flexibility, chiral transition, magnetic tweezers, single molecules, chromatin fibers, chro-
matin superstructure.

AMS(MOS) subject classifications. 92C05 Biophysics, 92C40 Biochemistry,
molecular biology.

1. Introduction. DNA in the cell nucleus is bound to basic proteins,
the histones, to form chromatin, whose repeat unit is the nucleosome. The
core of the nucleosome (the core particle) contains 147 bp of DNA wrapped
in ∼1.7 turns of a left-handed superhelix around an octamer of two copies
each of the four core histones H2A, H2B, H3 and H4. Its high-resolution
crystallographic structure [1–4] (Fig. 1a) is characterized by a pseudo two-
fold axis of symmetry that passes through the H3/H3 interface (the four-
helix bundle) and the central base pair of the 147 bp DNA fragment where
the major groove faces the octamer. That point is defined as superhelix
location zero, SHL0, and for each successive turn of the double helix the
SHL number increases positively or negatively up to ±7 (Fig. 1a). The
histone octamer is tripartite, being made of a (H3-H4)2 tetramer flanked
by two H2A-H2B dimers. The (H3-H4)2 tetramer organizes the central 3/4
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Fig. 1. 1.9 Å-resolution crystal structures. a) The 147 bp nucleosome core par-
ticle [PDB ID # 1KX5]. b) The tetrasome (central 55 bp on the (H3-H4)2 tetramer)
extracted from the core particle. Numbers indicate the SHLs (SuperHelix Locations).
Images were created using UCSF Chimera (http://www.cgl.ucsf.edu/chimera).

turn of the superhelix in between SHL±2.5 (Fig. 1b). This subnucleosome
particle, called a tetrasome, or its precursor, the hexasome, may occur
transiently through H2A-H2B dimer release during nucleosome remodeling
[5] and/or transcription elongation [6–10]. H2A-H2B dimers complete the
nucleosome by interacting with the two distal DNA regions from SHL+3.5
to +5.5 and SHL−3.5 to −5.5. Binding of the DNA ends at SHL±6.5
to the H3 α N extensions finally seals the DNA wrapping. The specific
arrangement of α-helices in each histone, called the histone fold, not only
insures the above described histone-DNA interactions, but also the histone-
histone interactions within the octamer. The positively charged N-terminal
tails of the histones protrude out from the particle, with H2B and H3
tails passing between the two gyres of the DNA superhelix through the
channels formed by the aligned minor grooves [1]. The tails of H3, which
are especially long, are appropriately located to interact with nucleosome
entry/exit DNAs (Fig. 1a) and reduce their electrostatic repulsion. The
tails, which are the substrate for various post-translational modifications
[11], may also serve as platforms for the binding of specific activities (i.e.
the so-called histone-code; [12, 13]). Among the various tail modifications,
acetylation of lysine residues is associated with transcriptional activation
(reviewed in [14, 15]). The pleiotropic roles of the tails also appear to
include the modulation of nucleosome sliding and remodeling [13, 16, 17].
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A single copy of the fifth histone, also known as the linker histone, H1
or H5 (H1 homologue in avian erythrocytes), interacts with the nucleosome.
The H1/H5 molecule has an N-terminal tail, a globular domain and a long,
highly positively charged, C-terminal tail (84 residues out of a total of 149
for H5) [18]. The globular domain seals the two superhelical turns at the
DNA entry-exit, while the C-tail interacts further along these DNAs (see
Section 2.3, below) [19–21]. The particle formed by the histone octamer,
∼166 bp of DNA, and the H1/H5 histone is the chromatosome [19].

Nucleosomes in chromatin are connected by ∼ 20–70 bp linker DNAs,
resulting in an extended bead-on-a-string arrangement. This structure con-
denses at physiological ionic strength to resemble a zigzag by a process that
is strictly dependent on the core histone tails [22–26]. At the next level of
condensation, H1/H5 is required to stabilize a compact 30 nm chromatin
fiber [27]. Microscopic techniques [28–30] and X-ray crystallography [31]
have shown that the irregular 3D zigzag has nucleosomes with straight
linkers projecting toward the fiber interior. Such a cross-linker model was
also predicted by theoretical modeling [32–35], and is consistent with the
internal location of H1/H5 [36–38] and the bridging together of nucleosome
entry/exit DNAs into a stem through interactions with H1/H5 C-terminal
tail (see Fig. 9, below) [21]. This stem could be recognized a posteriori in
electron micrographs of native chromatin fragments [39] and it was subse-
quently considered as a unique structural motif directing chromatin higher
order folding [40].

In the past decade, new concepts have emerged to illuminate the role of
chromatin in regulating the access of transcriptional factors to their target
sites. The central mechanism appears to be chromatin remodeling, both
chemical, through covalent histone modifications (in particular acetylation;
see above) and physical, whereby the energy of ATP hydrolysis is used to
mobilize and structurally alter nucleosomes (reviewed in [41–45]). The lat-
ter mechanism may take advantage of inherent nucleosome dynamics, as
shown by the spontaneous accessibility of nucleosomal DNA to binding pro-
teins [46–48], and by the fluctuations of the fluorescence resonance energy
transfer (FRET) between an acceptor and a donor fluorophores. These flu-
orophores, whose FRET efficiency is dependent on the distance, revealed
dynamic modes when they were located i) either 75 bp apart in the same
DNA fragment, so that DNA wrapping would bring them in register close
to the dyad axis [49, 50]; ii) in the DNA and in the histones; or iii) both
in the histones [48, 51, 52]. Other evidence for dynamic behavior of nu-
cleosomes can be found in their ability to slide along the DNA at higher
temperatures and salt [53], in the dependence of their overall structure on
ionic strength, as again observed by FRET [50, 51], and in the extensive
differences in DNA distortions observed between crystallized core particles
on 146 and 147 bp of the same α-satellite sequence [1, 3].

This review is devoted to our studies of the topological manifestation
of intrinsic nucleosome dynamics, which could be more relevant to their
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situation in vivo. It may be that nucleosomes with free DNA ends display
artificially enhanced dynamics compared to nucleosomes that usually are,
like ours, topologically constrained. Our results derive from two different
substrates: single particles assembled on supercoiled DNA minicircles, and
nucleosome arrays reconstituted on linear DNA with both ends attached.
Minicircles were relaxed with topoisomerase I, and the products were an-
alyzed and brought to simulations. Nucleosome arrays were subjected to
rotational constraints using magnetic tweezers, and their length-vs.-torsion
response was used to analyze nucleosome behavior in the context of the
fiber. The following sections describe the methods, the results, and their
potential physiological relevance.

2. A particle on a DNA minicircle. DNA topoisomers are iden-
tified by their linking number, Lk. Lk satisfies the well-known equation
[54–56]:

Lk = Tw + Wr, (2.1)

where Tw = N/h is the twist of the double helix, with N being the number
of base pairs and h the helical periodicity, and Wr the writhing of the closed
curve formed by the double helix axis. Note that here and below the helical
periodicity h is the so-called intrinsic or twist-related helical periodicity,
i.e. the periodicity of the double helix in the laboratory frame. Generally,
the linking number Lk does not coincide with the most probable twist
Tw0 = Lk0 = N/h0, where h0 is the most probable helical periodicity for
given conditions. This results in an elastic constraint in the circular DNA,
which is measured by the linking number difference

∆Lk = Lk − Lk0. (2.2)

One also has

∆Lk = ∆Tw + Wr, (2.3)

where ∆Tw = Tw – Tw0.
The appearance of the constraint leads to an increase in the so-called

supercoiling free energy. That energy, Gsc, depends quadratically on the
linking number difference (with kBT as the energy unit):

Gsc = (Ksc/N)(∆Lk)2, (2.4)

where Ksc is the supercoiling force constant [57].
A minicircle bearing a particle can be divided into two topologically

distinct domains: the wrapped DNA, whose conformation is defined by
histone interactions, and a free loop that is restricted only at its ends and
adopts an equilibrium conformation elsewhere. In this case, the minicircle
linking number difference becomes:

∆Lk = ∆Lkp+∆Lkl. (2.5)
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This equation shows that ∆Lkp, the ∆Lk associated with the particle,
is the ∆Lk of the topoisomer when the loop is relaxed (∆Lk l = 0). It is
easy to see that ∆Lk is also equal to

∆Lk = ∆Twp+∆Twl+Wr, (2.6)

in which ∆Twp and ∆Tw l are the twist changes on the histone surface
and in the loop, respectively, and Wr the total writhe. Upon variations in
∆Lk, ∆Twp remains constant but the other two terms change. When the
loop is relaxed (∆Lk l = ∆Tw l = 0), Wr = Wr0, and Eqs. (2.5) and (2.6)
combine into

∆Lkp = ∆Twp + Wr0. (2.7)

The twist change in the particle is:

∆Twp = Np(1/hp − 1/h0), (2.8)

where Np is the number of wrapped base pairs, and hp their intrinsic
helical periodicity. In general, this periodicity shall not coincide with the
periodicity of the DNA contacts with the surface [58] (but see below),
which will be referred to as the local periodicity hloc (the periodicity in a
local frame). If the vector normal to the double helix axis coincides with
the normal to the surface (as is the case for the nucleosome), the relation
between the two periodicities is [59]:

Twp = Np/hloc + Θp/2π, (2.9)

where Θp is the total geometrical torsion of the double helix axis in the
particle. Because DNA wraps into a superhelix, the Frenet formulae of
differential geometry can be used to give

Θp =
2πwp

√

(2πr)
2

+ p2

(2.10)

where w is the number of turns of the superhelix, p its pitch (p < 0 for a
left-handed superhelix), and r its radius.

Eqs (2.9) and (2.10) imply that the inequality hloc 6= hp is a direct
consequence of a superhelix with a non-zero pitch. However, it was re-
cently recognized that this pitch is mostly defined by base pair longitudinal
slides between successive, almost straight, DNA stretches [60]. Slide is here
opposed to shift, which is the base pair lateral displacement. Strikingly,
reconstruction of the superhelix with all base pairs parameters, except a
zero shift, had little consequence on its geometry. In contrast, zeroing the
slide resulted in a flattened superhelix (3 Å pitch, against 30 Å for the
real superhelix) [60]. As a result, hloc increases to nearly the level of hp.
hloc ∼ hp does not impinge on nucleosome and chromatosome calculations,
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which do not use hloc, although there is a small effect on the geometry of
the right-handed tetrasome (see Section 2.1, below).

The free energy of the particle-bearing minicircle is given by the same
quadratic dependence as in Eq. (2.4), except that ∆Lk in this equation is
replaced by ∆Lk l, giving:

Gsc = (Ksc/Nl)(∆Lk − ∆Lkp)
2 + Gp, (2.11)

where Nl is the number of bp in the loop, and Gp describes the free energy of
bending in the relaxed loop and additional contributions from the particle
(various DNA distortions on the histone surface, histone-DNA and histone-
histone interactions, etc.).

The experimental approach (Fig. 2, top), described in [61–63], in-
volves first, the reconstitution of the particle on a negatively supercoiled
topoisomer, and second, its relaxation with topoisomerase I. The result is
an equilibrium mixture of particles on adjacent topoisomers (the starting
topoisomer is not supposed to be a member of the equilibrium), and this
mixture is electrophoresed in a polyacrylamide gel (Fig. 2, bottom right).
The relaxed material is cut out from the gel (brackets), and eluted naked
DNAs are electrophoresed in a second gel (Fig. 2, bottom left) to identify
the topoisomers and quantify their relative amounts in the distributions
(Fig. 2, profiles). The DNA length was changed by 1–2 bp increments at
a time in order to get a rather continuous spectrum of Lk and ∆Lk (see
Eq. 2.2). This was accomplished for three unique DNA sequences derived
from a fragment of plasmid pBR322, the 5S rDNA nucleosome position-
ing sequence [64], and a fragment of human α-satellite (centromeric) DNA.
This resulted in three respective DNA minicircle series, the 351–366 bp pBR
series [65], the 349–363 bp 5S series [66], and the 346–358 bp α-satellite
series [67]. DNA most probable helical periodicities, h0, were measured
(together with Ksc) through relaxation of two naked minicircles of selected
sizes within the series [66, 67].

Results are presented as a plot of the relative amount of each topoi-
somer in the equilibria as a function of ∆Lk, for all DNA minicircle sizes
of a series (see Figs 3b, 6a–c and 8, below). The usual multimodality of
that plot reflects the possibility for the particle to exist in 2 or 3 discrete
conformational states characterized by specific values of ∆Lkp, Gp and, in
general, Ksc. According to Boltzmann law, the probability of a particle in
state i on topoisomer ∆Lk is proportional to

f(i, ∆Lk) = exp(−Gsc(i, ∆Lk)) (2.12)

where Gsc(i, ∆Lk) depends on ∆Lkp(i), Gp(i) and Ksc(i) through
Eq. (2.11). Neglecting the ±2% variation in N between 346 and 366 bp,
N can be replaced by its mean, which gives:
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F (∆Lk) =

∑

i

f (i, ∆Lk)

3
∑

j=−3

∑

i

f (i, ∆Lk + j)

(2.13)

where F (∆Lk) is the ordinate in the experimental topoisomer-relative
amounts-versus-∆Lk plot. Eq. (2.13) was fitted to that plot to find the val-
ues of ∆Lkp and ∆Gp (∆Gp is measured by reference to one of the states).

With two states, Ksc/Nl values in Eq. (2.11) can also be obtained from
the fitting. With three states, however, the accuracy would decrease due
to the larger number of parameters, and Ksc values were instead calculated
using the explicit solutions to the equations of the equilibrium in the theory
of the elastic rod model for DNA (referred to below as the “exact solutions
theory” [68–70]). In this theory, the loop domain is treated as a segment
with specified conditions at its end points where it contacts the protein
surface. Because particles have a two-fold symmetry, tangent vectors to the
end points are symmetrical to each other with respect to the dyad axis. The
end conditions are then defined solely by the distance between these two
end points and the relative orientation of these two vectors, both of which
depend upon the geometry of the histone-bound DNA. This geometry can
be approximated by an ideal superhelix of pitch p and radius r.

The DNA segment is treated in the theory as an inextensible, homoge-
neous body whose behavior can be described by the rod theory of Kirchhoff.
The solutions to the equations of the equilibrium lead to the most probable
conformation of the loop, with or without self-contacts, which minimizes
the elastic free energy for specified end-conditions (in particular the pair of
superhelix parameters p and r), and the loop torsional constraint, ∆Tw l

(see Eq. 2.6). Once such a conformation is found, the elastic energy of the
loop and the writhing of the whole minicircle can be calculated knowing
the geometry of DNA in the particle (see [68] for details). The topoisomer
∆Lk can subsequently be calculated when the DNA twist in the particle,
∆Twp, is specified (see Eq. 2.6). The elastic energy was found to vary
with ∆Lk approximately according to a second-degree polynomial, which
gives Ksc after identification with Gsc in Eq. (2.11) (neglecting thermal
fluctuations, which is a reasonable approximation for a small loop).

Applications of these experimental and theoretical tools to the different
particles are presented in the following subsections.

2.1. The tetrasome chiral transition. Examples of tetrasomes re-
constituted on ∆Lk = ±1 topoisomers of a 359 bp minicircle are shown
in electron micrographs of Fig. 3a. In contrast to nucleosomes (Fig. 5,
below), there is no hidden DNA turn wrapped around the histones, and
the contour length of the particles is identical to that of the naked DNA
(Fig. 3a). This is consistent with a horseshoe-shaped tetramer with ∼ 55
bp of DNA wrapped in ∼ 3/4 turn of a superhelix, as derived from the nu-
cleosome crystal structure in Fig. 1b. Tetrasomes reconstituted on a short
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Fig. 2. The minicircle approach and its illustration for nucleosomes on pBR 356
bp DNA minicircle. Top scheme: Mainsteps involve: 1) reconstitution; 2) relaxation
with a topoisomerase; 3) gel electrophoreis of chromatin products; and 4) extraction
of DNA products and their gel electrophoresis (from Fig. 4 in [67]). Bottom: Recon-
stitutions were performed on a 32P-labeled topoisomer of ∆Lk = −2.9 (see Eq. (2.2))
with control or acetylated (Acetyl.) core histones. Samples were incubated at 37 ◦C in
relaxation buffer, either Tris (T: 50 mM Tris-HCL) (pH 7.5), 0.1 mM EDTA, 50 mM
KCL, 5 mM MgCL2 and 0.5 mM dithiohreitol) or phosphate (P: same as Tris buffer
with 50 mM potassium phosphate (pH 7.5) instead of 50 mM Tris-HCL), with (Topo
I+) or without topoisomerase I (Topo I−). Electrophoreses were in polyacrylamide
gels at room temperature. OC: open (nicked) circular DNA. TE: starting chromatin in
TE buffer (10 mM Tris-HCL (pH 7.5), 1 mM EDTA]. Note the two bands in nucle-
osome relaxation products (NUC), and the shift in their stoichiometry from the first
conditions to the second. Eluted DNA products (brackets) were electrophoresed in a
chloroquine-containing polyacrylamide gel, together with control topoisomers (C1–C4).
Radioactivity profiles allow quantification of the topoisomers. The gel autoradiographs
are shown (from Fig. 4 in [129]).
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Fig. 3. Tetrasomes visualized on ∆Lk = ±1 topoisomers, and their relaxation data
on pBR DNA minicircle series. a) Panels 1–4: electron micrographs of tetrasomes on
5S 359 bp DNA minicircle. Panels 5: naked topoisomers (from Figs. 10a and 10b
in [71]). b) Relaxation data acquired as shown in the scheme of Fig. 2 are shown as
topoisomer relative amounts versus ∆Lk (∆Lk uses Eq. (2.2) with h0 = 10.494(±0.003)
bp/turn in Tris buffer; see legend to Fig. 2). The smooth curve was obtained from the
fitted two-state model [Eqs. (2.11)–(2.13)] (from Fig. 5a in [73]). Relaxed left- and
right-handed tetrasome DNA conformations were calculated using the exact solutions
theory (from Fig. 3 in [80]).

DNA fragment [71] or tandem repeats of 5S DNA [72] had a similar, al-
though often uncrossed, hair-pin-like appearance. Results from relaxations
of tetrasomes on the pBR minicircle series are shown in Fig. 3b. According
to Eqs (2.11) and (2.13), a maximum in topoisomer probability should be
observed when the minicircle ∆Lk coincides with ∆Lkp, i.e. when the loop
is relaxed. It follows from this that the bimodal profile in Fig. 3b should re-
flect tetrasome access to two alternative DNA conformations, around ∆Lk
= ∆Lkp = −0.7 and +0.6, respectively.

Fitting the plot in Fig. 3b to a two-state model produces the linking
number difference, ∆Lkp, of each state, their free energy difference, ∆Gp,
and their associated supercoiling force constant, Ksc [73]. ∆Lkp values,
−0.74 and +0.51 for left- and right-handed states, approximately corre-
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spond to the center of the peaks in Fig. 3b, as expected. The right-handed
state is energetically unfavorable by 1.9 kBT relative to the left-handed
state. Ksc values, 2400 and 1300 for the left- and right-handed states re-
spectively, are quite different and both much lower than the naked minicir-
cle value (4000). The naked DNA value was obtained around the relaxation
point, i.e. when a change in the minicircle topological constraint should be
stored almost entirely as torsion. It has been shown both theoretically [70,
74–76] and experimentally [77–79], that a threshold constraint is required
before the onset of writhing in a minicircle, on the way to a figure-eight
conformation. Here the loop is beyond the onset of writhing, and the low
Ksc value simply reflects the fact that changing the writhe is easier in terms
of energy than changing the twist by the same amount. However, an initial
writhing of high energetic cost is required, and this energy is provided by
histone-DNA interactions upon DNA wrapping. Interestingly, therefore,
packing of DNA into a particle leads to a large increase in DNA conforma-
tional flexibility by overcoming this initial energetic barrier. Considering
the existence of two states, the overall DNA flexibility is even larger.

The exact solutions theory explains why the loop can be more flexible
in the right-handed state than in the left-handed state (see their Ksc values
above), or, more precisely, why a given topological constraint should change
the writhe of the loop more, and its twist less, in the right- versus the left-
handed state. The reason is that the loop end-conditions change from one
state to the other. Our reconstructions in Fig. 3b have a DNA superhelix
radius of 5.1 nm in the right-handed state versus 4.7 nm in the left-handed
state (against 4.3 nm in the nucleosome crystal structure). Such a lateral
opening of right-handed particles was supported by electron microscopic
visualization of a large number of tetrasomes on both linear and circular
DNAs [71].

With hp = hloc (see above), the DNA helical periodicity on the tetra-
some changes slightly, as well as the radius estimate in the right-handed
state. One obtains hp = hloc = 10.3± 0.1 bp/turn and Wr0 = 0.43± 0.05,
from hloc = 10.2± 0.1 bp/turn and Wr0 = 0.31± 0.05 in [73, 80]. Such an
h value, compared to 10.49 bp/turn for naked pBR DNA [63, 66], points to
a significant DNA overtwisting in pBR tetrasomes. DNA is even more over-
twisted on 5S tetrasomes, as indicated by hp = hloc = 10.2± 0.1 bp/turn,
against 10.54 bp/turn for naked 5S DNA [80]. The 5S topoisomer amounts-
versus-∆Lk profile (not shown) is similar to that in Fig. 3b. A shift along
the ∆Lk axis is observed, however, as a consequence of the larger overtwist-
ing, resulting in ∆Lkp = −0.68 and +0.60 for left- and right-handed states.
Moreover, the relative area of the “positive” peak is reduced compared to
the pBR profile, reflecting a ∼ 50% higher transition free energy, ∆Gp.

Trypsinized tetramers, with H3, H4, or both H3 and H4 tails removed,
where also studied [73]. Tail removal (especially H3’s) decreases the pro-
portion of negatively supercoiled topoisomers in the relaxation equilibria,
indicating a facilitation of the tetrasome chiral transition. A similar trend
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was observed with tetrasomes reconstituted with moderately acetylated
tetramers [73], but hyperacetylation turned out to be just as efficient in fa-
cilitating the transition as tail removal [81]. Trypsinized tetrasomes showed
considerable changes in all parameters of the two conformational states.
The transition free energy decreased by two-thirds, and a 10% lateral
opening occurred in the left-handed conformation. These results reflect
a regulatory role for the tails in the chiral transition.

A hint at the mechanism of this regulation can be found in the nucle-
osome crystal structure, which shows the histone fold-proximal domain of
the H3 tails passing through channels provided by the aligned minor grooves
of the two gyres at superhelix locations SHL+7 and −1 and SHL−7 and
+1 [1]. In the absence of the second gyre, these interactions may still oc-
cur at SHL±1. At such locations, H3 tail proximal domains may act as
wedges against the narrowing of the minor groove, i.e. the local straight-
ening of the DNA, resulting from the transition-associated opening. Then
only upon their release could the tetrasome open and the transition to the
right-handed conformation occur [73]. The spontaneous occurrence of the
transition under physiological conditions, i.e. the lateral opening, suggests
that the tails are transiently released (or destabilized) due to thermal mo-
tions. Such a release can only become more frequent upon a decrease in
the tail/DNA interactions resulting from acetylation.

The occurrence of a transition was initially proposed on the basis of
tetrasome ability to assemble with similar efficiencies on both negatively
and positively supercoiled DNA minicircles [82]. Negative and positive
tetrasomes also had a similar appearance under electron microscopy, with
a less-than-a-turn wrapping and crossed entry-exit DNAs (Fig. 3a). From
this, the transition was thought to involve a change in chirality of the
wrapped DNA, accompanied by a 360◦ rotation of the loop around the par-
ticle dyad axis and by a reversion of the crossing polarity from negative to
positive. A reorientation of the two H3-H4 dimers in the H3/H3 four-helix
bundle interface (Fig. 1b) was further suggested to mediate the change in
the wrapping chirality. The involvement of the protein was directly demon-
strated by the observation that a steric hindrance at the H3/H3 interface
interferes with the transition. Bulky adducts introduced through thiol ox-
idation of H3 cysteines 110 (located on the interface) indeed oppose the
transition or, on the contrary, block the tetramer right-handed [71, 82, 83].
This is the case of 5,5’-dithio-bis(2-nitrobenzoic acid) (DTNB), which was
recently found to break the tetramer into its H3-H4 dimers [84]. This in-
dicates that the stable positive supercoiling provided by DTNB-modified
histones is acquired through a destabilized H3/H3 interface which reestab-
lishes upon binding to DNA [84]. Similar results were obtained with the
archeal histone-like HMf through mutagenesis at the HMf/HMf interface
[85]. However, all our results with unmodified tetramers amply demon-
strate that their chiral transition is smooth and does not require breaking
them into dimers.
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The proposed tetrasome chiral transition later received further experi-
mental and theoretical support: i) ethidium bromide was found to hamper
the transition, suggesting that the local base pair undertwisting resulting
from its intercalation opposes DNA overtwisting in the dyad region that
normally accompanies H3-H4 dimer reorientation [79]; ii) the neutron scat-
tering pattern of tailless octamers exactly matches that predicted from the
crystal structure, but the pattern of tailless tetramers does not [86], possi-
bly as a reflection of the tetramer in solution being a mixture of left- and
right-handed conformations [87]; iii) torsion of single tetrasome fibers in low
salt revealed a centre of rotation similar to that of naked DNA (Fig. 13b,
below), indicating that tetrasomes equilibrate equally between their two
chiral forms; and iv) a molecular dynamics study (Normal Mode analysis)
of the tetrasome revealed three lowest-frequency, i.e. most cooperative, vi-
brational modes, corresponding to movements of the whole H3-H4 dimers
about each other (Fig. 4) [87]. The second of these modes involves dimer
reorientation around an axis going through the two cysteines 110, while
the third mode describes a lateral opening around an axis orthogonal to
the former axis and intersecting it. These results explain our initial obser-
vation that the transition can occur unabated after cross-linking of these
two cysteines through disulfide bridge formation [82].

2.2. Nucleosome conformational flexibility. Monte-Carlo calcu-
lations [59], and later the exact solutions theory [68], showed that a canon-
ical ∼ 1.7-turn nucleosome on a DNA minicircle with a relaxed loop has
a writhe Wr0 ∼ −1.7, while a ∼ 1.4-turn uncrossed nucleosome has
Wr0 ∼ −1.0. Such nucleosomes were visualized by electron microscopy
on ∆Lk = −1 and −2 topoisomers of a pBR 359 bp fragment [88]. In-
terestingly, nucleosomes on the latter topoisomer fluctuate about equally
between closed negative and open conformations in low salt (TE: 10 mM
Tris-HCl and 1 mM EDTA, pH 7.5) (Fig. 5a), with the closed negative
conformation being stabilized upon addition of 100 mM NaCl [88]. In con-
trast, nucleosomes on the ∆Lk = −1 topoisomer were frozen in the open
conformation regardless of the salt concentration [88]. Moreover, most of
nucleosomes on the ∆Lk = 0 topoisomer also had a crossed appearance
[88], although their crossing must have been positive in order to compen-
sate for the negative crossing inside the particle and minimize overtwisting
of loop DNA.

Nucleosome relaxation and subsequent gel electrophoretic fractiona-
tion of nucleoprotein and DNA products is illustrated in Fig. 2, bottom,
for the particular example of 356 bp pBR minicircle. The resulting topoi-
somer relative amounts-versus-∆Lk plot of these nucleosomes (Fig. 6a)
shows shoulders or peaks centered at ∆Lk values around −1.7, −1 and
−0.5, which reflect nucleosome access to three distinct DNA conformations
[63, 66]. As for tetrasomes, these peaks or shoulders must result from the
relative energy benefit of relaxing into these particular topoisomers of ∆Lk
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Fig. 4. Normal mode analysis of the tetrasome. a) The axes (thin red arrows) of
the rotation components of the three main vibrational modes are shown for each mode,
superimposed on the tetrasome DNA superhelix viewed along the dyad (blue dots and
thick blue arrows) or the superhelical axis. The axis of mode 1 runs close to the dyad,
and the axis of mode 3 is approximately parallel to the superhelical axis. Mode 2 axis is
approximately perpendicular to both dyad and superhelical axes. All three axes traverse
cysteines 110 (green balls). b) The tetrasome was perturbed along the direction of mode
2 toward a positive superhelical pitch (right) and allowed to relax without constraint
until its energy reached a local minimum. The resulting tetrasome DNA superhelix
(red; note its right-handedness) is shown superimposed onto the background side of
the nucleosomal superhelix (green) viewed perpendicular to both dyad and superhelical
axes. In contrast, a perturbation along the same mode toward a more negative pitch
(left) does not lead to a local energy minimum, and the tetrasome returns to its initial
conformation (yellow) (the figure is Fig. 4 in [87]).

= ∆Lkp, because only these topoisomers can provide a relaxed loop to the
nucleosomes in these particular conformations. The ∆Lk ∼ −0.5 figure
readily suggests that the crossing in the closed positive conformation is not
complete, and stops about half-way (see below).

Application of the exact solutions theory to 1.45- and 1.7-turn nucle-
osomes led to Ksc/Nl estimates of 12 (±1) (Ksc ∼ 2500), only slightly
different between the states [66]. Eqs (2.11–2.13) were fitted to the topoi-
somer relative amounts-versus-∆Lk plot in Fig. 6a, resulting in ∆Lkp(i)
and ∆Gp(i) values listed in Table 1 (+Mg2+). The closed negative state
is the most favorable, and the closed positive state the least, as expected,
while the open state, taken as a reference of energy, is intermediate.
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Fig. 5. Nucleosomes visualized on ∆Lk = −2 topoisomer, and model. a) Electron
micrograph of chromatin on pBR 359 bp DNA minicircle in TE buffer. Gallery: a,
naked topoisomer; b, open conformation; c, closed negative conformation (from Fig. 5
in [88]). b) Relaxed open, closed negative and positive 359 bp DNA conformations
calculated using the exact solutions theory, with wrappings of 1.7 and 1.45 turns in
closed and open states. Corresponding Wr values are −1.65,−1.0, and −0.3 (from
Fig. 4 in [80]).

∆Gp(i) can be used to calculate the relative steady-state occupancy
of state i, fi, by a nucleosome with a nicked loop, i.e. free from torsional
constraint. Using the equation

fi =
exp(−∆Gi

p)
∑

i

exp(−∆Gi
p)

(2.14)
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Table 1

Nucleosome conformational state parameters on the three DNA series. ±Mg2+

refers to the presence or absence of MgCl2 in the relaxation buffer. hp was calculated
in the open state.

DNA ∆Lkp ∆Gp(kBT )
hp (±0.03)/

(histones)
Mg2+ State ±0.02 ±0.1

h0(±0.005)
(bp/turn)

+

negative −1.69 −0.8

10.49/10.49

open −1.04 0
pBR positive −0.56 1.2

(control)

−
negative −1.69 0.4

open −1.04 0
positive −0.56 1.7

pBR

+

negative −1.73 0.8
(acetylated, open −1.02 0
phosphate) positive −0.61 3.6

+

negative −1.40 −1.7

10.30/10.54

open −0.72 0
5S positive −0.41 ≥ 2.2

(control)

−
negative −1.40 −0.6

open −0.72 0
positive −0.41 ∞

α-satellite

+

negative −1.55 −1.5

10.30/10.49

(control)
open −0.79 0

positive −0.47 0.8

α-satellite
negative −1.55 −0.1

(CENP-A)
open −0.79 0

positive −0.47 2.7

one obtains 63%, 28% and 9% of pBR nucleosomes in the closed negative,
open and closed positive states, respectively. This provides a concrete
picture of the energy dependence of the equilibrium.

Interestingly, the above calculated Wr0 is virtually identical to the
fitted ∆Lkp for both closed negative and open states (Table 1). This coin-
cidence reflects the absence of mean DNA overtwisting upon wrapping in
pBR nucleosomes (∆Twp = 0 in Eq. 2.7), which results in hp (the mean
DNA helical periodicity on the histone surface; see Eq. 2.8) = hloc = h0 =
10.49 bp/turn (Table 1). This result, together with the above reported over-
twisting on the tetramer surface, would suggest that the DNA wrapped on
H2A-H2B dimers is undertwisted in the pBR nucleosome (see below). In
contrast, 5S nucleosomes (Fig. 6c) show a ∼ 0.3 increase in ∆Lkp of both
closed negative and open states, relative to Wr0 values (Table 1; +Mg2+).
This reflected a ∆Twp ∼ 0.3 overtwisting relative to the naked DNA (hp =
10.30 bp/turn; Table 1), and a ∼ 0.2 overtwisting, i.e. ∼ 2 bp, relative to
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Fig. 6. Relaxation data of nucleosomes on pBR and 5S DNA minicircle series, and
their alternative DNA positions. a)–c) Data were acquired as shown in Fig. 2, bottom,
using h0 = 10.475(±0.003) bp/turn for pBR DNA in phosphate buffer (see legend to
Fig. 3b for h0 in Tris buffer), and h0 = 10.538(±0.006) bp/turn for 5S DNA in Tris
buffer. Smooth curves were obtained from the fitted three-state model (the figure is Fig. 5
in [129]). d) Electrophoretic fractionation in polyacrylamide gels of mononucleosomes
on 357 bp 5S and 350 bp α-satellite DNA fragments. A subset of 5S nucleosome posi-
tions is marked (see their complete map in [21]). The diagram schematizes nucleosome
position-dependent migration [53, 91] (from Fig. 2 in [67]).

pBR nucleosomes (taking into account the h0 difference, in the opposite
direction, between the naked DNAs; Table 1). Consistent with this discrep-
ancy, a comparison of DNase I footprints of the two nucleosomes trimmed
to core particles revealed the same local periodicity everywhere except for
a ∼ 1 bp untwisting of pBR DNA relative to 5S DNA at each of the two
dyad-distal sites (SHL±5) where H2B N-terminal tails pass between the
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two gyres (Fig. 1a) [66]. α-satellite nucleosomes also show an overtwisting
(∆Twp ∼ 0.2) relative to naked DNA (Table 1) [67].

5S nucleosomes access the negative state more frequently than do pBR
nucleosomes (83% against 63% in the steady state equilibrium, respectively,
calculated from Eq. (2.14) with corresponding ∆Gp values in Table 1),
but about the same as do α-satellite nucleosomes (76%). Their unique
feature, however, is to hardly access the positive state (≤ 2%), in contrast
to the other two (9% and 8%, respectively). Interestingly, this behavior
is predicted by the loop elastic energy, Gsc, plotted as a function of ∆Lk
in Fig. 7a (straight). The theoretical ∆Gsc ∼ 6kBT between positive and
negative states is indeed similar to the 5S ∆(∆Gp) ≥ 4 kBT (Table 1). A
closer look at the curve in Fig. 7a shows that the energy minimum of the
negative state is located at the expected ∆Lk = −1.7 (in the absence of
overtwisting), whereas the positive state minimum, at ∆Lk ∼ −0.3 (against
∆Lkp ∼ −0.6 for pBR nucleosome in Table 1), is not. This discrepancy
may originate from the unfavorable position of the DNA self-contact in the
loop (circles in Fig. 7a; straight), which prevents the true positive minimum
to be reached, whereas the self-contact is too far on the left side of the curve
to interfere with the negative state. Theoretical conformations for the three
states are displayed in Fig. 5b [66].

With ∆Tw l = 0 at or around the Gsc minima in Fig. 7a, the twist
contribution is cancelled and the entire loop elastic energy is in bending. It
should be noted that there are other contributions to Gp in Eq. (2.11). Two
of them originate from the DNA and favor the open state: an electrostatic
repulsion between entry/exit DNAs, which is lower in the open state; and
the straightening of the unwrapped DNA at the edges upon breaking of
the contacts at SHL±6.5 (Fig. 1). Another contribution originates from
the protein through these contacts, which stabilize both closed states (see
below). The bending energy (∆Gsc) and the electrostatic repulsion can
then be considered as the sole contributors to Gp. Due to the early DNA
self-contact described above, electrostatic repulsion should contribute more
to the energy of the positive state, and ∆Gsc ∼ 6 kBT in Fig. 7a should
be considered as a lower bound for the free energy difference between the
two states.

So why are the corresponding ∆(∆Gp) differences of pBR and α-
satellite nucleosomes (∼ 2 kBT ; Table 1) much smaller than the predicted
value, allowing their easy access to the positive state? A simple answer to
this question is to suppose that the relative orientation of entry/exit DNAs
can vary. If they are slightly less divergent than expected from the standard
superhelix, the positive crossing would indeed become easier and the nega-
tive crossing more difficult, as observed. To quantify the effect, we curved
the superhelix axis in order to bring the two DNA gyres in contact at the
entry-exit points (Fig. 7b). As shown in the profile (Fig. 7a; curved), the
difference in the state energies, 2 kBT , is now close to that of pBR and
α-satellite nucleosomes. This curvature, called gaping, has subsequently
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Fig. 7. Loop elastic energy for two models of the nucleosome. a) The loop elastic
energy, Gsc, was calculated as a function of the topoisomer ∆Lk using the exact solu-
tions theory for 1.7 turn DNA superhelices (∆Twp = 0) with straight or curved axes, as
indicated in b). Gsc minima at ∆Lk ∼ −1.7 and −0.3 correspond to closed negative and
positive states. Starting from the midregion of the energy profiles, the points at which
a DNA self-contact first occurs in the loop are indicated by empty circles. A similar
energy profile (straight) had previoulsy been reported in [69] (from Fig. 6 in [66]).

been explored as a possibility to improve nucleosome-stacking properties
of the 30 nm chromatin fiber [89] and condensation of mitotic chromosomes
[90]. The process requires a rotation of the two H3-H4 dimers around their
H3/H3 interface in a clockwise direction that increases the pitch of the
negative superhelix (Fig. 4b). This not only incurs at high energetic cost
(∼ 20 kBT ; [89]), but is not supported by Normal Mode analysis of tetra-
some structural dynamics (Fig. 4b, left).

For these reasons, reorientation of entry/exit DNAs in pBR nucleo-
somes has probably little to do with gaping, but is more likely a consequence
of the 1 bp undertwistings at SHL±5 where H2B tails pass in between the
two gyres (see above and Fig. 1) [66]. Other reorientation mechanisms may
exist, however, as suggested by the similar ability of α-satellite nucleosomes
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to cross positively in the likely absence of undertwistings at SHL±5 (α-
satellite nucleosomes resemble 5S nucleosomes with respect to mean twist;
Table 1). At this point, it is important to remember that single pBR, 5S
and α-satellite nucleosomes occupy multiple alternative positions (∼15 for
5S and pBR and ∼6 for α-satellite DNAs), as illustrated in Fig. 6d on lin-
earized 5S and α-satellite minicircles. [Note that the fractionation in the gel
is due to DNA curvature by the histones, which affects the molecule overall
dimensions differentially, depending on the nucleosome position relative to
the fragment ends [53, 91], exactly as was first observed with curved DNA
[92].] These alternative nucleosomes are different from each other in a num-
ber of criteria, including their hloc [91], and the features investigated here
are, therefore, averaged over those populations. In particular, if a relation
exists between entry-exit DNA reorientation and undertwistings in pBR
nucleosomes, it is, therefore, on a statistical, but not a one-to-one basis.

Nucleosome conformational dynamics depends, therefore, on the DNA
sequence (see a recent confirmation of this sequence-dependent nucleosome
polymorphism in [50]), but also on the histone modification state. Re-
laxation of pBR nucleosomes reconstituted with acetylated histones in the
presence of phosphate (Buffer P in Fig. 2, bottom) substantially modifies
the relative amounts-versus-∆Lk profile (Fig. 6b) and led to large increases
in ∆Gp of both closed states, making the open state energetically more fa-
vorable (Table 1). The role of acetylation in favoring nucleosome opening
is in keeping with H3 N-terminal tails interacting with entry/exit DNAs,
as shown by UV laser-induced cross-linking of long mononucleosomes [93].
The tails contain most of the acetylatable lysine residues, and their acety-
lation decreases the tail’s overall positive charge. This in turn weakens
the tails’ interactions with entry/exit DNAs, especially in the presence of
phosphate [94], and the DNA mutual repulsion increases. Interestingly,
a similar effect was obtained upon removal of MgCl2 from the relaxation
buffer (Table 1; −Mg2+) (and addition of monovalent cations (K+) to keep
ho constant; [66]). Mg2+ may stabilize tail interactions with entry-exit
DNAs, or directly favor the closed states by cross-linking the DNAs at
their points of contacts. The effects of acetylation and of mono- and di-
valent salts were recently analyzed in details using FRET to measure the
distance of DNA ends of mononucleosomes reconstituted on short frag-
ments [95]. Steady-state occupancies of closed negative and open states by
acetylated nucleosomes in phosphate become 32% and 65% (as compared
to the reverse figures, 63% and 28%, for control nucleosomes; see above)
and only 3% (against 9%) for the closed positive state.

Some histone variants favor nucleosome opening, such as H2A.Bbd, an
H2A alternative enriched in transcriptionally active chromatin [96]. This
was initially observed through micrococcal nuclease cleavage and FRET
[97], and more recently by cryoelectron and atomic force microscopies [98].
This is also the case of CENP-A, an H3 variant of centromeric nucleosomes
[99, 100], although its effect is somewhat subtler. The main changes in
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the CENP-A histone fold domain are a 2-residue expansion in loop L1 (be-
tween helices α1 and α2; [1]) and a replacement of arginine residues at H3
equivalent positions 49 and 83 by a lysine and an asparagine, respectively.
While the effect of the 2-residue expansion is not clear, the consequence
of the replacements is straightforward. H3 arginines 49 (in the αN exten-
sion) and 83 (in L1) stabilize the DNA superhelix at entry/exit positions
of the nucleosome and the tetrasome, respectively, through intercalation
of their lateral chain into the small groove at SHL6.5 and 2.5 [1], which
lysine and asparagine will not do. A destabilization at the entry-exit was
indeed observed in CENP-A nucleosomes (where H3 was substituted for
CENP-A), as the energy of both negative and positive states was increased
by 1.5–2 kBT (Table 1). This further indicates that αN-DNA binding sites
at SHL±6.5 are similarly effective in both conformations. The state occu-
pancy can again be calculated using Eq. (2.14), and in turn the mean dy-
namic wrapping from wrappings in closed and open states (147 and 126 bp,
respectively). When compared to H3 nucleosomes, CENP-A nucleosomes
showed a 7(±2) bp steady state unwrapping, which is sufficient to com-
promise the binding of a linker histone and to promote dissociation of
H2A-H2B dimers by nucleosome assembly protein 1 (NAP-1) [67]. NAP-1
is ineffective to remove tetramers, and it was replaced by heparin, a strong
acidic polyelectrolyte. The (CENP-A-H4)2 tetramer was found much eas-
ier to release than the (H3-H4)2 tetramer, consistent with replacement at
position 83. Such a preferential two-stage disassembly of CENP-A nucleo-
somes relative to conventional nucleosomes was proposed to promote their
observed progressive clearance from the chromosome arms by proteolysis
following CENP-A transient over-expression [101, 102]. If applicable to
CENP-A normal expression, this mechanism may be relevant to the prob-
lem of CENP-A exclusive centromeric localization (reviewed in [103]).

2.3. Chromatosome enhanced conformational flexibility. Re-
laxations of H5-containing pBR and 5S nucleosomes in the absence of Mg2+

(Mg2+ caused their precipitation) resulted in bi-modal plots with two well-
separated peaks for negative and positive states, and no peak for the open
state (Fig. 8, bottom). Fitting of the plots with the two-state model led
to the values listed in Table 2. The two peaks are still observed with H5
globular domain (GH5 lacks both N- and C-terminal tails), although the
positive peak is now substantially reduced in the 5S plot compared to the
pBR plot (Fig. 8, top). Moreover, the peaks now partially overlap due to
the smaller difference between their ∆Lkp values (∼ 1, against ∼ 1.5 with
H5; Table 2). Such a rescue by GH5 of the positive crossing in 5S nucle-
osomes presumably results from a normalization, albeit incomplete, of the
relative orientation of entry-exit DNAs following GH5-induced increase in
wrapping (compare linear −H5 and +GH5 nucleosomes in the gallery of
Fig. 9, top). Surprisingly, GH5 generally decreases the amplitude of the
crossings relative to control nucleosomes, as reflected by a mean shift of
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∼ +0.2 in ∆Lkp (except for the positive crossing of 5S nucleosome, the
∆Lkp of which is instead shifted by ∼ −0.1; Tables 1 and 2). The op-
posite is observed upon addition of the tails, i.e. the whole H5 amplifies
the crossings relative to the controls (mean ∆Lkp shift of −0.25). H5 also
increases the loop flexibility in both states, as indicated by the low Ksc/Nl

values, 4–6 (Table 2), against 12 in control nucleosomes (see above). Re-
laxation experiments conducted with engineered H5 tail-deletion mutants
[104] made it clear that the N-terminal tail plays a negligible role in the ob-
served features, and that they are entirely due to the long, highly positively
charged, C-terminal tail.

H5 C-terminal tail appears to act through the stem formed upon join-
ing entry/exit DNAs together [21]. Mean stem lengths, measured on the
molecules shown in Fig. 9 and others, were ∼ 10 bp in circular nucleo-
somes, and ∼ 30 bp in linear nucleosomes. With 10 bp, the contour length
of the loop is 360 − 160 − 2 × 10 = 180 bp (360 bp is the minicircle size
and 160 bp the length of wrapped DNA). The question then is how such a
short loop can be that flexible. The exact solutions theory again gives the
answer. Calculations showed that a 180 bp loop with its ends in contact
reaches the observed mean value of Ksc/Nl = 4.5 only when the ends were
parallel. In contrast, the rigidity increased rapidly upon introduction of
an angle, or if the ends are moved apart from each other. The calcula-
tion further showed that the loop could not be significantly smaller than
180 bp, that is, the stem could not be significantly longer than 10 bp, if the
large flexibility were to be preserved [104]. The occurrence of the stem also
explains the extensive crossings observed. Indeed, the entry/exit duplexes
are expected to be at an angle when they first come into close contact, so
that they will tend to wind around each other along the stem to minimize
bending. The winding will increase the loop net rotation angle around the
dyad axis, shifting ∆Lkp of both states accordingly.

Building on this structural information, a model of the H5-containing
nucleosome was constructed, which provided a physical and mathemati-
cal continuity to the DNA from the histone surface to the loop. In the
junction domain, nucleosome entry/exit DNAs come into contact under a
chosen angle, and cross negatively or positively. A right-handed or left-
handed, respectively, double helix then insures the additional rotation of
the loop around the dyad axis, and eventually brings the two duplexes into
parallelism [104]. Fig. 9, bottom right, shows chromatosomes in the two
states (with a relaxed loop). With small Ksc values, the loop rotates easily
around the stem axis when submitted to a constraint (depending on the
topoisomer ∆Lk), keeping the supercoiling energy low.

3. The chromatin fiber. Nucleosome arrays were reconstituted on
2 × 18 tandem repeats of a 190 bp or 208 bp 5S nucleosome positioning
sequence. They were subsequently ligated to one DNA spacer plus one
DNA sticker at each end (Fig. 10a), and attached to the coated bottom of
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Fig. 8. Relaxation data of GH5-and H5-containing nucleosomes on pBR and 5S
DNA minicircle series. Relaxations were in MgCl2-deprived Tris buffer (see legend to
Fig. 2), with increased KCl concentration to keep DNA helical periodicities unchanged
(see text). Smooth curves were calculated using the fitted two-state model (from Figs. 2
and 3 in [104]).

the flow cell of a “magnetic tweezers” set-up at one end and to a paramag-
netic bead at the other end (Fig. 10b). The rotation of the magnets, and
hence of the bead, exerts torsion on a chosen fiber. The fiber extension and
the force exerted on it are measured from the recorded three-dimensional
position of the bead [87, 105].

3.1. Structural plasticity. Torsional behaviors are entirely de-
scribed by the length-versus-rotation plots (Fig. 11) [106]. The response
of the naked DNA (red in Fig. 11a) was obtained following chemical dis-
sociation of the histones in situ. Its upper part corresponds to the elastic
regime, and the quasi-linear compactions on both sides to the plectoneme
regimes. The slope in these regimes is related to the radius and pitch of
the plectoneme superhelical structures [106, 107]. The lower compaction
on the negative side is due to force-dependent strand melting at high neg-
ative torsions, which relaxes the molecule. Compared to DNA, chromatin
(blue in Fig. 11a) is shorter and its centre of rotation is shifted to negative
values. These are the consequences of wrapping ∼ 50 nm of DNA, i.e.
150 bp, per nucleosome in a left-handed superhelix of ∆Lkp ∼ −0.8 ± 0.1
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Fig. 9. GH5/H5-containing nucleosomes visualized on linear and circular DNAs,
and model. Electron micrographs of nucleosomes on 5S 256 bp DNA (−H5 and +GH5),
5S 357 bp DNA (+H5) (top), or ∆Lk = −1 topoisomer of pBR 359 bp minicircle
(±H5). Linear nucleosomes were in TE buffer plus 50mM NaCl and 5mM MgCl2, and
circular nucleosomes in TE or TE plus 50–100 mM NaCl (with the same results; from
Fig. 3 in [129] for linear nucleosomes and Fig. 5 in [62] for circular nucleosomes).
Linear nucleosomes are schematized. H5-containing nucleosomes (with relaxed loops)
were modeled using the exact solutions theory (Wr = −1.89 and −0.39 in negative
(lower) and positive (upper) states; from Fig. 8 in [104]).

(see below). Further comparison of DNA and fiber profiles with respect
to their breadth requires the two have the same maximal extension under
the same force. Taking advantage of the invariance in length of the DNA
rotational response [106], the DNA profile was renormalized by dividing all
lengths and rotations by the ratio of the maximal lengths, and shifted in
order for its center of rotation to coincide with that of the fiber (red crosses
in Fig. 11b). Compared to DNA of the same length, therefore, the fiber
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Table 2

Conformational state parameters of H5- and GH5-containing nucleosomes.

DNA Linker State ∆Lkp Ksc/Nl ∆Gp(kBT )
series histone ±0.02 ±1 ±0.1

pBR

H5
negative −1.89 3 0
positive −0.34 6 1.1

GH5
negative −1.57 6 0
positive −0.65 7 0.9

5S

H5
negative −1.76 4 0
positive −0.16 6 1.6

GH5
negative −1.26 4 0
positive −0.29 12 1.9

appears extremely flexible in torsion, i.e. it can absorb large amounts of
torsion without much shortening. Consistently, the worm-like rope elastic-
ity model [108, 109] gives a rotational persistence length of 5 nm, much
smaller than the 80 nm of DNA (smooth black curves in Fig. 11b). More-
over, the fiber is also more flexible in bending, with a persistence length of
28 nm, against 53 nm for DNA. Except for the fiber rotational persistence
length, obtained for the first time, all values are similar to those obtained by
others [106, 110–112]. Interestingly, the fiber plectoneme regimes are less
steep than those of DNA, with a slope of 25 nm/turn, against 90 nm/turn
for DNA. A smaller pitch and radius of the fiber plectonemes would be
expected from its smaller bending stiffness. Partial neutralization of DNA
phosphates by the highly positively charged histone tails could also result
in a closer DNA/DNA approach of the linkers, or of nucleosome-free gaps.

This large torsional resilience of the fiber was interpreted as a reflec-
tion of nucleosome dynamic equilibrium between the three conformational
states previously identified. A molecular model of the fiber architecture in
the elastic regime was designed (Fig. 12), which quantitatively accounted
for the upper part of the profile. The topological parameters derived from
the model were actually close to those found above for 5S DNA (Table 1).
The energy parameters showed an open state favored by ∼ 1 and ∼ 2 kBT
over the negative and positive states, respectively [105], quite similar to
the situation encountered with acetylated histones in phosphate (Table 1).
The reason is the low salt buffer (TE is used to minimize artifacts of nucle-
osome attractive interactions [113]), which also enhances entry/exit DNA
repulsion. Nucleosomes in the open state must then predominate in the
relaxed fiber at, or close to, the center of rotation, while the equilibrium is
displaced toward negatively or positively crossed nucleosomes upon appli-
cation of negative or positive torsions. The plectonemic regime is entered
after all (negative) or most (positive) nucleosomes are in the crossed con-
formations.
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Fig. 10. Chromatin fibers and their micromanipulation with magnetic tweezers.
a) Electron micrographs of typical fibers reconstituted on 2×18 tandem repeats of a 190
bp 5S DNA fragment before their attachment. Red arrowheads indicate the occasional
presence of clusters of two or three close-packed nucleosomes devoid of linker DNA.
Nucleosome-free DNA spacers and stickers (∼ 1100 pb total, ligated onto the fibers
after reconstitution) flanking the arrays are well visible. b) Scheme of the fiber and the
magnetic tweezers setup (the figure is Fig. 1 in [87]).

3.2. The nucleosome chiral transition. Provided that the torsion
is not increased much beyond the zero-length limit on the positive side,
forward and backward curves obtained upon increase or decrease of the
torsion, respectively, more or less coincide (not shown). Beyond this limit,
i.e. upon the application of typically +70 turns, the backward curve (green
in Fig. 13a) departs from the forward curve (blue) on the positive side,
revealing a hysteresis.

The hysteresis was argued to reflect the trapping of positive turns in
individual nucleosomes, through their transition to an altered form called
reversome (for chirally-reverse nucleosome), rather than collective effects
(e.g. chromatin loops stabilized by nucleosome/nucleosome attractive in-
teractions) [87]. Shifts on the positive side were reproducible for any given
fiber over many cycles of torsions/detorsions, and were directly propor-
tional to the number of regularly-spaced nucleosomes it contained, with a
rate of 1.3 ± 0.1 turns per such nucleosome [87]. [Close-packed nucleo-
somes in Fig. 10a appear rigid and do not participate in conformational
[105] nor in chiral [87] dynamics.] With ∆Lkp ∼ −0.4 for positively crossed
nucleosomes in the plectonemic regime [105], it comes for the reversome:
∆Lkp ∼ −0.4 + 1.3 ∼ +0.9.
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Fig. 11. Fiber and DNA torsional responses. a) Extension-versus-rotation curve
under a force of 0.35 pN in TE buffer of a chromatin fiber reconstituted on 2 × 18
tandem repeats of a 5S 208 bp DNA fragment (blue) and its corresponding naked DNA
after complete nucleosome dissociation in the presence of 100 µg/mL heparin (red).
b) Extension-versus-rotation curve of another chromatin fiber and of its corresponding
DNA after renormalization. Smooth curves were obtained using the worm-like rope
model (see text), assuming an elastic response in bending, stretching and twisting (from
Fig. 2 in [105]).

The hysteresis may then reflect the reversome metastability, due to a
barrier in the energetic landscape between the two forms of the nucleosome.
Consistently, when a fiber in the backward curve was allowed to relax in
real-time, at constant force and rotation, a time-dependent shortening was
observed which reflected reversome return to the canonical state. The pro-
portions of each state were calculated as a function of time and used to
estimate the energy parameters of the transition. We obtained an equi-
librium energy difference of ∼10 kBT relative to the ground state of the
nucleosome (the open state) and an energy barrier of ∼ 30kBT [87].

The hysteresis depends on the presence of H2A-H2B dimers. After
their depletion upon successive treatments with heparin and core particles
(NCPs), the resulting tetrasome fiber showed (Fig. 13b, purple): (i) an
extended structure of maximal length intermediate between those of the
initial nucleosome fiber and naked DNA; (ii) no hysteresis upon return
from high positive torsions; and (iii) a center of rotation approximating
that of the naked DNA. The first feature is consistent with the smaller
wrapping in tetrasomes relative to nucleosomes, the second with the strict
dimer requirement of the hysteresis, and the third with tetrasomes ability
to fluctuate between left- and right-handed conformations of nearly equal
and opposite ∆Lkp (see Section 2.1).

The requirement to break docking of dimers on the tetramer is ex-
pected to be a major contributor to the energy barrier. This view is in
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Fig. 12. The fiber three-state molecular model. Top: diagrams of nucleosomes in
negative, open and positive states. Bottom: the model, fitted to data of Fig. 11b, predicts
the response over 30 turns around the apex (bold red curve). Beyond these torsions, the
thin red straight line represent the best fit of a plectoneme model (not described). Under
the curve are shown typical structures of the fiber at torsions marked by black circles
(structures 1 at the apex, 2 and 3 at the thresholds on negative and positive plectonemic
regimes). In structure 1, steady-state proportions of nucleosomes in open, positive and
negative conformations are 65%, 20%, and 15%, respectively, in structures 2 and 3,
100% and 80% are negative and positive, respectively, the remaining 20% are in the
open state (from Fig. 5 in [105]).

keeping with an estimate of ∼ 17 kBT for the binding energy of each dimer
onto the tetramer [114]. A mechanical (or elastic) barrier is also likely
to exist beyond the point of dimers undocking: twist may accumulate at
the expense of writhe and be suddenly released, generating an instability
similar to that previously predicted for twisted rods [115]. The histone-
imposed DNA curvature is expected to enhance the writhing instability,
in conjunction with the extra lateral opening of the structure required at
mid-transition to relieve the clash between entry/exit DNA arms [73].

The reversome ∆Lkp is close to that of the right-handed tetrasome
(+0.9 against +0.6 for 5S tetrasomes; see Section 2.1). Based on the sim-
ilarity between the torsional response of the tetrasome fiber (purple in
Fig. 13b) and the backward curve of the nucleosome fiber (green) with re-
spect to their breadth and center of rotation, we have proposed: 1) the
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Fig. 13. The fiber hysteretic response. a) Forward (blue) and backward (green)
extension-vs-rotation curves in TE buffer of a 2 × 18 5S 190 bp fiber under a force of
0.35 pN after excursion at high positive torsions. b) Torsional response of the same
fiber in TE (purple) after successive treatments with 1 µg/mL heparin in TE buffer, and
1 µg/mL nucleosome core particles (NCPs) in TE buffer plus 50 mM NaCl, under a
steady high positive torsion. Similar results were obtained when H2A-H2B dimers were
removed instead with 700 mM NaCl or upon transient application of a force of 3.5 pN
(not shown). Moreover, the evidence that no (H3-H4)2 tetramers were removed by the
treatment was provided by the rescue of the initial fiber length and torsional behavior
upon incubation with H2A-H2B dimers [87]. c) Corresponding naked DNA response
after heparin-depletion of all histones and return to TE buffer (black) (from Fig. S1 in
Supplemental Data to [87]).

reverse, right- to left-handed, transition process to be common to both
particles; and 2) the reversome core to be a right-handed tetrasome. The
hysteresis observed for the nucleosome fiber, but not for the tetrasome
fiber, may then solely reflect the H2A-H2B-linked energetic barrier in nu-
cleosomes.

In the first step of the transition, dimers are expected to break their
docking on the tetramer (Fig. 14). In the second step, the tetramer may
undergo the chiral transition. We know that the right-handed 5S tetra-
some partitions its ∆Lkp = +0.6 into Wr = +0.4 and ∆Tw = +0.2 (see
Section 2.1) [80]. Assuming a similar ∆Tw on the reversome (if H2A-H2B
dimers do not contribute), one gets Wr = +0.7 (+0.9 − 0.2). This writhe is
intermediate between that of the above tetrasome, +0.4, and that of a vir-
tual right-handed nucleosome mirror image of the open-state nucleosome,
+1. The reversome may then be substantially more open than the open
nucleosome, although both particles fold a similar length of DNA (the sim-
ilar maximal fiber extensions in forward and backward curves necessarily
reflect similar length components along the direction of the force). As a
consequence, dimers may not be strongly docked on the reverse tetramer,
as expected from their less favorable new interface in reversomes (see ar-
rows on H2As; Fig. 14). Moreover, H3 αN -extensions (and N-terminal
tails) are no longer appropriately located to interact with, and stabilize,
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Fig. 14. Scenario for the nucleosome-reversome transition. Individual H2As and
H2Bs in nucleosome upper and lower faces are differentiated by light and dark colors
and for H2A also by arrows. The two distal 10 bp DNAs are straight in step 2 as a result
of the breaking of the H3 αN-entry-exit/DNA binding sites. Two alternative routes for
refolding into the reversome are shown beyond step 4. In model I, entry-exit DNAs with
bound H2A-H2B dimers tend to wind around each other. In model II, the DNAs plus
the dimers tend to continue the tetrasome right-handed superhelix. The DNA diameter
is not to scale to better show the histones (the figure is Fig. 7 in [87]).

reversome entry-exit DNAs (Fig. 14). Two possible paths for those DNAs,
which incorporate these features, are illustrated in Fig. 14. In model I, the
dimer-bound DNA duplexes tend to wind around each other along the dyad
axis. In model II, they instead try to continue the right-handed superhelix
of the tetrasome, helped by the dimers that would somehow extend the
tetramer’s positive superhelical spool.

4. New solutions to old problems. The intricacies of DNA

topology in chromatin. Reconstitutions of minichromosomes on DNA
plasmids showed that the number of nucleosomes assembled did not de-
pend significantly on the plasmid supercoiling [116]. With nucleosomes
believed at that time to have a unique closed negative conformation, it was
instead expected that the positive torsional stress resulting from their for-
mation would hinder further reconstitution when the plasmids were relaxed
or slightly positively supercoiled. At the same time, a number of physico-
chemical criteria indicated that the positively constrained nucleosomes were
structurally identical to regular nucleosomes, raising the question of how so
much stress could be dissipated. Moreover, whichever hidden alteration had
occurred to the particles, it was entirely reversible upon release of the con-



280 ANDREI SIVOLOB, CHRISTOPHE LAVELLE, AND ARIEL PRUNELL

straint, as shown by topoisomerase I relaxing them into canonical particles
of mean 〈∆Lkn〉 ∼ −1 [117–120] (see below). Nucleosome conformational
dynamics provides a simple explanation to this enigma: the equilibrium
shifts progressively to positively crossed nucleosomes upon reconstitution.
Such almost topologically neutral nucleosomes (internal negative and ex-
ternal positive crossings compensate) lost much of their otherwise adverse
influence on further nucleosome assembly.

In another experiment, negative supercoiling was introduced in naked
and reconstituted plasmids using DNA gyrase. The maximal DNA super-
coiling density reached (σ = ∆Lk/Lko (see Eq. 2.2) ∼ −0.1) was nearly
identical before and after reconstitution (measured in this latter case after
deproteinization) [121]. Again, subsequent treatment with topoisomerase I
resulted in canonical 〈∆Lkn〉 ∼ −1 particles. Such a transparency of nu-
cleosomes to DNA gyrase did not require DNA untwisting on the histone
surface, as then hypothesized, but only a displacement of the equilibrium,
now toward the negatively-crossed conformation, as quantitatively shown
in [61].

The unit 〈∆Lkn〉 value itself reflects an old problem: the so-called
linking number paradox, which emerged from the necessity to reconcile
topological and structural data of nucleosomes and chromatin [122–124].
With DNA assumed to continue the 1.75-turn left-handed superhelix re-
vealed by the first crystal structure of the core particle [125], nucleosomes
were viewed as two-turn particles, and as such should have reduce Lk by two
turns (one-turn per negative crossing) instead of one. The early-proposed
solution to the paradox was contained in Eq. (2.3): a positive ∆Tw, i.e.
a DNA overtwisting on the histone surface, if sufficiently large, can satisfy
∆Lkn = −1 [122, 126, 127]. Later on, this solution lost some of its luster
when it was shown that the overtwisting observed was definitely too small
[128]. Again, nucleosome conformational dynamics provides the explana-
tion (reviewed in [129]): 〈∆Lkn〉 = −1 simply reflects the steady-state
proportions of nucleosomes with negative and positive crossings.

〈∆Lkn〉 in the minicircle system can be calculated from the state-
averaged ∆Lkp pondered by the state occupancy (fi; Eq. 2.14). It writes:

〈∆Lkp〉 =
∑

i

fi∆Lki
p (4.1)

where ∆Lk i
p are taken in Tables 1 and 2. Table 3 shows that 〈∆Lkp〉

varies substantially from control to acetylated histones in phosphate, and
from GH5 to H5. In contrast, it varies little between pBR and 5S nu-
cleosomes (mean ∆〈∆Lkp〉 = +0.07), despite a more than 3-fold larger
difference in ∆Lkp of the individual states (mean ∆(∆Lkp) = +0.25).
〈∆Lkp〉 is found equal to −1.15 for 5S nucleosomes in the absence of Mg2+

(Table 3), not much different from 〈∆Lkn〉 = −1.0 for 5S minichromosomes
relaxed under similar conditions [118, 119]. Moreover, the shift of 〈∆Lkp〉
between control and acetylated histones in phosphate (+0.25), as well as
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upon Mg2+ depletion (mean = +0.2 over 5S and pBR nucleosomes; Ta-
ble 3), is identical to that observed with minichromosomes from control to
hyperacetylated histones (−1.04 ± 0.08 to −0.82 ± 0.05; [119]). The center
of rotation of fibers micro-manipulated in magnetic tweezers also shifts by
the same amount (0.25 ± 0.05 turn per nucleosome) upon addition of 2
mM MgCl2 and 40 mM NaCl [105]. It can be concluded that increasing
the repulsion of nucleosome entry/exit DNAs, whether in a minichromo-
some, a fiber or a minicircle, either through a decrease in ionic strength
or upon histone acetylation, similarly displaces the equilibrium toward the
open state.

Table 3

〈∆Lkp〉 (±0.05) calculated from Eq. (4.1).

control acetylated/ control +GH5 +H5
+Mg2+ phosphate −Mg2+

pBR −1.4 −1.25 −1.25 −1.3 −1.5

5S −1.3 −1.25 −1.15 −1.15 −1.5

We now believe, in view of the apparent absence of a relation be-
tween nucleosome DNA overtwisting and ability (or inability) for positive
crossing (cf. contrasting data of 5S and α-satellite nucleosomes; Table 1),
and contrary to a previous statement in [129], that 〈∆Lkn〉 need not be
an invariant, at least in vitro. 〈∆Lkn〉 = −1.0 was indeed obtained with
5S minichromosomes made of overtwisted nucleosomes of ∆Lkp = −0.7 in
the open state (Table 1). In the absence of overtwisting and with ∆Lkp

(open) = −1 (pBR in Table 1), the dominance of the negative state over
the positive state should draw 〈∆Lkn〉 below −1.0. A deviation of 〈∆Lkn〉
of 10–20% from the unit value would hardly have been detected in reported
experiments with SV40 or other non-5S minichromosomes [117, 130–132]
in particular because the number of nucleosomes was not measured with
sufficient precision. The influence of the linker histone on DNA topology in
minichromosomes is also unclear. A series of measurements showed little
effect of H1/H5 on 〈∆Lkn〉 [117, 120, 130, 133, 134], but other data [131,
135] rather pointed to a large effect. It is also interesting that 〈∆Lkn〉 was
not shifted when hyperacetylated SV40 minichromosomes were assembled
in vivo (and relaxed in vitro) [130]. These discrepancies suggest the exis-
tence of nucleosome interactions that interfere with the measurements by
hindering their mutual rotation around the dyad axis, preventing the ther-
modynamic equilibrium to be reached. Similarly, minichromosomes show
an abnormally low ability of their internucleosomal linker DNAs to untwist
upon an elevation of their relaxation temperature (the so-called thermal
flexibility) [133, 136], with the notable exceptions of yeast chromatin [137]
and our single nucleosomes on DNA minicircles [65]. Nucleosome interac-
tions would be expected to be negligible at low nucleosome density, and
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maximal at the saturated density achieved in vivo, explaining the SV40
data above [130]. The effect was directly observed in an experiment involv-
ing the binding of H5 to minichromosomes containing a variable number
of nucleosomes. H5 again had little influence on 〈∆Lkn〉 at high densities,
but the shift at low densities was comparable to that observed with single
nucleosomes in Table 3 [131].

5. Physiological relevance and prospects. The unique features
of nucleosome conformational dynamics and chiral transition in chromatin
fibers and DNA minicircles strongly appeal to their physiological relevance.
Chromatin torsional resilience, mediated by the nucleosome conformational
dynamics, may serve to cushion the supercoiling waves generated by poly-
merases upon replication or transcription (positive downstream and nega-
tive upstream; [138, 139]), and may actually be for these mechanisms the
oil drop within the gear [140]. That resilience should even increase in the
presence of the linker histone, as suggested by the enhanced loop flexibility
resulting from stem formation between entry-exit DNAs (Section 2.3 and
Table 2). This holds even if H1 binding is dynamic rather than static, as
shown by its high exchangeability in vitro and in vivo [141–145]. With
a deficit of H1 in active chromatin, nucleosomes should tend to adopt the
open conformation (see [146, 147] for recent reviews of H1 role in regulating
chromatin function). Consistently, transcriptional activity is tightly asso-
ciated with histone acetylation [148, 149], which also favors the open state
(Section 2.2 and Table 1). The open state facilitates the release of H2A-
H2B dimers, as recently shown in vitro using NAP-1 (a histone chaperone)
as a histone acceptor [67]. This further leads to additional unwrapping
and to formation of single-turn tetrasomes [67], which expose more sites of
potential binding to protein effectors.

Reversomes may be the last recourse when positive supercoiling waves
can no longer be absorbed by the fiber. The formal condition for this is
met since RNA polymerases exert a torque > 1.25 kBT /rad, equivalent
to an energy > 8 kBT over one turn [150], as compared to a transition
free energy of ∼ 10 kBT /turn in TE (Section 3.2) and ∼ 6 kBT /turn in
50 mM salt [87]. The chiral transition may not, however, be a safeguard
only, but may also be mechanically linked to transcription in vivo. We
have proposed that the chiral-switching ability of the tetramer is used by
the main polymerase to break docking of H2A-H2B dimers [87]. This idea
is supported by the observation that a single nucleosome on a short DNA
fragment, in which torsional constraints cannot develop due to free rota-
tion of the ends, presents an almost absolute block to in vitro transcription
by RNA polymerase II at physiological ionic strength [7]. The block is
relieved in higher salt (> 300 mM KCl), i.e. under conditions favoring
dimer loss, and enzymes such as ACF or elongation factors such as FACT,
which promote removal of a dimer, facilitate transcription elongation [151,
152]. Thus, dimers are likely to introduce a strong barrier to transcrip-
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tion also in vivo, and the tetramer chiral flexibility may, via the dynamic
supercoiling, concur with local endogenous activities to destabilize them.
Once reversomes are formed at a distance, they should be easily transcribed
owing to their open structure and destabilized dimers (Section 3.2). Such
reversomes may be viewed as transiently activated nucleosomes poised for
polymerase passage.

Endogenous relaxing activities are not expected to interfere signifi-
cantly with the above processes. Topoisomerase II (topo II) is notable since
it was shown in yeast to relax chromatin five times as fast as topo I (topo
I relaxes naked DNA twice as fast as topo II under the same conditions)
[153]. The transcription-generated supercoiling was recently measured in
B-cells using an activatable site-specific recombinase to excise a chromatin
fragment positioned between two divergent promoters of a reporter gene
(c-myc), which trapped the transient unrestrained negative supercoiling as
chromatin circles. Before slowly decaying (in ∼ 30 min), that supercoiling
was able to trigger non-B-DNA structure in a specific supercoiling-sensing
sequence located within a linker six nucleosomes upstream of the promot-
ers. This non-B-DNA structure in turn recruited two transcriptional fac-
tors essential for the expression of the gene [154]. Therefore, in addition
to provide a cushion to transcription-induced supercoiling waves, and to
be precisely tuned to polymerase passage, chromatin may also be the drive
shaft in the modulated transmission of those waves for the dynamic control
of gene expression [155].
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THE MATHEMATICS OF DNA STRUCTURE,

MECHANICS, AND DYNAMICS

DAVID SWIGON∗

Abstract. A brief review is given of the main concepts, ideas, and results in the
fields of DNA topology, elasticity, mechanics and statistical mechanics. Discussion in-
cludes the notions of the linking number, writhe, and twist of closed DNA, elastic rod
models, sequence-dependent base-pair level models, statistical models such as helical
worm-like chain and freely jointed chain, and dynamical simulation procedures. Experi-
mental methods that lead to the development of the models and the implications of the
models are also discussed. Emphasis is placed on illustrating the breadth of approaches
and the latest developments in the field, rather than the depth and completeness of
exposition.

Key words. DNA topology, elasticity, mechanics, statistical mechanics, stretching.

1. Introduction. The discovery of DNA structure 55 years ago
marked the beginning of a process that has transformed the foundations
of biology and medicine, and accelerated the development of new fields,
such as molecular biology or genetic engineering. Today, we know much
about DNA, its properties, and function. We can determine the struc-
ture of short DNA fragments with picometer precision, find majority of
the genes encoded in DNA, and we can manipulate, stretch and twist in-
dividual DNA molecules. We can utilize our knowledge of gene regulatory
apparatus encoded in DNA to produce new microorganisms with unex-
pected properties. Yet, there are aspects of DNA function that defy our
understanding, mostly because the molecule is just one, albeit essential,
component of a complex cellular machinery.

From the very beginning, abstraction and modeling played a significant
role in research on DNA, since the molecule could not be visualized by any
available experimental methods. These models gave rise to mathematical
concepts and techniques for study of DNA configurations at the macro-
scopic and mesoscopic levels, which are the subject of this short review.
The paper begins with a brief description of DNA atomic-level structure,
followed by a discussion of topological properties of DNA such as knot-
ting, catenation, and the definitions of linking number and supercoiling. It
continues with an outline of continuum and discrete models of DNA elas-
ticity, focusing on local energy contributions and analysis of equilibrium
states. Modeling of long range electrostatic interactions is described next,
followed by the treatment of thermal fluctuations and statistical mechan-
ics. The paper concludes with an outline of dynamical models of DNA, and
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Fig. 1. Side view (left) and a view along the axis (right) of DNA double helix in
atomic level detail, showing the two DNA backbones (blue and red) and the base pairs
(yellow).

a discussion of future directions in DNA research. The analysis of DNA
sequences, or modeling of the atomic-level structure and dynamics of DNA
are not covered here.

2. Background. DNA is made up of two polymeric strands composed
of monomers that include a nitrogenous base (A-adenine, C-cytosine, G-
guanine, and T-thymine), deoxyribose sugar, and a phosphate group. The
sugar and phosphate groups, which form the backbone of each strand,
are located on the surface of DNA while the bases are on the inside of the
structure (see Fig. 1). Weak hydrogen bonds between complementary bases
of each strand (i.e., between A and T and between C and G) give rise to
pairing of bases that holds the two strands together. The base pairs (bp)
are flat and stack on top of each other like dominoes with centers separated
by approximately 0.34 nm. In normal conditions each base pair is rotated
relative to its predecessor by approximately 34◦, giving rise to the familiar
right-handed Watson-Crick double helix.

The chemical nature of the backbone gives each strand an orientation
- one end is called the 5′-end and the other the 3′-end. In duplex DNA
the two strands run antiparallel to each other. A closed DNA (also called
a plasmid or ring) is formed when the ends of each strand are joined by
a covalent bond. A prokaryotic organism, e.g., a bacterium, lacks nuclear
structures and its entire genome is in the form of a single closed duplex
DNA. Genomic DNA of a eukaryotic cell is contained within a nucleus and
it is divided into a number of chromosomes.
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The DNA of any organism must be folded and packed in a complicated
fashion in order to fit inside a cell.1 This is complicated by the fact that
DNA resists bending and twisting deformations and also has a tendency
to repel itself electrostatically. In addition to being compacted, portions
of DNA must be accessible at various moments during the lifetime of the
cell, so that the genes encoded in the DNA can be expressed and proteins
produced when necessary. The effort to understand how DNA is packed and
unpacked in cells, and how its mechanical properties influence the processes
of transcription, replication and recombination, is one of the driving forces
behind the development of mathematical models of DNA.

3. Topology. When Watson and Crick first proposed the double he-
lical model for DNA [147], they remarked:

“Since the two chains in our model are intertwined, it
is essential for them to untwist if they are to separate.
Although it is difficult at the moment to see how these
processes occur without everything getting tangled, we do
not feel that this objection would be insuperable.”

The entanglement of DNA and Nature’s ways of coping with it is the subject
of DNA topology.

In the first approximation, a closed DNA molecule can be treated as
a single closed curve in space. (The resistance of DNA to bending implies
that this curve is rather smooth.) Because during regular deformation the
bonds in DNA strands do not break, it is natural to consider the problems
of DNA knotting and catenation.2

DNA plasmids can become catenated during DNA replication, a pro-
cess in which the two strands of DNA are separated, each strand is com-
plemented by one newly formed strand, and instead of a single plasmid
one obtains two plasmids that are catenated in the same way the strands
were linked in the original plasmid. Of course, it is crucial that during
replication the catenation of the plasmids is removed so that they can be
separated and placed one in each of the daughter cells. The enzymes that
preform decatenation are called type II topoisomerases [146]. They operate
by a strand passage mechanism in which two DNA segments are brought
to a close contact, one of the segments is severed in such a way that both
backbone chains of the molecule are broken, the second segment of DNA is
passed through the gap in the first segment, and finally the severed segment
is resealed.

1For example the DNA of E. coli is a closed DNA of circumference 1.58 mm that
must fit inside a cell of diameter 1 µm. Human genome has more that 3 billion bp, i.e.,
a linear length of 1 m. Two copies of the genome must be packed inside every cell of
human body, which range in size between 3 and 35 µm.

2As is customary in DNA research we here use the term catenation for linking of
two DNA molecules and reserve the term linking for topological relation between two
DNA strands.
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DNA knotting rarely occurs naturally, but it has been achieved in a
laboratory using the aforementioned topoisomerases and also DNA recom-
binases, enzymes that cut two DNA molecules at specific recognition sites
and then switch and reconnect the ends. Because a given recombinase only
forms knots of certain types, knot theory, and in particular tangle analysis,
has been applied to the problem of determining the structure and function
of these enzymes [55, 47, 141]. The changes in knot type resulting from
strand passages have been classified and the probabilities of such passages
have been estimated [46, 70]. Knotting also occurs in DNA closure experi-
ments in which open (linear) DNA segments spontaneously cyclize to form
closed DNAs. Since DNA thermally fluctuates, the probability of forming
a knot can be related to the probability that a random configuration of a
phantom DNA (i.e., a DNA allowed to pass through itself) has the topology
of a knot (see Section 6). It was shown that in the limit of length going
to infinity a randomly cyclized polygon will be knotted with probability
1 [48].

A closed DNA molecule can also be viewed as a collection of two
continuous curves - the DNA strands. This is because the biochemical
nature of the strands guarantees that during closure ceach strand of the
DNA can only bind to itself. The axial curve of a closed DNA, which can
be thought of as the curve passing through the centroids of the base pairs,
is also a closed curve.

For any two closed curves C1 and C2 one can define a quantity, called
the linking number Lk, that characterizes how the curves are interwound
with each other. The linking number can be found by examining a generic
projection of the two curves on a plane (a projection in which every crossing
of one curve with the other is transversal). First, orientation is assigned
to each curve and a sign to each crossing of one curve over the other, in
accord with the convention shown in Fig. 2A.

The linking number Lk is then taken to be one half the sum of all signed
crossings (see Fig. 2B and C); it is a topological invariant of the two curves,
i.e., a number independent of homotopic deformations of the curves that do
not pass one curve through the another. In DNA research it is customary
to take C1 to be the axial curve of the molecule and C2 one of the backbone
chains.

For differentiable curves, a formula for linking number in terms of a
double integral was found by Gauss [42]

Lk(C1, C2) =
1

4π

∮

C1

∮

C2

t1(s1) × t2(s2) · [x1(s1) − x2(s2)]

|x1(s1) − x2(s2)|3
ds2ds1, (3.1)

where Ci is defined by giving its position xi(s) in space as a function of the
arc-length s, and ti(s) = x

′
i(s) = dxi(s)/ds .

There are two geometric properties of curves that are intimately re-
lated to the linking number. The first property, called the writhe Wr,
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Fig. 2. The linking number of two curves. A: A sign convention for crossings.
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Fig. 3. The writhe of a curve.

characterizes the amount of chiral deformation of a single curve. To find
Wr, one assigns orientation to the curve and computes the sum of signed
crossings in a planar projection along every direction; Wr is equal to the
average of such sums over all projections. Examples of curves with various
values of Wr are shown in Fig. 3. For a closed differentiable curve C a
formula for Wr analogous to (3.1) exists:

Wr(C) =
1

4π

∮

C

∮

C

t(s1) × t(s2) · [x(s1) − x(s2)]

|x(s1) − x(s2)|3
ds2ds1. (3.2)

Alternative formulae relating Wr to the area swept by the vector x(s1) −
x(s2) on a unit sphere when traversing C, or the difference in writhe of two
closed curves can be found in [57, 1].
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The second property, called the twist Tw, measures the winding of
one curve about the other. The most familiar definition requires that the
curves under consideration be differentiable; the twist of C2 about C1 is
then

Tw(C2, C1) =
1

2π

∮

C1

[t1(s) × d(s)] · d′(s)ds (3.3)

where d(s) = x2(σ(s)) − x2(s) is taken to be perpendicular to t1(s).
Neither the writhe nor the twist are topological invariants. However,

it follows from the results of Calugareanu [29] and White [149] that the
linking number of two closed curves is the sum of the writhe of one curve
and the twist of the second curve about the first:

Lk(C1, C2) = Wr(C1) + Tw(C2, C1). (3.4)

This relation has important implications for a closed DNA molecule. Since
in a closed duplex DNA Lk is invariant, any change in Tw, which may
come about as a result of binding of DNA to proteins (such as histones)
or intercalating molecules, will induce a corresponding opposite change in
Wr. Alternatively, DNA mechanics tells us that if Lk is changed by cutting
and resealing of DNA strands, that change will be partitioned into a change
in Tw and a change in Wr of equal signs. In DNA research an increase
in the magnitude of writhe, accompanied by an increase in the number of
crossings of the molecule, is called supercoiling, and a molecule with high
|Wr| is known as supercoiled DNA.

Supercoiling is a characteristic deformation of a closed DNA that
can be observed and quantified experimentally. Supercoiling can be ei-
ther detrimental or beneficial to a cell, depending on its magnitude and
circumstances. Each cell contains enzymes topoisomerases that regulate
DNA supercoiling by constantly adjusting the linking number. Since the
linking number of a closed DNA molecule remains constant during any de-
formation of the molecule that preserves chemical bonding, it can therefore
be changed only by mechanisms in which chemical bonds are disrupted.
There are two such mechanisms: (i) a relaxation, in which a bond in one of
the backbone chains is broken, one end of the broken backbone is rotated
about the other backbone by 360◦ and the broken bond is repaired, or (ii)
a strand passage, described earlier, in which one segment of DNA is passed
through a gap created in the second segment. Type I DNA topoisomerases
use the first mechanism and hence change Lk by by ±1, while type II
topoisomerases use the second mechanism and change Lk by ±2.

Natural questions arise, such as what is the configuration of super-
coiled DNA with prescribed Lk, what is the probability of occurence of
topoisomers or knot types, or how much time does it take for a segment
of DNA to form a closed molecule. These questions can be answered with
the help of theories of DNA elasticity, statistical mechanics and dynamics,
described in subsequent sections.
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Fig. 4. Schematic representations of DNA. A: a wireframe representation of the
atomic level structure. B: continuum elastic rod. C: base-pair level description

4. Elasticity. The elasticity of DNA is governed by interactions be-
tween the atoms of the molecule and by interactions of the molecule with
the surrounding solvent. The primary interaction responsible for DNA
bending stiffness is base stacking, a tendency of the flat hydrophobic nu-
cleotides to aggregate in such a way as to minimize water accessible sur-
face [115]. Such a stacking occurs even in the absence of backbone con-
nections. The twisting rigidity of the molecule is due to the presence of
two backbone polymeric chains. The elastic properties are signigficantly
affected by electrostatic interaction between negatively charged phosphate
groups in the backbone, which are strongly modulated by ionic properties
of the surrounding solvent.

Continuum models. The simplest model of DNA deformability
treats DNA as an ideal elastic rod, i.e., thin elastic body that is inextensi-
ble, intrinsically straight, transversely isotropic and homogeneous [12, 13].
The configuration of DNA is described by giving the position x(s) of its
axial curve in space and its twist density Ω(s) as functions of the arc-length
s, where Ω(s) = [t1(s) × d(s)] · d′(s) with d(s) a vector pointing from the
axial curve to one of the backbones (see Figure 4A and Eq. (3.3)). The
elastic energy of the rod is given by

Ψ =
1

2

∫ L

0

Aκ(s)2 + C
(

Ω(s) − Ω̄(s)
)2
ds (4.1)

where κ(s) = |t′(s)| is the curvature of the axial curve and Ω̄(s) is the twist
density in a stress free state. The bending modulus A and the twisting mod-
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ulus C characterize the elastic properties of DNA. The accepted “average”
value of A for B-DNA under standard conditions is 50 kT ·nm [66, 23] and
C is between 25 kT ·nm and 100 kT ·nm [69, 121, 131], (here kT , an widely
used unit of energy in molecular biology, is the product of Boltzmann con-
stant k and absolute temperature T ).

A rod with the energy (4.1) obeys the classical theory of Kirchhoff [75,
51], which implies that in equilibrium ∆Ω = Ω(s) − Ω̄(s) is constant and
t(s) obeys a differential equation,

A(t × t
′′) + C∆Ωt

′ = F× t (4.2)

with the constant F playing the role of a force. Solutions of (4.2) have
been obtained in a closed form in terms of elliptic functions and integrals
[82, 139].

Although each solution of (4.2) corresponds to an equilibrium config-
uration of the rod, from a practical point of view it is important to know
which of these solutions are locally stable in the sense that any small per-
turbation of the configuration compatible with the boundary conditions
leads to an increase in elastic energy. Stability theory for closed Kirchhoff
elastic rods has been developed by a number of researchers using the frame-
work of calculus of variations; necessary conditions (the slope of the graph
of Lk versus Wr for a family of equilibrium configurations [88, 140, 41]),
suficient conditions (the absence of conjugate points [96, 67]), or general
observations about stability of rod configurations [84].

Bifurcation theory of straight rods subject to tension and twist is a
classical subject [92, 3, 136, 105] and bifurcations of a closed rod with a
given linking number have also been analyzed [155, 87, 49]. The general
conclusion is that the straight or circular solution of (4.2) is stable for Lk
smaller than a critical value, while other solutions of (4.2) can be stable
only if |Wr| is small and C/A is larger than a critical value that depends
on the boundary conditions.3 Experiments with steel wires, which have
C/A < 1, confirm this result [137]. Consequently, the solutions of (4.2)
cannot represent minimum energy configurations of supercoiled DNA with
high |Wr|, because such configurations show self-contact, i.e., a contact
between the surfaces of two distinct subsegments of the rod.

In any theory of rod configurations with self-contact, the forces exerted
on the surface of DNA can be accounted for as external forces in the balance
equations. The existence of a globally minimizing configuration for general
nonlinearly elastic rods with self-contact has been demonstrated [62, 120].
In the case of an ideal elastic rod, segments of the rod between points of
contact can be treated using Kirchhoff’s theory, and by putting together
explicit expressions for contact-free segments and balance equations for
forces at the contact points one obtains a system of algebraic equations

3This critical value is 11/8 for closed rods subject to twisting.
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that can be solved to obtain a configuration of DNA plasmid with self-
contact [88, 74, 49, 39]. The ideal rod model with self-contact has been
applied to the study of DNA supercoiling [41, 39], configurations of straight
DNA subject to stretching and twisting [132], and configurations of DNA
loops in mononucleosomes [133].

The ability to account for self-contact is critical if one intends to study
equilibrium configurations of knotted DNA, for it has been shown that
knotted contact-free equilibrium configurations of closed DNA have the
topology of torus knots and are all unstable [84]; examples of such config-
urations can be found in [88, 49, 129]. Thus any stable configuration of
a DNA knot shows self-contact; minimum energy configuration of a DNA
plasmid with the topology of a trefoil knot as a function of Lk has been
found [40].

Departures from ideality, such as intrinsic curvature, bending aniso-
tropy, shearing, or coupling between modes of deformation can be treated
using special Cosserat theory of rods (see, e.g., [2]). In that theory the
configuration of the rod is described by giving, as functions of the arc-
length s, its axial curve x(s) and an orthonormal triad (d1(s),d2(s),d3(s)),
which is embedded in the cross-section of the rod in such a way that d3 is
normal to the cross-section. The vector d3(s) need not be parallel to x

′(s)
and hence the theory can describe rods with shear. The elastic energy is
expressed in terms of the variables (κ1, κ2, κ3, ν1, ν2, ν3) describing local
deformation of the rod, i.e.,

Ψ =

∫ L

0

W (κκκ− κ̄κκ,ννν − ν̄νν)ds (4.3)

where

d
′
i(s) = κκκ(s) × di(s) (4.4)

νi(s) = x
′
i(s) · di(s). (4.5)

When this theory is applied to DNA research [93, 6, 58], it is usually
assumed that DNA is inextensible and unshearable (i.e., d3(s) = x

′(s) ),
and shows no coupling; consequently the energy density is given by

2W (κκκ− κ̄κκ) = K1(κ1 − κ̄1)
2 +K2(κ2 − κ̄2)

2 +K3(κ3 − κ̄3)
2. (4.6)

Variational equations in the Cosserat theory are identical to the bal-
ance equations in the Kirchhoff theory:

F
′ + f = 0 (4.7)

M
′ + x

′ × F + m = 0. (4.8)

These equations cannot be solved explicitly and therefore are usually inte-
grated numerically. Accurate numerical schemes employ a parametrization
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Fig. 5. Parameters characterizing the base-pair step.

for (d1,d2,d3) using Euler angles or Euler parameters and reformulate the
problem as a set of differential equations for these parameters [49]. The
practical problem of computing DNA configurations using the Cosserat
model requires one to determine the unstressed values κ̄κκ and elastic moduli
K1,K2,K3 for a given DNA sequence, which can be done, for example,
by comparing computed equilibria with the results of a cyclization exper-
iment [95]. Cosserat theory has been employed to show that intrinsically
curved DNA circles and DNA segments with fixed ends can have multiple
stable contact-free equilibrium configurations [58, 142, 68], and was also
used to compute the structure of protein-induced DNA loops [7, 65].

Discrete models. Discrete models have been developed to model
sequence-dependent elasticity of DNA in a way that closely resembles de-
tailed DNA structure. The most common discrete models treat DNA as a
collection of rigid subunits representing the base-pairs (see Figure 4C). This
description has long been used by chemists to characterize DNA crystal
structures [28, 107]. The DNA configuration is specified by giving, for each
base pair, numbered by index n, its location x

n in space and its orientation
described by an embedded orthonormal frame (dn

1
,dn

2
,dn

3
). The relative

orientation and position of the base pair and its predecessor are specified by
six kinematical variables (θn

1
, θn

2
, θn

3
, ρn

1
, ρn

2
, ρn

3
), termed, respectively, tilt,

roll, twist, shift, slide, and rise (see Fig. 5). In the simplest, so-called dinu-
cleotide models, the elastic energy Ψ is taken to be the sum of the base-pair
step energies ψn , each of which is a function of the kinematical variables,
i.e.,

Ψ =

N−1
∑

n=1

ψn(θn
1 , θ

n
2 , θ

n
3 , ρ

n
1 , ρ

n
2 , ρ

n
3 ) (4.9)



THE MATHEMATICS OF DNA 303

Table 1

Sequence-dependent variability of DNA elastic properties.

Quantity Range Units

Intrinsic bending 0.4 < θ̄2 < 5.1 deg

Bending anisotropy 1.3 < F11/F22 < 3.0

Twisting/bending ratio 0.7 < F33/F22 < 2.7

Twist-roll coupling 0.1 < F23/F22 < 0.6

Twist-stretch coupling −0.8 < G33 < −0.25 kT/(deg · Å)

Shearing anisotropy 0.7 < H22/H11 < 2.8

where the function ψn depends on the base-pair composition of the nth
step, and is commonly assumed to be a quadratic function

ψn =
1

2

3
∑

i=1

3
∑

j=1

FXY

ij ∆θn
i ∆θn

j +GXY

ij ∆θn
i ∆ρn

j +HXY

ij ∆ρn
i ∆ρn

j . (4.10)

Here XY is the nucleotide sequence (in the direction of the coding strand)
of the nth base pair step, ∆θn

i = θn
i − θ̄XY

i , ∆ρn
i = ρn

i − ρ̄XY

i are the
deviations of variables from their intrinsic values θ̄XY

i , ρ̄XY

i , and FXY

ij ,

GXY

ij , HXY

ij are the elastic moduli. A discrete version of the ideal elastic
model can be obtained by taking

θ̄XY =





0
0

34◦



 , ρ̄XY =





0
0

0.34



 nm, FXY =





A 0 0
0 A 0
0 0 C



 , (4.11)

GXY = 0, HXY → ∞. (4.12)

Empirical estimates of intrinsic values and elastic moduli have been
deduced from the averages and fluctuations of base-pair step parameters in
high-resolution DNA protein complexes [108] after normalization so that
the persistence length of mixed-sequence DNA matches observed values
(circa 500Å). Departures from ideal behavior found by Olson and collabo-
rators [108] and listed in Table 1 include intrinsic bending (in the roll vari-
able), bending anisotropy, inhomogeneity in twisting to bending stiffness
ratio, twist-roll coupling, twist-stretch coupling, and shearing anisotropy.
Analysis of X-ray crystal structures and NMR experiments yields the most
detailed information to date about DNA structure and flexibility. Other
experimental methods, such as cyclization [43, 8], fluorescence resonance
energy transfer (FRET) [111], gel mobility [20], or single-molecule stretch-
ing [27, 23] and twisting [24, 130], have been used to examine elastic behav-
ior of longer segments in which the effects of individual base-pair steps are
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averaged over. The sequence-dependent nature of DNA deformability has
been independently confirmed by research aimed to deduce DNA elastic
properties from molecular dynamics simulations [17, 52].

For the dinucleotide model with energy (4.9) variational equations
have been derived [38] and equilibrium configurations for plasmids of vari-
ous compositions and end conditions have been found [38, 109], including
(i) multiple equilibria of ligand-free DNA o-rings (plasmids that are cir-
cular when stress-free), (ii) minimum configuration of DNA o-rings with
bound intercalating agents (iii) optimal distribution of intercalating agents
that minimizes elastic energy of DNA o-rings, (iv) collapsed configurations
of DNA o-rings subject to local overtwisting, (v) minimum energy configu-
rations of intrinsically straight DNA plasmids with various distributions of
twist-roll coupling, (vi) minimum energy of S-shaped DNA subject to local
overtwisting. The theory has been extended to account for electrostatic
repulsion and thermal fluctuations and applied to the study of minimum
energy configurations and looping free energies of LacR-mediated DNA
loops [134], and minimum energy configurations of free segments of pro-
moter DNA bound to Class I and Class II CAP dependent transcription-
activation complexes [86].

There have been suggestions that the local energy of DNA deforma-
tions may depend on the composition, or even the deformation, of more
than just the immediate base-pair neighbors, for example

Ψ =

N−1
∑

n=1

ψn(θn, ρn, . . . , θn+k, ρn+k). (4.13)

Trinucleotide and tetranucleotide models have been proposed to account
for some DNA structural features [110], and they also seem to better rep-
resent averaged DNA properties extracted from molecular dynamics sim-
ulations [17, 52]; the mechanical theory of such models has not yet been
constructed.

5. Electrostatics. DNA has a net negative charge that resides pri-
marily at the phosphate groups on the DNA backbone (see Figure 6).
Electrostatic interaction is an integral component of DNA response to
deformations but its role in DNA is not completely understood, mainly
because it is difficult to decouple such an effect from purely elastic local
contributions. The effect of electrostatics is modulated by the ionic con-
ditions of the solvent, such as its dielectric properties and the valence of
counterions. The two most important effects of electrostatic repulsion ap-
pear to be the increase in DNA effective diameter [144, 118] and increase
in DNA bending stiffness [10].

In accord with the classical theory of electrostatics, in the absence of
counterions (charged particles in the solution) the electrostatic energy of
DNA with M charged sites would be given by
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Fig. 6. Negative charge on DNA is located at the phosphate groups (red).

Φ =
(2δ)2

4πǫ

M−1
∑

m=1

M
∑

n=m+1

1

|rmn| (5.1)

where r
mn = x

m − x
n is the position vector connecting the charges m and

n, δ is the elementary charge, and ǫ is the permittivity of water at 300K.
In the presence of counterions this long-range electrostatic interaction

will be screened. Two main theories have been proposed to describe the
effect of screening by monovalent counterions. The Poisson-Boltzmann
theory replaces counterions by a continuous charge density and assumes
that the this density is proportional to the Boltzmann factor of the elec-
trostatic potential φ, which, after substituting in the classical equation of
electrostatics, obeys the equation

∇(ǫ(x)∇φ(x)) = −4π
(

ρ(x) + qe−
qφ(x)

kT

)

(5.2)

where ǫ is the dielectric, ρ is the charge density of DNA, q is the charge
of counterions, and kT is Boltzmann constant times temperature. The
electrostatic energy of DNA is then

Φ =
δ

2

M
∑

m=1

φ(xm). (5.3)

It was shown by Kirkwood [76] that the PB equation ignores the distinc-
tion between two different types of averages of the potential, which causes
serious errors in the theory of strong electrolytes. Nonetheless, PB theory
remains popular in studies of DNA at the atomic scale level [59, 19, 21, 138].

Alternative theory, proposed by Manning [94] and called the coun-
terion condensation theory, separates the counterion distribution around
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DNA into two parts: some counterions condense on the DNA and becomes
immobile in all but one direction (along the DNA), the rest of the coun-
terions remain mobile. The condensed portion of counterions neutralizes
DNA charge to 24% of the original value, independent of the ionic strength.
The weakened DNA charge can now be treated using Debye-Huckel the-
ory (a linearized version of Poisson-Boltzmann theory) and yields, in place
of (5.1) or (5.3), the following expression for DNA electrostatic energy:

Φ =
(2δ)2

4πǫ

M−1
∑

m=1

M
∑

n=m+1

e−κ|rmn|

|rmn| (5.4)

where δ is now the net effective charge of 0.24e− and κ is the Debye screen-
ing parameter, which, for monovalent salt such as NaCl, depends on the

molar salt concentration c as κ = 0.329
√
cÅ

−1

.
The counterion condensation theory has been included in some cal-

culations of minimum energy configurations of DNA using continuum and
discrete elastic models. The electrostatic energy gives rise to an additional
term in the balance equation for forces, accounting for the force of repulsion
between a DNA base pair and the rest of the molecule. For simplicity, the
charges are usually assumed to be located in the centers of base-pairs, as
opposed to the phosphate groups. The singularity in (5.4) makes it difficult
to account for electostatics by a continuous charge density and hence, even
in continuum models, the charges are generally assumed to be discrete and
the resulting equations are solved numerically. The cases studied to date
include superoiled configrations of DNA plasmids [148], the effect of elec-
trostatics on LacR-induced DNA loops [6, 7], and the straghtening effect
of electrostatics on intrinsically curved DNA segments [18].

Vologodskii and Cozzarelli have employed an alternative method to ac-
count for electrostatic repulsion of DNA, the so called hard-core repulsion
model in which no energy is added to the elastic energy of DNA but con-
figurations with intersegmental distance smaller than some effective DNA
radius R are inadmissible [144]. They found that such a model yields ac-
curate results in Monte Carlo simulations of the dependence of knotting
probability on on ionic strength, in the sense that R can be calibrated for
each ionic strength and with this calbibrated value their statistical model
of DNA was able to predict correctly knotting probability for various types
of experiments.

The effects of multivalent counterions are much more difficult to treat
because such ions have the ability to interact with more than one charged
phosphate group. They have been hypothesized to bridge DNA segments
in DNA condensation or to participate in charge-neutralization induced
DNA bending [72, 80].

6. Statistical mechanics. A long molecule of DNA in solution is
subject to thermal fluctuations that perturb its shape away from the mini-
mum energy configuration. Statistical mechanical theories of DNA account
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for fluctuations by assuming that each attainable configuration has a proba-
bility of occurence proportional to the Boltzmann factor of its total energy.
Depending on the length and level of detail one seeks to describe, a fluc-
tuating DNA can be treated using one of several polymer chain models:
a freely-jointed chain, a worm-like chain, or a helical worm-like chain. In
each of these models a DNA molecule is represented by a chain with ver-
tices x

nN
n=1

. The models are characterized by the dependence on N of the
mean square end-to-end distance < R2 >=< |xN − x

1|2 > , end-to-end
(or radial) probability distribution function ρ(R), or the closure (looping)
probability P (R = 0, t1 = t

N ).
The freely-jointed chain represents DNA as a chain ofN rigid segments

of length l, referred to as the Kuhn length, with uncorrelated orientations,
i.e., |xn+1 − x

n| = l, < (xn+1 − x
n) · (xn − x

n−1) >= 0 . (It corresponds
to an unbiased random walk of equidistant steps in 3-space.) In the limit
as N → ∞, one finds that [53]:

< R2 >→ Nl2, ρ(R) →
(

3

2πNl2

)3/2

exp

(

− 3R2

2Nl2

)

(6.1)

provided that the orientation of the first segment is random, which implies
that the root mean squared end-to-end distance scales with the square root
of the length of the chain.

The worm-like chain accounts for bending rigidity of DNA. It can be
derived in two ways - as a Kratky-Porod limit of a freely rotating chain
with fixed angles between neighboring segments [81], or using Landau and
Lifshitz method of averaging of configurations of an elastic rod with bending
energy but no twisting energy (i.e., with C = 0 in (4.1)) [83]. In both cases
one obtains the following expression:

< R2 >= 2P
(

L−P (1−e−L/P)
)

∼=
{

L2(1−L/3P ) for L << P
2P (L−P ) for L >> P

(6.2)

where the persistence length P is a constant characterizing the stiffness of
DNA; it is related to the bending rigidity A as A = PkT . The two limits
of < R2 > in expression (6.2) tell us that a DNA that is much shorter than
P behaves essentially as a stiff rod, while a DNA that is much larger than
P behaves as a freely jointed chain with segments of length l = 2P .

The helical worm-like chain (HWLC) generalizes the worm-like chain
model by accounting for the twisting deformation of DNA [123]. The par-
tition function for HWLC is given by the path integral

Z(d(L), t(L),x(L)|d(0), t(0),x(0)) =

∫

S

exp(−Ψ/kT )Dx(.)Dd(.) (6.3)

with Ψ as in equation (4.1) and integration taken over the set S of all con-
figurations (x(.),d(.)) with the specified end-conditions. For closed DNA
plasmids these end-conditions are:
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d(L) = d(0), t(L) = t(0), x(L) = x(0) (6.4)

and an additional constraint of prescibed Lk is imposed on the contigura-
tions in S which yields Z = Z(Lk). This path integral cannot be evaluated
explicitly but in various cases of interest approximate solutions have been
obtained by asymptotic expansion [123, 99], Metropolis Monte-Carlo sam-
pling [56, 90, 60], saddle-point expansion about the minimum energy con-
figuration [156], or numerical integration on Euler motion group [34]. The
integral (6.3) can also be evaluated using techniques developed for solving
the Schrödinger equation [103, 22].

The HWLC theory has been employed in the study of DNA super-
coiling and topoisomer distribution. Experimental results indicate that
when DNA plasmids are reacted with type I topoisomerase [69], or are ran-
domly formed by cyclization [125], one obtains a distribution of plasmid
topoisomers that are identical apart from a difference in Lk. The resulting
distribution of Lk is approximately Gaussian

P (Lk) ∼= exp(−G(Lk)/kT ), G(Lk) = K(N)(Lk −N/h)2, (6.5)

where N is the plasmid size (in bp) and h is the helical repeat length
( 10.5 bp/turn). Theoretical predictions of this distribution [89] and the
dependence of K on N by HWLC theory [79] were found to be in excellent
agreement with experimental results. The shape of supercoiled configura-
tions corresponding to high values of excess link ∆Lk = |Lk − N/h| was
found to be of plectonemic nature with multiple terminal loops [119, 98].

The DNA cyclization experiment is one of the most sensitive methods
for measuring DNA structural and elastic properties in solution [126, 43].
In the experiment identical linear DNA molecules with complementary free
ends are reacted with an enzyme ligase that connects the free ends. The
molecules can connect in two ways: (i) the two ends of a single molecule
can join to form a cyclized molecule, or (ii) the ends of two molecules can
dimerize to form a linear DNA segment of twice the length. The rates of
cyclization and dimerization can be measured and their ratio, called the
Jacobson-Stockmayer factor (or the J factor), can be plotted as a function
of N to obtain the characteristic J curve [126, 124, 43, 8]. The J factor has
been shown to be proportional to the probability of cyclization, which is an
equilibrium quantity that can be computed using a HWLC model. Thus,
material properties of DNA can be estimated by fitting the measured data
with a computed J curve [123, 156, 90].

During a closure experiment DNA molecules may become knot-
ted [122]. The probability of DNA knotting can be estimated using HWLC
model [113], and the results are sensitive to DNA electrostatic repulsion,
both in the magnitude of the screening and the treatment of electrostatic
interaction [144]. DNA knotting is also produced by the action of topoiso-
merases of type II and type I (on nicked DNA), which has been used to elu-
cidate the function of those enzymes. An important issue related to type II
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topoisomerases is that they are very efficient in removing knots, cate-
nations, and supercoils well below the thermodynamic equilibrium [114],
which is made possible by the fact that they utilize ATP, a source of energy,
during their action. A definite mechanism of how a small enzyme manages
to recognize a global property of DNA as a knot type has not yet been found
although several hypotheses have been proposed [145, 152, 25]. DNA knot-
ting probability within the confined volume of bacteriophage head has also
been studied using FJC model [5, 101].

Another area of DNA research that has greatly benefitted from and
stimulated the development of statistical modeling is the area of single-
molecule DNA manipulation experiments. Single-molecule DNA stretching
and twisting experiments represent breakthroughs in the study of DNA
properties because they allow researchers to track time-dependent behavior
of individual molecules as opposed to ensemble averaged quantities. In
these experiments one end of DNA is attached to a fixed object, for example
the microscope slide or a bead that is held by a pipette, while the other end
is attached to a bead that is captured and manipulated by an optical or
magnetic trap. By varying the distance between the beads experimenters
can stretch the captured molecule, and by rotating the magnetic bead they
can twist the molecule.

Results of DNA stretching experiments [128, 26] are in excellent accord
with theoretical predictions using WLC and HWLC models in ranges of
loading that preserve the duplex DNA structure. The dependence of force
on extension for a torsionally relaxed molecule of length L is fitted very
accurately by the formula [99]

FP

kT
=

1

4

(

1 − x

L

)−2

− 1

4
+
x

L
(6.6)

where P is the persistence length. DNA twisting experiments [131, 30] have
also been found in close agreement with HWLC predictions [103, 102, 22].
When large forces and/or twist is imposed on DNA, the molecule changes
its secondary structure into alternative structures - overstretched DNA
[127, 97], melted duplex with separated strands [131], or Pauli structure
with backbone on the inside and bases on the outside [130] - none of which
are governed by the HWLC theory.

The HWLC theory is built on the simplest, ideal model of DNA elas-
ticity. An equivalent statistical mechanical theory has been developed also
for sequence-dependent base-pair level DNA model [61]. Various cases of
interest for DNA with sequence dependent properties have been analyzed,
such the statistics of polymer chains with intrinsic bends or elastic inhomo-
geneity [112], the looping free energy of LacR-mediated DNA loops [134, 6],
the free energy of LacR loops in the presence of CAP [135], the effect of
intrinsic curvature, anisotropy, or twist-roll coupling on ring closure prob-
ability [44].
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7. Dynamics. Dynamical models of DNA have been constructed to
help us uncover time-dependent features of DNA behavior, such as pertur-
bation relaxation times, rates of transition between configurational states,
rates of closure and loop formation, etc. The primary interactions control-
ing DNA dynamics are hydrodynamic resistance and thermal fluctuations.

Dynamical models of DNA can be divided into two groups - those based
on theories of elastic rods and those based on theories of polymer dynamics.
Dynamical theories of rods can be formulated within both Kirchhoff and
special Cosserrat theories (see, e.g., [2]). Suppose that the rod is described
by giving, as functions of the arc-length s and time t, its axial curve x(s, t)
and an orthonormal triad (d1(s, t),d2(s, t),d3(s, t)) embedded in the cross-
section. The equations of motion are given by

Ṗ = F
′ + f (7.1)

Ṙ = M
′ + x

′ × F + m (7.2)

where dot stands for the time derivative, P and R are the linear and
angular momentum of the cross-section, F and M are the contact forces
and moments applied on the cross-section at s by material with arc-length
greater than s, and f and m are the external forces and moments. The
precise form of P and R and the constitutive equations for F and M depend
on the type of rod under consideration and the approximations taken. The
terms f and m account for hydrodynamic resistance.

When f = m = 0, exact solutions of (7.1)–(7.2) can be obtained for
special motions, called traveling waves, in which the shape of the axial curve
remains invariant and its apex is moving with constant velocity along the
rod [4, 37, 50]. Other results include perturbation analysis of looping and
ring collapse transitions [63, 64]. Hydrodynamic resistance was accounted
for in numerical analyses of the formation of supercoiled states of over-
twisted rings plasmids [77, 91]. Some researchers have used the solution
of dynamical equations as a method for finding stable equilibrium config-
urations of DNA [6, 65]. With the exception of [6], the studies of DNA
dynamics using continuum models published to date ignore thermal fluctu-
ations but, nonetheless, yield useful information about the transition from
circular to supercoiled DNA configurations.

In polymer dynamics models, a DNA molecule is replaced by a collec-
tion of rigid spheres of radius R with centers at {xn}N

n=1
that are connected

by elastic linkages simulating the bending and twisting rigidity of DNA. The
total energy E of the chain is composed of stretching, bending, twisting,
and electrostatic energy components. Because of high hydrodynamics re-
sistance of the solvent, the molecule is assumed to move by diffusion which
results in a Brownian type dynamics. At each time step ∆t the positions
of the beads change in accord with the following formula

x
n(t+ ∆t) = x

n(t) − ∆t

kT

∑

m

D
mn(t)∇x

nE + R
n(t) (7.3)
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where the Rotne-Prager diffusion tensor D
mn accounts for hydrody-

namic coupling between beads m and n, and the random displacements
R

n(t) obey

< R
n(t) >= 0, < R

n(t)Rn(t)T >= 2∆tDmn(t). (7.4)

Brownian dynamics has been employed in the study of DNA tumbling
and twisting, where computed results were compared with data coming
from fluorescence depolarization experiments [91]. It has also been used to
study the dynamics of DNA supercoiling [31, 78], and the dependence of site
juxtaposition in DNA on the distance between sites [73, 71] and supercoiling
density [32]. It was found, for example, that at low salt juxtaposition times
are accelerated by a factor of 10 or more due to supercoiling [73]. DNA
supercoiling was found [32] to occur on the timescale of 3–6 µs starting
from a planar closed molecule, with an initial phase of 1–2 µs during which
toroidal supercoiling appeared, followed by a conversion into a plectonemic
supercoiling. The effect of intrinsic curvature on DNA supercoiling [33]
and looping [100] has also been studied

8. Conclusion. This survey outlines the main mathematical results
and models used by researchers to discuss DNA deformability and structure
at the macroscopic level, covering a whole range of topological, geometrical,
mechanical, electrostatic, statistical and dynamical models. There are few
important topics in DNA research that do not naturally fit under the head-
ings above, and one of them is the connection between DNA denaturation
and supercoiling. It is known that although DNA molecule is stable under
the conditions mimicking the intracellular environment, the base-pairing
interaction can be disrupted, in a process called denaturation, as a result
of a high temperature or mechanical deformation such as large untwisting,
stretching, or bending. The energy required for DNA denaturation de-
pends on base-pair composition and have been determined very accurately
in calorimetric experiments. Craig Benham has used this information to
develop a theory of stress-induced duplex destabilization [14, 15], which
he used to compute the sites in a genome that would be most prone to
denaturation due to supercoiling, and found that such sites coincide with
transcription initiation regions [16].

The response of DNA to large deformations is still not well under-
stood. Extensive stretching or twisting can induce the transition of DNA
to alternative conformations with disrupted base-pairing (see Section 6),
but it is not known whether such conformations play any biological role.
DNA kinking - a higher order response to bending associated with dis-
ruption of base-stacking - has been proposed [154, 151, 116, 85, 54] as an
explanation for unusually large cyclization probabilities of certain special
DNA sequences [35, 36]. Furthermore, in addition to the well known B-
DNA form there are other, alternative forms of DNA - A-DNA, C-DNA,
Z-DNA, - which are induced by special experimental conditions (ethanol,
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high salt), and for which mechanical properties have not been explored,
nor mechanical theories of transitions between these forms have been
formulated.

A large area of DNA research is concerned with protein-DNA inter-
actions. We are still far from complete understanding the principles of
protein-DNA binding affinity and specificity, and the role of DNA defor-
mations that many proteins impose on DNA. This problem requires the
use of local atomic level description of DNA and proteins and is beyond
the scope of this essay.

The modeling efforts described above have focused on the understand-
ing of DNA physical properties. The ultimate goal of DNA modeling,
however, is to address important biological problems such as the prob-
lem of DNA compaction, chromatin formation and remodeling, and the
problem of the role of DNA deformability in replication, recombination,
or regulation of transcription. The first steps in this direction are pro-
vided by methods that utilize current information about protein-DNA in-
teraction (X-ray crystal data, binding affinity measurements, DNA foot-
printing, etc.) to compute the structures of complex multi-protein DNA
assemblies [6, 142, 65, 134, 7, 86, 135, 45].

A new direction in simulation of DNA dynamics and mechanics is to
move away from models tailored to the conditions in vitro (i.e., in the test
tube) to models of DNA in vivo (i.e., inside of a living cell). One important
difference here is that the DNA in vivo is subject to random interactions
with a large number of DNA binding proteins, both sequence specific and
non-specific, that bend and twist the molecule. The first examples of a
reserch concerned with intracellular DNA modeling include the analysis of
DNA stretching in the presence of randomly binding bending or stiffen-
ing agents [153], and the study of DNA cyclization in the presence of a
nonspecifically binding bending protein HU [45].

Although this overview of various areas of DNA modeling is under-
standably sketchy and incomplete, it gives the reader an idea about the
variety of areas of DNA research that benefit from the use of mathemat-
ics. Further information about specific areas can be found in numerous
survey papers and books, e.g., DNA topology [9, 150], base-pair level
DNA structure [28], detail DNA structure [104], DNA mechanics [11, 65],
single-molecule DNA stretching [26] and twisting [130], DNA supercoil-
ing [106, 117, 143], or DNA topoisomerase action [146]. Additional mate-
rial is available online, and includes two lectures given by the author at the
tutorial “Mathematics of Nucleic Acids” which has taken place at the IMA
on September 15, 2007. The slides and videorecordings of these lectures
can be found on the IMA website (www.ima.umn.edu).
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[75] G. Kirchhoff, Über das Gleichgewicht und die Bewegung eines unendlich dünen

elastischen Stabes, J. Reine angew. Math. (Crelle), 56 (1859), pp. 285–313.
[76] J.G. Kirkwood, On the theory of strong electrolyte solutions, J. Chem. Phys., 2

(1934), pp. 767–781.
[77] I. Klapper, Biological applications of the dynamics of twisted elastic rods, J.

Comput. Phys., 125 (1996), pp. 325–337.
[78] K. Klenin, H. Merlitz, and J. Langowski, A Brownian dynamics program

for the simulation of linear and circular DNA and other wormlike chain
polyelectrolytes, Biophys. J., 74 (1998), pp. 780–788.

[79] K.V. Klenin, A.V. Vologodskii, V.V. Anshelevich, A.M. Dykhne, and M.D.

Frank-Kamenetskii, Computer simulation of DNA supercoiling, J. Mol.
Biol., 217 (1991), pp. 413–419.

[80] K.M. Kosikov, A.A. Gorin, X.J. Lu, W.K. Olson, and G.S. Manning, Bend-
ing of DNA by asymmetric charge neutralization: all-atom energy simula-
tions, J. Am. Chem. Soc., 124 (2002), pp. 4838–4847.
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PARADOX REGAINED: A TOPOLOGICAL COUPLING OF

NUCLEOSOMAL DNA WRAPPING AND

CHROMATIN FIBRE COILING

ANDREW TRAVERS∗

The folding and unfolding of the chromatin fibre is a fundamental con-
trol point for the regulation of eukaryotic transcription. Although recent
efforts have elucidated many of the mechanistic elaborations that regulate
this process, the underlying mechanical basis of the folding transitions is
poorly understood. Here I present a novel solution to the so-called ‘linking
number paradox’ problem (Finch et al., 1977) and show that this solution
implies that the chromatin fibre acts a tunable coil. The folding/unfolding
process is essentially a topological transition in which the wrapping of DNA
around the nucleosome core particle is directly coupled to degree of com-
paction of the coil.

Early studies established that the folding and unfolding of the 30 nm
chromatin fibre is exquisitely sensitive to variation in ionic strength (But-
ler and Thomas, 1980; Dimitrov et al., 1990; Thoma et al., 1979) and that
these transitions are reflected in the state of coiling of the fibre (Thoma et
al., 1979; Widom, 1992). However, for infinitely long, or even for long un-
constrained fibres, a change in coiling is a topological transition, an aspect
of fibre function that has so far received little attention. Because there is
little data pertaining to the topology of chromatin fibres as such, a starting
point for the discussion of fibres must be the topology of the nucleosome
core particle itself. This latter topic is in itself controversial. The nub of
the problem is the so-called ‘linking number paradox’ first identified thirty
years ago as a mismatch between the change in linking number on nucleo-
some formation (∆L = ∼ −1) (Germond et al., 1975; Keller et al., 1978)
and the number (n) of superhelical turns of DNA wrapped around the nu-
cleosome (∼ −1.5 — −1.7) (Finch et al., 1977). Two main solutions have
been proposed to reconcile these two numbers - that the surface helical
repeat of the wrapped DNA changes from 10.5 bp to 10 bp on nucleosome
formation (Klug and Lutter, 1981; White et al., 1988) and that the entering
and leaving duplexes cross each other disproportionately in opposite senses
(De Lucia et al., 1999).

The original experiments on SV40 chromatin studied a closed topo-
logical system. Subsequent experiments in which core nucleosomes were
reconstituted on minicircles refined the value of the change in ∆L on nu-
cleosome formation to −1.1 to −1.2 (Zivanovic et al., 1990). However, the
DNA sequence repeat, which is equivalent to the surface helical repeat, of
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wrapped DNA is ∼ 10.2 bp and so cannot account fully for the linking
number paradox (Satchwell et al., 1986; Travers and Klug, 1987). For a
cylindrical surface the change in linking number due to this component is
given by the equation:

∆L = ∆STw + n where STw is the surface twist (White et al., 1988).

Assuming that in a core particle 127 bp of DNA are wrapped in −1.63
superhelical turns (Richmond and Davey, 2003), and the helical repeat of
DNA in solution is 10.4 bp (Wang, 1979), then

∆L = (127/10.2− 127/10.4)− 1.63 = −1.39.

There is thus a ‘missing’ component of ∆L of ∼ +0.2 to +0.3. A more
defined closed system – a crystal structure of a tetranucleosome, in effect a
mini-fibre – indicates a function for this component (Schalch et al., 2005).
In this crystal structure four core nucleosomes with a 20 bp separation
between each nucleosome crystallise as two stacks in which nucleosome 1
stacks on nucleosome 3 and nucleosome 2 on nucleosome 4. Importantly
these stacks are twisted relative to each other by −71.5o and thus in a longer
fibre would be coiled relative to each other (Schalch et al., 2005). Assuming
conservation of Lk such that this twisting or coiling compensates for the
intrinsic topology of the core particles, the twisting must have the opposite
sense to the topological contribution by the core particles. For a cylindrical
surface the two derivations of ∆L are equivalent, i.e. ∆L = ∆STw + n =
∆Tw+Wr where Tw is the intrinsic twist of DNA and Wr is the writhe. On
nucleosome formation the change in intrinsic twist is negligible or unaltered
(Zivanovic et al., 1988) and therefore in this situation

Wr = ∆STw + n = −1.39.

The relative twisting of the two nucleosome stacks in the crystal struc-
ture is not strictly a property of intrinsic twist of the DNA itself but is a
topological quantity which can be regarded as twist. Taking this into ac-
count and approximating to a twist angle of 72o

∆L = +0.2 + (−1.39) = −1.19.

This calculated value is within the best experimentally determined
values of ∆L and shows that, at least for the tetranucleosome structure
∆L has a very similar value to that determined for SV40 chromatin and
for single nucleosome core particles (Germond et al., 1975; Keller, 1975;
Norton et al., 1989; Zivanovic et al., 1988). Nevertheless it is important
to note that the experimental values for ∆L, DNA wrapping in the core
particle and the helical repeat of DNA in solution are not precise and
may vary according to the methodology used. Nevertheless this calculation
identifies a topological component in the tetranucleosome crystal structure
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that is provided by the core particle and suggests that, in this structure
at least, it is not necessary to invoke variable crossings of the entering and
leaving DNA.

Although the crystal structure of a tetranucleosome indicates the
‘missing’ ∆L is reflected in the relative twisting of the two nucleosome
stacks it does not pinpoint the origin of this topological component. Two
considerations are important. First in the original experiments with SV40
chromatin the DNA between nucleosomes was relaxed with topoisomerase
I (Keller, 1975) and therefore the ‘missing’ component must represent a
direct or imposed constraint by the histone octamer. Second the crystal
structures of the core particle reveal only the contacts of the ‘core’ domains
of the histones with DNA and not most contacts of histone tails (Luger et
al., 1997; Richmond and Davey, 2003). There is however, direct evidence
that some histone tails bind to DNA outside the 147 bp wrapped around
the core histones (Angelov et al., 2001). Further, electron microscopy of
isolated core particles shows that although the trajectories of the entering
and leaving DNA duplexes are variable in many cases these duplexes bend
away from the particle in the opposite sense to the negatively wrapped
DNA (Hamiche et al., 1996) (Figure 1a). I propose that this configuration,
which is equivalent to the ‘open’ configuration defined by De Lucia et al.
(1999), is the origin of the ‘missing’ positive component of ∆L. In practice,
it may be an average of an ensemble of configurations, that, at least in part,
is stabilised by interactions with the histone tails and may also be imposed,
in part, by electrostatic repulsion between closely approaching duplexes.

If the ‘missing’ component of ∆L is indeed related to both the en-
tering and leaving trajectories of the core particle DNA and also to the
coiling of the fibre changes in these trajectories should result directly in
changes in compaction of the fibre. Two factors that alter the compaction
of the fibre are the association of linker histone and the acetylation of core
histone tails. These result in respectively an increase and a decrease in
the packing density of the fibre (Butler and Thomas, 1980; Hizume et al.,
2005; Thoma et al., 1979; Tse et al., 1998). Binding of a canonical linker
histone both to core particles and within fibres result in the formation of a
protein-DNA ‘stem’ protruding approximately at the dyad of the core par-
ticle (Bednar et al., 1995; Hamiche et al., 1996). This structure correlates
with an increase in DNA wrapping around the core histones from 1.65–1.7
superhelical turns to 1.8–1.9 turns (as determined by electron microscopy)
and an accentuation of the bends in the entering and leaving DNA without
inducing crossings of the two duplexes (Bednar et al., 1995). The sense
of these bends relative to the wrapping is positive and thus is significantly
greater than the corresponding bends in the core particle (Figure 1a). This
implies that the compensating left-handed coiling in the fibre will also be
greater and thus that the fibre will be more compact. This argument also
justifies the ad hoc assumption made elsewhere of the functional role of
linker histones (Wu et al., 2007). In contrast to nucleosomes containing
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Fig. 1. a) Proposed variation of exit/entry angle of nucleosomal DNA comparing
an unmodified core particle (centre) with a particle containing hyperacetylated histones
(centre) or a linker histone (right).
b) The corresponding variation in coiling of the fibre. The figure represents a gen-
eralised 30 nm fibre with the paths of the two nucleosome coils shown. The precise
trajectory of the linker DNA between successive nucleosomes depends on linker length
and is not shown.

linker histone there are no direct determinations of the extent of wrapping
in nucleosomes containing acetylated histones. However hyperacetylation
would be expected to release any constraints imposed on the entering and
leaving duplexes by the histone tails and so would decrease the positive
bend in these duplexes (Figure 1a). In concert with electrostatic effects
involving the acetylation of lysine 16 of histone H4 (Shogren-Knaak et al.,
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2006) this would result in a decrease in coiling associated with an ‘opening
up’ of the fibre (Figure 1b).

Linker histone binding increases (Stein, 1980; Zivanovic et al., 1990)
and histone acetylation reduces the experimentally determined values of
∆L on nucleosome formation (Bauer et al., 1994; De Lucia et al., 1999; Nor-
ton et al., 1989). These changes are correlated with the amount of negative
DNA wrapping around the core particle and would have the straightfor-
ward effect of decreasing and increasing respectively the amount of DNA
between adjacent octamers. But changes in DNA wrapping would also
have topological consequences. Although the extent to which the experi-
mental determinations reflect the trajectories of the exiting and entering
DNA duplexes is uncertain, increasing or decreasing the negative wrap-
ping of DNA by the core histones would, in a closed nucleosome array,
be expected to decrease and increase respectively the positive topological
component available for coiling. This counterbalance between the negative
wrapping component and a positive exit/entry component would mean that
the changes in form associated with coiling and uncoiling of a fibre would
be accompanied by little or no overall change in ∆L per nucleosome in
a fibre as observed (Keller et al., 1978) and so would not require direct
facilitation by topoisomerases.

I have argued that the coiling of the chromatin fibre is directly related
to the positive bending of DNA as it enters and leaves the nucleosome and,
in turn, the extent of this bending correlates with the extent of wrapping
around the histone octamer. This relation implies that, for a given av-
erage linker length, the chromatin fibre acts as a tunable coil, with the
extent of coiling, and hence of compaction, being determined by the in-
teractions of the linker histones and the core histone tails with DNA in
the immediate vicinity of the particle. In other words, within a fibre each
nucleosome makes an individual topological contribution to coiling. Since
the number of nucleosomes/helical turn of a fibre can vary the degree of
compaction and the form of the fibre may depend of this parameter (Athey
et al., 1990; Robinson et al., 2006). For example, whereas the canonical
30 nm fibre contains ∼ 6 nucleosomes/11 nm (Gerchman and Ramakrish-
nan, 1987; Ghirlando et al., 2004; Ghirlando and Felsenfeld, 2008) those
reconstituted on arrays of optimally-spaced nucleosome positioning signals
in vitro may contain between 11 and 16 nucleosomes/11 nm (Robinson
et al., 2006). Thus per turn there will be a greater contribution to coil-
ing from the nucleosomes for the more compact relative to the canonical
fibres. This is consistent with the interpretation that the more compact
fibres can, for short linker lengths, assume a more coiled form of the fibre.
This more coiled form could be a supercoiled helical-ribbon rather than
a relaxed crossed-linker form or a transitional helical form more akin to
the A-form of DNA than to the crossed-linker form comparable to B-form
DNA (Wu et al., 2007). This view also reconciles apparently disparate
structural interpretations of canonical and compact fibres (Athey et al.,
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1990; Robinson et al., 2006; Schalch et al., 2005) and validates the obser-
vation that the dimensions of compact fibres reconstituted in vitro can be
fitted by a 2-start model in which a more coiled form relaxes to a less coiled
form (Wu et al., 2007). All the relevant observations are consistent with
a simple structural transition of 2-start chromatin helices. It is important
to note that the coiling imparted by the configuration of individual nu-
cleosomes is a topological quantity while the compaction depends on the
configuration assumed by the resultant coils. For example, toroidal and
plectonemic modes of coiling made differ substantially in compaction for
equivalent amounts of coiling.

The tunable coil concept is fully consistent with experimental obser-
vations relating to the dependence of fibre compaction and of changes in
linear dichroism on ionic strength in vitro (Butler and Thomas, 1980; Dim-
itrov et al., 1990). However, it places strong constraints on the connectivity
between spatially adjacent nucleosomes in a fibre. Although it readily ex-
plains folding and unfolding in the context of a 2-start helical model, i.e.
crossed-linker and helical ribbon forms, it is not simply compatible with
1-start models and their variants because, apart from the difficulty in rec-
onciling ‘stem’ structures with 1-start models, this class of model requires
tight DNA bending or coiling, either positive or negative, between adjacent
nucleosomes in a helical stack and consequently any change in wrapping
of nucleosomal DNA will result in the relative rotation of adjacent nucle-
osomes rather than a change in coiling. However, the connectivity of the
30 nm fibre is currently an unresolved issue. While fibres lacking linker
histone can adopt a 2-start form (Dorigo et al., 2004; Schalch et al., 2005),
compact fibres containing linker histone have been proposed to adopt a
1-start interdigitated form (Robinson et al., 2006), which is equivalent to
a 3- or 4-start helix of stacked nucleosomes.

In addition to the trajectories of the leaving and entering DNAs the
length of the linker DNA between nucleosomes can also directly affect the
extent of coiling by altering the relative rotation of one nucleosome relative
to its neighbour on a linear map (Widom, 1992; Wu et al., 2007). In gen-
eral the relative rotation will be conserved only if this length changes by
an integral number of helical turns. These changes affect both the ability
of nucleosomes to stack on each other in a folded fibre and the average
topological contribution of each nucleosome (Wu et al., 2007). For optimal
linker lengths, as discussed above, the positive contribution of the exit-
ing/entering nucleosomal DNA would generate a left-handed coil. However,
substantial departures from optimal linker lengths of integral, or possibly
also half-integral, numbers of helical turns could result in a twist deficit in
the linker DNA that would reverse the sense of coiling of the fibre.

In addition, the individual contributions of nucleosomes to coiling
could also, in principle, facilitate the formation of higher-order structures
beyond the 30 nm fibre. If coiling transitions were not completely topologi-
cally neutral such that, for example, the 30 nm fibre structure assumed did
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not match the total topological nucleosomal contributions, then any im-
balance could be absorbed by a further coiling of the 30 nm fibre on itself,
either as a plectoneme or as a toroid. Importantly since these structures
would contain many nucleosomes the actual contribution per nucleosome
would be small relative to that driving the coiling of the 30 nm fibre.
Such a mechanism would also ensure that in an actively transcribed gene
high DNA compaction could be maintained in the regions lacking RNA
polymerase.

The arguments presented above assume that a fibre acts as a closed
topological domain. But in the nucleus a fibre of a particular packing den-
sity may be connected to and directly abut on a nucleosome-free region or
a fibre of different packing density. Unless the structural transitions within
the fibre are completely topologically neutral, i.e. overall there is zero net
change in linking number, these transitions could directly affect the struc-
tures of neighbouring regions. Such effects would be blocked by relaxation
of any excess superhelicity - either positive or negative. The topoisomerase
II in chromatin matrix- or scaffold-attachment regions (Gasser et al., 1986)
could perform this function and thus act primarily to maintain the topo-
logical status of chromatin fibres in adjoining chromatin domains. Indeed,
topoisomerase II has been shown to play an active role in fibre compaction
(Hizume et al., 2007).

In summary, in any consideration of chromatin structure it is crucial
to consider the chromatin fibre itself as a topological nanomachine whose
configuration is closely correlated with function.
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STATISTICAL-MECHANICAL ANALYSIS OF

ENZYMATIC TOPOLOGICAL TRANSFORMATIONS IN

DNA MOLECULES
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Abstract. There are two classes of enzymes, DNA topoisomerases and site-specific
recombinases, which change DNA topology. Many details of the enzyme action remain
unknown, and therefore different models of the reactions require critical testing. A great
help in such testing comes from computer simulation. The computational approach,
described in the review, allows simulating the distribution of the reaction products
for a chosen model of the enzyme action. Comparing the simulated distribution with
corresponding experimental data serves as a model test. The major principles and
assumptions of the approach, which is based on the simulation of an equilibrium set
of DNA conformations, are discussed. The general consideration is illustrated by two
specific examples, models of type II DNA topoisomerases and tyrosine family of site-
specific recombination.

Key words. DNA topology, Simulation of DNA conformations, DNA topoiso-
merases, Site-specific recombination.
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1. Introduction. There are two very important classes of enzymes,
type II DNA topoisomerases [1] and site-specific recombinases [2], which
can change topology of circular DNA molecules. During their catalytic acts
these enzymes introduce temporary breaks into DNA backbone making
topological changes possible (Fig. 1).

These enzymes interact, in general, with two or more DNA sites which
are separated along the DNA contour, so formation of the reaction com-
plex (synaptic complex) is associated with formation of two or more DNA
loops. If the loops are large enough, they can adopt many different confor-
mations. In these cases the reaction products can have various topologies.
An example of different outcomes of a topological transformation is shown
in Fig. 2.

It is important to have detailed pictures and clear understanding the
action of these enzymes. Such information is very difficult to obtain using
only experimental methods, however. Even X-ray structure of a synaptic
complex does not give all the information about the reaction pathway, and
various implicit methods are used to address the problem. In this situa-
tion very valuable help can be obtained from computer simulation. We can
simulate the distribution of the reaction products over different topologies
for any chosen model of the reaction. The product distribution can be also
determined experimentally, and by comparing the simulated and experi-
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Fig. 1. Diagrams of DNA enzymatic transformations. The enzyme and double
stranded DNA are shown by the semitransparent disk and by the yellow lines, corre-
spondingly.
(a) Strand passing reaction catalyzed by type II topoisomerases. The enzymes make a
transient double-stranded break in a “gate” segment (G segment) that allows passage
of another segment (T segment) of the same or another DNA molecule. The topoiso-
merases reseal the break after the strand-passing.
(b) DNA rearrangement by tyrosine family of site-specific recombinases. Both specific
DNA sites, shown by red arrows, aligned in the synaptic complex in the antiparallel
orientation. The sites are cut and rejoined as it shown on the diagram.

Fig. 2. Topological outcomes of the enzymatic transformation. The example shows
site-specific recombination in unknotted circular DNA with two specific sites oriented
head-to-tail. The reaction product is two DNA circles which can be unlinked (a) or form
a link (b). The product topology depends on the looping in the substrate DNA.
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Fig. 3. The rate constant of a topological transformation. The diagram shows the
transformation from unknotted circular molecule to one with the topology of trefoil.

mental distributions we can test the model. If the simulated and measured
distributions are in agreement, we can usually perform additional tests of
the model by checking experimentally its specific assumptions. We can
simulate the distribution of the reaction products over different topologies
for any chosen model of the reaction. The product distribution can be also
determined experimentally, and by comparing the simulated and experi-
mental distributions we can test the model. If the simulated and measured
distributions are in agreement, we can usually perform additional tests of
the model by checking experimentally its specific assumptions.

In this review we first consider the simulation approach in general
terms. Then we analyze key elements of the simulation procedure. Finally,
we consider two examples describing applications of the approach to specific
problems.

2. General formulation. We can use computer simulation to cal-
culate the rates of conversion of the substrate DNA with topology i into
product with topology j, kij (Fig. 3). The value of kij is proportional to
the probability of juxtaposition, and correspondingly the synaptic complex
formation, of the DNA sites which would give topology j, under condition
that the initial topology is i, pij :

kij = αpij . (2.1)

The coefficient between kij and pij , α, depends on the enzyme prop-
erties but does not depend on i and j. Eq. (2.1) assumes that the synaptic
complex formation is not a diffusion-limited process and is specified by
the equilibrium distribution of DNA conformations. In other words, many
juxtapositions of the DNA sites, participating in the reaction, precede the
synaptic complex formation. This is a common assumption in the analysis
of protein-assisted DNA looping. Recently the assumption has been proven
for enhancer-promoter complex formation [3].

The values of kij directly specify the distribution of reaction prod-
ucts formed from the substrate with topology i at early moments of the
reaction, when only a small fraction of the substrate DNA has been trans-
formed into molecules with other topologies. The values of kij can be also
used to estimate the steady state distribution of topological forms, if such
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distribution is created by continuous action of the enzyme. In the latter
case the distribution is specified by the equations

dci

dt
=

∑

j

kjicj − ci

∑

j

kij = 0, (2.2)

where ci is the concentration of DNA molecules with topology i. By defini-
tion of the steady state the values of ci do not change with time t. We will
consider later examples which use either initial or steady state distributions
of the reaction products.

Thus, to calculate the distribution of the reaction products we need
to calculate pij . Let us now consider this calculation in detail. It is im-
portant that pij is specified by conformational distribution of molecules in
topological state i and by a chosen reaction model only. Indeed, there is
no randomness in the reaction pathway inside the complex (we do not con-
sider here processive reactions which can be performed a random number
of times on the same synaptic complex). Calculation of pij can be divided
into three steps:

1) Generation a conformational set which corresponds to the equilib-
rium conformational ensemble of the substrate circular DNA with topology
i, possibly with bound protein(s) which can introduce local conformational
changes into this DNA;

2) Selection of DNA conformations where mutual separation and
orientation of certain DNA segments correspond to those in the synaptic
complex;

3) Calculation of the reaction outcome for all selected conformations
and converting these data into distribution pij .

Below we consider these three steps separately.

3. DNA model and the simulation procedure. To generate an
equilibrium conformational set for the substrate circular DNA with bound
protein(s) we need, first of all, to choose a DNA model, appropriate for
this kind of simulation. This should be the simplest model which properly
describes DNA conformational properties on the scale of a few nanometers,
a typical size of the DNA-protein complex. Such model is well known, it is
the discrete wormlike chain [4–6]. A circular DNA molecule composed of n
Kuhn statistical lengths is modeled as a closed chain consisting of kn rigid
segments that are cylinders of equal length l and diameter d. The number
of straight segments per Kuhn length, k, is a computational parameter
of our choice (Fig. 4). The bending elastic energy of the chain, Eb, is
computed as

Eb =
1

2
kBTg

kn
∑

i=1

θ2

i , (3.1)

where the summation extends over all the joints between the elementary
segments, θi is the angular displacement of segment i relative to segment
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Fig. 4. The model of double-stranded DNA. The length of the cylinders (shown by
yellow) can vary, although it usually equals 30 or 15 base pairs of the double helix (1/5
or 1/10 of DNA persistence length). The DNA molecule (red) is shown to illustrate the
scale of the model cylinders.

i − 1, and g is the bending rigidity constant, kBT is the Boltzmann tem-
perature factor. If the value of k is sufficiently large (k ≥ 10), the bending
constant g is proportional to the DNA persistence length, a [7]:

g = a/l. (3.2)

More precise relation between g, l and a is described in ref. [5].
Proper choice of k, which is equal to 2a/l, is very important here. The

computer time needed for a simulation increases approximately as (kn)2.
It is therefore necessary to choose the value of k so that it is large enough
to ensure reliable results but small enough to keep the computational time
reasonable. This kind of polymer models cannot describe conformational
properties on a scale smaller than the length of one straight segment, l.
Taking into account the size of DNA-protein complexes we conclude that
k cannot be smaller than 10. Therefore, one cannot use the freely-jointed
chain or a lattice model for this kind of problems, as it was done in some
studies [8, 9].

The diameter of impenetrable cylindrical segments of model chain ac-
counts both for the DNA geometrical diameter and for the electrostatic
repulsion between the segments. The quantitative definition of d is based
on the concept of the second virial coefficient [10]. It was shown that ap-
proximation of the electrostatic interaction by this hard core potential and
by the corresponding Debye-Hückel potential give very similar results in
Monte Carlo simulations of DNA equilibrium properties, with the excep-
tion of conformations of supercoiled DNA at low concentration of monova-
lent ions (≤ 0.02 M) [11]. The value of d strongly affects DNA topological
properties [12, 13], and therefore its proper setting is extremely important.
For ionic conditions close to the physiological d equals 5 nm [14, 15], that
is 5% of the DNA statistical length.

The model’s features specified above are sufficient to simulate nicked
circular DNA molecules, which do not maintain torsional stress. If both
strands of the molecule are closed, the chain energy also depends on DNA
twist, Tw. To use the model in this case one can express the displacement
of chain twist from its equilibrium value, ∆Tw, by the equation:
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∆Tw = ∆Lk − Wr, (3.3)

where writhe, Wr, is a property of the chain axis alone [16], and ∆Lk is the
linking number difference of the simulated DNA.The value of ∆Lk should
be considered here as a simulation parameter [17], while Wr is calculated
for each conformation of the model chain [18]. Hence, in this model, the
torsional energy, Et, is defined by the conformation of the DNA axis and
may be expressed as

Et = (2π2C/L)(∆Lk − Wr)2, (3.4)

where C is the torsional rigidity constant, and L is the DNA length.
Proteins, which are bound with one or more DNA segments during

the assembling of the reaction complex, can introduce local distortions into
the DNA molecule. Such distortions have to be included into the model.
Typically, the bound proteins introduce local bends into the bounding sites,
increase the volume of the sites, and make them more rigid. The first effect
is the most important one, so it must be taken into account properly. There
is no way to determine the bending rigidity of the complex, so it seems
reasonable to assume that it is absolutely rigid. The volume increase does
not affect global properties of the model chain as long as only few proteins
are bound with it, so it can be neglected in most cases. We did not account
for this effect in the applications described here.

Sampling the equilibrium ensemble of the chain conformations is per-
formed by Metropolis Monte Carlo procedure [17, 19]. In some cases, how-
ever, the probability of conformations suitable for the synaptic complex
formation is very low, so unbiased sampling of the equilibrium ensemble
does not provide a sufficient number of such conformations for the statis-
tical analysis of the reaction outcomes. To enrich the sampling by confor-
mations with the properly juxtaposed sites, a biased sampling procedure,
based on adding an artificial potential between specific sites, can be used
[20, 21]. Although the potential disturbs the whole conformational ensem-
ble, it does not affect the conformational distribution among the states
with juxtaposed sites, since the energy of such conformations is change by
the same value.

The simulation procedure allows passing one segment through another,
so it does not prevent from topology change in the model chain. To keep
the desired topology i over the simulation run one has to check the chain
topology for each trial conformation of the Metropolis procedure. It can be
done by calculating the Alexander polynomial, ∆(t) [19, 22]. It is sufficient
in the most cases to calculate ∆(t) at points t = −1 and t = −2. The
values of ∆(−1) and ∆(−2) distinguish the great majority of all 166 knots
which can be drawn with less than 11 intersections on their projection [23].

The definition of juxtaposition depends on the reaction model. Cor-
respondingly, the procedure of testing the simulated conformations on the
presence of properly juxtaposed sites can hardly be described in general
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terms. For each conformation with the juxtaposed sites we need to gener-
ate the reaction product and determine its topology. The topology deter-
mination is based on the calculation of the Alexander polynomial for one
chain or for two chains [19], if the reaction produces two circular molecules
(see Fig. 2).

The distribution pij is calculated as

pij = nij/Ni, (3.5)

where nij is the number of outcomes with topology j, Ni is the total number
of conformations in the generated conformational set with topology i.

Successive conformations of the model chains obtained in the Metropo-
lis procedure may be strongly correlated, so the total number of steps in the
simulation, M , should be many times larger than the correlation length,
mc. This condition is always satisfied for relaxed circular molecules where
mc has the order of 10, while M exceeds 108. The value of mc is much larger
for supercoiled chains, somewhere between 106 and 107 steps, depending
on the superhelix density of the model chain, σ. The correlation length is
further increased by permanent bends at certain places of the chain, used
in the simulation, since such bends have a tendency to be localized at the
superhelix apices and suppress slithering motion in the superhelix. Still,
even in these cases the simulation runs can be made much longer than mc.
What makes the issue of correlation really critical is the artificial potential
between specific sites. Special care is required when choosing the potential
to avoid locking the chain in a particular set of conformations. We use
analysis of the simulated trajectories as a major way to address the issue.

From numerous simulations of supercoiled DNA we know that typi-
cal conformations of such molecules represent branched superhelices (see
Fig. 9), and variation in the number of braches is the slowest relaxation
process [17]. Thus, choosing the potential we need to check that in each
simulation run there are many stretches of conformations where specific
sites are not juxtaposed and these stretches are sufficiently long for the
branch number relaxation.

An artificial potential was used in our simulations of site-specific re-
combination [21]. We were able to find the potential parameters to satisfy
the above condition for model chains with σ of −0.05, but failed to do it
for σ of −0.06.

4. Type II DNA topoisomerases. It was found that type II DNA
topoisomerases actively reduce the fractions of knotted and linked circular
DNA molecules below thermodynamic equilibrium values [24]. In partic-
ular, it was found that the steady state fraction of trefoil knots created
by topo II (the only knots observed in experiments) is many times lower
than the equilibrium fraction of these knots in the same DNA molecules
and solution conditions. It was suggested, in an attempt to explain this
surprising finding, that the enzymes create a sharp bend in G segment,
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Fig. 5. The model of type II topoisomerase action. The enzyme (shown by green)
bends the DNA G segment (orange) into a hairpin. The entrance gate of the enzyme
for the T segment (yellow) is inside the hairpin. Thus, the T segment can pass through
the G segment only from inside to outside the hairpin.

the first bound DNA segment [25]. If the enzymes create such bend,
they have to have a specific orientation relative to the bend. It is known
that the type II topoisomerases can harness the energy of ATP hydrolysis
and promote passage of T segment in one direction relative to themselves
[26–28]. Thus, the complex with bent G segment can provide a unidirec-
tional passage of the T segment from inside to outside the hairpin formed
by G segment (Fig. 5). This directionality of strand passage is only local,
because the hairpin can have any orientation relative to the DNA chain.
Surprisingly though, the quantitative analysis of the model showed that
it leads to a large decrease of the steady state fraction of knots and cate-
nanes compared with the equilibrium levels [25]. The basic elements of the
analysis are described below.

The DNA model described above was used to simulate equilibrium
set of DNA conformations with the G segment-bound protein. In accor-
dance with the model, four elementary segments of the model chain form a
rigid hairpin which does not change its conformation during the Metropo-
lis sampling (Fig. 6). Since any segment of the chain could serve as a T
segment, there was no way to use a biased sampling of the conformational
space. Therefore, large sets of conformations (up to 2·109) were simulated
to obtain statistically reliable estimations of the required parameters pij .

The experiments were performed for nicked circular DNA molecules, so
there was no need to account for DNA torsional energy in the simulations.
Only unknotted DNA molecules (denoted by 0) and trefoils (denoted by 3)
were observed in the experimental study, so Eq. (2.2) are reduced to a
single equation

p03c0 − p30c3 = 0. (4.1)

Correspondingly, we needed to calculate only p03 and p30. It is suf-
ficient to calculate ∆(−1) to distinguish between trefoils and unknotted
contours.

The chain conformations having a segment juxtaposed with the
protein-bound G segment were identified by the inspection of constructed
sets. Segment i was considered to be juxtaposed with the G segment, if
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Fig. 6. Typical simulated conformation of a knotted DNA with a hairpin-like G

segment created by the topoisomerase binding (red). Another segment of the 3 kb model
chain is inside the hairpin in this conformation, so the conformation was selected from
the generated set as capable to form the reaction complex. The straight segments of the
model chain correspond to 15 base pairs of the double helix (5 nm).

Fig. 7. Determination of the chain topology after the strand passage. For each
conformation with properly juxtaposed sites the G segment (red) was rotated by a 180o

around the axis connecting its ends. The new orientation of the hairpin is shown by
pink on the right side. The rest of the chain was immobilized during the rotation.

1) The distance between the center of segment i and the ends of the
G segment is smaller than ρo (5 nm for the case shown in Fig. 6);

2) The angle between segment i and the G segment plane is larger
than φo (60o for the majority of the simulations).

For each selected conformation the strand-passage was modeled to de-
termine the product topology. It was achieved by local deformation of
the chain, as diagramed in Fig. 7. Visual inspection of numerous exam-
ples showed that the deformation does provide passage of the T segment
through the G segment. Although the deformations can interfere with other
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segments which can occasionally be in the close vicinity to G segment, the
probability of such event is very low.

The simulations performed for DNA molecules 7,000 base pairs in
length showed that for the chain with a hairpin-like G segment the steady-
state fraction of knots, c3/c0, is reduced by factor 15 compared with the
results for DNA with a straight G segment [25]. This is a surprisingly
large effect because the hairpin occupies only a small portion of the model
chain. Presence of such small hairpin in the circular chain does not change
the equilibrium probability of knots by more than 10% [25]. Two factors
determine the effect:

1) The unidirectional transport of the T segment through the hairpin-
like G segment;

2) An increased, by factor 3–5, probability to have a potential T seg-
ment inside the hairpin-like G segment for knotted molecules [25].

Thus, the simulation showed that the model is capable to explain large
simplification of DNA topology by type II topoisomerases. Further support
for the model came from the analysis of the G segment conformation. Ac-
cording to the model, the segment has to be bent upon the protein binding.
Solution experiments and electron microscopy data confirmed the assump-
tion quantitatively [25], and recently strong DNA bend was established by
X-ray analysis of the DNA-protein complex [29].

5. Site-specific recombinases of the tyrosine family. Site-
specific recombination is utilized by a great variety of organisms for dif-
ferent genomic rearrangements [2, 30, 31]. In vitro studies of the recombi-
nation usually use circular plasmid substrates harboring a pair of specific
target sites. In the case of the tyrosine family of site-specific recombinases,
the substrate can carry the target sites in either head-to-head (inversion
substrate) or head-to-tail (deletion substrate) orientations. The recombi-
nation products from deletion substrates are two smaller circles which can
be unlinked, or form torus links with various linking numbers (this linking
number is denoted by Ca to distinguish it from the linking number of DNA
complementary strands). Similarly, the products from the inversion sub-
strates can be unknotted circles, or torus knots of various complexity [32].
The topological complexity of the products, obtained from the supercoiled
substrate DNA, varies strongly depending on a particular recombination
system of the tyrosine family. This large difference in the topological com-
plexity of products remained a puzzle before it was solved in the recent
study based on computer simulation of the reaction outcomes [21].

Two simplest and well studied systems of the tyrosine family, Cre and
Flp, were used by Du et al. as models [21]. The structures of their synaptic
complexes and reaction pathways had been well understood in the earlier
studies [33–35]. Thus, only assembling of the synaptic complexes had to be
simulated to determine the product distributions. This assembling occurs
through collision of preassembled halves of the synaptic complex [36–39].
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Fig. 8. The model for the assembly of the synaptic complex by tyrosine family
recombinases. A key element of the model is that formation of the recombinase-bound
DNA partners is a necessary first step in synapsis. DNA structure in the ‘pre-synaptic’
halves is assumed to be bent by angle φ. The value of φ can be different from the value
of the corresponding angle in the mature synaptic complex.

Correspondingly, the synapsis was simulated as a collision of two properly
oriented halves of the complex (Fig. 8). Each half was assumed to consist
of a specific site bound by two recombinase monomers. It was also assumed
that the protein-bound specific sites are bent by angle φ. This was consis-
tent with the gel electrophoresis data for the isolated halves [40, 41] and
with the structure of complete synaptic complexes [33–35]. However, the
bend angles observed in the X-ray structures of the synapses [33–35] and
those present in the pre-synaptic halves need not be identical.

The same discrete wormlike chain was used to simulate the synapsis.
In this case the model chain had both bending and torsional rigidity,

making possible simulation of supercoiled DNA molecules. The bent
conformations of the specific sites were assumed to be rigid during the
simulation procedure. The value of the bent angle, φ, was considered as
the simulation parameter. Typical simulated conformations of the chain
are shown in Fig. 9 (panels A and B).

The equilibrium sampling, which corresponds to the described model,
does not provide sufficient number of chain conformations with properly
juxtaposed specific sites. To increase the number of such conformations a
biased sampling was used, based on adding an artificial potential to the
model chain. The potential depends on the mutual conformation of the
recombination sites:

U = A ·
[

(r0

r

)2q

− 2
(r0

r

)q
]

· exp

(

−ϕ2 + θ2 + ς2

2σ2

)

, (5.1)

where r, ϕ, θ, and ς are variables whose definitions are explained in the
legend to Figure 10.

Metropolis sampling with this additional potential produces alternat-
ing stretches of two kinds of conformations, with close distance between the
specific sites and with large separation between them. The juxtapositions
in a single stretch are not independent and mainly give identical recombi-
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Fig. 9. Typical simulated conformations of supercoiled molecules 4400 base pairs
in length with protein-induced bends in the specific sites (shown by red). Strongly bent
sites tend to be localized in the superhelix apices (b).

Fig. 10. Monte Carlo simulations of synapsis. The diagram shows variables that
define the mutual orientation of the recombination sites (shown by red). The variables
are used in the potential specified by Eq. (5.1) and for the definition of the synapsis.
Vectors b1 and b2 are perpendicular to a1 and a2, respectively, and are in the planes

of the sites. The angles which appear in Eq. (5.1) are defined as: ϕ = arccos
h

−(a1a2)

a1a2

i

,

θ = arccos
h

−(b1b2)

b1b2

i

and ς = arccos
h

(b1r)

b1r

i

.

nation products. Therefore, it was important to choose the values of the
potential parameters, A, q, r0, and σ, so that many independent stretches
of conformations with juxtaposed sites appeared in a simulation run [21].

The specific sites were considered properly juxtaposed if r was less
than 0.8 l and angles φ and θ were smaller than 20̊ . It was tested that
further tightening this conditions does not change the simulation results.

For all conformations with properly juxtaposed specific sites the re-
combination reaction was modeled. Calculation of the Alexander polyno-
mial for two circular contours [19, 42], ∆(t, s), for s = −1, t = −1 was
used to determine topology of the recombination products. This topologi-



ENZYMATIC TOPOLOGICAL TRANSFORMATIONS IN DNA MOLECULES 343

Fig. 11. Monte Carlo simulation of the site-specific recombination.
(a) A conformation of the model chain with the recombination sites (shown by red)
juxtaposed within the same superhelix branch. This type of juxtaposition usually occurs
if the bend angle, φ, in the sites is small. The recombination products are unlinked in
this case.
(b) A conformation with juxtaposed sites located at superhelix apices. This type of
juxtaposition is typical for large values of φ. The synapsis traps a few supercoils in such
cases and the recombination products form torus links. The value of Ca equals 2 for
the shown case.

cal invariant is powerful enough to distinguish the majority of the simplest
links [23].

The simulation showed that the bend of the protein-bound recombi-
nation sites before their juxtaposition determines the distribution of Ca
of the recombination products formed from directly oriented sites (or the
distribution of knots for inversely oriented sites). If the bend angle, φ, is
small, the collisions of the complex halves mainly occur in one branch of su-
percoiled DNA (Fig. 11a). The recombination event gives unlinked circles
in this case. When φ increasess the bent DNA segments tend to be located
at superhelix apices where the double helix has to be bent in any case (see
Fig. 9b). This type of synapsis traps DNA supercoils and recombination
products form torus links (Fig. 11b). This theoretical finding immediately
suggests an explanation why the topological complexity of recombination
products is different for different recombination systems, since the value of
φ depends on a particular system [43, 44].

The simulated distributions of Ca obtained for different values of φ
are presented in Fig. 12.

This simulation finding was tested experimentally by establishing the
correlation between bend angle in the complex halves and the topolog-
ical complexity of recombination products [21]. The difference in the
product topology is strongly pronounced for the Cre/loxP and Flp/FRT
systems which have striking similarities in their overall reaction mecha-
nism (see review [2]). Action by Cre on head-to-tail target sitesproduces
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Fig. 12. Computed distributions of recombination products for different values of
the bend angle in the recombination sites. The fractions of products with different topolo-
gies, were computed for supercoiled substrate DNA 4200 bp in length with specific sites
separated by 1400 bp. The distributions of the product linking number, Ca, are shown
for DNA containing two target sites in direct orientation. The fraction of unlinked cir-
cles corresponds to Ca = 0. The DNA superhelix density in all these simulations was
equal to −0.05.

mainly unlinked circles, while that of Flp yields multiply linked catenanes
[21, 45–47]. Du et al. measured the bent angles in the complex halves in
solution, using the cyclization of short DNA fragments carrying the spe-
cific sites and bound proteins [21]. It was found, in full agreement with
theoretical expectations, that the value of φ is close to 35̊ for Cre system
and close to 80̊ for Flp. These values of bend angles have to provide
the experimentally observed difference in topological complexity of recom-
bination products. Thus, the established correlation between topological
complexity of the recombination products and the bend angle gave very
solid support to the explanation of the effect obtained in the computer
simulation.
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