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Chapter 1
Building 3D Nanostructured Devices
by Self-Assembly

Steve Hu, Jeong-Hyun Cho, and David H. Gracias

1.1 The Pressing Need for 3D Patterned Nanofabrication

Macroscale engineering is 3D and most structures around us are machined and
assembled with a variety of materials that are precisely shaped and patterned.
However, while several methodologies exist for precise patterning and assembly
at the nanoscale, they can only be enabled in an inherently 2D manner; moreover,
many are serial and extremely expensive processes [1–4]. Top-down methods such
as particle replication in nonwetting templates (PRINT) [5] have enabled the mass
production of nanoparticles, but they tend to have shapes consistent with only a
single layer and limited patterning. Hence, there is a pressing need to develop par-
allel and cost-effective methods for patterning and assembly of 3D nanostructured
devices (Fig. 1.1). In this chapter, we discuss methods that focus on the creation of
precisely patterned molecular or engineered building blocks that are then driven to
assemble themselves into 3D structures using a variety of driving forces. Some of
these methods leverage already existing e-beam and imprint lithographic infrastruc-
ture by engineering 3D structures from building blocks that are exquisitely patterned
in 2D and then subsequently assembled in 3D. We review the challenges associ-
ated with self-assembling methodologies with a focus on lithographically defined
building blocks and discuss future challenges and prospects.

It is important to clarify at the outset what is meant by a 3D nanostructured
device. We characterize one as being composed of either (a) a homogeneous or
heterogeneous material composition or (b) structural elements or patterns with a
1–100 nm size scale resolution. Here, one can draw an analogy to macrostructured
functional devices such as cars, houses, or planes. An example of a structure with a
homogeneous composition on the macroscale is a bare cement wall, while that with
a heterogeneous macroscale composition is a cement wall that is interlaid with a
glass window and a wooden door with handles. On the microscale, a composite

D.H. Gracias (B)
Department of Chemical and Biomolecular Engineering, The Johns Hopkins University,
Baltimore, MD 21218, USA
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Fig. 1.1 Diagram showing
the challenges of fabricating
3D patterned nanostructures.
Although it is relatively
simple to pattern the top and
bottom of a 3D structure, it is
very challenging to pattern
perpendicular to the plane or
on a curved surface

material such as carbon-fiber reinforced steel has a heterogeneous composition,
while glass has a homogeneous composition. This analogy suggests that in general,
structures and devices with heterogeneous patterning can provide multifunctionality
by leveraging functional traits from each element. Nanoscale engineering seeks to
facilitate extreme miniaturization at length scales of 1–100 nm, and there is a need
to fabricate 3D structures and devices with both homogeneous and heterogeneous
composition and with elements whose sizes range from 1 to 100 nm. One vision for
the era of miniaturization was beautifully articulated in Richard Feynman’s sem-
inal lecture [6], There’s plenty of room at the bottom, where he said, “Consider
any machine – for example, an automobile – and ask about the problems of mak-
ing an infinitesimal machine like it.” At the present time, human engineering is not
even close to creating machines like cars at the nanoscale. In fact, while numerous
methods have been developed to grow nanostructures such as spherical or branched
nanoparticles, nanorods, nanowires, and nanotubes [7–12], these structures have
relatively simple shapes with little or no surface patterning.

Multilayer patterning is essential for the construction of circuits, optical ele-
ments, energy harvesting tools, and biomedical devices. Recently, alternative
unconventional approaches [13] have been pursued to enable this 3D nanofabri-
cation from the bottom-up. The idea has been put forth that there is a need to
build complex structures from precursors using a process that mimics biological
assembly. This self-assembly approach focuses on bringing together components
with pre-programmed interactions to form organized and functional structures. Self-
assembling systems typically consist of components such as atoms, molecules, or
larger synthetically structured components. The individual parts can typically inter-
act with each other through a variety of chemical or physical forces. Chemical forces
include relatively strong interactions such as those facilitated by covalent and ionic
bonds or weak interactions such as hydrogen bonds. Physical forces include inter-
actions driven by electrostatic, magnetic, steric, mechanical stress based, or surface
tension forces. These components, when brought together, interact through one of
the many forces and self-assemble into organized structures. Typically, components
are agitated during self-assembly by a variety of means such as Brownian motion,
convection, sonication, or physical shaking. This agitation allows components to
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explore different orientations and interactions, ultimately enabling stable structures
to form within energy minima. Nature is the master of self-assembly, utilizing this
approach to create mostly everything from galaxies to humans to seashells and
extending all the way down to microorganisms and nanoscale viruses. On closer
examination, molecules are self-assembled aggregates of atoms, proteins are self-
assembled aggregates of amino acids, and tissues are self-assembled aggregates
of cells. It is well known that natural assembly has two distinct self-assembly
flavors, namely equilibrium and non-equilibrium self-assemblies. Self-assemblies
at equilibrium do not require energy dissipation to maintain their organization;
examples include rocks, mountains, or shells. Such assemblies are typically asso-
ciated with non-living structures. In contrast, non-equilibrium assemblies need to
dissipate energy continuously to maintain their organization; examples include
microorganisms, humans, and other animals.

Scientists and engineers have long sought to mimic the naturally occurring
self-assembly strategy. There are several examples of functional equilibrium self-
assembly structures. The stringing together of monomers such as styrene to form
synthetic polymers such as polystyrene is a classic example [14]. Synthetic poly-
mers and supramolecules [15] are essentially the chemist’s way of engineering
self-assemblies using both strong and weak molecular interactions (i.e., chemical
bonds). In Section 1.2, we review strategies to enable aggregative self-assembly of
3D nanostructures using molecular linkages and chemical bonds. In Section 1.3,
we review strategies for 3D aggregative self-assembly of nanostructures based on
physical forces. Section 1.4 focuses on curving, bending, and folding thin films
to form 3D curved and polyhedral nanostructures with the possibility of enabling
lithographic patterning in all three dimensions.

1.2 Self-Assembly Using Molecular Linkages

Molecular linkages and chemical bonds can be used to direct self-assembly with
remarkable specificity and complexity. Through a hierarchy of molecular interac-
tions, naturally occurring molecules are known to form 3D nanoscale functional
structures such as viruses [16]. The remarkable experiment by Fraenkel-Conrat and
Williams [17] convincingly demonstrated that infectious (active) tobacco mosaic
virus (TMV) particles could be self-assembled (reconstituted) from their protein and
nucleic acid components. The TMV is an exquisitely patterned nanostructured helix
with a helical radius of approximately 4 nm. Presently, the challenge in the creation
of synthetic 3D nanostructures composed of molecules lies in understanding how to
design the constituent molecular components that will spontaneously form the final
structure. Since the number and types of molecular interactions can be large, the
rational synthesis of nanostructures using molecules can be arduous. Nevertheless,
there have been several elegant demonstrations utilizing molecular linkages such as
ligand–receptors, proteins, and nucleic acids. It is also accepted that as compared
to self-assembly with physical forces, chemical linkages can provide selective and
complex organization [18].
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Apart from all molecular assemblies, self-assembly with molecular linkages is
also enabled by surface functionalization which serves to modify the surface prop-
erties of inorganic nanoparticles so that they may gain some level of specificity in
terms of their interactions. The most general form of molecular interaction utilizes
ligand–receptor interactions by attaching a ligand molecule to one particle and its
complementary receptor molecule to another [19]. Ligand–receptor-based 2D self-
assembly has been used in the past for the construction of self-assembled molecular
squares [20]. These squares, which are composed of ligand-assisted attached
molecules, can incorporate higher order arrangements of 2D structures like dia-
monds surrounded by smaller squares. Furthermore, functionalization can improve
the durability of self-assembled structures since the ligand–receptor attraction is
typically enhanced by a conformational fit.

A secondary improvement in functionalization is the ability for the final assem-
bled product to have inherent sensing or actuation capabilities. Since many of the
ligands and receptors are key contributors in well-studied biochemical mechanisms,
they are capable of sensing. For example, while hydrogen bonding between base
pairs in DNA (which will be covered in a later section) can serve as an impetus for
self-assembly, aptamer moieties can interact with proteins present in the environ-
ment, thereby providing sensing capabilities. Also, many of these ligand–receptor
pairs have specific activation and deactivation conditions like temperature or pH,
making it possible for the linkages to be made or broken reversibly [18].

It is self-evident that there are a myriad of ligand–receptor combinations that
can be chosen to functionalize inorganic particles. For instance, the use of carbon
black [21], β-cyclodextrin [22], and methoxysilanes [23] has all been realized for
the self-assembly of 3D nanorods and crystals. In this chapter, we will specif-
ically focus on protein (with emphasis on biotin–avidin/biotin–streptavidin) and
nucleic acid applications for functionalization since these are the most domineering
areas.

1.2.1 Three-Dimensional Self-Assembly Using Protein Linkages

Proteins are ideal for assembling complex nanostructures for many reasons. First,
each protein displays a unique conformation in order to ensure specificity, guar-
anteeing that it will bind strongest when the arrangement and composition of its
substrate are correct. Second, proteins can have multiple recognition sites or binding
domains, which grants these molecules with an inherent 3D ligand-binding capabil-
ity. Finally, proteins are easily modified; their structures can be genetically edited
[24] to omit or add certain binding subunits.

Several 3D nanostructures composed solely of protein constituents have been
demonstrated. The shapes range from nanofibers [25] to nanotubes [26] to pro-
tein cages [27] and can be designed at a high level of specificity. Typically, the
required proteins are chosen from the Protein Data Bank, which stores the structural
information of many characterized proteins. This choice allows for the selection of
structural or binding motifs like a terminal α-helix thereby enabling greater control
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over binding sites. After the systematic selection of these proteins, it is also possible
to modify their binding characteristics by varying conditions such as pH [25] or
engineering specific regions [28].

Since proteins assemble with high specificity, they can be used in conjunction
with nanoparticles through surface functionalization. Functionalization of inorganic
particles using proteins can be done using multiple strategies. For example, nanopar-
ticles composed of noble metals such as gold can be first thiolated and subsequently
cross-linked with a desired protein’s amine group through the use of 1-ethyl-3-(3-
dimethylaminopropyl)-carbodiimide/N-hydroxysuccinimide (EDC/NHS) reaction
scheme [29]. Other charged inorganic nanoparticles like silica can be functionalized
by using proteins with charged amino acid residues like lysine, a method which has
been applied to form shapes like hollow spheres [30].

One very popular method of functionalizing inorganic molecules is achieved by
using the proteins avidin or streptavidin in conjunction with the ligand biotin, a
coenzyme. Both avidin and streptavidin are tetrameric proteins which contain four
identical binding sites to biotin. The binding strength of biotin to its protein receptor
site is extremely strong; it is comparable to that of a covalent bond with a binding
constant, Ka, of 1 × 1015 M [31]. With such a high binding strength, the biotin–
avidin pair works well in self-assembly, since covalently linked structures are quite
stable. Having multiple sites for a ligand can also introduce hierarchical capabilities,
where a primary scaffolding molecule can serve to “host” a number of surrounding
molecules during assembly.

Let us examine a biotin–streptavidin linkage that has proven successful in 3D
self-assembly of inorganic nanostructures. Ferritin is a protein–metal conjugate that
is made of a protein shell which encapsulates a ferric oxide core. For biotinylation,
ferritin can use its external lysine residues to bind up to 60–70 biotin molecules
by a nucleophilic reaction [32]. Once the ferritin has been biotinylated, streptavidin
can be added at varying ratios in order to provide adequate streptavidin for cross-
linking. However, the streptavidin concentration cannot be too high or it may prevent
biotinylated particles from linking to the same streptavidin protein. In one study,
this optimal ratio was measured to be approximately one biotinylated ferritin to six
streptavidin [32]. To build a 3D nanostructure, biotinylated ferritin can be linked to a
primary structure such as a carbon nanotube [33] through hydrophobic interactions
to enable the self-assembly of a multilayer nanotube composed of different material
layers. An additional concentric layer of a different inorganic metal could also be
linked onto this ferritin shell by adding other biotinylated metals.

Another example of controlled self-assembly using biotin–streptavidin can be
exemplified through the end-to-end binding of gold nanorods in an experiment per-
formed by Caswell et al. [34]. Biotinylation in this case was achieved using biotin
disulfides, which can form disulfide linkages to gold surfaces. Since the nanorods
were controllably formed using a cetyltrimethylammonium bromide (CTAB) sur-
factant, functionalization was hypothesized to only form at the ends of the rods
where CTAB was not present. Therefore, the addition of streptavidin would only
self-assemble the nanorods end to end instead of connecting them at the sides
(Fig. 1.2).
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Fig. 1.2 Scheme showing
the assembly of gold
nanorods (golden ovals) by
surface functionalization with
the biotin disulfide (red), and
subsequent addition of
streptavidin (blue) to produce
aggregates of nanorods. The
chemical structures of the two
biotin disulfides are also
shown, homemade (top) and
commercial EZ-Link
Biotin-HPDP (bottom).
Reprinted with permission
from [34]. Copyright 2003
American Chemical Society

With the many available methods to biotinylate different inorganic particles, it is
possible to create complicated self-assembled structures. In addition, direct control
over the region which is biotinylated and the concentration of streptavidin or avidin
grants control over the complexity of the assembled structure. Therefore, by using
this simple ligand–protein construct, we can expand the possibilities in constructing
devices with differing shapes and metal compositions.

1.2.2 Three-Dimensional Self-Assembly with DNA Linkages

Another exciting field enabling the creation of 3D nanostructures is DNA self-
assembly. Just like proteins have many benefits for their use in self-assembly, DNA
also has significant advantages for its use. DNA is extremely well understood in
terms of base pairing and crystallographic structure, making it very predictable and
programmable when used as a template for self-assembly [35]. From basic biology,
we know that adenine will preferentially bind to thymine, and cytosine will prefer-
entially bind to guanine by hydrogen bonding. Therefore, the assembly of DNA is
already quite intuitive from a scientific standpoint.
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DNA self-assembly is utilized in two categories for 3D self-assembly: the use of
DNA motifs to create origami-like structures made of pure DNA [36] and the use
of DNA as a nanoparticle scaffold by functionalization for assembly [37]. The latter
portion of DNA technology is very similar to that of protein self-assembly, where the
binding originates from specific linkers. Both schemes have brought much potential
to enable the creation of devices that can be applied as biosensors, nanophotonic
devices, nanoelectric devices [38], and drug delivery vehicles [39].

The folding of 3D DNA structures began with the work of Nadrian Seeman. In
1991, Seeman was able to synthesize a cube solely made from ligated DNA strands
by using sticky ends as a linking device [40]. Each vertex of the cube had to be
meticulously connected in order to form the final structure, making it a very difficult,
low-yield task. Instead, researchers explored other options by starting from stable
DNA structures to make 3D nanostructures.

One simple structure is a DNA junction, which is a point where multiple strands
of DNA meet via a complementary linkage or through the use of a tris-linker [41].
The junctions allow one to form a DNA folding template, where the structure is
already connected and only requires binding intramolecular regions to gain 3D
architecture. In one method, a 1669 nt single strand of DNA with multiple junctions
was designed with complementary terminal branches. With the assistance of smaller
linker sequences, the strand could form crossovers in the center which brought the
terminal branches together to form a 3D octahedron [42].

The discovery of the rigidity of triangular-based DNA structures lent credence
to the notion that DNA motifs could be used for complicated 3D assembly. The
triangular-based structures include trisoligonucleotides (three strands joined by a
center tris-linker) and tetrahedrons. The trisoligonucleotides were shown to be able
to produce a dodecahedron by utilizing complementary strand sequences as con-
nectors and the center as a vertex [41]. Tetrahedrons are especially viable due to
their simple construction protocol; it has been demonstrated that four equal oligonu-
cleotides with complementary regions for each other could be annealed and ligated
to self-assemble a DNA tetrahedron with high yield [43]. The tetrahedrons can then
be used for advanced functions like protein encapsulation [44] and structural (i.e.,
bending, twisting) modifications by activating hairpin sequences [39]. In addition,
by using a DNA linking strand, it is possible to add a higher level of complexity by
assembling multiple tetrahedral DNA motifs [43].

One DNA self-assembly experiment involved the use of DNA “tiles,” which are
star motifs that can contain multiple symmetric points. A three-point star tile con-
tains a long central strand, three medium strands, three short exterior strands, and
three central loops [45]. Each point’s end contains a sticky end to be able to latch
onto the points of other identical tiles. It was discovered that the length of the cen-
tral loops allowed for control over the self-assembly of the tiles. Lengthening the
loop meant the tile had more curving flexibility and could form 3D shapes more
readily through exposing the sticky ends. This, in conjunction with a relatively low
DNA tile concentration to increase the chance of connected structures to interact,
allowed for the self-assembly of tetrahedral-shaped structures (Fig. 1.3). By adding
more DNA tiles and shortening the loop to reduce strand bending, dodecahedrons
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Fig. 1.3 Characterization of the DNA tetrahedron by DLS, AFM, and cryo-EM. (a) A repre-
sentative cryo-EM image. White boxes indicate the DNA particles. (b) Raw cryo-EM images of
individual particles and the corresponding projections of the DNA tetrahedron 3D structure recon-
structed from the cryo-EM images. These particles are selected from different image frames to
represent views at different orientations. Reprinted with permission from [45]. Copyright 2008
Macmillan Publishers Ltd (Nature Publishing Group)

and buckyballs [45] were formed, possibly arising due to the smaller curvatures of
these larger 3D structures. The same phenomenon is observed in five-point stars
as well, where longer loops and lower DNA concentrations are found to produce
icosahedrons [46].

To simplify DNA folding, a later technique called DNA origami [47] was devel-
oped by Paul Rothemund, which involved the use of a long strand of DNA as a large
scaffold with hundreds of specific “staple” DNA strands to form crossovers which
tighten or bend the scaffold. These staple strands are meticulously programmed
to form desired crossovers at repeated turn length intervals through the use of a
DNA software system that can pattern the complementary sequences. By using this
technology, one can form DNA templates for folding 3D nanostructures with great
precision. One experiment displayed the folding of a nanoscale DNA box with a
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Fig. 1.4 Programmed
opening of the box lid.
Illustrations of the unlinked
faces of the box (a) and the
controlled opening of the box
lid (b). The emission from the
Cy5 and Cy3 fluorophores is
marked with red and green
stars, respectively. Loss of
emission from Cy5 is denoted
by a red circle and the
independent lock–key
systems are indicated in blue
and orange. Reprinted with
permission from [48].
Copyright 2009 Macmillan
Publishers Ltd (Nature
Publishing Group)

controllable lid [48] through the use of DNA origami by starting with a linked tem-
plate of six DNA squares. The staple strands assisted in the folding of the squares
to form a cubic structure with specific sticky ends to grant complementary oligonu-
cleotide “keys” access to open the box with a conformational change (Fig. 1.4).

DNA, like biotin–streptavidin, can also be used for the self-assembly of inor-
ganic particles through functionalization. There are multiple methods used to tether
a strand of DNA to an inorganic nanoparticle. Some involve using charge inter-
actions [49] since DNA is negatively charged, while some metals have cationic
properties. These interactions can allow DNA to become a template on which metal
nanoparticles may aggregate [50]. Another common functionalizing technique
uses gold–thiol linkages to the thiolate DNA [38, 51, 52]. Like the arrange-
ment of protein-linked nanoparticles, DNA-functionalized nanoparticles have high
specificity since they will only bind to complementary strands.

Binding specificity was demonstrated through an experiment involving different
sized gold particles (diameters of 8 and 31 nm) that were functionalized with com-
plementary oligonucleotides [53]. The particles self-assembled to form a “satellite”
structure, which is distinguished by a large central particle surrounded by multiple
linked smaller particles (Fig. 1.5). When the oligonucleotides were omitted from
these particles, self-assembly did not yield any organized structure [53]. This self-
assembly has been applied to not only nanoparticles but also nanostructures like
gold nanorods [54]. Added complexity is also possible through the use of biotiny-
lated oligonucleotides that are functionalized onto nanoparticles [55]; streptavidin
can be added after hybridization to induce stepwise assembly.

DNA self-assembly is one of the best understood molecular technique today sim-
ply because of our ability to manipulate DNA easily. The biological and materials
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Fig. 1.5 TEM image of the binary nanoparticle network materials supported on holey carbon
grids. A nanoparticle satellite structure obtained from the reaction involving 120:1 modified 8 nm
particles:modified 31 nm particles and linking oligonucleotides. Reprinted with permission from
[53]. Copyright 1998 American Chemical Society

device applications are not trivial, and additional functions can be made with ease.
There has been some work to date on RNA self-assembly involving magnesium-
mediated RNA and its receptor loop RNA to produce self-assembled gold nanowires
[56]. Functionalization occurs through the use of DNA–RNA complementary
binding regions secondary to a primary DNA thiol linkage to gold.

1.3 Three-Dimensional Self-Assembly Using Physical Forces

While self-assembly with molecular linkages provides remarkable versatility and
specificity in terms of the kinds of interactions that can be engineered, many of
these linkages fall apart when the structures are dehydrated or heated. Hence, there
is a need to explore the assembly of structures using physical forces. Moreover,
devices with magnetic, photonic, or electrical properties often require the incorpo-
ration of inorganic components such as metallic or semiconducting materials [57].
There is often a need to organize metallic and inorganic components with nanoscale
precision to enable functional 3D nanostructured devices. In this sense, it is already
established that self-assembly provides an attractive route to fabricate nanoscale
structures [58].

Three-dimensional methods build upon conventional 2D self-assembly methods.
The 2D methods typically form arrays or monolayers of nanostructures. Most of
these 2D structures are formed by utilizing a physical force to coax nanoparticles
into their desired places. For example, the use of surface interactions in Langmuir–
Blodgett films at the air–liquid interface can be applied to generate the self-assembly
of a monolayer of nanoscale particles [59] and even nanorods [60]. Other methods
have involved evaporating thin liquid films over a solid support [61–63]. The 2D
self-assembly of an array or monolayer of nanoscale particles by evaporation is
driven by capillary forces that pull particles together during removal of the liquid.
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After evaporation, the particles are held together by van der Waals or dispersion
forces.

To move into the third dimension, one approach focuses on shape control,
namely, by synthesizing colloids with a 3D morphology. These inorganic parti-
cles are fabricated in solvents with varying pH, concentration, temperature, and
voltage; the resulting nanostructures have complex 3D morphologies and resem-
ble flowers, helices, discs, and hollow boxes [64–66]. Another example involves
the self-assembly of CdSe quantum dot superlattices by a nucleation-caused crys-
tallization in solution; the lattices are then held together by intermolecular forces
[67]. Dipole–dipole interactions are also utilized to create 3D rod-like structures
with anisotropic control using a surfactant [68].

The use of physical templates to shape the overall self-assembly has enabled
control over both the arrangement and the interactions among constituent particles.
Templates can also be structured using electron beam lithography, imprint lithogra-
phy, particle track etching, or by anodization. Self-assembly of a hexagonal closed
packed or face-centered cubic silica colloidal crystal has been demonstrated using
a uniform template; small defects in the template reflect small defects in the crystal
[69]. By constricting the volume of the template on the nanoscale, one can produce
a wide range of structures [70] (Fig. 1.6). Linked templates are also used, which
involve a chemically functionalized template to bind to a specific inorganic com-
pound. This helps to produce a hierarchical self-assembly [71], where inorganic
molecules can link onto an initial self-assembled structure and then build upon it
to form complicated structures such as sieves [72]. The linked template method has
been mastered to the extent to which even a nanoscale painting by Picasso [73] has
been replicated using colloidal gold!

Van der Waals or dispersion forces are widely used to hold together nanos-
tructured organizations after self-assembly. However, it should be noted that this
force is weak, and the nanostructures can often be disrupted by sonication. For
example, the cubic assemblies shown in Fig. 1.7 were formed by self-assembly
of selectively functionalized hydrophobic units in water. Here, selective function-
alization of different faces of silver (Ag) cubes was achieved using hydrophobic
(octadecanethiol) and hydrophilic (mercaptohexadecanoic acid) thiols. Selective
functionalization results in the formation of linear chains and closed packed crys-
tals; however, the units are held together only by weak van der Waals forces [74].
Similar assemblies were demonstrated using nanowires with amphiphilic segments
[75] and were even observed during dissolution of the templates (Fig. 1.8a) [76].
These 3D nanostructures, although self-assembled in impressive 3D geometries,
would fall apart upon sonication. Self-assembly with segmented nanowires provides
some specificity in the interactions by the inclusion of hydrophobic, hydrophilic
[75], or magnetic (Fig. 1.8c–d) segments [77].

Permanent bonding of units after assembly can be achieved using surface tension-
based assembly with liquid drops that solidify on cooling or cross-linking. This
approach draws inspiration from mesoscale self-assembly approaches [78–81] to
permanently bond nanoscale assemblies using adhesives [82] (Fig. 1.8e–f) or solder
[83]. These bonded assemblies survive sonication. Additionally, selective patterning
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Fig. 1.6 Representative TEM images of mesostructures formed inside alumina nanochannels with
differing confinement dimensions. The confining nanochannel diameter is indicated underneath
each image. (a–i) Silver inverted mesostructures prepared by backfilling the confined mesoporous
silica; (j–k) free-standing mesoporous silica fibers; (i) mesoporous silica embedded inside the
alumina nanochannels obtained using a focused ion beam for sample preparation. The structures
are (a) three-layer stacked doughnuts; (b) S-helix; (c) core–shell D-helix, in which the core and the
shell are both S-helix; (d) core–shell triple helix, in which the shell is a D-helix and the core is an
S-helix; (e) D-helix; (f, g) S-helix with a straight core channel; (h) D-helix; (i, j) inverted peapod
structure with two lines of spherical cages packed along the long axis of the alumina nanochannel;
(k, l) inverted peapod with one line of cages. Reprinted with permission from [70]. Copyright 2007
Macmillan Publishers Ltd (Nature Publishing Group)

of segments of nanowires with self-assembled monolayers enables specific bond-
ing of these segments with hydrophobic monomers that can be subsequently
cross-linked (Fig. 1.8f).

1.4 Three-Dimensional Patterned Nanofabrication by Curving
and Bending Nanostructures

One attractive strategy to enable patterning in 3D is to leverage precise 2D nanofab-
rication paradigms to create units that are then rotated or bent into the third
dimension. The forces required to achieve this curving or bending can be derived
from several mechanisms including thin film stresses, magnetism, pneumatics,
swelling, and surface tension [84]. Most of the prior research involving the above
mechanisms has been limited to the microscale. Here, we focus on two mechanisms



1 Building 3D Nanostructured Devices by Self-Assembly 13

Fig. 1.7 SEM images of Ag nanocubes and the assemblies. Unfunctionalized cubes deposited
on Si from water are shown in (a) for reference. Nanocubes whose faces have been selectively
functionalized with hydrophilic and hydrophobic thiolate SAMs and then allowed to assemble in
water are shown in (b–f). The number of faces on each cube that were rendered hydrophobic is
indicated in the bottom right corner of each panel, the remaining faces on the cube were rendered
hydrophilic. In (e), cubes with four hydrophobic sides were mixed with cubes that only had one
hydrophobic face at a ratio of 1:4 and then allowed to self-assemble in water. All cubes used in this
study had a mean edge length of (97 ± 6) nm (as determined from 123 cubes). Reproduced with
permission from [74]. Copyright 2008 Wiley-VCH Verlag GmbH & Co. KGaA

involving thin film stress and surface tension that have enabled nanoscale curvature
and bending. We divide the discussion into hingeless (curving) and hinged (bending)
structures.

1.4.1 Curving Hingeless Nanostructures Using Stress

The magnitude of stress required to curve nanostructures with diameters less
than 100 nm is extremely high (typically greater than a few gigapascals). These
high stresses can be generated within strained heteroepitaxial thin films. When an
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Fig. 1.8 Summary of nanowire-based 3D assembly. (a) A scanning electron microscopy image
of gold nanowire bundles observed during dissolution of alumina membranes (with kind permis-
sion from Springer Science and Business Media [76], fig. 2a). (b) A higher magnification top-view
image of a nanowire bundle. The bundles were only weakly held together and broke apart upon
sonication (with kind permission from Springer Science and Business Media [76], fig. 2b). (c)
Scanning electron micrograph (SEM) of multiple bundles of rods. The light sections are gold and
the gray sections are nickel. The aspect ratio of the ferromagnetic sections is ∼0.5 (reprinted with
permission from [77]. Copyright 2003 American Chemical Society). (d) SEM of a single bun-
dle demonstrating the alignment of ferromagnetic sections (reprinted with permission from [77].
Copyright 2003 American Chemical Society). (e) SEM images showing two rods held together
by the polymerized adhesive. Secondary electron image showing the polymeric adhesive and the
rods (reprinted with permission from [82]. Copyright 2004 American Chemical Society). (f) A
backscattered SEM image of 3D bundles formed using rods composed entirely of Au (reprinted
with permission from [82]. Copyright 2004 American Chemical Society)
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Fig. 1.9 Illustration of a strained heteroepitax. (a) Two lattices composed of different materials
have different lattice parameters, aa and ab; (b) after forming a heteroepitax, the first few film
layers at the interface strain in order to form a matched lattice and the strain develops compress
and tensile stresses

epitaxial film grows on top of a crystalline film with different lattice parameters,
the two films result in strained-layer epitaxy, also known as heteroepitaxy (Fig. 1.9)
[85–92]. These bilayer films spontaneously curve on release from the underlying
substrate on which they are deposited.

One of the well-known heteroepitaxial films is a compound semiconductor
bilayer, InAs/GaAs, which is often grown on a sacrificial layer of AlAs [85, 90, 91].

The lattice parameters of InAs and GaAs are 6.06 and 5.65 Ǻ [93], respectively, and
the value of the lattice mismatch, �a/a = (6.06–5.65)/5.65, is approximately 7.2%.
Because the two different lattice parameters are matched at the interfacial boundary
of the two materials, the lattice parameter of InAs progressively decreases and that
of GaAs increases away from the interface (Fig. 1.10). The sacrificial layer AlAs can

Fig. 1.10 Initial formation stages of free-standing, several monolayer (ML) thick nanotubes
(schematically): (a) free 2 ML thick InAs and GaAs layers with naturally mismatched lattice con-
stants (�a/a = 7.2%); (b) matching of the layers at the interface between them in an InAs/GaAs
bifilm MBE grown on an InP substrate; (c) bending of the GaAs/InAs bifilm after its partial
detachment from the substrate during selective etching of the underlying AlAs sacrificial layer; (d)
self-rolling of the GaAs/InAs bifilm in a tube scroll during further selective etching. Reproduced
with permission from [90]. Copyright 2006 Wiley-VCH Verlag GmbH & Co. KGaA
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be etched in an HF-based etchant thereby releasing the bilayer from the substrate.
After etching the sacrificial layer, the compressed layer (InAs) stretches and devel-
ops an elastic force F1. On the other hand, the stretched layer (GaAs) compresses
and develops an elastic force F2. The directions of F1 and F2 are opposite and cre-
ate a non-zero moment (bending moment) of force M. This bending moment is what
transforms 2D patterns into 3D curved structures.

The moment of force can be controlled by varying the film thicknesses as well
as the material composition to generate different diameters of curvatures [91].
Although this chapter will not cover temperature effects, it has also been found that
growth temperature also influences the diameter [91]. Figure 1.11a–d shows SEM
(scanning electron microscopy) images of In(Ga)As/GaAs nanotubes with various
diameters (35–550 nm). The diameters of the tubes in the figure were tuned based on
the two parameters: film thickness and material type. In order to predict the shape of
3D structures, the bilayered nanotube diameter (D) can be modeled using continuum
mechanics [94, 95]:

D = d [3(1 + m)2 + (1 + m · n) · [m2 + (m · n)−1]]

3ε(1 + m)2
(1.1)

d = d1 + d2 (1.2)

m = d1/d2 (1.3)

n = Y1/Y2 (1.4)

where ε is the in-plane biaxial strain between the two films, d1 and d2 are the thick-
nesses, and Y1 and Y2 are Young’s moduli of the first and second layers, respectively.
Based on the equations, the diameters of InAs/GaAs nanotubes were calculated and
compared with experimental data as shown in Fig. 1.11e. The results show that
in order to minimize the diameters, the bilayer thickness d needs to be decreased.
Using the thinnest possible bilayer composed of 1 monolayer (ML) of GaAs and 1
ML of InAs, an inside diameter of approximately 2 nm was formed, which is the
smallest achievable inside diameter of nanotubes [85].

Although the heteroepitaxial deposition method can create 3D curved structures
with extremely small diameters, there are several drawbacks. During film deposi-
tion, temperatures as high as 1000◦C are often required to generate high stresses.
These high deposition temperatures can induce thermal shock on other devices on a
substrate and alter device properties. In order to overcome these limitations, extrin-
sic stress has been utilized by grain coalescence using a tin (Sn) metal [96]. Because
tin has a relatively low melting point (232◦C) [97], this methodology allows for the
creation of controlled stresses at relatively low temperatures. The latter methodol-
ogy also does not require the specialized thin film deposition equipment needed to
generate heteroepitaxial films.

It is well known that nanoscale grains can generate extremely high intrinsic stress
through grain coalescence during a film deposition process [98–101]. The grain
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Fig. 1.11 (a–d) Four typical
tube openings consisting of
the following as-grown
bilayers: (a) 1.4 ML
In0.33Ga0.67As/6.4 ML GaAs,
(b) 14.1 ML
In0.33Ga0.67As/19.1 ML
GaAs, (c) 1.4 ML InAs/6.4
ML GaAs, and (d) 1.4 ML
InAs/20.4 ML GaAs. (e)
InAs/GaAs tube diameter as a
function of bilayer thickness.
Bilayers were chosen highly
asymmetric (see labeling for
each data point). Theory (Eq.
(1.1)) excellently describes
experimental data points.
Reproduced with permission
from [91]. Copyright 2002
Institute of Physics

coalescence can also be realized after the film deposition process by heating films
to create extrinsic stresses [96]. Sn films show a Volmer–Weber or grain growth after
thermal evaporation on Si substrates. The reason for this growth mechanism is that
the interactions between pairs of Sn adatoms are stronger than interactions between
Sn adatoms and the Si surface (Fig. 1.12). In order to induce grain coalescence,
exothermic heat is applied to the Sn film with a plasma etcher. Plasma etching of
the sacrificial layer Si with a gas mixture composed of tetrafluoromethane (CF4)
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Fig. 1.12 Conceptual sketches and scanning electron microscopy (SEM) images showing the ori-
gin of the high extrinsic stress observed within the Sn film that caused Ni/Sn bilayers to curl up with
a nanoscale radii of curvature. (a) The induction of grain coalescence in Sn films during plasma
processing causes a large extrinsic stress. (b) When deposited atop a Ni film, the stress within the
Sn thin film is large enough to cause the Sn/Ni bilayer to curl up due to grain coalescence. (c) SEM
image of Ni/Sn bilayers curving into a nanoscale tube with 20 nm radii of curvature. Also shown
is a nanoscale ring. Reproduced with permission from [96]. Copyright 2010 Wiley-VCH Verlag
GmbH & Co. KGaA

and oxygen (O2) generates exothermic heat due to the chemical reaction between
atomic fluorine (F) and Si [102]. The induced coalescence develops stresses within
the Sn film.

It has also been observed that Sn shows a similar grain growth on nickel (Ni) and
alumina (Al2O3) layers. Due to the grain coalescence of Sn, the stress within the Sn
film is large enough to cause Sn/Ni and Sn/Al2O3 bilayers to curl up with nanoscale
radii of curvature (Fig. 1.12b). Because the metals can be deposited at a low temper-
ature (approximately 25◦C) using an evaporator, the layers could be patterned with
a photo or an electron beam (e-beam) lithographic process and subsequent lift-off
metallization process. After Sn grain coalescence, the smallest diameter D (40 nm)
curvature was achieved with a thickness of 5 nm Ni and 5 nm Sn (Fig. 1.12c).

Here, the diameter of nanostructures depends not only on film thickness and
material properties but also on the shape of 2D patterns before curving. In
order to investigate the geometric factors involved, 2D cantilevers were designed
with variable geometries. Experimental results show a direct relationship between
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Fig. 1.13 SEM images of the variation of curvature with varying widths showing that nanostruc-
tures with both homogeneous and varying radii of curvature can be self-assembled. (a) SEM image
of the curving of cantilevers with different widths (50, 100, 200, and 300 nm). All cantilevers have
the same L = 1 μm and thickness Ni 10 nm/Sn 2.5 nm. Cantilevers with the same width show
the same radii of curvature, while those of larger widths have larger radii of curvature. This result
highlights the reproducibility of the self-assembly process. (b) SEM image of cantilevers with
varying width along the length of the cantilever, i.e., W1W2. (c) A cantilever with this varying
width curves with a varying radii of curvature due to a varying area moment of inertia, resulting
in the formation of a nanospiral. (d) Nanoscale three-fingered talon-shaped structures before and
after coalescence. (e–f) Square and rectangular patterns (Sn 5 nm/Ni 5 nm) before and after coales-
cence developing different bending forces FV and FH. (g) Tilted zoomed-in image of the nanoscroll
shown in (f). Reproduced with permission from [96]. Copyright 2010 Wiley-VCH Verlag GmbH &
Co. KGaA

cantilever width and radius of curvature (Fig. 1.13a). This behavior was explained
by the theory of the area moment of inertia [103]. Because the cantilever beams
show biaxial bending, beams with wide widths show larger rolled cross-sectional
areas (larger area moment of inertia) as compared to beams with narrow widths.
Larger area moment of inertia values show more resistance to curving, resulting in
greater diameters. Through varying the width of the 2D structures, homogeneous
curvature (tubes, rings, and scrolls) and non-homogeneous curvature (spiral and
talons) structures have been fabricated (Fig. 1.13a–d). It has also been observed
that square-shaped 2D panels curved equally on all four sides. On the other hand,
rectangular-shaped panels curved along the direction of shorter side length because
the shorter side length results in a lower area moment of inertia and that area
develops less resistance to curving (Fig. 1.13e–g).

This curving strategy can be combined with conventional 2D nanoscale pat-
terning techniques to create simultaneously curved and patterned nanostructures.
The e-beam lithographic process can be used to generate sub-5 nm scale patterns
on a 2D substrate [104, 105]. Since this assembly process is compatible with e-
beam lithography and film deposition near room temperature on a substrate, any
desired nanoscale patterns can be created on curved structures (Fig. 1.14). In one
demonstration, 2D structures were first patterned through e-beam lithography and
lift-off metallization processes. On the 2D structures, pores and the letters JHU
and NANOJHU were patterned on Ni structures. On top of the Ni, a Sn thin film
was deposited. When grain coalescence was induced by plasma etching of the
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Fig. 1.14 Demonstration of surface patterning (a–e), materials versatility (f) and parallel nature
of the assembly process. SEM images of single rolled nanotubes without (a) patterning and (b)
with patterning of pores. (c–e) Nanostructures such as rings and scrolls with the letters JHU
and NANOJHU patterns on them. (f) Curving nanostructures composed of a dielectric material,
namely, alumina (Al2O3 6 nm/Sn 5 nm). Reproduced with permission from [96]. Copyright 2010
Wiley-VCH Verlag GmbH & Co. KGaA

Si sacrificial layer, the 2D structures with surface patterns curved and resulted in
lithographically patterned nanotubes, nanoscrolls, and nanorings. In addition to
metallic compositions, these curved nanostructures could also be fabricated with
dielectric materials such as Al2O3 (Fig. 1.14f). Because of the material flexibility in
this method, this process can be used to fabricate functional electronic and optical
devices [106].

1.4.2 Three-Dimensional Nanofabrication by Bending Hinged
Panels to Create Patterned Polyhedral Nanoparticles

Self-assembly provides an attractive strategy to create patterned nanoparticles
as observed in naturally occurring viral assembly. However, in the absence of
sophisticated mechanisms providing specificity in protein assembly of viruses,
artificially structured untethered components do not form an organized structure
(Fig. 1.15a). One strategy in synthetic self-assembly draws inspiration from macro-
and microscale origami wherein folds in paper or hinges within rigid panels
are bent to create 3D structures [107–120]. The concept utilized here is to pre-
organize precisely patterned panels with a series of hinges; on the microscale, it
has been shown that this type of organization [118, 119] in 2D strongly affects self-
assembly. Additionally, this concept can be extended to self-assembled structures
and materials with thousands of hinges or interconnections [120].

Recently, it was demonstrated that this self-folding approach could be used to
construct patterned nanoparticles [121]. Here, e-beam lithographically patterned
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Fig. 1.15 Schematic diagram showing the concept behind the self-assembly process. (a) Patterned
panels with binding sites that interact without constraints are unlikely to self-assemble into cubes.
(b) Joining panels to form nets limits the possible interactions and allows them to assemble cor-
rectly to form a nanocube. (c) Self-assembly is driven by the reflow of tin (Sn) within the hinges
of the net; the panel angular orientation needed for self-assembly is derived from the force that is
generated when the reflowed hinges minimize their surface area. Reprinted with permission from
[121]. Copyright 2009 American Chemical Society

panels were shown to self-assemble by bending Sn hinges into cubic particles. In
principle, since the bending angle can be controlled by varying the volume of Sn
and the assembly conditions, different polyhedral-shaped particles can be fabri-
cated using this approach. Self-assembly of patterned particles with overall sizes
of 100 nm with a resolution of 15 nm in all three dimensions was demonstrated.
This assembly approach is limited mainly by the 2D patterning resolution; in prin-
ciple, particles with smaller sizes and patterns can also be fabricated. Strategies to
enable parallel 2D patterning with imprint lithography to create large numbers of
particles as well as the incorporation of multilayer patterning to enable the attach-
ment of electronic circuits and optical elements on the surfaces of the polyhedrons
are actively being pursued. The primary challenge with the fabrication of large num-
bers of particles using imprint lithography is that nanoscale multilayer alignment is
hard to achieve with sub-100 nm resolution. Typically, this sub-100 nm alignment
needs to be achieved by positioning one imprint mask in registry with a pattern on a
substrate using piezoelectric positioners; this precise positioning can be challenging
to achieve over large substrates due to thermal noise, differences in thermal expan-
sion coefficients, and linear and angular drift or offsets. Hence, advances in mass
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Fig. 1.16 Results of experiments demonstrating that the orientation angle can be controlled by
varying the ratio of O2 to CF4. SEM images of Sn thin films on a silicon wafer and 500 nm
sized 2D nets before and after plasma etching. (a–c) Images of a Sn thin film and 2D nets before
plasma etching. (a) 50 nm thick Sn on a silicon wafer. (b, c) Progressively zoomed-in images of
Ni panels with Sn hinges. (d–f) Images of the Sn film and 2D nets after plasma etching with a 0.2
and 12 sccm flow rate of O2 and CF4, respectively. (d) The Sn film shows some grain coalescence
(of grains less than 50 nm in size) but no significant reflow of large grains. (e, f) Progressively
zoomed-in images showing that the 2D nets assemble with angles of approximately 45◦ under
these conditions. (g–i) SEM images of the Sn film and 2D nets after plasma etching with a 3.6
and 12 sccm flow rate of O2 and CF4, respectively. (g) The Sn film shows considerable reflow. (h)
Progressively zoomed-in images showing that the 2D nets assemble with angles of approximately
90◦ under these conditions. It should be noted that the assembly process is parallel and (i) the
particles have the letters JHU patterned with line widths as small as 15 nm. Scale bars: 200 nm.
Reprinted with permission from [121]. Copyright 2009 American Chemical Society

production of lithographically patterned nanoparticles depend on advances in 2D
lithographic multilayer patterning.

1.5 Conclusions

In conclusion, the creation of precisely patterned and nanostructured 3D devices
remains a critical challenge that needs to be overcome to enable versatile
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nanotechnological function. Self-assembly provides an attractive route to create
these structures in a highly parallel and cost-effective manner. Nevertheless, rules
that govern yield and defect tolerance in self-assembly still need to be uncovered.
Nature has had significantly more time to gain experience in evolving components
and processes capable of self-assembling with high yield and defect tolerance. The
mastery of concepts including balancing positive and negative interactions, strong
and weak interactions, hierarchy, switches, and steric factors can enable advanced
assembly. Most of the structures described here are static self-assemblies; how-
ever, it is envisioned that non-equilibrium and dynamic assembly would enable
machine-based function. For example, on the microscale, hinged assembly can
be reversibly reconfigured based on chemical cues to create structures such as
microgrippers that open and close in response to specific chemicals [122–124]. On
the nanoscale, a glimpse of this has been provided by the DNA box (Fig. 1.4b).
Hence, there is a need to also study strategies to disassemble these patterned 3D
nanostructures to provide reversible self-assembly and reconfigurability thereby
enabling advanced nanomachine-based function. If successful, these nanostructures
could enable actions like gripping and releasing or opening and closing. It is now
understood that biological self-assembly often utilizes weak molecular forces (com-
parable to the Boltzmann thermal energy) to achieve this reconfigurability. When
dynamic functionality is coupled with functionalities derived from patterning, such
as the incorporation of electronic circuits, sensors, and binding sites, we will witness
a true realization of the era of nanotechnology as laid out by Feynman.
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Chapter 2
Bio-inspired 3D Nanoarchitectures

Jian Shi and Xudong Wang

2.1 Introduction

Nature designs a variety of peculiar structures and materials for plants and animals
with unique functionalities, which have inspired many scientists and researchers
to study the structure–property relationship and mimic their structures and func-
tions. The surprisingly precise functionality control of creatures, such as sensing,
self-cleaning, self-healing, and flying, has always been igniting human’s curiosities
and intriguing us to steal ideas from nature [1–5]. In contrast to all manufactur-
ing techniques developed by mankind, nature uses gene, a unique self-assembled
way, to design and fabricate structures and tools, to control properties, and, more
importantly, to reproduce. The scale of nature products ranges from nanometer
to millimeter. Carbon, oxygen, nitrogen, hydrogen, calcium, phosphorus, sulfur,
and silicon are favorite elements that nature uses. Biologically functional materials
grown by gene-controlled self-assembly have been carefully designed for billions
of years in responding to the environment. Longtime evolution has made nature’s
design quite sophisticated. Hierarchical structures at all size levels are seamlessly
integrated together in order to adapt to the tremendous variance of nature. Evolution
has already helped nature to produce billions of delicate biological machines on
earth. However, for a long period of time, people did not understand the gift of
nature in designing and manufacturing. Man-made structures/machines are usually
designed by prior estimation of the data and information to fulfill the mechani-
cal, electrical, optical, or biological requirements, which is a static process and
far simpler than a biological process. Although gene works as a template in mak-
ing organisms, the strategy for nature is rather a dynamic process considering
the fluctuation of environments. Therefore, nature’s selection is more delicate and
flexible [6].
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The quick development and usage of nanometer-level characterization tools
in biological materials in the past two decades has revealed many surprising
discoveries, which correlate the functions of plants and animals to their micro-
and nanoscale structures. Bones were typically considered as a well-studied bio-
structure. However, recently people have started to realize that the mechanical
properties of a complex hierarchical bone structure cannot be accurately predicted
by the composite rule of mixtures formulae without considering the micro- and
nano-structural interactions. For example, plate-shaped crystals of carbonate apatite
and various collagens are of the size of a few nanometers, but the mechanical
strength and toughness of these natural composite materials are two to three orders
of magnitude higher than that of single crystals of pure minerals, which can be
partially attributed to the hierarchical architectures [7]. Golden silk spider, Nephila
clavipes, uses water as the solvent to fabricate spider silk, which also has a spe-
cial hierarchical structure. Properly controlling the folding and crystallization of
main protein constituents and adding auxiliary compounds are reported to be the
key steps to form spider silk with super-mechanical properties. It is believed that
precisely copying such a spider protocol could help industry to improve the prop-
erties of current spinning products [8]. Arzt et al. revealed that the very efficient
attaching mechanism of flies, spiders, and geckos is caused by splitting up the con-
tact into finer sub-contacts. They showed that heavier animals exhibit finer adhesion
structures, in which the setae of gecko lie in sub-micrometer scale and are believed
to produce the strongest adhesion [9]. Self-cleaning mechanism, the so-called Lotus
effect, is found in many terrestrial plants and animals. The common characteristic
of this functionality is that the hydrophobic property results from the microscopic
roughness. This effect has been intensively studied and is promising for the applica-
tions as artificial surfaces for cars, facades, and foils [1]. Another famous discovery
is the optical property of brittle stars with calcitic microlenses as part of the photore-
ceptor system. The hierarchical calcite structure acts not only as an optical element
but also as a mechanical support [10]. In addition, by investigating the nanostructure
of sponge Euplectella sp., it has been found that there are seven hierarchical levels
such as laminated structures, fiber-reinforced composites, bundled beams, and diag-
onally reinforced squared grid cells in the sponge skeleton. This configuration is
particularly intuitive for structural materials designing and fabrication [11]. Studies
of the remarkable features, the evolution history, and the underlying mechanisms of
these functional biological species would definitely provide new ideas and insights
for creating new designs, improving the controllability and reproducibility of the
micro- and nanoscale smart materials and realizing novel functionalities.

Among current manufacturing industry, energy saving and environmental
friendly are basic development criteria. Bio-inspired materials and structures are
particularly advantageous due to their high adaptability, effectiveness, and effi-
ciency. For example, the bio-inspired materials would obviously play an important
role in harvesting and utilizing sunlight energy due to their intrinsic photosynthe-
sis demands. The bio-fabrication process is also considered as pollution free, which
is critical in preventing our world from deteriorating. The unique functionalities of
biological species would ignite new ideas in creating novel artificial materials or
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devices with integrated functionalities and time, space, and cost saving. Therefore,
the study and utilization of bio-inspired materials and structures would be of great
significance in advancing our current technology.

2.2 Historical Perspective

The approach of bio-inspired design has been utilized for thousands of years. It
begins with mimicking the motions or functions of animals to improve the capability
of human beings, and then the focus gradually shifted to the creation of novel mate-
rials and devices. For example, people learned how to fly from birds. Submarines
were created by learning from fish. The ancient Chinese ever tried to fabricate arti-
ficial silk around 3000 years ago. In general, these lessons from nature were taken
by us macroscopically.

The invention of electron microscope opened a completely new small world to
us, and new opportunities were brought up when we were able to see the fine fea-
tures in the nanoworld and understand the mechanisms from the origins. To this end,
bio-inspired designing and fabrication become more systematic, efficient, and effec-
tive. One example is Velcro, the well-known brand name of fabric hook-and-loop
fasteners. In 1941, Mestral used microscope to examine the burr of burdock, which
kept sticking to his clothes and his dog’s fur when they walked through the burdock
and found hundreds of “hooks” on it. He realized this could be man-made if proper
materials were chosen and eventually the Velcro was invented. The successful appli-
cations of Velcro on weaving, aerospace, and medical treatment demonstrated the
excellence of bio-inspired structures. Stepping into the 21st century, many more
advanced bio-inspired materials and systems, such as pinecone fabrics inspired by
pinecones, interferometric modular display (iMoD) technology inspired by butterfly
wings, neuromorphic computer chips inspired by neural networks, have been cre-
ated. These successful developments are continuously strengthening our confidence
in learning and applying bio-inspired materials and systems into our lives. In the rest
of this chapter, we will focus on discussing bio-inspired nanophotonics, bio-inspired
fabrication, and bio-inspired functionalities.

2.3 Bio-inspired Nanophotonics

2.3.1 Photonic Crystals

A photonic crystal (PC) is a periodically arranged structure composed of alternating
dielectric materials with high and low refractive indices, the periodicity of which
is controlled in the order of the electromagnetic wavelength, so that the light can
“sense” the change of refractive index as it transmits through the structure. The
periodicity could be in one, two, or three dimensions, as schematically illustrated in
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Fig. 2.1 Schematic illustrations of (a) 1D, (b) 2D, and (c) 3D photonic crystals

Fig. 2.1. Most exciting applications of PCs involve the control of light in the visible
light regime.

To study the propagation of light in a PC, we start with the Maxwell equations:
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Assume there is a medium with uniform ε1, then a linear relationship between
frequency ω and wave vector k is obtained in the entire 1D space:

ω = k√
ε1

When we treat this uniform medium as “artificially” periodic,

ε(x) = ε(x + a)

The above bands would be “folded” by 2π/a
If we add a small “real” periodicity, ε2 = ε1 + �ε, splitting of degeneracy

would happen since states concentrated in high index ε2 would have lower fre-
quency. This perturbation in index causes the appearance of photonic band gap.
Figure 2.2a shows a 3D photonic crystal of silicon inverse opal structure. The cor-
responding photonic band structure is shown in Fig. 2.2b [12]. According to the
band structure, we could see that certain wavelengths (around 1.46 μm) of light are
forbidden in such a crystal. Some other unique properties of PCs include energy
moves very slowly inside the PCs and the stationary modes act like resonators; light
refracts in anomalous directions and negative index of refraction is possible; faster
or slower decay for luminescent material could happen and a possible laser action
would exist. Self-collimation is another advantageous property of PCs, in which
parallel beams could be obtained and no beam spreads at the designed frequencies,
while conventional integrated optics requires boundaries to confine beams. In addi-
tion, light travels inside PCs without any coupling, cross-talking, space limitation,
or special resonating phenomenon, and 100% reflection can be achieved. Based on
these unique properties, photonic band gap mirrors and integrated “free-space-like”
optics can be realized. PC indeed provides a new and more advanced functionality
over conventional optics.

Defects embedded in PCs can trap light, which makes defective PCs working
as cavities or waveguides. For example, a PC fiber contains a dielectric core that
is located at the center of a periodic dielectric shell. A 2D PC waveguide is fabri-
cated by introducing line defects into a 2D PC slab, in which zero loss transmitting
through 90◦ bending channel with bending radius less than 1 wavelength of the light
is possible. Although PCs possess fascinating optical properties, fabrication of such
delicate periodic structures in large scale is truly challenging and significantly limits
the application of PC-based optics.

Self-assembly, lithography, and nano/micro-manipulation are typical methods for
making PCs so far, whereas nature has already shown various success in construct-
ing PCs with well-controlled features. Opal structure is a typical non-biological
self-assembled PCs existing in nature. It comprises highly packed homogeneous
submicron-sized silica spheres with a face-centered cubic (FCC) arrangement. Some
living creatures in nature also have PC structures, which give them beautiful color or
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Fig. 2.2 (a) SEM image of
internal facets of silicon
inverse opal. (b) Photonic
band structure of silicon
inverse opal with 88% Si
infiltrated into the available
opal template voids.
Reproduced with permission
from [12]. © 1999, American
Chemical Society

special optical functionality. For example, the shining color on butterfly wings and
some beetles are contributed by 2D or 3D PC structures on their wing or shell scales.
Most algae have PC-like skeleton in order to enhance the light sensitivity under
water. Spine of sea mouse is composed of 2D PC fibers, which enhance red light
reflectance. In general, nature has many kinds of examples as PCs and most could
provide us remarkable hints and guidance in advancing our current technologies.

2.3.2 Color Mine in Nature

Before we go into the details of nature PCs, we first briefly discuss the origin
of colors. The beautiful colors of living creatures in nature are usually a mixture
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of physical colors and chemical colors. Pigments are referred as chemical colors,
which produce color by selective absorption of light at particular wavelength by
chemical bonds or substituent of the pigments. Physical color, also called structural
color, is caused by interference effects resulted from the physical structures. Colors
from Tyndall effect follow the fact that the intensity of the scattered light depends on
the fourth power of the frequency, which explains that blue light is most commonly
seen on earth. Grating effect happens when the microstructure of a media is arranged
into arrays and reflects light with different wavelengths into different directions due
to the interference mechanism. Structural colors are widely found throughout in
the organisms of living creatures such as feathers, scales, wings, shells, and insect
cuticle [13–17].

Structural color could also be a mixture of two colors. Vukusic et al. reported
that the colored regions of the Indonesian male Papilio palinurus butterfly are the
consequence of a regular 2D array of concavities (∼4–6 μm in diameter and ∼0.5–
3 μm at the greatest depth) and a multilayer structure [16]. The green color sensed
by human eyes is the juxtaposition of the yellow region on the flat surface of the
concavity and the blue region along the inclined side of the concavity. If this struc-
ture is observed beyond a specific angle, the blue color would be enhanced but the
green color would disappear. This is because the inclined sides of the concavity
produce angle-dependent polarization that intensifies the blue light. This color for-
mation mechanism is called as spatial-averaging color stimulus synthesis, which has
also been reported in beetles [18]. In general, structural colors can provide higher
visibility than pigment-based colors and is considered as the prerequisite for optical
property duplication.

2.3.3 Natural Photonic Crystals

In the last two decades, with the assistance of advanced electron microscopy tech-
niques, PC structures have been widely discovered from many creatures. Their
unique and well-controlled submicron structures greatly inspired researchers to cre-
ate revolutionary techniques to fabricate nanometer-scale photonic structures and
systems. In this section, we summarize a few representative natural PC systems that
have great potential in bio-inspired PC assembly and application.

2.3.3.1 Spine of Sea Mouse

Spine of sea mouse Aphrodita sp. is normally deep red, but spectacular iridescence is
seen as strips running along the spine when illuminated from side. Parker et al. found
that this special phenomenon was derived from a 2D PC structure [19]. Electron
microscope image in Fig. 2.3a shows that the spine is composed of an array of
hexagonally close-packed cylinders with a diameter of 400 and 510 nm apart. The
walls of the cylinders are made of pure α-chitin with a refractive index of 1.54.
Considering the refractive index of seawater that fills in the holes is 1.35, a par-
tial photonic band gap exists along the GM direction. The calculated polarization
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Fig. 2.3 (a) SEM image of the cross section of the spine. Inset is a photo of a sea mouse.
(b) Calculated reflectance of a hexagonal cylindrical structure having 500 layers of voids in the
chitin of a sea mouse in responding to normal incident light. Vertical dashed lines indicate a partial
photonic band gap. Reproduced with permission from [19]. © 2001, Nature Publishing Group

reflectance is shown in Fig. 2.3b. Vertical dashed lines indicate the partial band gap
in the red light region, which has also been confirmed by experimental measure-
ments. Therefore, enhanced reflectance of red color can be observed in the spines.
This narrowband reflectance demonstrates a promising application in optical filters
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for photonic communications. In addition, the thicker walls at edges of spine are
believed to work as mechanical support.

2.3.3.2 Diatom

Diatom is a single-celled marine alga, where Coscinodiscus granii is a representa-
tive diatom with a central symmetry [20]. Its central feature is a bio-mineralized
cell wall (frustules) made from amorphous silica. Each cell has two halves of the-
cae, which overlap like a petri dish and separate during cell division as shown in
Fig. 2.4a. These thecae are distinguished by a valve and girdle bands. Cell walls
of the valve and girdle both show very regular arrays of chambers and pores that
form specific periodic patterns, which are formed by self-organized phase sepa-
ration. Basically, the diatom cell can be considered as a “photonic box” with PC
walls. The cell diameter of diatoms is around 150 μm, and the refractive index of
the silica shell is 1.43. Although the cell size varies tremendously, the size and peri-
odicity of the patterns are almost constant. In detail, the valves of the cells shown
in Fig. 2.4b have hexagonally patterned holes with a lattice constant of 900–950 nm
and a wall thickness of 700 nm. Girdle in Fig. 2.4c exhibits a square lattice with a
lattice constant of 250 nm and a wall thickness of 200–600 nm. Figure 2.4d is the
cross section of the valve. Both the valve and girdle are photonic crystal slabs with
distinct symmetries and spectral ranges.

In the girdle region, one guided mode along the GE or GM polarization exists
when the thickness of the waveguide (the silica cell wall) is 200 nm and four modes
present when thickness increases to 700 nm in air or water, as shown in Fig. 2.4e.
Then girdle could guide blue to blue-green light. The decay of evanescent waves
in the cell is proportional to the difference in indices between the waveguide and
surrounding medium. Photosynthetic units are found existing very close to the cell
walls and therefore strongly coupled with the evanescent waves. In the valve region,
hexagonal patterns have the grating periodicity larger than the wavelength of visi-
ble light and the guided light is in the infrared regime. The valve structure can be
regarded as a 2D grating coupler of higher order. Fuhrmann et al. calculated the band
structure of the valve utilizing water as the surrounding medium [20]. They found
that there are several resonances distributed over the visible range, which make it
possible to couple incoming light into the waveguide modes.

2.3.3.3 Butterfly Wings

Most butterflies have beautiful colors on their wings, while only a small portion of
them is contributed by periodical submicron structures, which is referred as “phys-
ical color.” Research has revealed that the irradiant blue color of Morpho peleides
butterfly wings is resulted from arrays of vertically aligned net-like skeleton struc-
tures [13, 21]. The uniform blue color covering the major area of the wings was from
millions of ordered scales, as shown in the optical microscope image in Fig. 2.5a.
The typical dimension of the scale is ∼150 μm in length and ∼60 μm in width; 35–
40 rows of lamellas align on the scale surface with almost an identical inter-spacing.
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Fig. 2.4 Structure and band structure of diatoms. (a) SEM image of the diatom frustules with two
overlapping thecae. (b) Transition region between the valve and girdle with a hexagonal pattern of
areolas. (c) Structure of girdle with a square lattice. (d) Cross section through the cell wall of the
valve. (e) Calculated photonic band structure of a thin diatom girdle. Reproduced with permission
from [20]. © 2004, Springer
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Fig. 2.5 Morphology and band structure of butterfly wing scales. (a) An optical microscope image
of a butterfly wing scale. (b) The schematic of a “unit cell” on the lamellae that is responsible for
the scattered colorful light. (c) An SEM image taken on the scale surface showing the structure of
the lamellae. The inset is a higher resolution SEM image showing the periodic nanostructures on
a lamella [15]. (d) Calculated off-x-axis propagation band structure of the 2D periodic structure of
the lamellae using the MPB software. Reproduced with permission from [22]. © 2009, American
Institute of Physics

A closer view of these lamellae is shown in Fig. 2.5c. The lamellae are located
∼1.6 μm from each other and supported by cross-ribs, which dictate the inter-
lamellae spacing and hold the lamellae ∼1 μm above the bottom surface of the
scales.

The details of the periodic structure on a lamella are shown by a higher magnifi-
cation SEM image in the inset of Fig. 2.5c, of which one “unit cell” is schematically
illustrated in Fig. 2.5b. The cylindrical main ribs are ∼1.6 μm in length (L) and
∼100 nm in diameter (d1) with ∼60 nm of inter-distance (D1). Two adjacent ribs
are bound together by a row of smaller subribs with a diameter of ∼20 nm (d2),
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which remain ∼50 nm (D2) away from each other. This configuration constructs a
2D array of 50 × 60 nm rectangular squares surrounded by organic nanometer-scale
cylinders (the main and sub-ribs) with a periodicity of ∼160 nm (D1 + d1) along its
length direction and ∼70 nm (D2 + d2) along the main ribs. Although the entire
lamella is perpendicular to the scale surface, the “unit cells” are largely tilted and
the angle between the main ribs and the horizontal plane is only ∼30º. This long-
range ordered organic structure with a very small periodicity can be considered as
a 2D PC slab, and the brilliant blue color was attributed to the existence of the pho-
tonic band gap in this structure. Figure 2.5d shows the band structures of both TE
and TM modes related to off-x-axis propagation, where the normal direction of the
lamella is taken as x-axis [22]. Light is allowed in the shadowed region above the red
line while the white region above the red line corresponds to the photonic band gap.
The band gap-related reflection peak was found to depend on the incidence beams.
A blue shift would occur when the angle between incidence beam and the normal
direction of the wing scale increases. Such a delicate structure given by nature con-
tains ∼100 nm scale photonic band gap structures with the stop band in the visible
light range, which are still very costly to be made by current techniques. Utilizing
such structure as a template and coating it uniformly with an inorganic dielectric
material would be possible to fabricate PC structures with high reproducibility and
low cost.

The structures of waveguides and beam splitters have also been discovered on a
Morpho butterfly wing scale. The butterfly lamellae structure has a repeating unit
of 50 × 60 nm rectangular square surrounded by the ribs. The bigger size ribs were
similar to line defects in the 2D matrix of periodic nano-squares. Since the bottoms
of these ribs were connected by a big channel, light with a certain wavelength could
propagate inside the channel and be confined by the nano-square matrix due to the
existence of photonic band gap. Figure 2.6a is an optical microscope image of an
Al2O3 replica of a wing scale showing bright blue/violet dashed lines, which are the
lamellae rows perpendicular to the observing plane (Fig. 2.6b). They suggest that
as long as the replica is covered by another selected dielectric material to achieve a
good reflection at the structure interface, light would be trapped inside the hollow
main ribs with the wavelength corresponding to the photonic band gap of the nano-
square matrix so as to realize a 2D PC waveguide array [15]. In addition, the split
of lamella could be generally observed when the scale becomes wider, as shown
in Fig. 2.6c. This configuration was believed to be able to form a beam-splitting
device in the nanometer scale. The light trace of the splitter is shown in Fig. 2.6d.
The splitting junction structure and the corresponding light distribution are high-
lighted by white dashed circles in Fig. 2.6c, d, respectively. At the splitting point,
the bright dot first became wider and then split into two separated rows of dots
exactly following the lamella structure.

2.3.3.4 Beetles

Pachyrhynchus argus beetle from northeastern Queensland, Australia, has a metallic
coloration that can be seen in any direction as shown in the inset of Fig. 2.7a. Parker
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Fig. 2.6 “Waveguide” properties of the alumina replicas of butterfly wing scales. (a) A dark
field optical microscope image of an alumina replica of the lamella rows; the inset is an optical
image of an individual scale. (b) The SEM image of the replica structure corresponding to optical
microscopy image shown in (a). (c) The SEM image of the bifurcated lamella structure. (d) The
corresponding dark field optical microscope image showing the potential application as a beam
splitter [15]

et al. found that such a brilliant color is resulted from a 3D PC structure analogous
to the opal structure [14]. The beetle’s scales are flat and consist of two parts: an
outer shell and an inner PC structure (Fig. 2.7a). If the inner structure is absent in
some scales, the scale would be transparent. When white light is shining onto the
scale surface at certain incident angles, the reflectance maximizes at a wavelength of
530 nm. Scanning electron microscopy revealed that the inner structure of the scales
is a 3D ordered array of transparent spheres, as shown in Fig. 2.7b. The diameter
of these spheres is about 250 nm. This opal-like structure works as the 3D PC and
reflects a light in a narrow wavelength range over a wide range of incident angles. To
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Fig. 2.7 (a) SEM image of several overlapped scales on the shell of beetle. Inset is the dorsal view
of a beetle. (b) The fine structure of the scales: 3D ordered array of transparent spheres. Reproduced
with permission from [14]. © 2003, Nature Publishing Group. (c) SEM image of the scale struc-
ture of a pachyrrhynchus congestus pavonius weevil. Inset is a photo of the weevil. (d) Schematic
illustration of a chitin layer with three overlapping sublattices. (e) SEM image showing the lay-
ered cortex containing two distinctive mirrors indicated by two arrays of arrows. Reproduced with
permission from [23]. © 2007, American Physical Society

calculate the wavelength of maximum reflectance, λmax, for an angle of incidence
θ , we have

λmax = 2d × 0.816
√

n2 − sin2 θ

where d is the lattice spacing, 0.816 is the spacing between close-packed planes in a
unit of sphere diameter, and n represents the average refractive index in the system.
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Here n is the sum of refractive index of the submicron spheres and water matrix;
573 nm at θ = 20◦ was calculated to be the wavelength of maximum reflectance
for this opal-like structure. Experimental measurement matched with this calculated
result very well. This fact is quite encouraging since the self-assembled structure
from a beetle could serve as an effective and efficient example to fabricate 3D
nanophotonic devices.

2.3.3.5 Weevil

Welch et al. revealed that the orange coloration of a weevil, Pachyrrhynchus conges-
tus pavonius, is associated with the 3D periodic submicron structure on the scales
[23]. The structure is a 1D/3D photonic crystal with an FCC stacking, as shown
in Fig. 2.7c. Three coexisting sublattices, as illustrated in Fig. 2.7d, are found in
this structure including a sublattice of protrusions acting as spacers, a sublattice of
empty sites, and a sublattice of holes. The coherent 3D FCC inverse opal structure
is believed to result in the shift of the reflection bands to shorter wavelengths with
increasing incidence angles. The inner structure of the scales consists of numerous
micro-sized 3D PC grains. The organization of all grains is random, which provides
isotropic scattering along all directions, thus the irradiant orange color on the scales
is independent of the viewing angle [23]. This complex optical structure is the first
example of the generically self-assembled 1D/3D hybrid PC. Figure 2.7e shows two
distinct selective sub-layers in the 1D Bragg stack mirrors on top of the weevil scale.
They reflect yellowish green color with the wavelength of 528 nm and purplish blue
light with the wavelength of 447 nm, respectively. This special 1D/3D structure is
promising for camouflage coating due to its broadband and wide angle reflection in
the visible and infrared light region.

2.3.4 Other Natural Photonics

Interacting with light is one of the main activities of creatures. In addition to PC-
like structure for gaining better control over the light, other features, such as lens
and optical fibers, can also often be found in the organisms of some living creatures.
Light sensor characterized as natural lens arrays has been discovered in brittle stars.
Glass sponge shows a high-tech optical fiber network.

2.3.4.1 Brittle Star

High photosensitivity is found in the Ophiocoma wendtii, one type of sea star, which
changes color from dark brown during the day to banded gray and black at night as
shown in Fig. 2.8a. It also responds quickly to shadows thus escaping from preda-
tors. These properties can be attributed to a unique skeletal structure of the dorsal
arm plates as shown in Fig. 2.8b. Skeletal elements are composed of a single crystal
of oriented calcite, which is shaped into a 3D mesh called stereom. The stereom is
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Fig. 2.8 Structure of brittle stars. (a) The color change of brittle stars Ophiocoma wendtii in the
night (top) and day (bottom). (b) SEM of an array of microlenses on the surface of the dorsal arm
plate of O. wendtii. (c) SEM of a cross section of the brittle star lens showing a doublet structure.
Calculated profile of an ideal spherical aberration-free lens matches the bio-lens profile very well.
(d) Schematic illustration of birefringence in calcite crystals. A double image is formed when the
crystal is not aligned along the [001] direction, which is the optical axis. (e) SEM of the dorsal arm
plates embedded with synthetic calcite crystals that grew epitaxially on the surface. Reproduced
with permission from [10]. © 2004, Royal Society of Chemistry

∼10–15 μm in diameter with a regular double-lens configuration. Electron micro-
scope characterization of these structures revealed that these calcite microstructures
have a function in directing and focusing the light on photosensitive tissues [10, 24,
25]. SEM of a cross section of the brittle star lens with doublet structure is shown
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in Fig. 2.8c. Calculated profile of an ideal spherical aberration-free lens matches
this bio-lens profile very well. Aizenberg et al. summarized a number of unique,
advantageous properties and design strategies of the brittle star microlens: com-
pact micro-scale porous structure, individually addressed crystalline lenses, wide
range transmission adjustment using pigment arrangement, double-lens geometry
to reduce the spherical aberration, an inorganic–organic composite that is mechani-
cally strong, calcite crystal orientation along the optical axis of the lens to eliminate
the birefringence effect, and angular selectivity [10]. Figure 2.8d schematically
illustrates the birefringence in calcite crystals. A double image can be formed when
the incident light is not aligned along the [001] direction of the crystal, which is the
optical axis. SEM images of the dorsal arm plates showed that the embedded syn-
thetic calcite crystals grew epitaxially on the surface with the [001] direction aligned
vertically, as shown in Fig. 2.8e, which indicates that the birefringence effect can be
effectively suppressed by this structure.

2.3.4.2 Glass Sponge

Another highly effective and sophisticated optical system designed by nature, in
some aspects better than its artificial analogs, is the glass sponge as shown in
Fig. 2.9a [11]. Electron microscope revealed that the non-uniform refractive index
profile along the spicules’ cross section is attributed to the variation of its chemical
composition. As shown in the bottom inset of Fig. 2.9a, the core of the glass sponge
(1–2 μm in diameter) is Na-doped silica with a high refractive index of 1.45–1.48,
which is very close to that of vitreous silica (1.458). The large cylindrical tube (15–
25 μm in diameter) surrounding this core has a lower refractive index of 1.425.
High organic content and/or low degree of silica condensation is believed to be the
result of this low index. The outer part of the spicule shows an increasing refractive
index (from 1.433 to 1.438), which corresponds to the well-defined bands of organic
molecules. Figure 2.9b shows the measured refractive indices along the diameter
of a spicule. Waveguide property is thus introduced by this characteristic “core–
cladding” structure of the spicules. Considering that the seawater is the surrounding
medium and the cladding diameter is much larger than the core diameter, the spicule
is more like a waveguide with a multimode fiber inside, where light is confined over
the entire body. Although similar characteristics exist in conventional optical fibers,
the glass sponge has many advantages than typical communication optical fibers.
The characteristic lamellae that are connected by organic ligand layers in the exte-
rior regions of the spicules significantly improve the mechanical properties of the
glass sponge via the crack-arresting mechanism. In addition, the lens-like structures
at the end of the spicules are beneficial to the light-collecting efficiency as shown in
the top inset of Fig. 2.9a. The dual functionality of the spicule makes it a promising
candidate for high-performance optical fibers.

In summary, the fascinating structures, together with their optical proper-
ties/phenomena of living creatures, have been developed by nature for millions
or even billions of years with unique functionalities, such as communication
for reproduction, sensing and signaling danger, coloration/camouflage for hiding
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Fig. 2.9 (a) Optical image of
a glass sponge. Top inset is an
SEM image of the spicule tip.
Bottom inset shows the
“core–cladding” structure.
(b) Refractive index value
distribution along the cross
section of spicule.
Reproduced with permission
from [11]. © 2004, National
Academy of Sciences

from predators, and energy harvesting for food and development. Learning from
nature and understanding the mechanism behind would create shortcuts leading
to improved synthesis techniques with excellent reproducibility and controlla-
bility, advanced micro/nanodevices with superior performance, and even novel
applications that cannot be realized by other means.
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2.4 Bio-inspired Fabrication of Nanostructures

As discussed in previous sections, nature provides many excellent examples for us to
learn and to use. To fabricate those structures would be the first step for us to acquire
those gifts from nature. The conventional technology to fabricate micro/nanoscale
structure can be generally classified into top-down (typically lithography) and
bottom-up (typically self-assembly) processes. Both of them have certain merits
and some intrinsic limitations, which can be found in many literatures. For nature,
the way to form living devices is genetically directed molecule-level self-assembly,
which exhibits extremely high efficiency, reproducibility, controllability, and defect
tolerance. To completely mimic such a process would be our ultimate goal in bio-
inspired fabrication. However, in the current stage, this strategy is still not realistic.
The most common ways for us to take the advantages from the structures and
devices designed by nature are either partially mimicking the non-genetically con-
trolled growth process or directly using the fine structures of biological systems as
templates to duplicate the structures and functions.

2.4.1 Biomineralization

Biomineralization is a process that living creatures produce minerals inside or
around their bodies. Three general biomineralization principles have been suggested
to control the crystal formation in biological systems. (i) Biocrystals usually form
inside an organic framework that regulates the mineral deposition following a pre-
determined spatial pattern. (ii) The single crystal structure is transformed from the
amorphous form. (iii) The crystallographic orientations are controlled by oriented
nucleation on well-defined and chemically modified intracellular sites [24, 25].
Borrowing these biomineralization principles, a crystallization strategy was devel-
oped to fabricate large-area single-crystalline calcite with sub-10-μm patterns and
well-controlled crystallographic orientations. As shown in Fig. 2.10a, first, a micro-
scale framework was fabricated on a gold-coated glass substrate serving as the
deposition template. Second, self-assembled monolayer HS(CH2)nA (A = OH,
CO2H, SO3H), which is used to induce the nucleation of the calcium carbonate,
was deposited on the Au/glass substrate by the tip of atomic force microscope.
The remaining region was passivated with a mixture of alkanethiols of different
lengths to suppress the nucleation of calcium carbonate. Then metastable calcium
carbonate was filled in the interstices of the framework (Fig. 2.10b). During the fol-
lowing 30 min, calcite crystals nucleated at specific areas where the self-assembled
HS(CH2)nA monolayer was deposited. Subsequent crystal growth transformed the
amorphous calcium carbonate into a crystallized phase. The patterned structure of
as-synthesized calcite film is shown in Fig. 2.10c. The crystallinity of the crys-
tal patterns was confirmed by electron diffraction pattern as shown in the inset of
Fig. 2.10c. No polycrystalline grains were found in the film. It can be seen that
the nucleation stage is one key step of this growth technique, which determines
the formation of single-crystal film and the crystal orientation. This large-scale
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(a)

(b)

(c)

Fig. 2.10 (a) Schematic
picture of the template with
2D micropatterns for calcite
deposition. (b) The process of
growing single-crystalline
calcite on the micropattern.
(c) SEM of a resulted
single-crystalline calcite with
micropatterns shown in (a).
Inset is the electron
diffraction pattern of (c).
Reproduced with permission
from [24]. © 2003, American
Association for the
Advancement of Science

bottom-up strategy for synthesizing single-crystalline calcite with controlled ori-
entation and microstructure is an excellent example in applying natural growth
methods to the synthesis of micro- or nano-patterned crystalline materials.

2.4.2 Biological Fine Structure Duplication

Although the fascinating fine structures from nature offered many valuable func-
tions, the relatively small selection of materials limits the applications in many
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man-made devices. For example, nature’s favorite building components are mostly
organic materials, such as keratin, chitin, and melanin. A few inorganic materials
like silica and calcite are also common to see in biological systems. These materials
are insulators, offer limited selection of refractive index, and some are sensitive to
temperature or other environment conditions. Thus one main effort in bio-inspired
fabrication is to duplicate the well-designed biological fine structures with other
functional materials while retaining the structure-related functionality. Typically,
there are two strategies of duplication: replicating the shape by surface coating and
locally replacing the original materials via atom exchange.

2.4.2.1 Replication by Surface Coating

First, we will discuss the structure replication by surface coating. Considering most
biological templates are C-, H-, and O-based organic skeletons, such as butterfly
wings, a moderate replication condition is required, including non-corrosive envi-
ronment, proper pH value, and mild temperature. Atomic layer deposition (ALD),
in which film growth is a cyclic, multi-step process of alternating surface-limited
chemical reactions, has been demonstrated to be a powerful technique for depositing
high-quality conformal thin films on various substrates/structures at moderate tem-
perature (<100◦C). The ALD process proceeds through saturative steps resulting in
a constant thickness increase of conformal films. Taking the deposition of Al2O3 as
an example, the growth mechanism can be described by the schematics shown in
Fig. 2.11. The precursors are Al(CH3)3 (TMA) and H2O. In one deposition cycle,
TMA vapor is first pulsed into the reaction chamber and reacts with the surface
hydroxyl groups (Fig. 2.11a). The chamber is then purged by inert gas to remove
the precursor still in gas phase as well as physisorbed reactants (Fig. 2.11b). The sec-
ond precursor (H2O in this case) is now pulsed into the chamber and reacts with the
dangling methyl groups around Al atoms (Fig. 2.11c). Gaseous by-products (CH4)
and any unreacted precursors are removed during the subsequent purge. By the end
of the cycle, Al–O bridges are formed together with a new layer of hydroxyl surface
groups waiting for another deposition cycle (Fig. 2.11d). Owing to the self-limited
layer by layer deposition process, ALD exhibits excellent thickness controllability
and uniformity even on porous surfaces or structures with large aspect ratio. Besides,
ALD applies to a wide verity of oxides within a low-temperature deposition window.
Therefore, ALD is a promising tool in replicating the biological structures.

Using ALD technique, Huang et al. successfully replicated the fine structure of
the wing scale by Al2O3, where the thickness of the Al2O3 layer could be very well
controlled with a resolution less than 1 nm [15]. By increasing the coating thickness
from 10 to 40 nm with a 10 nm interval, the reflected color shifted from original
blue to green, yellow, orange, and eventually pink. A series of optical microscope
images of the wing scales coated with a 10, 20, 30, and 40 nm thick Al2O3 layer are
shown in Fig. 2.12a. The corresponding reflectance spectra are shown in Fig. 2.12b.
This redshift is due to the surface film-enhanced reflection of a particular wave-
length that is determined by the thickness of the film and its refraction index. The
original butterfly template can also be completely removed by annealing the sample
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Fig. 2.11 Mechanism of forming Al2O3 atomic layer on a flat surface through ALD technique
using TMA and H2O as precursors

to 800◦C for 3 h in atmosphere. Meanwhile, the amorphous Al2O3 shell was gradu-
ally crystallized into a more robust polycrystalline shell structure, with crystal grain
sizes smaller than 3 nm. Owing to the excellent uniformity of the alumina film, both
the large-scale arrangement of the wing scales and the nanometer-scale periodic
structures are perfectly preserved after this vigorously template-removing process.
The alumina replica inherits both the nanoscale periodic structure and the optical
properties of the butterfly wing template and can be considered as an inverse wing
scale structure. The waveguide and beam splitter features were also successfully
preserved by the alumina replication, as discussed in Section 2.3.3.

In addition to butterfly wings, ALD also showed success in replicating other bio-
logical structures, such as water strider legs for inheriting the hydrophobic property
[3] and fly eye for microlens array fabrication [26]. Water striders (Gerris remigis)
could stand and move on water easily owing to their hydrophobic legs (Fig. 2.13a).
The water-repelling capability of the strider legs is attributed to the special hierar-
chical structure along the leg surface [27]. A high-sensitive balance system revealed
that the maximal supporting force of a single leg is 152 dynes, which is 15 times of
the total body weight of a strider. SEM shows that these legs have many micro-setae
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Fig. 2.12 (a) Optical microscope images of the butterfly wing scales coated by alumina with
different thickness, of which the color changed from original blue to pink. (b) Corresponding
reflectance spectra of the alumina-coated butterfly wings [15]

with fine nano-grooves as shown in Fig. 2.13b. These needle-shaped setae have a
diameter of few micrometers to a few hundred nanometers and 50 μm in length.
Most setae have a 20◦ incline angle with the leg surface. Such a hierarchical struc-
ture is believed to be composed of solid and air by Cassie’s law [28]. The air fraction
between the leg and the water surface is then calculated to be 96.86%. This structure
forms a cushion in the interface, which supports the strider body above the water.
This structure was precisely replicated by Al2O3 coating using ALD (Fig. 2.13c),
and the super-hydrophobic property was also successfully inherited. This research
further proved that the non-wetting property of water strider legs is mostly con-
tributed by the fine setae structure. In addition, to simulate this non-wetting property,
round copper wire is used to mimic the curvature effect of setae (Fig. 2.13d). By
adjusting contact lines at the interface, the system prefers to trap air to form a com-
posite interface regardless of whether the surface is hydrophobic or hydrophilic.
This is a solid evidence to verify the Cassie state of non-wetting property of strider
legs. This mechanism might provide a practical way to make aquatic machines or
systems.

In general, the ALD replication method can be considered as a biological
system-friendly technique that precisely duplicates the fine structures down to
the nanometer regime. This strategy may create a new pathway toward precise
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Fig. 2.13 (a) Photo of a water strider standing on the water surface (http://en.wikipedia.org/wiki/
Gerridae). (b) Oriented spindly setae structure on the strider legs. Reproduced with permission
from [27]. © 2004, Nature Publishing Group. (c) A strider leg coated with alumina by ALD. (d)
A water droplet on array of alumina-coated wires to mimic the strider leg effect. Reproduced with
permission from [3]. © 2008, Institute of Physics

copying natural organisms and creating fundamental building blocks for advanced
nanodevices with high reproducibility and lower fabrication cost comparing to
traditional lithography techniques.

2.4.2.2 Replication by Atom Exchange

Although precise, ALD technique can only produce a shell configuration. A direct
duplication requires a replacement of atoms/molecules in the biological struc-
ture with other functional materials. Sandhage et al. developed a low-temperature
magnesiothermic reduction method to produce microporous nanocrystalline silicon
replicas from diatoms (unicellular algae) through a reaction with magnesium gas
and subsequent selective magnesia dissolution [29]. The overall reaction is

2 Mg(g) + SiO2(s) = 2MgO(s) + Si(s)

After the reaction, MgO was etched away by immersing the structures in a 1 M
HCl solution. Figure 2.14a is an SEM image of an Aulacoseira diatom frustules.
Figure 2.14b shows the MgO/Si composite after reaction of frustules with Mg gas.
A silicon-bearing replica product obtained by dissolution of magnesia from MgO/Si

http://en.wikipedia.org/wiki/Gerridae
http://en.wikipedia.org/wiki/Gerridae
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Fig. 2.14 Shape-preserving chemical reduction of silica diatom frustules. (a) SEM image of a
diatom frustule. (b) An MgO/Si composite replica after reacting a frustule with Mg vapor. (c) A
silicon-bearing replica by selective dissolution of magnesia in an HCl solution. (d) Silicon replica
after HF treatment. (e, f) EDS spectra of (c) and (d). Reproduced with permission from [29].
© 2007, Nature Publishing Group

in an HCl solution is shown in Fig. 2.14c. The final step is to immerse the prod-
ucts into HF solution to remove unreacted SiO2, as shown in Fig. 2.14d. Energy
dispersive X-ray analyses shown in Fig. 2.14e and f were obtained from the struc-
tures shown in Fig. 2.14c, d, respectively. The absence of oxygen peak in Fig. 2.14f
revealed the necessity of HF treatment. These treatments completely converted insu-
lating SiO2 diatom frustules into semiconducting Si replica and retained the 3D
morphology and nanoscale features. The silicon replicas could be used as sensor,
electronic, optical, or biomedical devices. This gas/silica displacement reaction has
also been applied in fabricating other non-silica-based oxides like TiO2 and ZrO2.
In addition, hydrothermal reactions, wet chemical coating, or impregnation methods
have been used to transfer the diatom 3D structure into BaTiO3, Zn2SiO4, or other
materials. Appealing merits of these low-temperature methods are the low cost and
the feasibility to large-scale synthesis [30].
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2.5 Bio-inspired Functionality

The ultimate goal of the bio-inspire technology is to realize the unique functionality
of biological systems using man-made devices. Beyond the fabrication techniques
that completely duplicate the fine structure of biological species, learning the
designs from nature and then fabricating similar configurations in a different scale
so as to duplicate the functionality is considered as another aspect of bio-inspired
fabrication. Here we name it as bio-inspired functionality in order to distinguish
from the previous section and many successful examples fall into this category.
The configuration of Velcro, as we introduced earlier in this chapter, is an excellent
example of applying a natural design into man-made systems (http://en.wikipedia.
org/wiki/Gerridae). Driven by the question “which marine and freshwater animals
don’t foul?” Brennan invented the low-friction ship hulls. This design was borrowed
from shark scale. The very small scales of sharks, known as placoid scales or der-
mal denticles, are made up of several small ribs, which keep tiny algal spores from
attaching onto the shark’s body. Applying this design to ship hulls could eliminate
algal spores and/or algae attachment thus significantly reducing the water fric-
tion (http://www.robaid.com/bionics/shark-skin-biomimicry-from-hull-coating-to-
health-care.htm, http://www.sharklet.com/wpcontent/themes/sharklet/pdfs/archive/
SharkskinSolutions.pdf).

iMoD is a major breakthrough of flat-panel display technology, which was
inspired by the double-layer scale configuration of butterfly wings (http://www.
qualcomm.com/common/documents/white_papers/iMoD_Display_Overview.pdf).
An iMod element is a small micro-electro-mechanical system (MEMS) composed
of two conductive plates: a thin-film stack on a glass substrate and a reflective
membrane suspended below. The thin-film stack and membrane forms an optically
resonant cavity, in which the incident light is reflected. A slight phase shift in the
optical cavity due to the thin-film-to-membrane distance change would alter the
interfering wavelength. The constructively interfered wavelength will be observed
as a colored pixel (the on state). When the reflective membrane collapses onto the
thin-film stack, ultraviolet light interferes constructively, which is not observable
by human eyes, thus shows a black pixel (the off state). This color generation
mechanism is much more efficient than conventional color filters and polarizers.
The on and off states are controlled by applying a voltage onto the thin-film stack.
iMoD has two great advantages compared to conventional LCDs: (1) it requires
very little power since it uses ambient light sources and (2) the image of iMoD is
quite clear and can be viewed in any direction with a two to three times higher
brightness than state-of-the-art technologies.

Inspired by the microlens discovered on brittle stars, man-made microlens arrays
have been designed and fabricated. As shown in Fig. 2.15a, Yang et al. demon-
strated a simple microfluidic device to simulate the migration of pigment-filled
chromatophore cells that control the light transmission in a porous brittle star lens
array [31]. When the light-absorbing liquid was pumped into the pores, a reduction
of light transmission was detected as shown in Fig. 2.15b. By adjusting the con-
centration of the liquid, the intensity of the transmitted light could be controlled. In

http://en.wikipedia.org/wiki/Gerridae
http://en.wikipedia.org/wiki/Gerridae
http://www.robaid.com/bionics/shark-skin-biomimicry-from-hull-coating-to-health-care.htm
http://www.robaid.com/bionics/shark-skin-biomimicry-from-hull-coating-to-health-care.htm
http://www.sharklet.com/wpcontent/themes/sharklet/pdfs/archive/SharkskinSolutions.pdf
http://www.sharklet.com/wpcontent/themes/sharklet/pdfs/archive/SharkskinSolutions.pdf
http://www.qualcomm.com/common/documents/white_papers/iMoD_Display_Overview.pdf
http://www.qualcomm.com/common/documents/white_papers/iMoD_Display_Overview.pdf
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Fig. 2.15 Illustration of the
transmission tunability
through the lens array by
using controlled transport of
light-absorbing liquid in the
channels between the lenses.
The microfluidic assembly
and actuation are shown in
(a) and (b). Reproduced with
permission from [31]. ©
2005, Wiley-VCH Verlag
GmbH & Co

addition, changing the liquid species can tune the focal length, numerical aperture,
and wavelength selectivity of this lens. This concept would improve current tech-
niques in fabricating optical devices and provide new ideas in designing and making
adaptive micro-scale lenses.

The gecko foot is another significant example of creating novel functionality
from nature inspiration. Gecko lizards can climb on wall firmly and move swiftly
due to its foot’s hierarchical structure, which comprises many setae (Fig. 2.16a). A
single seta also consists of hundreds of tiny structures called spatulas as shown
in Fig. 2.16b [32]. The strong van der Waals force provided by the spatulas is
strong enough to support the Gecko’s body weight. This function was successfully
imitated by using carbon nanotube arrays to simulate the aligned microscopic elas-
tic hairs on gecko foot [33]. The carbon nanotubes could generate a dry adhesive
force of ∼100 N/cm2, almost 10 times higher than what a gecko foot can produce.
Figure 2.16c shows a book of 1480 g in weight suspended on a glass surface by
carbon nanotubes dry adhesion. The arrangement and the structure of the carbon
nanotubes are shown in Fig. 2.16d and e. Shear-induced alignment of the entan-
gled top part of carbon nanotubes was believed to result in a significantly large
shear adhesion force due to the extremely large contact area of carbon nanotubes
on a flat surface. The relatively small normal adhesive force was attributed to the
tip-surface contact between carbon nanotubes and walls. Figure 2.16f shows the
experimental and predicted total adhesion force as a function of loading angles. This
angle-dependent characteristic could be the guideline for achieving the detachment
and attachment of carbon nanotube arrays.

In addition to the above examples, temperature adapting fabric, dirt and water-
repelling paint, artificial muscles, and many more are all typical functionalities
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Fig. 2.16 (a) Gecko foot
showing that the setae are
arranged in many lobes along
the foot. (b) SEM image of
gecko setae with numerous
smaller spatulas. Reproduced
with permission from [32].
© 2007, National Academy
of Sciences. (c) A book of
1480 g in weight was
suspended by the MWNTs
pad by mimicking the gecko
foot. Top right inset shows
the dimension of the MWNTs
pad. (d) and (e) The
arrangement and structure of
MWNT arrays with different
magnification. (f)
Experimental and predicated
total adhesion force as a
function of loading angle.
Reproduced with permission
from [33]. © 2008, American
Association for the
Advancement of Science

inspired by biological systems. With rapid advancing of fabrication and character-
ization techniques and more in-depth understanding of the biological world, more
sophisticated configurations and functions would be realized by human beings.

2.6 Conclusion

Since the beginning of human history, learning from nature has always been one
important strategy to advance our technology and civilization. The level of imitation
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depends on our ability of observation and manufacturing. The rapid development
of modern fabrication and characterization technologies in the past two decades
enabled us to see features and manipulate objectives down to the atomic level, thus
brought us an intriguing new world of nature in the nanometer regime. Numerous
extraordinary optical, electrical, and mechanical properties from biological systems
were discovered and understood, which greatly encouraged researchers to devote
more and more efforts on learning and mimicking the nature’s masterpieces for
furthering our technology in a more effective and efficient manner.

From the examples discussed in this chapter, we can see that the most important
aspect to mimic the nature is extensive and intensive investigation on the evolu-
tion history, the structure formation mechanisms, and the origin of functionalities.
Interdisciplinary research across nanotechnology, materials science, physics, chem-
istry, computer science, and biology would play a key role in the development of
bio-inspired technology. Although many successes have been shown in this area,
there still are a few key questions that are urgently to be addressed in the near future.
First, how could a fully controlled self-assembling process be achieved in the fab-
rication of functional biological features in the nanoscale? Second, how could near
100% reproducibility and repeatability be realized in self-assembly processes like
the reproduction of biological systems? Third, how could the level of error tolerance
be improved in our electronic and optical systems by learning from the complex
nature systems? Last, how could the intelligence functionality be adapted to our
man-made systems? At current stage, there may be no specific answers to above
questions yet. However, it is still foreseeable that the strength brought together by
nanotechnology, biotechnology, and information technology would soon implement
more and more crucial nature functionalities to our civilization.

Acknowledgment We thank National Science Foundation under grant No DMR-0905914 and
UW-Madison graduate school.

References

1. W. Barthlott, C. Neinhuis, Purity of the sacred lotus, or escape from contamination in
biological surfaces. Planta 202(1), 1–8 (1997)

2. F. Wickson, Narratives of nature and nanotechnology. Nat. Nanotechnol. 3(6), 313–315 (2008)
3. Y. Ding et al., Modifying the anti-wetting property of butterfly wings and water strider legs by

atomic layer deposition coating: Surface materials versus geometry. Nanotechnology 19(35),
355708–355714 (2008)

4. C. Sanchez, H. Arribart, M.M.G. Guille, Biomimetism and bioinspiration as tools for the
design of innovative materials and systems. Nat. Mater. 4(4), 277–288 (2005)

5. J.P. Youngblood, N.R. Sottos, C. Extrand, Bioinspired materials or self-cleaning and self-
healing. MRS Bull. 33(8), 732–741 (2008)

6. P. Fratzl, Biomimetic materials research: What can we really learn from nature’s structural
materials? J. R. Soc. Interface 4(15), 637–642 (2007)

7. J.Y. Rho, L. Kuhn-Spearing, P. Zioupos, Mechanical properties and the hierarchical structure
of bone. Med. Eng. Phys. 20(2), 92–102 (1998)

8. F. Vollrath, D.P. Knight, Liquid crystalline spinning of spider silk. Nature 410(6828), 541–548
(2001)



58 J. Shi and X. Wang

9. E. Arzt, S. Gorb, R. Spolenak, From micro to nano contacts in biological attachment devices.
Proc. Natl. Acad. Sci. USA 100(19), 10603–10606 (2003)

10. J. Aizenberg, G. Hendler, Designing efficient microlens arrays: Lessons from Nature. J. Mater.
Chem. 14(14), 2066–2072 (2004)

11. J. Aizenberg et al., Biological glass fibers: Correlation between optical and structural
properties. Proc. Natl. Acad. Sci. USA 101(10), 3358–3363 (2004)

12. A. Blanco et al., Large-scale synthesis of a silicon photonic crystal with a complete three-
dimensional bandgap near 1.5 micrometres. Nature 405(6785), 437–440 (2000)

13. H. Ghiradella, Light and color on the wing – structural colors in butterflies and moths. Appl.
Opt. 30(24), 3492–3500 (1991)

14. A.R. Parker et al., Structural colour – opal analogue discovered in a weevil. Nature 426(6968),
786–787 (2003)

15. J.Y. Huang, X.D. Wang, Z.L. Wang, Controlled replication of butterfly wings for achieving
tunable photonic properties. Nano Lett. 6(10), 2325–2331 (2006)

16. P. Vukusic, J.R. Sambles, C.R. Lawrence, Structural colour – Colour mixing in wing scales of
a butterfly. Nature 404(6777), 457 (2000)

17. A.E. Seago et al., Gold bugs and beyond: A review of iridescence and structural colour
mechanisms in beetles (Coleoptera). J. R. Soc. Interface 6, S165–S184 (2009)

18. T.D. Schultz, G.D. Bernard, Pointillistic mixing of interference colors in cryptic tiger beetles.
Nature 337(6202), 72–73 (1989)

19. A.R. Parker et al., Photonic engineering – Aphrodite’s iridescence. Nature 409(6816), 36–37
(2001)

20. T. Fuhrmann et al., Diatoms as living photonic crystals. Appl. Phys. B-Lasers Opt. 78(3–4),
257–260 (2004)

21. M. Srinivasarao, Nano-optics in the biological world: Beetles, butterflies, birds, and moths.
Chem. Rev. 99(7), 1935–1961 (1999)

22. Y. Ding, S. Xu, Z.L. Wang, Structural colors from morpho peleides butterfly wing scales.
J. Appl. Phys. 106(7), 074702 (2009)

23. V. Welch et al., Orange reflection from a three-dimensional photonic crystal in the scales of
the weevil pachyrrhynchus congestus pavonius (Curculionidae). Phys. Rev. E 75(4), 041919
(2007)

24. J. Aizenberg et al., Direct fabrication of large micropatterned single crystals. Science
299(5610), 1205–1208 (2003)

25. J. Aizenberg et al., Calcitic microlenses as part of the photoreceptor system in brittlestars.
Nature 412(6849), 819–822 (2001)

26. J.Y. Huang, X.D. Wang, Z.L. Wang, Bio-inspired fabrication of antireflection nanostructures
by replicating fly eyes. Nanotechnology 19(2), 025602 (2008)

27. X.F. Gao, L. Jiang, Water-repellent legs of water striders. Nature 432(7013), 36 (2004)
28. A.B.D. Cassie, S. Baxter, Wettability of porous surfaces. Trans. Faraday Soc. 40, 546–551

(1944)
29. Z.H. Bao et al., Chemical reduction of three-dimensional silica micro-assemblies into

microporous silicon replicas. Nature 446(7132), 172–175 (2007)
30. U. Kusari et al., Formation of nanostructured, nanocrystalline boron nitride microparticles

with diatom-derived 3-D shapes. Chem. Commun. 43(11), 1177–1179 (2007)
31. S. Yang et al., Functional biomimetic microlens arrays with integrated pores. Adv. Mater.

17(4), 435–438 (2005)
32. L. Ge et al., Carbon nanotube-based synthetic gecko tapes. Proc. Natl. Acad. Sci. USA

104(26), 10792–10795 (2007)
33. L.T. Qu et al., Carbon nanotube arrays with strong shear binding-on and easy normal lifting-

off. Science 322(5899), 238–242 (2008)



Chapter 3
Building 3D Micro- and Nanostructures
Through Nanoimprint

Xing Cheng

3.1 Introduction to 3D Structure Fabrication
Through Nanoimprint

The great success of microelectronic integrated circuits is built on two-dimensional
planar processing on silicon wafers. Along with the development of microelectronic
fabrication techniques, micro-electro-mechanical systems (MEMS) has become a
vast and increasingly mature research area. For MEMS applications in micro-optics
and bioengineering, it is often desirable to have three-dimensional (3D) structures.
Even in microelectronic circuit fabrication, there are growing interests in 3D multi-
layer integration as the miniaturization of solid-state devices becomes more difficult.
The growing interests in 3D micro- and nanostructures have led to the invention of
many new fabrication techniques, such as those discussed in other chapters of this
book.

Nanoimprint lithography is a relatively new patterning technique for soft mate-
rials, particularly polymers. Because nanoimprint is inherently a physical molding
process, it is the ideal technology for patterning 3D micro- and nanostructures in
soft materials. In addition to the dramatic development of the nanoimprint technique
in the last 10–15 years, including equipment development and process innovation,
there are significant progresses in building 3D polymer structures by nanoimprint.
Compared with other 3D fabrication techniques, nanoimprint enjoys advantages
such as simple equipment, low cost, and high throughput. Nanoimprint is particu-
larly suitable for large-scale production once the complex 3D template is fabricated.
Despite nanoimprint mainly processes polymers, the fabricated 3D polymer struc-
tures can be used as sacrificial templates for fabricating corresponding 3D inorganic
structures.

This chapter mainly addresses the fabrication of 3D polymer micro- and nano-
structures by nanoimprint. It provides a survey of techniques reported in literature
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in recent years. The applications of those 3D structures in microelectronics,
bio-MEMS, micro-optics and photonics, and other areas are not the main focus
of this chapter. Only a few representative applications of 3D polymer micro- and
nanostructures will be explained after the discussion of their fabrication. Since
nanoimprint is by and large a lithographic or patterning technique, it is also used
as one of the many steps in creating 3D structures through elaborate layer-by-layer
scheme. In those cases, the nanoimprint simply functions as a patterning technique
to define the structure that can be used by other micro- and nanofabrication tech-
niques such as reaction-ion etching (RIE) to form 3D structures. For maintaining a
concise and focused discussion, this chapter ignores 3D structure fabrications where
nanoimprint simply performs the patterning role and emphasizes on the fabrication
of 3D structures where nanoimprint itself is the indispensible main process.

3.2 Overview of Nanoimprint Lithography

3.2.1 Fundamentals of Nanoimprint Lithography

Injection molding and hot embossing are standard techniques in industry for man-
ufacturing polymer products from a hard template or die. As the critical feature
sizes on the template or die become continuously smaller, interests arises in extend-
ing the embossing techniques to mold structures down to deep sub-micrometer
level. Nanoimprint lithography, which is based on the principles of embossing,
soon attracted widespread attention in both academia and industry since the first
successful replication of sub-100 nm features [1, 2].

Early nanoimprint is performed on thermoplastic polymers at elevated temper-
ature and pressure, thus the process is called thermal nanoimprint. The typical
processing steps of thermal nanoimprint are shown in Fig. 3.1a. A pre-fabricated
hard mold or template is pressed against a polymer film at a temperature above its
glass transition temperature (Tg). The polymer flows due to the applied stress and
fills up the empty areas on the mold. After cooling down to solidify the polymer,
the mold and substrate is separated, leaving a micro- or nanostructure that is com-
plementary to the pattern on the mold in the polymer film. The polymer pattern can
then be further transferred into the substrate by dry or wet etching. Many variations
of the nanoimprint lithography have been developed since its inception. The most
important one is replacing the thermoplastic polymer film with a liquid polymer
precursor [3]. The liquid polymer precursor can be cured by UV light through a
transparent template, such as fused silica. The processing steps of the UV-curable
nanoimprint are shown in Fig. 3.1b. The main advantage of this technique is that
no heating is required and the molding can be done with very low pressure, mak-
ing it highly appealing to microelectronic fabrication. UV-curable nanoimprint can
be further performed in a step-and-flash scheme for patterning over large area with
high throughput [4]. The step-and-flash imprint lithography (SFIL) has attracted
particular attention from microelectronic industry as it is more compatible with
current microelectronic fabrication than thermal nanoimprint.
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Fig. 3.1 Schematics of nanoimprint lithography and its variations: (a) thermal nanoimprint;
(b) UV-curable nanoimprint; and (c) reversal nanoimprint

Among many variations of nanoimprint processes such as combined-
nanoimprint-and-photolithography [5] and hybrid-mask-mode technique [6], rever-
sal nanoimprint [7] is particularly important for building 3D polymer structures by
nanoimprint in a layer-by-layer scheme. Figure 3.1c shows the processing steps
of reversal nanoimprint. The polymer film is first deposited on the mold surface
and then transfer bonded to a substrate. This patterning scheme allows sequen-
tial addition of structured polymer layers onto pre-existing polymer micro- and
nanostructures, leading to 3D polymer structures. Recent development of reversal
nanoimprint and transfer bonding, and their applications in 3D polymer structure
fabrication, will be discussed in detail. The nanotransfer printing of inorganic semi-
conductors and metals using PDMS templates can be found in a recent book chapter
[8] and will not be discussed here.

In response to the excitement in nanoimprint lithography, many review articles
[9–17] and book chapters [18–22] have been published to summarize both the fun-
damental processes of nanoimprint and the applications of nanoimprint in diverse
areas. A good summary of those review literature can be found in Schift’s review
article [16]. Readers interested in nanoimprint lithography in general can refer
to those publications. In the next section, only brief discussions on nanoimprint
materials and template fabrication techniques are attempted.

3.2.2 Materials for Nanoimprint Lithography

Since nanoimprint is a mechanical forming technique, it has certain requirements
on the mechanical properties of both molds or templates and resist materials. For
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nanoimprint mold or template, the general requirement is that the material has
certain mechanical strength and thermal stability such that it will not deform under
nanoimprint conditions. Thermal nanoimprint usually requires hard materials that
are compatible with microelectronic processing such as silicon, silicon dioxide, sil-
icon nitride, nickel [23–25], SiC [26], and diamond-like carbon (DLC) [27–29]
because those molds or templates are usually fabricated using traditional micro-
electronic fabrication techniques such as thin film deposition, lithography, and dry
etching. The mold needed for building 3D micro- and nanostructures by nanoimprint
is usually more complicated. Typical techniques used to fabricate those templates
will be discussed in sections below.

Resist materials for thermal nanoimprint should be able to undergo irrecoverable
deformation under the applied stress at elevated temperature. Commonly used mate-
rials include engineering thermoplastic polymers such as poly(methyl methacrylate)
(PMMA), polystyrene (PS) and polycarbonate (PC), and thermally curable precur-
sors such as polyimide [30] or epoxy-based thermal curing formula. SU-8, a very
useful resist for MEMS fabrication, can also be mechanically formed by thermal
nanoimprint and subsequently cured by UV exposure and baking. A new trend of
direct patterning functional thermoplastic polymers such as piezoelectric polyvinyli-
dene fluoride [31, 32] and semiconducting polythiophene [33] is gradually gaining
more attention. For UV-curable resist, commonly used precursors include acry-
late and vinyl ether formula based on free-radical polymerization [17] and silicone
epoxy formula based on cationic polymerization [34]. Due to the need for exposure
to UV light, either the mold or the substrate must be transparent to UV light.

Although most mold or template materials used in nanoimprint lithography are
inorganic materials due to the requirement of mechanical strength and thermal sta-
bility, there are growing interesting in using cured organic materials as soft and
flexible mold or template. Cured SU-8 and poly(dimethylsiloxane) (PDMS) are
often used as a secondary template from a master template. Fluoropolymer [35]
and poly(vinyl alcohol) (PVA) [36] can be thermally imprinted and used as flexible
templates. It is even possible to use naturally occurring structures such as cicada
wings [37] and plant leaves [38–40] as flexible templates for pattern replication.
The flexible templates provide better conformal contact with the substrates, which
is particularly useful when patterning non-planar substrates. However, those organic
flexible templates require much lower processing pressure and temperature to avoid
significant pattern deformation. The resolution of those templates is lower than
inorganic templates due to their low modulus.

Because nanoimprint is a contact lithography technique in which the mold is
in direct contact with the resist material to be patterned, adhesion between resist
material and template can be a serious issue in limiting the process yield. Since
adhesion between two interfaces also depends on the separation rate of the inter-
face to create two surfaces [41], demolding after nanoimprint cannot be done very
quickly, thus adhesion between mold and resist must be minimized in order to
increase the throughput of nanoimprint. Micro- and nanostructures on mold sur-
face will greatly increase the total interfacial area between the mold and the resist,
leading to strong adhesion. A general strategy to overcome this issue is to apply
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mold-releasing agent either on mold surface or in resist formula. Due to the vast dif-
ferences in surface properties of a wide range of mold and resist materials used in
nanoimprint, there is no standard recipe for the choice and the application of mold-
releasing agents. A good summary of commonly used anti-sticking strategies used
in current nanoimprint process can be found in aforementioned review papers and
book chapters.

3.3 Building 3D Nanostructures by Nanoimprint

Three-dimensional micro- and nanostructures fabricated by nanoimprint can
be sorted into several different groups: (a) multi-level structures with non-
uniform height or depth, (b) hierarchical structures, and (c) multi-layer structures.
Schematics of those structures are shown in Fig. 3.2. It should be noticed that the
hierarchical structure can be regarded as a special case of the multi-level structure.
Due to many practical applications of the hierarchical structures, particularly in
microelectronics and micro-optics, it is worth a separate section to discuss their fab-
rication and application. The most common nanoimprint schemes used to fabricate
those 3D structures are direct nanoimprint with pre-fabricated 3D molds and transfer
printing or layer stacking using reversal nanoimprint. These two general fabrica-
tion schemes are discussed in detail in the following sections. A few other special
fabrication techniques reported in literature are also briefly discussed in this section.

3.3.1 Direct Patterning of 3D Structures in One Step

3.3.1.1 Replicating 3D Polymer Structures from 3D Templates

Since nanoimprint is a physical replication process, it is easy to create 3D structures
in a polymer layer if the template itself already contains 3D micro- or nanostruc-
tures. The replication process would be identical to a conventional thermal or UV
nanoimprint process. As a typical example, a three-tiered template made from mul-
tiple electron beam lithography (EBL) steps [42] is shown in Fig. 3.3a, and the
replicated inverse structure in UV-curable material is shown in Fig. 3.3b.

(c)(b)(a)

Fig. 3.2 Schematics of 3D micro- and nanostructures that can be fabricated by nanoimprint.
(a) Structures with non-uniform height; (b) hierarchical structures; and (c) multi-layer structures
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(b)(a)

Fig. 3.3 (a) Three-tiered template fabricated by multiple lithography steps and (b) imprinted
structures from three-tiered template. (Reprint from [42])

The key factor in one-step fabrication of 3D nanostructures through nanoimprint
is the fabrication of the 3D mold. Generally, multiple steps of EBL and nanoim-
print (for nanostructures) or photolithography (for larger structures) followed by
reactive-ion etching (RIE) are used in 3D template fabrication [42, 43]. Interference
lithography is another very useful technique for patterning periodic structures with
sub-micrometer resolution over a large area [44]. Tapered or pyramid structures can
be easily obtained using gray-scale lithography [45] or variable dose EBL [46, 47].
Multi-level step profiles can be obtained by controlled exposure in EBL with either
variable dose at the same accelerating voltage [48] or variable accelerating voltage
at the same dosage [49]. In addition to EBL, focused ion beam (FIB) can also be
used to fabricate multi-level template in spin-on glass using variable dose exposure
[50]. More intricate 3D structures can also be fabricated by FIB chemical vapor
deposition (FIB-CVD) technique [51, 52].

For some special structures, non-conventional techniques can be adopted to
achieve simple and efficient fabrication of the 3D templates. Peng and col-
leagues developed a novel process to fabricate sub-16-nm T-gate structure for
high-frequency microwave transistors [53]. Starting from an SiO2 grating struc-
ture (Fig. 3.4a), low-pressure chemical vapor deposition (LPCVD) was employed
to conformally deposit a SiNx coating on the surface of the SiO2 grating (Fig. 3.4b).
The SiNx coating on top of the SiO2 was then removed by a selective etching,

(d)(c)

(b)

(a)

Fig. 3.4 (a) Starting SiO2
grating patterned by
nanoimprint lithography;
(b) conformally deposited
SiNx by LPCVD; (c)
anisotropic etching of SiNx to
form the T-shaped mold; and
(d) imprinted resist with
complementary T-shaped
profile. (Reprint from [53])
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Fig. 3.5 (a) From left to right: CAD data of a face, fabricated 3D template, and imprinted 3D
shape; (b) SEM images of 3D circular ring pattern on template (insert) and imprinted 3D circular
rings. Scale bar, 5 μm; (c) SEM images of 3D rectangular ring pattern on template (insert) and
imprinted 3D rectangular rings. Scale bar, 5 μm. (Reprint from [54])

forming a T-shaped mold (Fig. 3.4c). The T-shaped mold can be used to imprint
complementary T-shaped profile in resist (Fig. 3.4d), which can be used as a tem-
plate to form metallic T-shaped gate by either metal evaporation or electroplating.

Two-photon polymerization is an effective technique in the fabrication of arbi-
trary 3D polymer structures. Park and colleagues [54] fabricated complex 3D
templates by depositing DLC on 3D polymer structures generated by two-photon
polymerization. The major advantage of this approach is that complex 3D shapes
that are difficult to fabricate using other lithography techniques can be easily gener-
ated through CAD data. Imprinted 3D shapes of a human face and 3D circular and
rectangular rings are demonstrated in Fig. 3.5.

3.3.1.2 Applications of 3D Polymer Structures by One-Step Nanoimprint

In 3D polymer structure fabrication from 3D nanoimprint template, the multiple
lithography and etching steps need to be done only once during the fabrication of
the template. The subsequent replication of the 3D structures is done in one step.
The biggest advantage of this fabrication scheme is the significant reduction of the
number of processing steps needed to create polymer 3D structures. Moreover, the
alignment of the multi-level structures also needs to be done only once during mold
fabrication. The elimination of alignment in replicating the 3D polymer structures
not only increases the overall processing speed but also reduces the alignment error
and non-uniformity in batch fabrication. Once the alignment is carefully done during
mold fabrication, the alignment accuracy and the uniformity of the multi-level struc-
tures are guaranteed in all replicated 3D structures. Because of these advantages,
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many practical applications of 3D polymer fabrication by one-step nanoimprint have
been developed.

Dual Damascene Structure for Back-End Processing of Microelectronic
Circuit Chips

Microelectronic circuit chip fabrication can be divided into front-end and back-end
processing. The front-end processing involves the fabrication of electronic devices
in a circuit, such as MOSFETs, while the back-end processing deals with the fab-
rication of metal interconnects that complete the wiring of the electronic devices
in the circuit. In a typical circuit chip, multiple layers of interconnects are needed.
The standard structure of metal interconnect is the so-called damascene structure, in
which metal wires are embedded in dielectric layers. Metal interconnect wires and
their via holes typically form a dual damascene structure. In a standard dual dam-
ascene fabrication scheme, a T-shaped opening is created in interlayer dielectrics
(ILD), which is filled with metal and then planarized by a chemical–mechanical
polishing step. The creation of the T-shaped opening in ILD is accomplished by two
lithography processes followed by multiple dry etching steps.

3D printing of T-shaped trench in dielectric layer was recently developed by
Molecular Imprints (Austin, TX) to significantly reduce the number of process-
ing steps in dual damascene fabrication [55–57]. With a 3D template, the T-shaped
structure can be formed by one-step, UV-curable nanoimprint, as shown in Fig. 3.6a.
The two-tiered template (Fig. 3.6b) can be fabricated with two lithography steps.

(c)

(b)

(a)

Fig. 3.6 (a) Schematics of the dual damascene processing using nanoimprint; (b) SEM image of
a 3D template for dual damascene processing; and (c) a T-shaped trench in ILD patterned by UV
nanoimprint from a 3D template. (Reprint from [56])
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EBL is used to define the more challenging high-resolution structure, followed by
a second lithography step to pattern the less challenging base structure. The details
of the fabrication process and other examples of two-tiered templates for dual dam-
ascene processing can be found in [58, 59]. An example of replicated T trench in
cured UV resist is shown in Fig. 3.6c. The cured low-dielectric-constant UV resist
remains in the final structure and serves as the ILD in the damascene structure. Many
different types of UV-curable formula based on functionalized T8 silsesquioxane
have been developed to provide lower viscosity before curing and better mechanical
strength after curing [60]. To complete the dual damascene structure, the T trench in
ILD is filled with electroplated copper [61]. After chemical–mechanical polishing
of the copper layer, the planarized surface is ready for the fabrication of the next
level of interconnect using the same dual damascene process.

The total number of processing steps to accomplish each metal interconnect layer
in traditional dual damascene process is about 23. Using 3D nanoimprint lithogra-
phy, the number of processing steps to form dual damascene structure is reduced to
only 8 [55], a 65% reduction of the processing steps. In modern day microprocessor,
there are eight or nine interconnect layers. In total, more than 100 processing steps
can be eliminated using the 3D UV nanoimprint scheme in microprocessor back-end
processing. The significant reduction in processing steps will directly translate into
significantly lower cost and higher process yield, making the 3D UV nanoimprint
technique economically appealing.

Advanced Optical Components Based on 3D Polymer Structures

Miniaturization of conventional optical components such as mirrors and lenses is
an active research area in optics. Microfabricated optical components enable com-
pact and advanced optical systems. Furthermore, novel optical structures can be
fabricated to achieve new functionality or superior performance. An example of
such advanced optical component is the biologically inspired artificial compound
eye. Jeong and colleagues developed a UV-curable molding technique to fabri-
cate the intricate artificial compound eye [62]. The fabrication scheme is shown
in Fig. 3.7a–h. PDMS mold with 3D structures was fabricated in two steps. The
first step was to pattern the hexagonal micro-lenses in photoresist and then repli-
cate the structure into PDMS (Fig. 3.7a, b). The PDMS thin film is then buckled
by partially drawing vacuum underneath the film (Fig. 3.7c, d). A UV-curable
epoxy resin was then poured into the buckled PDMS film with micro-lens sur-
face structure and cured with UV exposure (Fig. 3.7e). A second PDMS molding
was performed using the cured epoxy template to produce the final PDMS mold
(Fig. 3.7f). The 3D compound-eye polymer structure was formed by molding UV-
curable SU-8 resin using the 3D PDMS mold (Fig. 3.7g). Finally, the rest of the
compound-eye structure, such as polymer cones and waveguide arrays, was accom-
plished by lens-assisted UV exposure and thermal curing (Fig. 3.7h). The fabricated
3D compound-eye structure is shown in Fig. 3.7i–k.

Tormen and colleagues developed another novel fabrication method for two-
tiered compound-eye structure for micro-optical applications [63]. The fabrication
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Fig. 3.7 The 3D polymer synthesis of biomimetic artificial compound eyes using (a) a
honeycomb-packed polymer microlens process, (b–g) a reconfigurable microtemplating polymer
process, and (H) a self-written waveguide process in photosensitive polymer resin by lens-assisted
radial UV exposure. (a) Microlens template by a resist reflow method, (b) first PDMS molding,
(c) PDMS bonding, (d) PDMS membrane deformation, (e) replication with UV-curable polymer
resin, (f) second PDMS molding, (g) photosensitive polymer resin (SU-8) molding, and (h) lens-
assisted radial UV exposure and thermal cross-linking for self-written waveguides. SEM images
of an artificial compound eye. (i) Spherical arrangement of 8370 artificial ommatidia on a hemi-
spherical polymer dome 2.5 mm in diameter, (j) hexagonal microlenses, and (k) a cross section
with the spherical arrangement of artificial ommatidia consisting of microlenses, polymer cones,
and waveguide arrays. (Reprint from [62])

scheme and the replicated 3D SU-8 compound-eye structure are shown in Fig. 3.8.
The template fabrication started at drilling a hole and a circular line in Cr thin
film deposited on a quartz substrate (Fig. 3.8a). The quartz substrate was then
etched in hydrofluoric acid. The isotropic wet etching produces a hemisphere and a
hemi-torus in the quartz substrate (Fig. 3.8b). After striping the Cr film, the quartz
substrate was further wet etched in hydrofluoric acid till the hemisphere and the
hemi-torus touch each other (Fig. 3.8d). FIB was used to mill the hemisphere to
form secondary holes, as shown in the SEM image (Fig. 3.8e). The drilled holes
can be enlarged by performing hydrofluoric acid wet etching again on the quartz
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Fig. 3.8 Fabrication steps of 3D compound-eye structure. (a) Use FIB to drill hole and line in Cr
thin film on a quartz substrate; (b) hydrofluoric wet etching of quartz; (c) strip Cr film; (d) further
hydrofluoric wet etching of quartz; (e) use FIB to drill holes in quartz hemisphere; (f) enlarge FIB-
drilled holes by hydrofluoric wet etching; (g) further enlarge the holes by hydrofluoric wet etching;
and (h) embossed SU-8 3D compound-eye structure using the 3D template shown in (g). (Reprint
from [63])

substrate (Fig. 3.8f, g). The completed 3D template with two-tiered lenses is shown
in Fig. 3.8g. This template can be used to mold thermoplastic, thermosetting, or
UV-curable polymers. The polymer compound-eye structure can be used as refrac-
tive optical elements to generate complex light intensity patterns at different focal
planes. Potential advanced optical functions that can be performed by such polymer
compound eye include beam shaping, mode conversion, and phase control.

Moth-eye structures have also generated lots of research interests because of
its light coupling abilities [64]. The structure can assist light out-coupling for
light-emitting diodes [65] and light in-coupling for solar cell panels by providing
anti-reflective properties [66]. The surface nanostructures also render the surface
superhydrophobic [67], an additional desirable property for outdoor deployment
of large-screen displays and solar panels. 3D moth-eye structure, in which smaller
lenses sitting on the surface of a much larger concave lens, is also attractive for
advanced light control. The fabrication of the 3D moth-eye structure can be done
by one-step nanoimprint once the 3D template is made. Kettle and colleagues used
FIB milling to produce complex 3D templates [68, 69]. The fabricated fused silica
template and the UV-imprinted 3D moth-eye structure are shown in Fig. 3.9a, b,
respectively.
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(b)(a)

Fig. 3.9 (a) SEM image of a fused silica template fabricated with FIB (scale bar: 4 μm) and
(b) SEM image of SFIL replication of 3D moth-eye structure (scale bar, 500 nm) (Reprint
from [68])

Fabricating 3D diffractive optical structures is another area that increasingly
gains attention in integrated optics. For example, grating structures can be placed
on top of optical waveguides for controlling the propagation of optical modes. Kim
and colleagues [70] used nanoimprint to fabricate rib waveguide with integrated
Bragg grating structure in one step from a 3D template. Huang and colleagues [71]
fabricated similar waveguide filter in flexible material using molding. Multi-level
diffractive optical elements are other examples of optical devices that can greatly
benefit from nanoimprint for high-throughput and low-cost replication. Using either
gray-scale exposure of resists or multiple lithography steps, multi-level structures
can be created for template fabrication, which in turn simplifies the mass production
of those diffractive optical elements by one-step nanoimprint [72].

3.3.2 Building 3D Nanostructures by Transfer Bonding
and Sequential Layer Stacking

3.3.2.1 Principles of Transfer Bonding and Sequential Layer Stacking

Although building 3D nanostructures in one step using a 3D mold or template is very
attractive in terms of simplicity, this technique has limited capability in producing
complex 3D structures. To address this limitation, reversal nanoimprint has been
extended to transfer bonding a polymer layer onto an existing polymer layer to form
3D structures (Fig. 3.10). A normal nanoimprint step is used to pattern the first
polymer layer (Fig. 3.10a). To prepare for reversal nanoimprint, the polymer layer
after a second nanoimprint will be transferred onto the mold surface (Fig. 3.10b).
This layer will be transfer bonded to the first polymer layer formed in Fig. 3.10a by
reversal nanoimprint to form a two-layered polymer structure. The whole process
can be repeated many times to form multi-layer complex 3D polymer structures.

The advantages of the transfer bonding and sequential layer stacking technique
are multi-fold. First, 3D structures that can be fabricated will no longer be limited
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(d)(c)(b)(a)

Fig. 3.10 Schematics of building 3D micro- and nanostructures by transfer bonding and sequential
layer stacking. (a) Normal nanoimprint for patterning the first layer; (b) transfer polymer onto
mold surface; (c) transfer bonding to form two-layered structure; and (d) repeat steps (b) and (c) to
achieve multi-layer structure through sequential layer stacking

by those achievable in one-step nanoimprint with a 3D mold. Second, the pattern in
each polymer layer, such as the shapes and the dimensions of the patterns, can be
varied to suit for the needs of specific applications. Sub-micrometer or nanoscale
structures can be used for diffractive optical devices, while structures with tens of
micrometer to even millimeter scale can be used for bio-MEMS or tissue engineer-
ing. Third, the material in each layer can also be varied provided that good bonding
can be achieved between neighboring layers. This allows for the integration of dif-
ferent polymer materials or even inorganic thin films into the whole structure to
provide an additional dimension of flexibility in designing the 3D structure to enable
new applications. Finally, compared to other 3D polymer structure patterning tech-
niques based on serial writing or tedious layer-by-layer fabrication using multiple
lithography and etching steps, the whole processing is simple and has good process
throughput.

The most critical steps in building 3D structures by transfer bonding and sequen-
tial layer stacking are placing polymer layer onto the mold surface as shown in
Fig. 3.10b and bonding polymer layers as shown in Fig. 3.10c. The issues in poly-
mer bonding and strategies to overcome those issues will be discussed later. There
are several methods to place the polymer thin film onto the mold surface. The first
technique is to directly transfer the polymer thin film to mold surface after nanoim-
print as depicted in Fig. 3.10b. For this to work, the polymer–substrate adhesion
must be weaker than the mold–polymer adhesion. Since mold surface is usually
coated with low-energy surfactant for anti-adhesion for subsequent transfer bond-
ing, it is often necessary to also treat the substrate with a surfactant of intermediate
surface energy to reduce polymer–substrate adhesion. Despite the substrate surface
energy is higher than that of mold, polymer thin film may still be transferred to mold
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surface because micro- and nanostructures on mold surface significantly increase
the total contact area between the mold and the polymer, hence achieving greater
mold–polymer adhesion. If it is difficult to find a suitable mold and substrate sur-
factant pair to enable polymer film transfer, twist demolding instead of conventional
vertical demolding can be employed to successfully transfer polymer film onto mold
surface after nanoimprint [73].

Spin coating is the standard technique to prepare polymer thin film on a substrate
for nanoimprint, thus it is attractive to use this simple technique to place polymer
thin film on mold surface for subsequent transfer bonding. However, directly spin
coating polymer solution on mold surface is not trivial. For spin coating to work, the
surface tension of the polymer solution must be lower than that of the substrate so
that the polymer solution can spread nicely on substrate surface; otherwise polymer
solution will bead up and slide off the substrate surface during spin coating, result-
ing in no film coating. This fact makes it difficult to spin coat polymer solution on
mold surface because the mold surface is coated with anti-adhesion surfactant and
thus has very low surface energy. A quick solution to this problem is to add fluori-
nated surfactant additives into polymer solution. This can be combined with using
a mold surfactant coating with higher surface energy permitted by anti-adhesion
requirement. For example, using OTS or phenyl silane instead of FDTS can lower
the difficulty of spin-coating polymer solution on mold surface.

Another factor often needs to be kept in mind when searching for a solvent/mold
surfactant combination to enable spin coating of polymer thin film on surfactant-
coated surface. It is well known that surface micro- and nanostructures are very
effective in modifying surface wetting behavior. Hydrophobic surface with dense
micro- and nanostructures tends to become superhydrophobic [74], rendering it
nearly impossible to spin coat polymer thin film on mold surface. Two workaround
strategies can be used to partially mitigate the problem. The first is to use a solvent
with low boiling point, such as tetrahydrofuran or chloroform, which evaporates
very quickly during spin coating. The fast evaporation of solvent will leave polymer
film on mold surface before polymer solution slides off mold surface. One disad-
vantage of this technique is that fast evaporation often leads to poor film uniformity.
Another way to address the dewetting of polymer solution on mold surface is to
increase the viscosity of polymer solution. Viscous polymer solution thin film is
meta-stable on low-energy surface due to its slow kinetic response [75]. A side
effect of this method is that the final polymer film is often thick.

3.3.2.2 3D Structures Built by Transfer Bonding and Sequential
Layer Stacking

The key enabling process for building 3D structures by nanoimprint is the rever-
sal nanoimprint technique developed by Huang and colleagues [7]. The first 3D
structure by reversal nanoimprint was achieved by transfer printing polymer lay-
ers on mold to the surface of a pre-patterned substrate by Bao and colleagues [76].
Depending on the mechanical properties of the polymer materials and the pattern
density in the substrate, two polymer transfer modes occurred (Fig. 3.11). If the
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(b)

(a)
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Fig. 3.11 Schematics of nanoimprinting over topography with two different results: (a) whole
layer transfer; (b) layer transfer only on protruded surfaces; (c) 700-nm-period PMMA grating
transferred onto substrate line patterns with spacing of less than 2 μm; (d) 700-nm-period PMMA
grating transferred onto substrate line patterns with spacing of 5 μm; and (e) 700-nm-period PC
grating transferred onto substrate line patterns with spacing of 5–10 μm. (Reprint from [76])

substrate pattern density is very high, the polymer layer will be transferred in whole
(Fig. 3.11a). For 700-nm-period PMMA grating, whole layer transfer was achieved
on top of a grating with spacing of less than 2 μm (Fig. 3.11c). If the substrate
line spacing was increased, only PMMA on line protrusions was transferred due to
the weak mechanical strength of the polymer layer (Fig. 3.11b). PMMA is a brittle
polymer and its thin film can easily break if the substrate line spacing is greater than
5 μm (Fig. 3.11d). However, for tough polymers such as polycarbonate, whole layer
transfer can be achieved over much larger substrate line spacing (Fig. 3.11e). Both
transfer modes are useful for creating different 3D structures for specific applica-
tions. The substrate pattern size and density and the polymer mechanical property
need to be taken into account when designing the 3D structures.
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If the substrate pattern is in inorganic materials such as SiO2, the layer-by-layer
stacking technique can have very high process yield by applying larger pressure and
higher temperature to ensure intimate polymer–substrate contact for better polymer–
substrate adhesion. It is certain that there is an upper limit for both the applied
pressure and temperature during transfer bonding. The pressure should not be larger
than the threshold of damaging substrate structures, particularly if the substrate
structure is on the nanoscale. The temperature at which the transfer bonding is per-
formed should be close to the Tg of the polymer, but not significantly greater than
Tg to prevent unwanted substrate pattern filling by significant polymer melt flow
during transfer bonding [77].

Building all-polymer 3D structures by transfer bonding is much more difficult
because the mechanical properties of the bottom polymer layer are heavily affected
by the processing temperature and pressure. For thermoset polymers such as cured
SU-8, high processing yield can still be easily achieved because the cured polymer
under-layer does not have a softening point and can endure relatively high temper-
ature and pressure, much similar to an inorganic structure. The degree of curing
of thermoset polymers can be used as another means to fine-tune their mechanical
properties to control the final polymer 3D structures [77]. By controlling the curing
degree of each SU-8 layer in conjunction with processing temperature and pressure
tuning, multi-level sealed fluidic channels can be successfully fabricated [77–79].

Thermoset polymers enjoy ease of transfer bonding and they are particularly
attractive for applications in which the 3D polymer structures are permanent com-
ponents of the final devices. However, many applications require special polymers
that are not thermoset in nature. In addition, polymer 3D structures are often used
as a sacrificial template for depositing inorganic materials such as semiconduc-
tors, dielectrics, and metals from solution to fabricated 3D inorganic structures.
Thermoset polymers are hard to remove after curing. Due to those limitations, the
application scope of 3D thermoset polymer structures is limited and it would be
greatly desirable to achieve 3D structures in thermoplastic polymers by the transfer
bonding and sequential layer stacking. For thermoplastic polymers such as PMMA,
PS, and PC, it is much more difficult to build all-polymer 3D structures. Structures
in bottom thermoplastic polymer layer can be easily flattened under pressure at ele-
vated temperature. To overcome this issue, Bao and colleagues developed a scheme
to build 3D polymer structure in which the polymers used in each layer have pro-
gressively lower Tg from bottom to top. In each bonding step, the transfer bonding
can be performed at a temperature below the Tg of the polymer layer to be bonded
to. In this way, the pattern collapsing during transfer bonding can be minimized.
By incorporating an oxygen RIE step to remove the residual layer after each trans-
fer bonding, a 3D interconnected thermoplastic network was achieved as shown in
Fig. 3.12.

The need for using polymers of progressively lower Tg has placed a strict con-
straint on the number of available polymers and the number of total layers for
building the 3D polymer structures. It would be advantageous to remove this con-
straint. The key to achieve multi-layer 3D structures with the same thermoplastic
polymer in each layer is to fine-control the process temperature and pressure. As
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(a) (b)

Fig. 3.12 (a) Schematics of sequential layer stacking with residue layer removal step and (b) SEM
image of a 3D thermoplastic polymer structure. Polymers used in layers from bottom to top: PC
(Tg = 150◦C), PMMA (Tg = 105◦C), and poly(t-butyl acrylate) (Tg = 43◦C). (Reprint from [76])

aforementioned, preserving the structural integrity of the bottom polymer layer
requires a lower bonding temperature and pressure. However, achieving good bond-
ing between two polymer layers requires a higher bonding temperature and pressure
to ensure good interfacial adhesion. These requirements make it imperative to adopt
an intermediate temperature and pressure to achieve desired 3D structures. The
pressure needs to be varied depending on the pattern densities. It should be noted
that the real pressure at the polymer interface can be significantly greater than the
externally applied pressure because the contact area between two patterned poly-
mer layers is significantly lower than that of a uniform film. For most thermoplastic
polymers, the best transfer-bonding temperature would be 5–10◦C below the Tg
of the polymer [73, 80]. Figure 3.13 shows examples of multi-layer PMMA struc-
tures bonded at 100◦C. It is well known that polymer surface has a lower Tg than
that of the bulk [81, 82]. When transfer bonding at a few degrees below Tg, poly-
mer chains at the surface are mobile due to lower Tg at the surface, which ensures
good cross-interface polymer chain mixing and entanglement to enhance adhesion.
The bulk of the polymer layer is still below Tg to avoid structural collapse during

(a) (b)

Fig. 3.13 SEM micrographs of 3D multi-layer PMMA structures using direct thermal bonding
at 100◦C. (a) Three-layered, 700-nm-period grating and (b) two-layered, 10-μm-period grating.
(Reprint from [73])
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transfer bonding. When pressure and temperature are optimized and accurately con-
trolled, high-yield bonding can be achieved, allowing the building of multi-layer 3D
polymer structures in single thermoplastic polymer.

For nanoimprint lithography, there is always a residue layer left in the patterned
structures. The residue layers also exist in each layer of the 3D polymer structures
fabricated by transfer-bonding technique and they prevent the interconnection of
neighboring layers. For some applications, it is desirable to remove the residue lay-
ers, such as in a 3D microfluidic device where fluid flow across different layers is
needed. The residue layer can be removed by an RIE step after each transfer bond-
ing. Considering the fact that an over-etching is usually adopted in RIE process to
ensure complete residue layer removal, excessive etching of bottom polymer lay-
ers can occur. It is possible to remove the residue layer before transfer bonding by
performing an RIE on polymer film on mold surface to avoid unwanted etching of
bottom polymer structures. However, the over-etch will usually lead to the etching
of surfactant coating on mold protrusions, making it necessary to recoat mold sur-
factant after each transfer bonding. To address the problems introduced by the RIE
step, Park and Cheng [83] developed a technique to remove the residue layer by sol-
vent dissolution or dewetting. As shown in Fig. 3.14, the residue layer is exposed to
mold surface after transferring the polymer from substrate to mold, which can then
be easily removed by soaking the mold in solvent (Fig. 3.14b) or heating the mold
to a temperature much higher than the Tg of the polymer (Fig. 3.14c). By carefully
controlling the soaking time based on the dissolution rate of polymers in solvents or
the heating temperature, the residue layers can be completely removed. The polymer
films on mold can then be transfer bonded to patterned polymer bottom layer to form
3D structures. Both techniques have yielded 3D PMMA multi-layer structures with-
out residue layer in each layer (Fig. 3.14c, d). It should be noted that the removal
of the residue layer can be strategically employed for certain layers of a complex

Fig. 3.14 A schematic of (a) layer transfer method to place polymer film on mold surface after
nanoimprint, (b) solvent dissolution method, and (c) dewetting method for residue layer removal;
SEM micrographs of 3D multi-layer PMMA structures: (d) 10-μm-period grating with residue
layer removed by the dewetting method and (e) 700-nm-period grating with residue layer removed
by the solvent dissolution method. (Reprint from [83])
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3D polymer structures to introduce connectivity between neighboring layers, lead-
ing to highly flexible 3D structure design for advanced microfluidic applications.
Moreover, unlike oxygen RIE which can damage functional polymers such as conju-
gated polymers by breaking chemical bonds, both solvent dissolution and dewetting
are benign to functional polymers. This opens up new applications for 3D func-
tional polymer structures to take advantage of their electrical, optical, piezoelectric,
magnetic, and biofunctional properties.

Other techniques have also been experimented by various groups to build 3D
structures in thermoplastic polymers. Nakajima and colleagues [84] have developed
a thermo-differential process in which the upper and lower stages of the nanoimprint
apparatus were kept at different temperatures (Fig. 3.15a). The high upper stage
temperature melted the polymer, while the low bottom stage temperature kept the
bottom polymer layer in solid state, thus achieving both good polymer bonding and
bottom layer structural integrity. Three-layered PMMA structures are successfully
achieved with this new process (Fig. 3.15b).

The main reason to perform transfer bonding at elevated temperature is for
improving adhesion between polymer layers. However, bonding at low temperature
is preferred to preserve bottom layer structures. Low-temperature bonding can
achieve high process yield if other adhesion promotion techniques are used.
Traditional techniques used in polymer joining include plasma surface treatment
and using thin adhesive layer or coupling agent [85]. Surface plasma treatment
can greatly increase the surface energy of the polymers and create charged species.
High polymer surface energy and electrostatic interaction among charged species
across the polymer interface are conducive to strong adhesion and often lead to
near-perfect polymer bonding. Plasma-activated bonding has been applied to a
wide range of polymer materials with excellent results and has become a facile
process for building 3D polymer microfluidic devices for bio-MEMS applications
[86]. Oxygen plasma treatment is particularly effective for bonding PDMS layers
because strong interfacial covalent Si–O–Si bonds are formed. Since PDMS is a
thermoset polymer, almost unlimited number of layer can be stacked and bonded at

(a) (b)

Fig. 3.15 (a) A schematic diagram of the thermo-differential process. The upper and lower stages
are kept at different temperatures during transfer bonding and (b) three-layered PMMA grating
fabricated by the thermo-differential process with upper stage at 170◦C and lower stage at 30◦C.
(Reprint from [84])
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room temperature after surface plasma treatment. This feature provides unlimited
flexibility in designing 3D structures for highly sophisticated micro- and nanofluidic
systems for advanced bio-MEMS applications. Kim and colleagues built a particle
filtration and separation device based on lateral flow [87] using three-layered PDMS
channels (Fig. 3.16). The fabricated device can sort particles into different size
ranges that are determined by the dimensions of the fluidic channels in each layer.

When plasma treatment is not available or not desired for the 3D polymer struc-
ture, polymer adhesion can be improved by using polymer coupling agents or using
a thin adhesive layer. The coupling agents are usually surfactants that can bond well
with polymers to be joined. Many coupling agents have been developed in plastic
industry and they are commercially available. A summary of coupling agents can
be found in Chapter 9 of [85]. A thin adhesive layer can also be used to improve
polymer bonding (Fig. 3.17a). For most thermoplastic polymers, SU-8 is a good
choice as the adhesive layer because of its low Tg (∼64◦C). Park and colleagues [73]
used thin SU-8 layer to bond PMMA micro- and nanostructures. Because transfer
bonding can be performed at a temperature much lower than the Tg of PMMA, the
process yield can be very high (Fig. 3.17b). However, the thickness of the adhesive
layer needs to be carefully controlled to avoid excessive filling of bottom patterns,
particularly if the bottom layer structures are on the nanoscale (Fig. 3.17c–e). Using
SU-8 adhesive layer is very attractive because it allows for the integration of dis-
similar polymers in one 3D structure. It is even possible to bond inorganic layers,
such as dielectrics and metals, with the polymer layers to form more advanced 3D
composite structures, thus providing high-level versatility in material choices for
building 3D structures.

An interesting variation of the transfer-bonding scheme, which is called
combinatorial-mold imprint lithography, is recently developed for the fabrication
of 3D polymer structures [88–90]. In combinatorial-mold or duo-mold technique,
the 3D polymer structures are formed in one-step nanoimprint with two nanoim-
print molds (Fig. 3.18). The polymer 3D structure is detached from one mold
after nanoimprint and then transfer bonded onto a flat substrate. A variety of
3D patterns can be easily obtained, including T bars [89] and sealed nanofluidic

(a) (b)

Fig. 3.16 (a) Optical microscope image of the cross section of the fabricated multi-layer particle
sorting device. The light area is PDMS and the dark area is microfluidic channel. Scale bar, 50 μm.
(b) SEM micrograph of the multi-layer particle sorting device. Scale bar, 20 μm. (Reprint from
[87])
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(b)(a) 

(e)(c) (d) 

Fig. 3.17 (a) Schematic of fabricating multi-layer polymer structures by bonding with thin
adhesive layer; (b) three-layered, 10-μm PMMA gratings bonded by thin SU-8 adhesive layer;
three-layered, 700-nm PMMA grating bonded by SU-8 film spin coated from (c) 1%, (d) 6%, and
(e) 10% SU-8 solution. There is progressively more bottom layer filling from (c) to (e). (Reprint
from [73])

Fig. 3.18 Fabrication of T-bar structure by combinatorial-mold nanoimprint lithography. (a) A
polymer film or a liquid resin is coated onto mold A; (b) mold-to-mold imprinting is carried out
at elevated temperature and pressure. The patterned film preferentially adheres to mold B after
demolding; (c) the patterned film is stamped onto the substrate at elevated temperature and pres-
sure; (d) oxygen plasma etching is carried out to remove the suspended residue layer to give
(e) segregated T-bar structures; (f) SEM cross-sectional view of isolated PMMAT bar on an indium
tin oxide-coated glass; (g) SEM cross-sectional view of the cross-linked PS T-bar (from liquid
resin) structure prior to oxygen plasma etching on Si substrate; and (h) SEM cross-sectional view
of isolated T bars from image (g). (Reprint from [89])
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channels [88]. Additional RIE steps can be employed to further modify the 3D
polymer structure. Other complex structures can also be fabricated if one of the
two molds already has 3D multi-level structures patterned by multiple lithogra-
phy steps. Gadegaard and colleagues [91] used double-side nanoimprint to create
complex poly(ε-caprolactone) 3D topography for use as vascular tissue engineering
scaffolds.

3.3.2.3 Defect Modes and Process Yield of Transfer Bonding and Sequential
Layer Stacking

It is straightforward to see that bonding between sequential layers during transfer
bonding is a critical step to achieve 3D polymer structures. The result of the transfer
bonding process relies on the competition of two adhesion forces at the mold–
polymer and the polymer–polymer interfaces. Successful transfer bonding requires
the polymer–polymer adhesion to be stronger than the mold–polymer adhesion.
Despite the mold is usually coated with surfactant to reduce adhesion, successful
transfer bonding may not be easily achieved because the polymer layer on the mold
is to be transferred onto a patterned instead of a flat polymer layer at the bottom.
The surface pattern in the bottom polymer layer lowers the total contact area with
the polymer layer to be transferred, thus also lowering the polymer–polymer adhe-
sion. In general, it is impossible here to provide a simple guideline for processing
parameters due to the large variety of pattern shapes and sizes and polymer materials
involved in different applications. Each pattern/material combination yields differ-
ent levels of adhesion strength at the interfaces, making it necessary to customize
processing conditions for each scenario. Figure 3.19 illustrates a few examples that
demand special attention. If mold–polymer interface has very large contact area
due to high-density (Fig. 3.19a) or high-aspect-ratio (Fig. 3.19b) mold pattern, the
mold–polymer adhesion can be very large to prevent a successful transfer bonding.
Also, it will be nearly impossible to transfer bond the polymer layer if the mold
pattern has an inward slope (Fig. 3.19c). The inward slope on the mold is usually
caused by dry or wet etching step during mold fabrication. Care must be taken to
ensure that such inward slope is not present in mold structures. Weak polymer–
polymer adhesion due to scarce pattern in bottom polymer layer (Fig. 3.19d) often
leads to the failure of polymer bonding. Other factors that can disrupt the bonding
process include weak mechanical strength of the polymer film (Fig. 3.19e) and the
presence of particles (Fig. 3.19f). If the thin polymer layer to be transferred is brit-
tle or has low cohesive strength, large interfacial adhesion forces may rupture the
polymer layer to be transferred, resulting in incomplete transfer. For polymers, the
strength of higher molecular weight is larger than that of lower molecular weight
[80], making the molecular weight of polymers a factor to be considered in pro-
cess development. Finally, particles will prevent a conformal contact between mold
and substrate. Not only is it impossible to transfer bond the polymer layer, but also
particles can damage mold.

In addition to the considerations on pattern shapes and sizes, the polymer–
polymer bonding is a very complicated issue in that it also strongly depends on
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(c) (b)(a) 

(f) (e)

Fig. 3.19 Challenges in building 3D structures by transfer bonding and sequential layer stacking.
(a) High-density structures on mold; (b) high-aspect-ratio structures on mold; (c) inward slope
of mold structure; (d) scarce polymer layer to be bonded; (e) weak mechanical strength of the
polymer layer to be bonded; and (f) presence of particles

the nature of the polymers to be bonded, and case-by-case process optimization is
often required for different polymers. Polymer–polymer adhesion strongly depends
on inter-chain interaction at the interface. Physical interaction such as chain entan-
glement across the interface or chemical interaction such as interfacial covalent or
hydrogen bonding can yield strong polymer–polymer adhesion. Typical strategies to
achieve good polymer–polymer adhesion include plasma treatment of polymer sur-
face immediately before bonding, using a thin adhesion layer or coupling agent,
or applying pressure and heat. Plasma treatment can lead to chemical bonding
across interface [92, 93]. It is highly effective in improving adhesion for polymers
such as PDMA, PMMA, and PC. However, for certain polymers such as func-
tional polymers, plasma etching can degrade or even damage the material. Thus
other techniques of adhesion promotion should be used for functional polymers.
Thin glue layer such as spin-coated SU-8 from diluted solution [73] or coupling
agent such as amine silanes for PMMA can greatly improve interfacial contact and
interaction. Bonding polymer layers at elevated temperature can help improve form-
ing cross-interface physical chain entanglement, while increasing bonding pressure
can improve interfacial contact. Both can lead to better polymer–polymer adhe-
sion and are often used simultaneously. This approach is effective for thermoset
polymers because heating and high pressure will not deform the polymer patterns.
However, for thermoplastic polymers, temperature and pressure need to be care-
fully controlled to avoid the collapsing of the 3D polymer structures. Typically,
the temperature should be lower than the Tg of the thermoplastic polymer and the
pressure should be lower than the yield strength of the polymer at nanoimprint
temperature. Fortunately, available thermal and mechanical properties of polymers
[94] and the adhesion engineering between polymer interfaces [85] can offer the
guideline for developing optimized processing parameters, such as the temperature
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(c)

(a) (b)

Fig. 3.20 (a) Schematic diagram for hierarchical nanoimprinting: a polymer film is imprinted first
with mould A at above Tg (step 1); upon demolding, a primary pattern is obtained in the polymer
film (step 2); another mould (mould B) is subsequently pressed against the primary pattern at
below Tg (step 3) such that a secondary pattern is created (step 4). (b) Substrate-supported PC
film imprinted first with a 2-μm grating and then with a 250-nm grating in parallel orientation
(80◦C and 15 bar for 30 s). (c) A tertiary 250-nm grating (80◦C and 15 bar for 30 s) imprinted
perpendicular to the secondary 250-nm grating in sample (b). (Reprint from [95])

and pressure for bonding, and the use of adhesion promotion coating, to achieve
high-yield fabrication of 3D multi-layer structures for designated applications.

3.3.3 Building 3D Nanostructures by Two Consecutive
Nanoimprints

Ordered 3D hierarchical structures can also be obtained by two or more consecu-
tive nanoimprint steps [95] without 3D templates. The first nanoimprint is done at a
temperature above the Tg of the polymer to be patterned. The second nanoimprint is
done on top of the previously patterned structure at a temperature below polymer Tg
(Fig. 3.20a). In this case, the secondary patterns on top of the protrusions of the pre-
viously patterned PC structures were formed by purely mechanical forming under
high pressure instead of melt flow (Fig. 3.20b). Subsequent mechanical forming can
be applied to achieve more complicated 3D hierarchical structures (Fig. 3.20c). This
technique can be applied to both freestanding polymer sheets and polymer thin films
supported by a substrate.

3.4 Summary and Future Outlook

Embossing is a simple yet effective technique for building 3D structures from 3D
templates. With nanoimprint’s sub-10-nm resolution, it is convenient to fabricate
multi-level and hierarchical 3D micro- and nanostructures using one-step physical
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molding. There are several advantages of using one-step nanoimprint to fabricate 3D
polymer micro- and nanostructures. First, the number of processing steps to build
the 3D structures is significantly reduced. Once the 3D template is fabricated, the
replication of the 3D structure is accomplished in a single molding step. The reduc-
tion in processing steps directly translates into higher throughput, higher processing
yield, better uniformity, and lower cost. Second, pattern alignment for multi-level
structures, which is often a difficult and time-consuming process, is delegated to
the mold fabrication process. Once the 3D mold is fabricated, no pattern alignment
is needed for the multi-level 3D structures and the registration of patterns in each
level is guaranteed to be uniform in all replicated 3D structures. The key factor
in building 3D structures with one-step nanoimprint is the fabrication of the 3D
template. Traditional microelectronic fabrication techniques and novel fabrication
schemes have been used in 3D template fabrication. Many of the 3D fabrication
techniques discussed in other chapters of this book can be employed to fabricate
the 3D templates. Notable applications of one-step replication of 3D polymer struc-
tures from pre-fabricated 3D templates by nanoimprint or embossing include, but
not limited to, dual damascene structure fabrication for microelectronic interconnect
processing, T-shaped gate for high-frequency microwave devices, complex-shaped
structures for micro-optics such as compound eyes, and multi-level diffractive
optical elements.

Although one-step replication of 3D structures by nanoimprint is very attractive,
this approach is limited to 3D structures that are friendly to the demolding process
after nanoimprint. There are many useful 3D structures, such as 3D photonic crystals
and 3D microfluidic devices, which cannot take advantage of this route. To fabricate
3D multi-layer structures, reversal nanoimprint and transfer bonding are very useful.
Multi-layer polymer structures can be built by sequential layer-by-layer stacking of
polymer structures. The major advantage of this technique is that the material and
the structure in each layer can be varied. This provides great flexibility in designing
the 3D multi-layer structures to suit target applications. Thus, transfer printing and
sequential layer stacking is one of the most versatile techniques for building 3D
micro- and nanostructures. Despite that it can be tedious to bond multiple layers to
complete the final 3D structure, layer-by-layer stacking is still considered to have
higher throughput when compared with other serial scanning techniques to achieve
the same 3D structure.

So far the vast majority of reported 3D micro- and nanostructures fabricated
by nanoimprint use passive materials. Nanoimprint lithography involves only pres-
sure and heat or UV light in the processing. In most cases, no wet chemicals and
highly energetic electron or photon beams are needed in nanoimprint process. These
characteristics make nanoimprint widely compatible with functional soft materi-
als. The capability of nondestructively patterning functional soft materials, such as
conducting and semiconducting, piezoelectric, and biofunctional polymers, gives
nanoimprint a competitive edge to become the technique of choice for fabricat-
ing 3D micro- and nanostructures with functional materials. This is expected to
open up a whole new horizon of novel applications in electronics, photonics, and
bioengineering.
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In spite of the many advantages of 3D structure formation by nanoimprint,
remaining challenges still need to be addressed to make nanoimprint a facile,
practical, and commercially viable solution for 3D fabrication. The key challenge
would be improving process yield by engineering surface adhesion at various
interfaces. It is easy to realize that the mold–polymer adhesion in one-step 3D
nanoimprint is much greater than that in conventional nanoimprint because of the
much increased surface area of a 3D structure. For transfer bonding, it is usually
the weak bonding between layers due to reduced contact areas that leads to pro-
cess failure. So reducing mold–polymer adhesion and increasing polymer–polymer
adhesion are of paramount importance in improving process reliability. For mate-
rials with different mechanical and thermal properties, processing parameters such
as nanoimprint temperature and pressure often need to be optimized to achieve best
results. Unfortunately, due to the wide range of material properties, there is no sim-
ple standard processing parameters that can be established. Much research is still
needed in process optimization to achieve high-yield fabrication of 3D micro- and
nanostructures through nanoimprint.
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Chapter 4
Electrochemical Growth of Nanostructured
Materials

Jin-Hee Lim and John B. Wiley

The fabrication of nanostructures such as nanoparticles, nanorods, nanowires,
nanotubes, and core–shell nanowires have received considerable attention because
of their potential applications in fields as diverse as electronics, magnetics, optical
devices, and catalysts. Among the various methods for fabrication of nanostruc-
tures, the template-assisted electrodeposition technique has been extremely prolific
in the preparation of a wide range of metallic, semiconductor, and polymeric
nanowires because it is a simple and inexpensive technique. Furthermore, with this
method it is easy to control the size, shape, and structural properties of nanos-
tructures through the modification of templates and electrodeposition conditions.
Commercially available anodic alumina and polycarbonate track etch membranes
are commonly used templates. Such templates can, however, have disadvantages
over “homemade” membranes due to branched pore structures and randomly dis-
tributed pores. Advances in the synthetic techniques in membrane production have
led to almost perfectly regular-ordered porous alumina structures with controlled
pore diameters (Dp), interpore distances (Di), and thicknesses. For electrodeposi-
tion within a template, one side of the membrane is sputtered or vacuum evaporated
with metal thin film, which acts as the working electrode during electrodeposition.
Figure 4.1 illustrates a typical electrodeposition system. For preparing nanostruc-
tures, the system usually consists of three electrodes: the working electrode (WE),
counter electrode (CE), and reference electrode (RE). Nanowires grown in the linear
pores of an alumina or polymer membrane grow from the bottom (sputtered metal)
surface into the pores since the deposition occurs by electron transfer from the
working electrode. This electrodeposition technique offers an effective and versatile
approach for the fabrication of a diverse range of materials with a variety of struc-
tures. In this chapter, we will work to highlight some of the important nanostructures
produced with this approach.

J.B. Wiley (B)
Department of Chemistry and Advanced Materials Research Institute,
University of New Orleans, New Orleans, LA 70148, USA
e-mail: jwiley@uno.edu

89W.L. Zhou, Z.L. Wang (eds.), Three-Dimensional Nanoarchitectures,
DOI 10.1007/978-1-4419-9822-4_4, C© Springer Science+Business Media, LLC outside
the People’s Republic of China, © Weilie Zhou and Zhong Lin Wang in the People’s Republic
of China 2011



90 J.-H. Lim and J.B. Wiley

Fig. 4.1 Illustration of the electrodeposition system for synthesis of nanomaterials in a porous
template

4.1 Magnetic Nanomaterials

One-dimensional magnetic nanomaterials are of great interest in magnetic record-
ing media, giant magnetoresistance, and spintronics [1]. Most of the previous work
in ferromagnetic nanowire arrays has focused on the magnetization reversal mecha-
nism and high-density magnetic recording media [2]. For magnetic recording media
applications the wire diameter and the interwire distance should be as small as pos-
sible to increase the recording density. Thus, most magnetic studies concentrate on
sub-100 nm wires [3]. The development of magnetic recording media is restricted
by the superparamagnetic limit. To overcome this limitation either the effective
anisotropy of the material or the thickness of the nanostructures can be increased
[4]. Magnetic properties of nanomaterials are determined by magnetostatic inter-
action among nanowires and magnetic anisotropy such as magnetocrystalline and
shape anisotropy. The parameters such as length, diameter, and interwire distance
of nanowires, which influence the anisotropy and magnetostatic interaction, can be
tuned by adjusting templates and electrodeposition conditions.

Fe, Co, and Ni nanowires synthesized in alumina templates with different pore
diameters were investigated. Baik et al. [5] prepared Fe nanowires in sulfuric-
anodized template (42 nm pore diameter) and oxalic-anodized template (63 nm pore
diameter) and measured magnetic properties. The 42 nm diameter Fe nanowires
with preferred (110) orientation showed a coercivity of 1654 Oe and a squareness
(Mr/Ms, ratio of the remanence (Mr) to magnetic saturation (Ms)) of 0.66 with the
magnetic field oriented along the long axis of the nanowires. The coercivity and
squareness of the 63 nm diameter Fe nanowires were reduced to 1000 Oe and
0.33, respectively, and exhibit both (110) and (200) orientations, signifying a poly-
crystalline wire. Increasing pore diameter results in improved crystallinity for the
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nanowires. Their coercivity and squareness are reduced because of the decreased
aspect ratio and hence reduced shape anisotropy.

Similar results were observed in Co nanowires. Huang et al. [6] reported single
crystal Co nanowires with diameters of 40, 70, and 110 nm. Corresponding coerciv-
ity and squareness are deceased gradually from 40 to 110 nm. The observed effect
was attributed to an increase in the magnetostatic interaction field with decreasing
distance between the nanowires.

Figure 4.2 shows the coercivity of Ni nanowires as a function of pore widen-
ing time (nanowire diameter). Zheng et al. [7] controlled pore diameter by the
pore widening process and the coercivity of Ni nanowires with 8–25 nm in diam-
eter was measured. In this measurement, the coercivity was determined with the
magnetic field applied along the wire axis. For Ni nanowires deposited in the as-
synthesized template, the coercivity was about 480 Oe. The coercivity increased
with pore widening time and reached the highest value of 950 Oe. The coercivity
then decreased on further increasing the pore diameter. The characteristic coerciv-
ity of nanowires was determined by their diameters and interwire magnetostatic
interactions.

The size of the crystallites within the Fe, Co, and Ni nanowires, as well as the
crystalline structure of the nanowire, depends on the deposition conditions such as
the pH of the solutions and the deposition parameters [2, 8]. The crystal structure

Fig. 4.2 Dependence of the coercivity versus pore-widening time where nanowire diameter is
determined by the pore widening time. Insets are the hysteresis loops for Ni nanowires with diam-
eters of 8, 18, and 21 nm. Reprinted with permission from [7]. Copyright 2000 by the American
Physical Society
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of Fe and Ni nanowires are body-centered cubic (bcc) and face-centered cubic
(fcc), respectively. However, the structure of Co wires is more complicated. The Co
nanowires consist either of hexagonal close-packed (hcp) or fcc structures or a mix-
ture of both [9]. Huang et al. [10] fabricated single crystalline Co nanowire arrays
with different orientations. The orientation of nanowires can be controlled by con-
trolling the deposition parameters shown in Table 4.1. Figure 4.3 shows the magnetic
properties of Co nanowire arrays with different orientations. When the applied field
is parallel to the nanowire axis, the loops are relatively square. It is well known that
the ferromagnetic properties of the Co nanowires are strongly dependent on their
crystalline orientation. The crystalline orientation of nanowires can be modified by
proper selection of the deposition current and pH value.

Table 4.1 Various deposition conditions to control orientations and coercivity of Co nanowires.
Reprinted with permission from [10] by American Chemical Society (ACS)

Hc (Oe)

Voltage (V) Current2 (mA2) Pulsed time (ms) Duty (%) pH Orientation || ⊥
1.5 0.09 5 50 4 hcp[1010] 477 139
2.4 0.64 5 50 4 fcc[111] 1075 149
3.0 2.25 7.5 75 2 fcc[200] 1031 86

Fig. 4.3 Hysteresis loops at room temperature of Co nanowire arrays with the orientation of
(a) hvp[10ı̄0], (b) fcc[220], and (c) fcc[111], with the applied field parallel (solid curves) and per-
pendicular (dashed curves) to the nanowire axes. (d) Coercivity versus orientations with the applied
field parallel (solid curves) and perpendicular (dashed curves) to the nanowire axes. Reprinted with
permission from [10] by American Chemical Society (ACS)
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4.2 Semiconductor Nanostructures

Semiconductor nanowires can be used as chemical gas sensors, light-emitting diodes
(LEDs), and transistors because of their large surface-to-volume ratios as well as
their tunable optical and electrical properties [11]. Semiconductor nanomaterials
including GaN, InN, ZnO, SnO2, TiO2, HfO2, and WO3 were produced by various
physical and chemical methods such as chemical vapor deposition (CVD), thermal
evaporation, conventional metal organic chemical vapor deposition (MOCVD), sol–
gel approach, and template-based electrochemical method [11–15]. In this chapter,
we are only focusing on electrochemically grown nanostructures.

Tin dioxide (SnO2), an n-type semiconductor with a large band gap (Eg = 3.6 eV
at 300 K), is an important metal oxide semiconductor owing to its potential appli-
cations in the transparent conducting coating of glass, electrochemical modifiers on
electrodes, solar cells, and gas sensor devices [12, 16]. Recently, studies on SnO2
mainly focused on the preparation of SnO2 films or nanoparticles. However, Zhang
et al. [16] first reported uniform SnO2 nanowire arrays synthesized by electrochemi-
cal deposition and thermal oxidization. After that, one-dimensional SnO2 nanotubes
were fabricated using a similar method in 50 nm polycarbonate membranes by Lai
et al. [12]. Figure 4.4 shows field emission scanning electron microscopy (FESEM)
and transmission electron microscopy (TEM) images of SnO2 nanotubes. TEM
images indicate that the tubular structure is maintained after annealing in air at
400◦C. The optoelectronic response of the SnO2 nanotubes was investigated in
air using UV light with a wavelength of 254 nm. Figure 4.5 shows I–V curves for
the SnO2 nanotubes with UV light on and off, respectively. The electrical conduc-
tance of nanotubes increased to 33 times the original value upon UV illumination at
254 nm.

Zinc oxide (ZnO), a wide band gap (3.37 eV) semiconductor with high exciton
binding energy (60 meV), is chemically and thermally stable [17, 18]. Many forms
of nanosized ZnO such as nanobelts, nanocages, nanocombs, and nanowires are

Fig. 4.4 (a) FESEM and (b) TEM images of SnO2 nanotubes electrodeposited in 50 nm
polycarbonate membranes. Reprinted with permission from [12] by IOP Publishing Ltd



94 J.-H. Lim and J.B. Wiley

Fig. 4.5 I–V curves of
annealed SnO2 nanotube in
the (a) presence and
(b) absence of UV
illumination at 254 nm.
Reprinted with permission
from [12] by IOP Publishing
Ltd

prepared by Wang [19]. Even though several approaches can be used to prepare a
nanostructure with uniform size and morphology, very little work related to the elec-
trochemically synthesized one-dimensional ZnO nanostructure has been reported.
Zhang et al. [18] reported direct electrodeposition of ZnO nanotube arrays from
aqueous solutions containing Zn(NO3)2·6H2O at 85◦C. The reaction steps thought
to occur in the preparation of ZnO nanotubes are proposed as follows:

Zn(NO3)2 → Zn2+ + 2NO−
3

NO−
3 + H2O + 2e− → NO−

2 + 2OH−

Zn2+ + 2OH− → Zn(OH)2

Zn(OH)2 → ZnO + H2O

Zn(OH)2 will form and deposit on the cathode at 85◦C.
Generally in template-based electrodeposition it is very hard to fine stable condi-

tions, especially in the fabrication of titanium oxide (TiO2), hafnium oxide (HfO2),
and tungsten oxide (WO3) nanomaterials. Utilizing electrodeposition, however, sev-
eral research groups developed anodization techniques using pure metal films such
as Ti, Hf, and W. Among these efforts, synthesis and characterization of anodic TiO2
are well known. Gong et al. [20] pioneered the synthesis of the first-generation tita-
nia nanotube arrays of up to 500 nm length. Recent reports describe the fabrication
of TiO2 layers up to 222 μm in thickness using a variety of polar organic elec-
trolytes that include ethylene glycol, formamide, N-methylformamide, and dimethyl
sulfoxide in combination with HF, KF, NaF, NH4F, Bu4NF, or BnMe3NF to provide
fluoride ions [21, 22]. Highly ordered TiO2 nanotubes offer a large internal surface
area. In addition, TiO2 absorbs only solar light in the UV region because of a large
band gap (=3.1–3.2 eV). It can be used for sensing, heterojunction solar cells, tissue
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Fig. 4.6 FESEM images of Ti nanotube structures anodized at (a–c) 60 V and (d) 65 V in an
electrolyte comprised of 0.3 wt% NH4F and 2 vol.% H2O in ethylene glycol. Reprinted with
permission from [22] by American Chemical Society (ACS)

engineering, fuel cell, etc. [23]. FESEM images in Fig. 4.6 show the nanotube arrays
anodized in 0.3 wt% NH4F and 2% H2O in ethylene glycol for 17 h.

To obtain porous tungsten oxide (WO3) layers, electrochemical treatment was
carried out in 1 M H2SO4 + 0.5 wt% NaF by Berger et al. [24]. Synthesized self-
organized porous WO3 layers consist of a regular structure with 70 nm pore and
10 nm wall thickness. As-synthesized sample showed an amorphous structure but
it was changed to crystalline monoclinic structure by annealing. Qiu et al. [25]
investigated the synthesis of highly ordered HfO2 nanotubes and their growth mech-
anism. HfO2 nanotubes were prepared using thin Hf foil in a solution containing
0.1 M NH4F with 20 mL DI water and 80 mL ethylene glycol at room temperature.
They suggested an HfO2 nanotube growth mechanism based on volume expansion
combined with inhomogeneous surface defects and gas evolution.

4.3 Thermoelectric Nanomaterials

Thermoelectric materials are ranked by the thermoelectric figure of merit, ZT
(=S2σT/κ), where S is the thermoelectric power or Seebeck coefficient, σ is
the electrical conductivity, κ is the thermal conductivity, and T is the absolute
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temperature [26–28]. It is very difficult to achieve a high ZT value because S, σ , and
κ are interdependent on each other. The increased electrical conductivity needed for
a high ZT usually leads to an increase in thermal conductivity and a decrease in
the Seebeck coefficient. As a result only bulk materials with high atomic weight
such as Bi2Te3 and its alloys with Sb, Sn, and Pb have been routinely used for the
commercial applications [26].

In recent research, theoretical predictions suggest that the thermoelectric proper-
ties of nanostructures will be significantly enhanced compared with bulk materials
[29, 30]. However, a single nanowire does not carry a high enough current for ther-
moelectric materials’ applications [31]. To collect dense nanowire arrays researchers
need to find a new approaches like template-assisted electrodeposition.

Prieto et al. [29] reported ordered Bi88Sb12 nanowires with uniform diameters
of 40 nm that were prepared by direct electrodeposition under potentiostatic con-
trol with potentials more than –0.45 V versus Hg/Hg2SO4. Recently, Bi nanowires
[32], Bi nanotubes [33], BiSb superlattice nanowires [34], BiSb nanowire junc-
tions [35], and BiSb nanotube–nanowires [36] have been synthesized successfully
with electrodeposition techniques. Also Bi2Te3 nanowires were prepared by simi-
lar methods, as described above [37]. However, most of the nanowires synthesized
by template-assisted electrodeposition have a disadvantage in that it is hard to
measure thermoelectric properties because the final structure is contained in the
polycrystalline structure of a nanoporous template. Further, the preparation of single
crystalline nanowires is still a challenge.

4.4 Conducting Polymer Nanostructures

Conducting polymers such as poly(3,4-ethylenedioxythiophene) (PEDOT),
polypyrrole (PPY), polyaniline (PANI), polythiophene (PT), and poly(3-
methylthiophene) (P3MT) are emerging as promising materials for applications
pertinent to displays, energy storage devices, actuators, sensors, etc. [38–41].
Conducting polymers exhibit electrical, electronic, magnetic, and optical proper-
ties similar to metals or semiconductors [42–44]. Many of the applications of
conducting polymers rely on the redox properties. Conducting polymers can be
reversibly reduced and oxidized using chemical or electrochemical methods [45].
The reversible interchange between the redox states gives a possibility to con-
trol their properties such as polymer conformation, doping level, conductivity, and
color [44].

Lee and Cho [44] have introduced synthesis procedures, mechanism, and appli-
cations of PEDOT nanotubes. They showed that fast electrochromics, one of the
interesting properties of conducting polymers, responds without sacrificing color
contrasts. This electrochromic property can be applied to smart widows, rear-view
mirrors, electronic paper, displays, etc. [46]. The PEDOT nanotubes can provide
short diffusion pathways for fast redox switching with response times of less than
10 ms. In comparison, PEDOT films usually take 1–2 s to change a color [44].



4 Electrochemical Growth of Nanostructured Materials 97

Fig. 4.7 Schematic diagram
of (a) structure used for the
electrochemical wire growth
and (b) cross-sectional view
of the Si substrate, silicon
nitride (1 μm), Au contacts,
and thermally evaporated
SiO. Electrodeposited wire
connected between
electrodes. Reprinted with
permission from [48] by
American Chemical Society
(ACS)

In the case of PPY and PANI, they are well known as good pH-sensing mate-
rials. The conductivity of PPY is directly proportional to the pH [47]. Yun et al.
[48] directly electrodeposited PPY nanowires on electrodes and measured their
pH-sensing ability. Figure 4.7 illustrates an e-beam-patterned nanochannel, where
the PPY nanowires are located. Figure 4.8 shows that when buffered solution is
added on top of the polymer wire, the current increased upon the change in resis-
tance. Other efforts include those by Bartlett and co-workers [45] who prepared
three-dimensional ordered macroporous conducting polymers from a template of
close-packed poly(styrene) latex spheres. Lahav et al. [49] produced freestanding

Fig. 4.8 Current versus time
for demonstration of pH
sensing by adding 1 μL of pH
12.45 buffered solution on
top of a single polypyrrole
wire (500 nm width).
Reprinted with permission
from [48] by American
Chemical Society (ACS)
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composites of PANI nanotubes with gold shells, where both components were of
controllable length.

PT and P3MT polymer nanostructures in both undoped and doped states have
been studied for organic field effect transistors (OFET), solar cells, sensors, elec-
trochromic devices, and organic light-emitting diodes (OLEDs) [50, 51]. Joo et al.
[51] have prepared PT and P3MT nanotubes and nanowires for studying OLED
properties. A very large enhancement of the photoluminescence efficiency was
observed for a single strand of a light-emitting PT nanotube after coating it with
nanometer-scale copper, nickel, or cobalt metal.

4.5 Nanotube and Core–Shell Nanostructures

After carbon nanotubes were discovered in 1991, nanotube structures have attracted
much attention because of their fundamental importance as well as their poten-
tial applications [52]. Many kinds of metal, semiconductor, and polymer nanotube
structures were synthesized in porous membranes by numerous methods including
supercritical fluid (SCF) inclusion phase [53], atomic layer deposition (ALD) [54],
layer-by-layer deposition [55], sol–gel [56], melt-assisted template wetting [57], or
electroless deposition techniques [58]. Although these methods can vary the outer
diameters of nanotubes by varying the template used, they can have the disadvan-
tage of being time-consuming processes and can allow for nanotube impurities [59,
60]. Also, it is hard to control wall thickness and length. Thus, electrodeposition
methods offer an efficient approach to the production of nanotube structures via
templates. Much of success in this area has been achieved on larger pored mem-
branes, for instance, H3PO4-anodized AAO or commercial templates with over
150 nm pore diameters. Further the conducting metal at the bottom of templates
should be thin enough, not covering the pore channels. Current density and pH of
electrolytes also influence the growth of nanotubes [61, 62]. Fukunaka et al. [62]
prepared metal nanowire and nanotube arrays by appropriately controlled electro-
chemical deposition. The shape of Ni nanostructures can be controlled by pH as
well as electrode potential. Figure 4.9 shows TEM images of Ni nanostructures.
A number of researchers have suggested growth mechanisms for nanotubes but as
of yet, no clear consensus has been achieved [52, 62, 63].

One major advantage of these tubular structures is the high surface area through
the inner and outer surfaces. In case of magnetic nanotube structures, coercivity
is one of the most important properties of magnetic materials for many present
and future applications and the understanding of magnetization reversal mecha-
nisms is a permanent challenge for researchers involved in studying the properties
of these materials (see Section 4.1) [64]. Furthermore, the synthesis of nanotube
arrays opened more opportunities for fabrication of core–shell nanowires. In early
studies, the outer surface of solid nanowires was coated with different materials to
prepare core–shell nanowires, and thus, solid nanowires only can constitute core
in this system. However, core–shell structures can be prepared through deposition
within nanotube structures as well [65, 66].
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Fig. 4.9 TEM images of Ni nanotubes and nanowires with 200 nm diameter synthesized by con-
trolling the electrodeposition conditions. Reprinted with permission from [62]. Copyright 2006,
The Electrochemical Society

Various core–shell nanowires are accessible. The combination of two com-
pounds in one nanowire structure expands their potential application to a vari-
ety of areas. For example, core–shell nanowires in which the magnetic core is
coated with nonmagnetic materials are used for biomedical applications [67].
The enhancement of the electrical, magnetic, optical, structural, and mechani-
cal properties has occurred in hybrid nanomaterials including inorganic–organic
and organic–inorganic nanocomposites [68]. Sensing ability of semiconductor
core–shell nanowires exhibited a high response, a good stability, and a short
response/recovery time in the detection of low concentrations of various com-
bustible gases [69]. In the case of bimagnetic core–shell nanowires, where both core
and shell are ferro- or ferri-magnetic, contacts between magnetic materials lead to
effective exchange coupling and therefore cooperative magnetic switching, facili-
tating the fabrication of nanostructured magnetic materials with tunable properties
[70]. Lim et al. [66] described the fabrication of both nanotubes and core–shell
nanostructures in alumina templates using a two-step electrodeposition process.
They prepared initially ferromagnetic nanotube structures, and during a second
electrodeposition process, ferromagnetic cores were synthesized in the nanotubes.
Figure 4.10 images show the ferromagnetic nanotubes and core–shell nanowires.

4.6 Porous Au Nanowires

Solid metallic nanoparticles have been exploited for a wide range of applica-
tions that take advantage of their high surface-to-volume ratio [71]. Nanorods or
nanowires, in contrast to the nanoparticles, exhibit additional degrees of freedom
associated with their inherent shape anisotropy and the ability to incorporate differ-
ent components along their length [72–74]. Additionally, the surface morphology
and surface area of nanorods or nanowires can be controlled by chemical methods.
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Fig. 4.10 FESEM images of ferromagnetic nanotube and core–shell nanowire arrays: (a) Co
and (c) Ni nanotubes, (b) NiCo and (d) CoNi core–shell nanowires, which are synthesized using
(a) Co nanotubes and (c) Ni nanotubes, respectively. The interwire distances are about 400 nm in
diameters [66]

For example, nanoporous metal nanowires have been prepared by selective chemi-
cal or electrochemical dissolution of Au–Ag alloys, known as a ‘dealloying’ process
[75]. These nanoporous gold nanowires are useful for the applications in catalysts
[76], sensing [77], surface-enhanced Raman scattering (SERS) [78], localized sur-
face plasmon (LSP) resonance [79], or actuators [80]. Nanoporous Au nanowires
can be produced by a template-based approach. Synthesized solid Au/Ag alloys
are immersed in concentrated nitric acid, in which only Ag can be soluble. The
length of nanostructures was controlled by monitoring of charge and electrodeposi-
tion time. Also the surface morphology can be tailored by the ratio of the Aux/Ag1–x

alloy composition. The schematic diagram in Fig. 4.11 shows the approach for the
synthesis of nanoporous nanowires.

Fig. 4.11 Schematic diagram of the fabrication of nanoporous Au nanowires. (a) Ag sputtering;
(b) electrodeposition of Ag and Au–Ag alloy nanowires into the alumina membrane; (c) chemical
dissolution of Ag electrodes and Ag from the Au–Ag alloy nanowires by concentrated nitric acid;
and (d) alumina removing in NaOH solution
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Fig. 4.12 TEM images of (a) nanoporous Au nanowires and (b) planar view of nanoporous Au
nanowire with H3PO4-anodized AAO. TEM images of (c) nanoporous Au nanowires and (d) planar
view of nanoporous Au nanowires with H2C2O4-anodized AAO. Insets of (b) and (d) are magni-
fied TEM images, inset scale bar: 120 nm for (b), 100 nm for (d). Reprinted with permission from
[75] by IOP Publishing Ltd

When the porous Au nanowires are used as catalysts, these wires can react at
low temperature, unlike Pt or Pd catalysts, have good thermal stability, and are
resistant to oxidation [81]. Recently, Liu et al. [75] reported the fabrication of a
composite membrane of nanoporous gold nanowires. They controlled the diameter
of nanoporous nanowires using two alumina membranes (AAO), which were syn-
thesized in oxalic and phosphoric acid solutions (Fig. 4.12). When porous nanowires
are in the membranes, these structures allow relatively stable handling of nanostruc-
tures for further applications and result in effectively rapid flow through catalytic
reactions.

For the sensor applications, high surface area can be a significant factor. If
the dimension of a metallic conductor is smaller than the mean free path of
electrons, the resistance becomes dominated by scattering of electrons at the sur-
face [82]. The mean free path for most metals is on the order of a few tens of
nanometers. Searson et al. [82] demonstrated the sensor applications with single
nanoporous gold nanowires. First, they made nanoporous nanowires and then dis-
persed those wires on Si wafers. Subsequently, photolithography was employed
for electrode synthesis. (More details on lithographic procedures will be intro-
duced in Section 4.10.) Figure 4.13 shows optical microscope images of a single
nanowire device. Figure 4.14 shows the normalized resistance change for the single
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Fig. 4.13 (a) Optical
microscope image of a chip
carrier with a single nanowire
device, (b) SEM image of a
single nanowire patterned by
photolithography, and
(c) magnified image of a
nanoporous Au nanowire.
Reprinted with permission
from [82] by American
Chemical Society (ACS)

Fig. 4.14 Variation of
resistance for a single
nanoporous Au nanowire
device after the injection of
aliquots of 5 × 10–11 mol
ODT. The arrows indicate the
point of injection. Reprinted
with permission from [82] by
American Chemical Society
(ACS)

nanoporous gold wire on introducing 10 μL of 1 mM octadecanethiol (ODT). The
initial resistance of the nanowire is 236 �, and each aliquot results in a 1 � increase
in the resistance. This result demonstrated the porous gold nanowires connected
with the organic molecules on the surface with dimensions less than the mean free
path of electrons. The change in resistance is related to the increase in inelastic
scattering of electrons owing to the adsorbates.

4.7 Modification of Nanowires

Many efforts for producing nanomaterials have led to the synthesis of complex
nanostructures ranging from spheres and rods to disks, cubes, prisms, tetrapods, and
even hollow cubes [83–89]. One of the modified nanostructures is the linear noble
metal nanoparticle chain that is desirable for one-dimensional nano-optical devices
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Fig. 4.15 (a) TEM and (b) HRTEM images of single Pt@CoAl2O4 nanopeapod. (c) and (d)
EDS spectra collected from the pea and the pod part of the structure, respectively. Reprinted with
permission from [92]. Copyright Wiley-VCH Verlag GmbH & Co. KGaA

including plasmonic waveguides and plasmonic printing [90, 91]. The ability of
these devices depends on the particle size, shape, and separation in metal chains
[92, 93]. Electrochemical-based methods are suitable to meet their requirements.
Gösele’s group [92] reported on tailor-made inorganic nanopeapods, which consist
of well-defined Pt nanoparticles encapsulated in continuous CoAl2O4 nanoshells;
these were synthesized by electrodeposition and subsequent solid-state reaction at
high temperature. The size and separation of Co and Pt segments were defined
during the electrodeposition process and the Pt particles were formed when Co seg-
ments reacted with alumina at high temperature. Figure 4.15 shows TEM images
of a single Pt@CoAl2O4 inorganic nanopeapod prepared using H2C2O4-anodized
alumina template. Energy dispersive X-ray elemental analyses (EDS) confirmed
the elemental composition of the nanopeapods. A second example of modified
nanomaterials is the nanoporous nanowire arrays fabricated with nanospheres. Li
et al. [94] reported porous Ni and Au nanowires synthesized using sphere-infiltrated
membranes. To fabricate porous nanowires, silica or polystyrene nanospheres were
placed in a membrane by vacuum filtration. After metal electrodeposition, the
spheres were removed to make pore structures as shown in Fig. 4.16. The loca-
tions of spheres that were in contact with the channel wall are particularly obvious
from the many pores found on the surface of the wires as shown in Fig. 4.16f. The
pore size in nanowires and sphere packing rely on the diameter of the spheres and
the relative diameters of the spheres to the pores, respectively.
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Fig. 4.16 SEM images of
(a) 500 nm SiO2 beads
filtered polycarbonate
membrane and (b, c) top view
and (d) side view of porous
Au wire arrays with 500 nm
pores. (e) Top view and (f)
side view of porous Au wires
with 300 nm pores. Inset in
(b): cross section along the
length of a wire. Inset in (f):
cross section along width of
300 nm pore wire. Reprinted
with permission from [94] by
American Chemical Society
(ACS)

In addition modified nanowires can be synthesized using modified membranes
such as Y-branched [95], triangular and rectangular shapes [96], and mild–hard-
anodized alumina templates [97, 98]. During the deposition process, nanostructures
start nucleating on the conducting metal surface and then grow along the pore chan-
nels of membrane. Therefore, morphology of porous templates is very important to
control the shape of nanowires and replicate complex nanostructures.

4.8 Functionalization of Nanowires

One-dimensional nanomaterials with a broad range of chemical compositions have
been prepared by electrochemical synthesis techniques. The surface of fabricated
nanowires can be functionalized with specific chemical components to extend their
application area. Ni nanowires functionalized with antibodies can be utilized for
cell separation, which is essential for many cell-based applications in biochemistry,
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Fig. 4.17 Bright-field images of (a) Ni nanowire and (c) beads functionalized with CD31 antibody,
which is an Alex Fluor 594 (red) labeled secondary antibody. Fluorescent images of functionalized
(b) Ni nanowire and (d) beads. Reprinted with permission from [99] by IOP Publishing Ltd

immunology, cell and molecular biology, and clinical research. For cell separation,
Gao et al. [99] demonstrated that Ni nanowires functionalized with antibodies can
attach to specific cells in a mixed cell population via antibody–antigen interactions
and then be separated by an external magnetic field. Figure 4.17 shows images of
nanowires and beads functionalized with CD31 antibody. Uniform red fluorescence
indicated the immobilization of CD31 antibodies on the surfaces of nanowires and
beads.

Further efforts have involved conducting polymers utilized as electrochemical
biosensors. These polymeric materials are advantageous because of their electronic
conductivity, environmental stability, and easy processing. Hernández et al. [100]
reported on the synthesis of biologically functionalized polypyrrole nanowire arrays
prepared by a template method. Subsequent studies by Ramanathan et al. [43] intro-
duced a new strategy where polymer nanowires were electrodeposited within a
channel between two electrodes on the surface of a silicon wafer.

Complex structures can be realized in this approach. Intricate materials with
varied chemical affinities toward different functional groups can be formed in multi-
segmented single nanowires through electrodeposition. Each of these segments can
be functionalized to facilitate positive and negative interactions based on molecular,
electrostatic, magnetic, or capillary forces [101]. The functionalization of each seg-
ment depends on the differential reactivity of the materials – for example, alkyl
thiols bind strongly to gold, histidine binds to nickel, and isocyanides bind to
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Fig. 4.18 (a) Similarity between a conventional barcode and Ag–Au multisegment nanowire. Ni
segments (50 nm) are deposited at both ends (not drawn to scale). (b) Schematic of the sandwich
immunoassay performed on a nanowire. Reprinted with permission from [104]. Copyright Wiley-
VCH Verlag GmbH & Co. KGaA

platinum [102]. Functionalized multisegment nanowires with antibodies or oligonu-
cleotides are extremely useful for sandwich immunoassays of proteins or for the
detection of DNA hybridization [103]. Tok et al. [104] have demonstrated the fea-
sibility of using antibody-coated multisegmented metallic nanowires for rapid and
sensitive single and multiplex immunoassays as shown in Fig. 4.18. The incorpora-
tion of a ferromagnetic Ni segments, deposited at both ends on the wire, enables the
nanoparticles to be manipulated with magnetic fields. Fluorescence image process-
ing illuminates the degree of binding between the antibody-coated nanowires and a
fluorophore-tagged antigen target.

4.9 Nanostructure Arrays on Substrates

Many kinds of metal and polymer nanowires have been synthesized by template-
assisted electrodeposition techniques. However, the handling of nanostructures in
porous membranes can be very difficult owing to the fragility of membranes and
therefore additional processes are needed to make resilient nanodevices. Another
approach is to make nanostructures on stable substrates. In the case of alumina tem-
plates, this involves the retention of the aluminum metal base after the anodization
process. This, however, also has several disadvantages including unstable deposi-
tion conditions, and the use of a bulk Al substrates precludes most photonic and
electronic applications [105].

To solve these problems, direct fabrication of nanostructures on a thick, solid
substrate, which does not deform easily, is particularly important. One of the meth-
ods is the usage of alumina membrane on a substrate such as silicon, glass, MgO, or
ITO [106–109]. This approach needs first coating of thin Au, Ti, or Pt adhesion lay-
ers used as an electrical contact for both anodization and electrodeposition, and as a
stop point for anodization [105, 106, 108]. Al thin films can be deposited by several
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techniques, for example, sputtering, thermal evaporation, or electron beam evapora-
tion. As discussed above, porous membranes can be prepared by anodization of Al.
When an Al thin layer is completely anodized, a visible change in color is observed
and the current drops quickly. The barrier layer that remains under the porous layer
can then be removed, by either immersing the sample in H3PO4 solution for several
minutes [109, 110], by applying a reversed-bias voltage after complete anodiza-
tion [106], or by reactive ion etching (RIE) [111]. Several kinds of nanowires such
as Ni [105], Au [106], Pd [112], CoPt [108], and CdS [113] were produced on a
desired substrate. Jung et al. [107] prepared long-range-ordered AAO templates on
a Ti-coated silicon wafer and used this membrane to make Ni nanodots. Figure 4.19
shows SEM images of a nanoporous alumina template on Ti-coated silicon wafer.
The templates used for synthesis of nickel nanodots are presented in Fig. 4.19c.
The average diameter and the interparticle spacing of 81 and 108 nm, as shown in
Fig. 4.20, correspond well to the SEM images in Fig. 4.19.

4.10 Patterning of Nanowires

A large amount of research in nanoscience involves the development of syn-
thetic techniques and the discovery of unique physical and chemical properties of
nanosized materials. These efforts move to patterning of nanomaterials for miniatur-
ization of devices such as sensors, displays, data storage, electronic, and biomedical
devices. Small features can result in increasingly higher speeds and decreasing
energy consumption per computing function [114, 115]. In this section, we are
introducing the lithography techniques combined with electrodeposition methods.

For the past several decades, photolithography has been the primary route for
semiconductor device fabrication due to its simplicity and high throughput [114].
Photons transfer patterns of a photomask to a photosensitive thin film (photoresist)
on a substrate. The solubility of the photoresist is altered during an exposure of pho-
tons and the exposed surface is then dissolved in a developer solution [114]. When
a template is used as a substrate for lithography, the templates can be patterned and
make patterned nanostructure arrays through an electrodeposition. Jee et al. [116]
reported patterned alumina templates using a photolithography. Initially they pre-
pared alumina templates by a well-known anodization process in oxalic acid. After
the formation of patterns on a template through lithography, patterned alumina tem-
plates appeared by wet chemical etching. Patterned alumina templates can be used
for electrochemical nanowire growth. Li et al. [117] reported the patterned metal
nanowire arrays using this method. Selectively opened pore channels were produced
on the template during UV exposure and developing processes, and the opened pores
allowed the nanowire growth in the channels by electrodeposition after coating of
the open pore surface with conducting metal. The patterned metal nanowires with
defined structures were observed in the desired location after removing of templates
as shown in Fig. 4.21.
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Fig. 4.19 Top surface and cross section (inset) view of (a) Al and Ti layers on the Si wafer and
(b) thin AAO template on the substrate after pore widening. (c) Top surface view of synthesized
Ni nanodot arrays after removal of the template. Inset is the collected Ni nanodots. Reprinted with
permission from [107] by The Korean Chemical Society
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Fig. 4.20 Intensity profiles of the AAO template (dashed line) and the Ni nanodot arrays on the
substrate (solid line), which are corresponding to the dotted lines as indicated in Fig. 4.19b, c,
respectively. Reprinted with permission from [107] by The Korean Chemical Society

Fig. 4.21 FESEM images of (a–c) patterned Au nanowire with different features and differ-
ent sizes and (d) higher magnification image indicating Au nanowire arrays with about 200 nm
diameters. Reprinted with permission from [117] by American Chemical Society (ACS)
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Electron beam lithography (e-beam lithography) is a sophisticated nanofab-
rication tool based on a highly focused electron beam for very high-resolution
direct-write patterning on electron beam-sensitive resists [118]. e-Beam lithography
systems can regularly achieve patterning of sub-micron features and can easily pro-
duce designed nanostructures on a substrate for applications such as field emitters
[119], transistors [120], and sensor devices [121]. Patterning lines with small width
is a key objective of nanofabrication. In several cases, however, both small widths
and large aspect ratio were required [122]. In general, for fabrication of patterned
arrays, most people used a lift-off process in which the metal is vapor deposited
through a line mask. The width and length of metal are determined lithographically,
and the thickness of the metal is controlled during deposition process [123]. To
increase the length of metal, the use of metal lift-off techniques is limited owing to
the restricted length of polymer resist. Xu et al. [123] prepared a highly anisotropic
metal nanostructures through the combination of e-beam lithography and elec-
trodeposition. The procedure of electrodeposition in patterned PMMA template
is schematically summarized in Fig. 4.22. Mushroom-shaped nanostructures were
formed when Ni nanowires were overgrown on top of the PMMA template. Duvail
et al. [124] employed this method for fabrication of a single multilayered nanopillar
with large aspect ratio. Burek and Greer [125] reported vertically oriented gold and
copper nanopillars based on e-beam lithography and subsequent electroplating into
the prescribed template for mechanical testing of specimens with nanometer dimen-
sions. Simple and mushroom-shaped Cu nanostructures were observed by using
focused ion beam (FIB) as shown in Fig. 4.23. Like in photolithography, e-beam
lithography is able to prepare a pre-patterned template for creation of patterned
nanowire structures or devices. When templates were utilized as a substrate dur-
ing lithography, it is easy to make vertically aligned nanomaterials. The uniformity
and diameter of nanomaterials highly depend on the pore channels [126].

Fig. 4.22 Schematic diagram of nanowires in PMMA template on silicon wafer. (a) PMMA coat-
ing on the substrate; (b) patterning of PMMA by e-beam lithography; (c) electrodeposition of Ni
nanowire; and (d) PMMA removal
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Fig. 4.23 FIB images of
(a) overplated
mushroom-shaped Cu
nanopillar and (b) simple Cu
nanopillar with 250 nm
diameters. Reprinted with
permission from [125] by
American Chemical Society
(ACS)

A third method known as nanosphere lithography, an alternative to e-beam lithog-
raphy, was reported for the formation of periodic nanosized metal dots [127, 128].
A self-organized layer of colloidal spheres is used as a mask for a lithographic step-
like illumination, deposition, or etching. The use of self-assembled nanospheres has
advantages over more conventional lithography, in that its cost is low and it is easy
to control the patterned morphology. However, the size of holes in the mask is deter-
mined by the size of the colloidal particles that form the mask. Highly ordered
sphere arrays can be used to create interstitial triangular structures [129], metal-
lic rings [130], nanopillars [131], and multilayers with modified topography [132].
Vossen et al. [133] modified the hole sizes of colloidal masks to prepare a thin
layer of silica by a simple wet chemical method. Hexagonal-patterned Si nanowires
[127], ZnO nanorods [128], or carbon nanotubes [134] have been produced by this
approach.
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Chapter 5
Three-Dimensional Micro/Nanomaterials
Generated by Fiber-Drawing
Nanomanufacturing

Zeyu Ma, Yan Hong, Shujiang Ding, Minghui Zhang, Mainul Hossain,
and Ming Su

5.1 Introduction

Fiber drawing nanomanufacturing (FDN) is a new high-yield method to make
three-dimensional (3D) ordered micro- and nanostructured materials. The main
equipment used in the FDN process is a fiber draw tower, which is similar to
those used in industry to make optical fibers for telecommunications. In FDN,
glassy materials such as silicate glasses and polymers either in rod form or in
tube form with appropriate filling materials can be drawn into fibrous building
blocks (FBBs), which can be assembled into ordered 3D structures or ordered
bundles of fibers for the next drawing. By repeating the same drawing process sev-
eral times, the diameters of FBBs can be reduced from centimeters stepwise down
to sub-micrometers, while preserving the ordered structures of FBBs. Depending
on the properties of glassy materials, the filling materials of choice can be semi-
conductor materials, glasses, metallic wires, or organic materials. This chapter
briefly summarizes several aspects of the FDN technique including material selec-
tion, draw process, size control, and assembly and also discusses various examples
of FDN.

5.2 Fiber Draw Tower

Compared with industrial draw tower used to make kilometer-long fibers, a major
difference of draw tower used in the FDN process is that long fibers are cut into
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Fig. 5.1 Glass draw tower

short and equal length for assembly. Figure 5.1 shows the major components of lab-
oratory scale draw tower, which include structural frame, feeding motor, vacuum
pump, furnace with designed heating zone, rubber tractor, laser micrometer, auto-
matic carbide cutter, and computer. A preform is first formed using matching glassy
tubing materials and filling materials and moved through the furnace at a controlled
speed. The vacuum pump is used during the drawing process in order to avoid pos-
sible oxidation of filling materials and to make intimate contact between the glassy
tube and the filling materials. The length and the diameter of preform are only lim-
ited by the spacing from ceiling to furnace entrance and the diameter of the furnace
core. The feeding speed and the drawing speed can be controlled to adjust the diam-
eter of fibers based on material conservation in fiber drawing. Equation (5.1) shows
the relation between the geometrical parameters of preform and those of fibers. By
changing the drawing conditions, fibers can be produced with diameters ranging
from tens of micrometers to tens of millimeters. The length of FBBs can be varied
by controlling the interval between consecutive cuts:

D = F × preform_cross sectional_area

fiber_cross sectional_area
(5.1)
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5.3 Materials Selections

Glassy materials including silicate glasses and some polymers do not have fixed
melting temperatures and can be deformed at high temperatures (softening temper-
ature). Successful fiber drawing could be achieved when the viscosity of softened
materials is in a certain range. Figure 5.2 shows that silicate glasses can be drawn
into fibers when the viscosity is between 103.5 and 107 P, where the flow rate of
molten glass can be controlled. Once a desired glassy material is selected, a major
concern is the selection of filling materials. There are several criteria for choosing
the right filling materials: (1) filling materials should have similar melting temper-
ature as the softening temperature of glassy materials; (2) the thermal expansion
coefficients of the filling materials and the glassy materials, at the drawing tem-
perature, should be close to each other to avoid breaking of glassy materials due
to stress concentration; (3) there should be no chemical reaction between the glassy
and filling materials at the drawing temperature; (4) the filling materials should have
certain wettability to the glassy materials to avoid bubble formation; and (5) the
filling materials should not have high vapor pressure at the drawing temperature
in order to ensure the continuity of filling materials. Currently available materi-
als include glass and poly(methyl methacrylate) (PMMA) that have a large range
of melting temperatures from 300 to 900◦C (glass) and 100 to 300◦C (PMMA).
Borosilicate glass (Pyrex) contains silica and boron oxide, which have low coeffi-
cients of thermal expansion. By changing the ratio of boron oxide to silica, the defect
level of glassy materials can be changed, so that the etching rate in hydrogen fluoride
can be adjusted, which allows fabrication of different glass micro/nanostructures.
The filling materials include copper phosphor alloy wires, lead telluride (PbTe)
semiconductor powder, glass rods/tubes, salts, and paraffins.

5.4 Drawing Process

Figure 5.3 shows the procedure of drawing and assembling processes. The preform
is drawn into fibers of small diameter when moving through a heating furnace. The

Fig. 5.2
Temperature-dependent glass
viscosities
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Fig. 5.3 Three-dimensional micro/nanostructure made by fiber drawing technique

fibers from the first drawing process are cut into short pieces with equal length
as fibrous building blocks (FBBs). The FBBs can be assembled to form 3D struc-
tures with controlled morphologies or stacked to form hexagonal bundle for the next
drawing. By repeating the same draw–cut–stack cycle, the outer and inner diameters,
as well as the wall thickness of the glassy tube, can be decreased from centime-
ters to micrometers, while still preserving the ordered arrangement of fibers. When
the required sizes are achieved after several drawing cycles, the fibers are stacked
together and annealed around the lower limit of the softening temperature of glass
to make a solid rod for further treatment. In a typical drawing process, using glass as
vehicle tube material, the diameter of preform is 20 mm. The feed and draw speeds
are in millimeters per minute and meters per minute range, respectively, depend-
ing on the desired diameter of the fibers. The diameter of fiber is controlled by
combining three factors: drawing temperature, feed speed, and draw speed. In con-
trast to the Taylor wire process that has been practiced to make glass-encapsulated
microwires for several decades, this method can achieve appropriate size reduc-
tion to draw fibers with nanometer diameter and assemble micro- or nanowires into
ordered arrays.

5.5 Size Design

One-dimensional micro/nanowires with small diameters can be prepared by either
bottom-up synthesis or top-down size reduction. In the bottom-up method, molec-
ular or atomic precursors are assembled or deposited by physical or chemical
vapor deposition, hydrothermal synthesis, and template-based deposition [1–6]. The
top-down methods include electrospinning of polymer nanofibers and extruding
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wires through small diameter dies, thus achieving diameter control by adjusting
operating parameters, such as voltage and viscosity (electrospinning), drawing tem-
perature and speed (fiber drawing), and die diameter and pressure (extruding)
[7–11]. In order to achieve desired functions, the positions, spacings, and orien-
tations of micro/nanowires should be controlled with high precision. Such wires
can be aligned in 2D planes by using electrical field, hydrodynamic flow, expanding
balloons, or direct manipulation [12–16]. However, there is no controlled method
currently available that can make ordered 3D micro/nanowire structures at high
yield. Electrospinning makes randomly tangled nanowires, and extruding makes
individual wires rather than an ordered network. Such a deficiency in fabrication
techniques has consequently led to the lack of fundamental knowledge on the effect
of 3D ordered structure. On the other hand, a variety of methods (vapor deposition or
dielectrophoresis) can occasionally make random 3D networks of micro/nanowires,
but these methods do not have sufficient control over the length and diameter of
single wires, and the ordering (position, spacing, and orientation) of wires in 3D
networks therefore cannot support a systematic study on the effects of structural
ordering.

FDN can achieve controlled diameter and spacing of fibrous building blocks
through simple geometric relation. Provided the thermophysical properties of the
glass and the material are constant, the wire diameters after n times cycles can be
derived by using the following equation:

dn = (f)nr

[2(R + T)]n−1(r + t)
(5.2)

where dn is the diameter of wires after n times draws, f is the outer diameter of
fiber after n times draws, r is the inner radius of the glass tube in the first draw, R is
the inner radius of the glass tube used to encircle the fiber bundles obtained after the
first draw, t is the thickness of the glass tube in the first draw, and T is the thickness
of the glass tube used to encircle the fiber bundles obtained after the first draw. The
inter-wire spacing during the fiber drawing process can be derived from

ln = (f)nt

[2(R + T)]n−1(r + t)
(5.3)

where ln is the spacing between two wires after n times draws. f, R, T, r, and t have
the same meaning as those in the previous equation. Assuming there is no material
loss during each drawing with the scaling ratio of 20, 40, and 40 and starting with
a core diameter of 1.6 mm, the diameters of core material become 80 μm after the
first draw with a scaling ratio of 20. The fiber pieces are packed inside a glass tube
that has an inner diameter of 15.6 mm and an outer diameter of 17.7 mm. The as-
drawn fibers have diameters of 2 μm and 50 nm after the second and third draw,
respectively, with an identical scaling ratio of 40. The same scaling ratio will be
applied to wall thickness, i.e., the spacing between adjacent two microwires. The
smallest feature that can be achieved in glass is about 20 nm [17]. Such limit is
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determined by cross-interface diffusion of glasses. Diffusion can be minimized by
lowering fiber drawing temperature, but it requires large traction force to overcome
the high viscosity.

5.6 Three-Dimensional Assembling

FDN can produce ultralong continuous micro/nanowires. The obtained fibers are
used as FBBs to construct 1D, 2D, and 3D structures depending on the different
functional applications (Fig. 5.3). In the first place, the FBBs are densely packed
in a glassy tube. Then the bundle is annealed at a temperature at which the bundle
has very high viscosity and cannot flow automatically; a vacuum pump is also con-
nected at one end of the glassy tube to make intimate contact between the tube and
the filling FBBs. The single-component FBBs are preferable in close-packed hexag-
onal structure after annealing. On the other hand, by introducing a spacing fiber,
either same filling materials with different diameters or different filling materials,
the fibers can be packed in tetragonal (Rspacer/Rfiber=0.414) and hexagonal struc-
tures (Rspacer/Rfiber=0.155) or other complex structures. Taking two-component
FBB constructed structures as an example, the structure can be stacked, namely, as
AB1 (tetragonal) and AB2 (hexagonal) structures in stoichiometry ratio. By combin-
ing with differential etching, more complex structures like spike array, well array,
and volcano array can be formed. For 2D assembly, the FBBs can be constructed
as heat blocking planes. For instance, some researches have been done to fabricate
fibrous cloth that encapsulates phase change materials (paraffin wax), which can
reduce the fluctuation of the temperature and keep a nearly constant temperature
inside the cloth [18–20]. In the 3D assembly, the fibers can be stacked in a layer-by-
layer manner, where the wire orientations in one layer are at a certain angle (θ ) to
those of adjacent layers, forming an orthogonal array of aligned fibers. The θ can be
changed from 0◦ to 180◦. In case of 0◦, the nanowires are aligned in parallel. Such
a method allows the manipulation of thousands of fibers at the same time.

5.7 Metallic Nanowires

FDN has been used to make metallic microwire arrays [21]. Copper phosphor alloy
wire or powder (melting point 750◦C) is inserted into a Pyrex glass tube to form a
preform, which is drawn at 880◦C. Figure 5.4a is an SEM image of a broken fiber
containing an alloy microwire obtained after the first draw. The microwire forms
good contact with the glass shell and is bent off the center, indicating its good duc-
tility. The bundle of fiber pieces is annealed, and the glass–microwire composite
is cut perpendicular to its axis into thin plates. Next, the plates are polished using
grits of different grade. Figure 5.4b is the SEM image taken at the cross section of
the plate, where the microwires form a hexagonal array. The size of the metal wires
can be reduced to several micrometers by repeating the draw–cut–stack cycle for a
second time. Figure 5.4c and its inset show the SEM images of the straight copper
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Fig. 5.4 Scanning electron microscope images of alloy micro/nanowires embedded in glass
matrix: single wire after first drawing (a); copper phosphor alloy wire bundle after the first draw-
ing (b); microwires after etching glass matrix (c); zinc nanowire bundle after first drawing (d); and
single wire after removing glass matrix (d inset)

phosphor microwires, where the diameters are uniform over a length of several cen-
timeters. Similar approach can be used to make micro/nanowires of other materials
as long as the matching filling material and glass material can be identified. For
instance, glass-encapsulated zinc and tin microwires have been made by filling their
powders in a glass tube using FDN method. The FBBs have been packed in a glass
tube to form a metal–glass composite rod as shown in Fig. 5.4d. The image shows
that the continuity is not as good as copper phosphor alloy microwires. Bulk zinc and
tin have melting points of 420 and 232◦C, respectively. At the drawing temperature
of 850◦C, both materials are in liquid state, but have high vapor pressure, wherein
the micropores can be seen and some air gaps form along microwires, thus making
segments that are several centimeters long. Copper–tin alloy has a low melting tem-
perature, but the ductility is so poor that it cannot be elongated. Conclusively, the
filling materials must fulfill all of the criterions mentioned in Section 5.3 so as to be
drawn into FBBs.

5.8 Semiconductor Nanowires

Theoretical and experimental studies have shown that large improvements in ZT (fig-
ure of merit for thermoelectric devices) could be achieved in micro/nanostructured
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systems. Significant enhancement in thermoelectric conversion efficiency was pre-
dicted in quantum-confined systems [22–25]. This enhancement was confirmed
recently by the 100-fold improvement in ZT value of silicon nanowires over bulk Si
at around room temperature [26, 27]. Lead telluride (PbTe) is particularly promising
for high-ZT thermoelectric device, owing to its narrow band gap (0.31 eV at 300 K),
face-centered cubic structure, and large average excitonic Bohr radius (46 nm) pos-
sessing strong quantum confinement within a large range of sizes [28, 29]. In order
to keep the size factor thermoelectric property of PbTe, 3D nanostructures have been
fabricated by encapsulating the PbTe micro/nanowires inside glass [30]. PbTe has
a very high melting point of 905◦C; therefore, the set draw temperature is 960◦C,
and the glass feeding and the drawing speeds are 0.008 and 1.8 m/s, respectively.
Figure 5.5a shows a scanning electron microscopy (SEM) image of an array of
hexagonally ordered microwires, which is generated by annealing a bundle of first
drawn fibers at 800◦C to make a rod, cutting the rod perpendicular to its axis to
make plates, and polishing the plates using grits of different grade. Figure 5.5a inset
shows a broken glass fiber that contains a 100 μm diameter wire obtained from the
first draw cycle. The bundled glass–wire composite rod can be drawn several times
to reduce the diameter. The conductivity has also been measured using conductive

Fig. 5.5 Scanning electron microscope image of PbTe wires in glass matrix (a); conductive atomic
force microscope image (b) of single wire and current–voltages collect after the first (1), second
(2), and third (3) drawing (b inset); cross section of aligned nanowires (c); and microwires after
removing glass shells (d)
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atomic force microscopy (C-AFM), where the AFM tip, vertically aligned PbTe
microwires, and the substrate are in a series circuit; when scanning on the cross
section of the PbTe–glass array, the conductive areas show brighter contrast, as
shown in Fig. 5.5b. The resistivity of the annealed slices after the first, second,
and third draws shows typical semiconductive behavior (Fig. 5.5b inset). The short
PbTe fibers can be assembled in a layer-by-layer manner. Figure 5.5c shows the
SEM images of a 3D network of PbTe microwires from the second draw cycle.
In this image, the wires perpendicular to the observation direction can be seen as
circles. The FBBs containing nanowires are assembled into perpendicular config-
uration using the same rectangular mold. The glass shells around the PbTe wires
from the first draw are etched by immersing the 3D structure into hydrofluoric
acid (HF) for 24 h (Fig. 5.5d), where the PbTe wires and residual glass shell can
be seen clearly. The SEM images show a higher brightness of the core than the
residual shell, which further confirms the high electron conductivity of the PbTe
wires.

5.9 Glass Microchannel Array

Salts such as sodium chloride (NaCl; melting point 801◦C, boiling point 1465◦C)
and potassium bromide (KBr; melting point 734◦C, boiling point 1435◦C) are ionic
bond chemicals that have high solubility in water and have high vapor pressure when
molten. Salt can also be filled into glass tubes and drawn as preform. The draw usu-
ally takes place at 900◦C, and several cycles can be repeated by the designed scaling
ratios. A thin salt-containing array was obtained by cutting the annealed bundle per-
pendicular to its sidewall. Salt has a strong solubility in water, and after soaping the
array in water for a couple of hours, the salt will be totally fluxed away by water.
The SEM image of the glass nanochannels after soaping the slice of the second
drawing cycle in water for 2 h is shown in Fig. 5.6. The average diameter can be as
small as 400 nm, but cannot go down further. First, the inter-diffusion at drawing
or annealing temperatures is ultrafast. The salt can diffuse hundreds of nanome-
ters according to the theory of Fick’s second law. Another point is that sodium
chloride has a face-centered cubic (FCC) structure, and while cooling down nat-
urally, it transforms from amorphous phase into FCC, but the glass will still remain
amorphous.

5.10 Differential Etching of Glasses

Anisotropic wet chemical etching was used to etch single crystal silicon wafers
by potassium hydroxide (KOH), with square mask openings, leading to pyramid-
shaped pits on the wafer surface [31–33]. The anisotropic properties of different
planes determine the structure of the obtained glass samples. But the structures
of glasses after differential etching are determined by the preform compositions.
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Fig. 5.6 SEM image of glass
microhole array made by
using salt as template

Different borosilicate glasses vary greatly in their resistivity to the etchant (usually
HF) [34–36], and the variation of etching resistivity of the borosilicate glasses is
determined by the content of B2O3. When B2O3 is doped in the SiO2 lattice, B3+

will replace the Si4+. Since the valence will not be balanced if one B3+ replaced
one Si4+, an extra B3+ is needed when three Si4+ have been replaced. The extra
B3+ will result in more defects in the silica lattice and therefore the more B2O3,
the lower etching resistivity the glass will have. Based on this theory, FDN can
be used to make glass microspikes or microwells with well-defined size, location,
and arrangement of each component. The keys to the success of this method are
as follows: (1) the creation of bulk glass composites with ordered micro-features,
(2) the identification of an etchant that shows large differences in the etching rates
for two glasses, and (3) the diffusion-limited wet etching of glass composites. The
structures of etched microstructures are determined by fiber drawing and wet etch-
ing. The spacing and the diameter of the structures are determined by the sizes of
starting glasses and drawing and etching conditions. The HF concentration is pro-
portional to the etch rate. Figure 5.7 illustrates the variation of the etch rate with
the concentration of HF solution for Corning 7740 (same as Schott 8830) glass
wafers [37].

5.11 Glass Microspike Array

A large scale of 3D ordered glass microspike/well array are generated by combin-
ing fiber drawing and differential chemical etching [38–40]. For spike array, the
starting materials are two types of glasses: core glass is in rod form with high
etchant resistance and clad glass is in tube form with low etchant resistance. The
two glasses are chosen in such a way that they have similar softening temperatures
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Fig. 5.7 Etch rate of glass
(Corning 7740) in
concentrated HF solution

and coefficients of thermal expansion, but dissimilar resistance to an etchant. Tubes
of Schott 8487 glass that contain a rod of 8330 glass or salt (NaCl) powders are
drawn into long microfibers, which are cut into short and even length FBBs of
microspikes and microchannels, respectively. The 8487 glass (soft) contains more
borate oxide (16.5 over 13.0 mass%) and reacts faster with hydrofluoric acid (HF)
than the 8330 glass (hard). The FBBs of salt or hard glass or two types of FBBs can
be packed to form a parallel bundle with ordered arrangements at cross section. The
bundle is drawn again into long fibers and cut into short FBBs, where the diameter
and spacing of hard glass or salt core reduce from millimeters to micrometers. The
centimeter-long FBBs from the second draw are assembled to another glass bundle,
which is annealed to a glass rod and cut into thin plates. After polishing, the plates
are immersed in water to dissolve the salt and etched in HF to make microspikes.
Figure 5.8a is a scanning electron microscopy (SEM) image of microspikes etched
in 20% HF (volume) for 60 min, which makes microspikes with the cone angle
of 40◦. Figure 5.8b is an SEM image of microwells etched in 2% HF for 30 min.
Figure 5.8c is an image of an array of microchannels after dissolving salt, where
both the diameter and spacing are around 3 μm. The FBBs of microchannels and
microspikes are closely packed to form a hexagonal pattern, following the rule of
packing non-overlapping hard spheres with identical diameters.

The cone angles of glass structures can be controlled over a wide range from 5◦ to
140◦, depending on conditions of the chemical etching. The micro-mirror array can
deflect more than 97% of the incident light away from the incident direction, thus
making novel substrates ideal to increase optical paths for a variety of optoelec-
tronic applications. The wet etching is carried out in a quiescent solution in order
to reduce convective flow, allowing the diffusion of molecules to be dominant. The
buffered oxide etchant (BOE) maintains a nearly constant etching rate by keeping
the concentration of fluorine ions constant. The chemical etching will start from the
center, where the mass ratio of the etchable glass is largest. Based on the etching
experiments, the curvatures of the microspike/well could be controlled by changing
the etching time or the concentration of the etchant.



128 Z. Ma et al.

Fig. 5.8 SEM images of
glass microspikes (a),
microwells (b), and
microchannels (c)

5.12 Hybrid Glass Membranes

Wetting is the ability of a liquid to maintain contact with a solid surface, result-
ing from intermolecular interactions when the two are brought together. The degree
of wetting is determined by a force balance between adhesive and cohesive forces,
where adhesive forces between a liquid and a solid cause a liquid drop to spread
across the surface and cohesive forces within the liquid cause the drop to ball up
and avoid contact with the surface. The adhesive force is determined by the sur-
face energy of the solid and, in ideal case, depends on the thermodynamic stability
between the solid, air, and liquid phases which is defined by the equilibrium state in
Young’s equation:
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γSG = γSL + γLG cos θ (5.4)

On non-ideal surfaces, the contact angle hysteresis is determined by the roughness
of the surface textures. The rough texture of a surface is divided into two categories:
homogeneous and heterogeneous, which is interpreted by Wenzel’s [41] model and
Cassie–Baxter’s [42] model, respectively. By fine-tuning the surface roughness, it
is possible to achieve a transition between superhydrophobic and superhydrophilic
regions. Generally, the rougher the surface, the more hydrophobic it is [43]. On
the other hand, by controlling the surface tension using surfactants, a partially or
completely wetting surface can also be made to transit between superhydrophobic
and superhydrophilic properties.

A superhydrophobic glass membrane has an integrated array of microspikes
and micropores by packing FBBs, dissolving template material (i.e., salt) to form
glass microchannels, differential etching of two glasses, and modifying etched glass
using self-assembled monolayer [44]. The FBBs of microchannels and microspikes
are closely packed to form a hexagonal pattern, following the rule of packing
non-overlapping hard spheres with identical diameters. The FBBs of microspikes
and microchannels can be packed to form multi-component ordered structures.
Figure 5.9a is a scanning electron microscopy (SEM) image of microspikes etched
in diluted HF, which makes microspikes with the cone angle of 30◦. In order to
generate superhydrophobic membranes, etched glass microspikes are modified by
chloro-group silane. The modified membrane strongly repels water drop, which has
to be held in place by a micropipette for contact angle measurements. Figure 5.9b, c
shows a water drop sitting on a glass membrane with microspike cone angle of 30◦.
The advancing and receding angles are measured as 166◦ and 159◦, respectively.

An array of microchannels with spiky edges and superhydrophobicity has been
made using a preform with tube–tube–salt configuration, where salt powders are
filled in a hard glass tube and the tube is inserted into an 8487 glass tube. This
preform is processed by FDN, and the FBBs from each draw cycle are packed to
ordered hexagonal pattern. After polishing plate and dissolving salt, an ordered array
of microchannels with spiky edge is generated by chemical etching (Fig. 5.10a).

Fig. 5.9 High-resolution SEM image of glass microspikes (a) and water drops on superhydropho-
bic microspike array during compression (b) and retraction (c)
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Fig. 5.10 Microchannels with sharp edges at different magnifications (a–c); diameter distribution
of microchannels (d)

Figure 5.10b is an SEM image of the glass membrane. High-resolution image shows
that the bottom and top width of the spiky edge are 2 μm and 100 nm, respectively
(Fig. 5.10c). The pore diameter has shown a narrow distribution of about 3.4 μm
with 95% of pore diameters falling in the range of 3–4 μm (Fig. 5.10d). The porosity
is about 30%.

5.13 Textured Structure of Encapsulated Paraffin Wax
Microfiber

Paraffin wax is a phase change material (PCM) that has high latent heat of fusion; the
large latent heat can act as a heat reservoir absorbing heat when the outside is hot-
ter and releasing heat when the outside is colder. Some researches have been done
on fabricating cloth using polymer-encapsulated PCM for thermal regulating. But
the yield using the wet coating method is not high enough to fulfill the requirement
of real applications. Poly(methyl methacrylate) (PMMA) has a melting tempera-
ture of over 200◦C and can be drawn into fibers of small diameters. Solid–liquid
PCM of paraffin wax at melting temperature of 26◦C is used as a filling material
inside polymer tubes to form preform for fiber drawing. The drawing is performed
at 190◦C as described above. Figure 5.11a is an SEM image of a polymer fiber that



5 Three-Dimensional Micro/Nanomaterials Generated by Fiber-Drawing . . . 131

Fig. 5.11 SEM image of polymer-encapsulated paraffin microwires (a) and 3D structures of
polymer-encapsulated paraffin microwires (b)

contains paraffin wax with diameter of 100 μm obtained after the first draw. The
fibers are not transparent below the melting temperature of wax due to scattering of
light. After heating above its melting temperature, the fibers become transparent. In
addition, the flexible fibers can be weaved into a large sheet as shown in Fig. 5.11b.
Owing to their large latent heat of fusion, PCM materials have been used widely
for thermal storage and transfer applications. By making PCM fibers and their 3D
textured structures, it is possible to make clothes that can absorb heat energy and
decrease heat or cold fluctuations, thus providing a new superior level of comfort in
clothing.

5.14 Conclusions

By using glassy tube with desired thermophysical, chemical, and surface properties,
3D micro/nanostructures can be made over a large area at high yield, controllability,
and manufacturability. Several issues have to be considered in FDN: (1) softening
temperature of glassy materials should be close to melting temperature of filling
materials; (2) coefficients of thermal expansion of glassy materials and the filling
material at the drawing temperature must be close to each other; (3) there should be
no chemical reaction between the glassy and the filling materials at the drawing tem-
perature; (4) the molten material should have a certain wettability with glass surface;
(5) the filling materials should not have low vapor pressure at high temperature.
Although these criteria seem rigorous, many choices are available with respect
to glass (or polymer) composition and working conditions, making the method a
general strategy.
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Chapter 6
One-Dimensional Metal Oxide Nanostructures
for Photoelectrochemical Hydrogen Generation

Yat Li

6.1 Introduction

Hydrogen represents a promising solution that can simultaneously address energy
crisis and environmental pollutions caused by carbon-containing energy carriers,
which have been recognized as two major challenges human beings seek to over-
come in the 21st century [1]. Hydrogen has very high gravimetric energy density
of ∼140 MJ/kg, which is three times higher than that of gasoline. More impor-
tantly, hydrogen is a portable fuel that can react with oxygen in a fuel cell device
to generate electricity in an environmentally benign manner, with water as the only
side product. Central to the success of hydrogen technology and economy, the effi-
cient generation, transportation, and storage of hydrogen are the major challenges.
Despite hydrogen being known as a clean energy carrier, ironically, most hydrogen
(∼95% in the United States) is presently produced from steam methane reforming
and water-gas shift reaction. This approach still relies on fossil fuels or natural gas
and produces undesired by-products including carbon monoxide and carbon diox-
ide [2]. The development of an efficient, low-cost, and scalable method for hydrogen
generation from renewable and carbon-free energy sources is the first and may be the
most important step. Enormous efforts have been made in developing new strategies
for hydrogen production [3, 4], and photoelectrochemical (PEC) approach is one of
the major research focuses [3, 5–11].

6.1.1 Photoelectrochemical Hydrogen Generation

Solar hydrogen generation from PEC water splitting has been a holy grail in chem-
istry and energy conversion research for decades, as water is the most abundant
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hydrogen source on the Earth. Water splitting is known to be a thermodynamically
uphill process:

H2O(l) → H2(g) + 1/2O2(g) (�G ∼ 237.2KJ/mol)

A minimal potential of 1.23 V is needed for the reaction to proceed. Due to the
recombination loss of photogenerated electron–hole pairs and the imperfection
of devices such as contact and electrode resistances, practically optimal energy
required for water splitting is around 1.8–2 V. This energy can be obtained from
renewable or non-renewable sources. It is well known that hydrogen can be gener-
ated from water electrolysis via an electrolysis cell given that enough potential is
applied. However, this is a process that basically transforms electricity generated by
other methods into chemical energy in the form of hydrogen. Furthermore, signifi-
cant amount of energy loss is involved in the process since electrolysis cells have a
typical cell efficiency limit of around 80% [12, 13]. Therefore, electrolytic hydro-
gen production is not a sustainable solution for energy problem. A better solution
may be the combination of a photovoltaic (PV) cell with an electrolysis cell. The
photovoltage created in a PV cell can be used to supply the requested energy for
water electrolysis. Nevertheless, the relatively high cost of PV cell is a major draw-
back of this approach. In addition, the efficiency of this two-step process is expected
to be limited by the energy loss in electrolysis and the efficiency of commercially
available PV devices, which is typically around 10–15%. In this regard, a PEC cell
consisting of semiconductor photoelectrodes that can efficiently harvest solar light
and use this energy directly for water splitting can potentially be a more promising
and cost-effective way for hydrogen generation.

A PEC cell is composed of a cathode and an anode, on which redox chemical
reactions involving electron transfer take place. At least one of the electrodes should
be a semiconductor that absorbs solar energy. Figure 6.1 shows a simple schematic
of a conventional PEC cell for hydrogen generation that typically consists of a
semiconductor photoanode and a platinum cathode. Upon light irradiation with the
photon energy equal to or exceeding the band-gap energy of the semiconductor
photoanode, electrons will be promoted from the valence band to the unoccupied
conduction band and leave holes in valence band. The semiconductor will form a
depletion layer at the semiconductor–electrolyte interface, which causes the energy
bands to bend upward and downward in p-type and n-type semiconductors, respec-
tively. In both cases, the energy band bending helps to separate the photogenerated
electrons and holes. For n-type semiconductor photoanode, while the electrons will
transport to the platinum cathode and reduce protons in the electrolyte solution to
hydrogen, the holes will accumulate on the photoanode surface for water oxidation
to produce oxygen, as illustrated in the following equations:

Platinum cathod: 2H+(aq) + 2e− → H2(g) E0
red

= 0V

Semiconductor anode: 2H2O(l) + 2h+ → 4H+(aq) + 4e− + O2(g) E0
ox = −1.23V
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Fig. 6.1 Principle of operation of PEC cells for hydrogen generation via photo-cleavage of water.
The PEC cell is composed of n-type semiconductor photoanode and a platinum cathode [11]

In some cases, sacrificial electrolyte solution, such as alcohols, will be used
for protecting the oxidation of photoanode (will be discussed in more detail in
Section 6.4); then the photogenerated holes would oxidize these hole scavengers
without producing oxygen, if their oxidation potentials are above that of water.

To serve as a high-performance PEC photoanode, the semiconductor must sat-
isfy several key criteria [5, 14, 15]: (i) photochemical stability with good corrosion
resistance in aqueous solution; (ii) a conduction band edge that is more negative
than the H2 evolution potential and a valence band edge more positive than the O2
evolution potential; (iii) a favorable band-gap energy that allows strong absorption
of solar light; (iv) high-quality material with low density of defects that ensures
efficient charge transfer and reduced electron–hole recombination; and (v) low cost.
Unfortunately, to date, there is no such material that can meet all the requirements
simultaneously. Among the various candidates for the photoanode, semiconductor
metal oxides represented by TiO2, ZnO, Fe2O3, and WO3 have attracted much
attention due to their superior chemical stability in oxidative environment and
inexpensive material cost [5, 16–22].

6.1.2 Challenges in Metal Oxide-Based PEC Hydrogen
Generation

Since the first report of using TiO2 photoelectrode for PEC water splitting in 1972
[7], these metal oxide photoelectrode materials have been investigated extensively.
There are several key challenges that have been identified. First, the conduction
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band of most metal oxide materials is less negative than the H2 evolution potential,
and therefore an external potential is required for photochemical hydrogen gen-
eration. Second, the inefficient charge carrier transportation in some metal oxide
materials causes significant electron–hole recombination loss and therefore limits
their overall conversion efficiency. A representative example is α-Fe2O3, which has
a very short excited state lifetime (∼10 ps) and a short hole diffusion length (∼2–
4 nm). Finally, the weak visible light absorption is the major limitation for all wide
band-gap semiconductors such as TiO2, ZnO and WO3.

Considerable efforts have been made to address these issues in recent years
[5, 6, 11, 23]. For instance, elemental doping and sensitization are two promis-
ing approaches that can increase the visible light absorption of wide band-gap
metal oxides. For example, the enhanced photoresponse has been observed in metal
oxides doped with elements such as nitrogen, sulfur, and carbon [14, 22, 24, 25].
Alternatively, metal oxides can be coupled to small band-gap semiconductors via
sensitization [26–30]. The semiconductor needs to form a type II band alignment
with metal oxide; the photoexcited electrons created in the sensitizer can therefore
be injected into metal oxide and transferred to the counter-electrode for hydrogen
generation. We will discuss these two approaches in more detail in Sections 6.3
and 6.4.

On the other hand, increasing the energy level of the conduction band and
improving the carrier charge transportation in metal oxide are scientifically very
challenging in conventional planar devices. For instance, a thick layer of metal oxide
film is typically needed for complete absorption of solar light, especially for indi-
rect band-gap semiconductor, as it reduces the charge-collection efficiency due to
increased possibility of electron–hole recombination. The recent development of
nanomaterials opens up new opportunities in addressing these fundamental scien-
tific issues. In this chapter, we will review and discuss the recent developments
in unique one-dimensional (1D) metal oxide nanowires and nanotubes for PEC
hydrogen generation.

6.1.3 One-Dimensional Nanomaterials for Photoelectrodes

The concept of PEC solar hydrogen generation has been well demonstrated based
on metal oxide nanocrystalline films and bulk materials [5–8]. One-dimensional
metal oxide nanowires and nanotube arrays with unique structural morphology-
and size-associated properties represent a new class of photoelectrode materials that
could potentially address the abovementioned critical issues (Fig. 6.2). They have
potential advantages over their bulk counterparts. First, nanostructured photoelec-
trodes provide an extremely large semiconductor–electrolyte interface whereon the
redox reactions can take place, which could facilitate the charge separation. Second,
in comparison to planar structures, 1D nanostructure with high aspect ratio pro-
vides not only a long path for efficient light absorption but also a much shorter
diffusion length (nanowire radius) for minority carriers (Fig. 6.2, inset). When
the nanowire diameter is comparable to the minority carrier diffusion length, the
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Fig. 6.2 (a) Schematic diagram of PEC cell with 1D nanowire-arrayed photoanode. (b) A
schematic of nanowire photoanodes for water splitting. The small diameter of the nanowires
ensures a short hole diffusion length

electron–hole recombination loss will be substantially reduced, which is especially
important for semiconductors with low carrier mobilities such as α-Fe2O3. Third,
the electron–hole overlap factor and electron–hole exchange interaction increase
greatly due to quantum size confinement in nanomaterials, resulting in increased
band-gap energy as well as increased oscillator strength or absorption coefficient,
as compared to bulk materials. The increase of conduction band energy level and
absorption coefficient should reduce the required external potential for hydrogen
generation and enhance the light absorption efficiency of indirect band-gap metal
oxide. Fourth, in comparison to nanoparticles (nanocrystalline films), single-crystal
1D nanostructure without grain boundaries is expected to have improved vectorial
charge transportation and, thus, could potentially reduce the electron–hole recom-
bination loss. Fifth, the unique bottom-up synthetic strategy allows the growth
of single-crystal 1D nanomaterials on different substrates and prevents the for-
mation of dislocations from the lattice mismatch between the growth substrate
and the semiconductor. These high-quality nanostructured photoelectrodes with
low density of defects could reduce trapping and improve the transport of charge
carriers. Finally, the coating of nanomaterials on conducting substrates naturally
forms an antireflection layer, the energy loss due to direct light reflection can
be reduced compared to conventional planar shiny electrode. With these potential
advantages, 1D nanostructured semiconductor photoelectrodes could fundamen-
tally change the design of PEC cells and improve the solar-to-hydrogen conversion
efficiency.

One-dimensional nanostructured photoelectrodes have been explored for a num-
ber of pristine metal oxide materials, with particular emphasis on WO3 [31], ZnO
[22, 32, 33], Fe2O3 [34–38], and more commonly TiO2 [9, 19, 24, 39–49]. Among
different approaches to improve the PEC performance of metal oxides, elemen-
tal doping [14, 22, 24, 25] and quantum dot (QD) sensitization [27, 50–52] have
been extensively investigated. In this chapter, we will provide an overview of the
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recent research activities in the area of PEC solar hydrogen generation based on
1D nanostructured metal oxide photoelectrodes. The discussion will be presented in
the order of structural complexity of nanostructured semiconductor photoelectrodes:
(1) pristine metal oxides; (2) element-doped metal oxides; (3) QD-sensitized metal
oxides; and (4) element-doped and QD-sensitized metal oxides. We will highlight
the key scientific and technical challenges in each case and discuss the potential
solutions.

6.2 Pristine Metal Oxide Nanowire/Nanotube-Arrayed
Photoelectrodes

6.2.1 Nanowire-Arrayed Photoelectrodes

6.2.1.1 Hematite (α-Fe2O3)

The first demonstration of PEC water splitting using 1D nanostructures as pho-
toelectrodes was reported by Beermann et al. [34]. In 2000, they reported the
photoelectrochemistry of hematite nanorod arrays for the photoanode. Among many
metal oxide semiconductors that have been proposed for PEC anode, α-Fe2O3 has
received considerable attention due to its abundance, inexpensive cost, excellent
chemical stability, and favorable band-gap energy of 2.1 eV. It has been predicted
that a solar-to-hydrogen efficiency of 12.9% can be achieved by a material with this
band gap, which makes PEC hydrogen generation potentially competitive with PV-
assisted electrolysis cells in conversion efficiency. However, α-Fe2O3 has a very
short excited state lifetime (∼10 ps) [53, 54] and a small hole diffusion length
(∼2–4 nm) [55] that significantly limit its efficiency in charge separation and col-
lection as PEC anode. Due to the substantial loss via electron–hole recombination,
hematite photoanodes show a much lower solar-to-hydrogen efficiency compared
to the theoretical value. In this regard, a major motivation of developing α-Fe2O3
nanorods is minimizing the distance for minority carrier (e.g., holes) diffusion to
the semiconductor–electrolyte interface for oxidation reaction. Indeed, this pioneer-
ing work demonstrated that the thin films of aligned α-Fe2O3 nanorods allow more
efficient transport and collection of photogenerated electrons through a designed
path compared to films constituted of sintered spherical particles [34]. PEC mea-
surements were carried out in a three-electrode system, with 0.1 M KI in water (pH
6.8) as electrolyte, illuminated either through the electrolyte–electrode interface or
through the substrate–electrode interface, α-Fe2O3 nanowire photoanodes, showed
a significant improvement of the incident photon-to-current conversion efficiency
(IPCE) compared to the thin films of hematite spherical particles.

The α-Fe2O3 nanorod arrays prepared by the same method were also investi-
gated for direct splitting of water using 0.1 M NaOH solution as electrolyte [35].
These α-Fe2O3 nanorod-arrayed electrodes were able to yield an improved IPCE
of 8% at a wavelength of 350 nm and a light intensity of 0.1 mW/cm2 without
any applied voltage. The results support that the nanorod structure is one promising
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Fig. 6.3 Measured IPCE of
α-Fe2O3 nanorod-arrayed
photoanode at different light
intensities [35]

way to reduce the electron–hole recombination rate of α-Fe2O3 material by reduc-
ing the hole diffusion length. However, the light intensity dependence studies of the
IPCE revealed that the highest light intensity (25 mW/cm2) yields the lowest IPCE
(Fig. 6.3), indicating that the hole transfer from the valence band of α-Fe2O3 to the
electrolyte was still slow and limited the conversion efficiency. The minor improve-
ment of the semiconductor–electrolyte kinetics was ascribed to the relatively large
diameter of hematite nanorods.

Since the report of these pioneering works, efforts have been made to reduce the
diameter of α-Fe2O3 nanorods. Vayssieres et al. reported the synthesis and char-
acterization of bundled ultrafine α-Fe2O3 nanorods of typically 4–5 nm in diameter
[56, 57], which is comparable to the hole diffusion length of α-Fe2O3 (Fig. 6.4). This
structure is expected to be able to substantially improve the collection of photoex-
cited holes and minimize the electron–hole recombination of α-Fe2O3. In addition,
the lateral quantum confinement effect was observed in these ultrafine nanorods,
which led to a significant band-gap increase of 0.3–0.6 eV [57]. The increase in band
gap could potentially move the conduction band of α-Fe2O3 above the H+/H2 poten-
tial, which could allow the generation of hydrogen under visible light absorption
without applied bias.

Since α-Fe2O3 is an indirect band-gap semiconductor that has relatively low
absorptivity, a relatively thick film/long nanowires are necessary for complete light
absorption. The low electron mobility is another major limitation for α-Fe2O3
photoanode. One of the current research focuses on the enhancement of electron
transportation in hematite, including preparing element-doped α-Fe2O3 materials
to improve the electronic and structural properties, which will be discussed in
Section 6.3.3.

6.2.1.2 Titanium Oxide (TiO2) and Zinc Oxide (ZnO)

The observed unique advantages offered by nanorod-arrayed photoanode have been
observed in other semiconductor metal oxides as well, including TiO2 [47] and
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Fig. 6.4 Electron microscopy images of α-Fe2O3 arrays consisting of bundled ultrafine
nanorods [57]

ZnO [32, 33]. TiO2 is one of the most promising metal oxide materials for PEC
hydrogen generation due to its excellent chemical stability and low material cost.
In comparison to α-Fe2O3, TiO2 has better hole diffusion length (∼10–8 m) [58]
and electron mobility (∼1 cm2/Vs) [59], and thereby, less electron–hole recombina-
tion loss is expected. Khan and coworkers compared the photoresponse of TiO2 thin
film and nanowire film as photoanodes toward water splitting. A more than twofold
increase in maximum photoconversion efficiency was observed in the experiments
when a single-layer thin film of TiO2 was replaced by nanowires [47]. This result
was consistent with the conclusion obtained in α-Fe2O3 studies and again proved
the advantage of nanorod structures for PEC photoanode.

A number of new synthetic strategies have been develope to improve the den-
sity, morphology, and material quality of TiO2 nanorod arrays. Wolcott et al. have
reported the PEC water splitting using dense and vertically aligned anatase TiO2
nanorod-arrayed photoanodes prepared by oblique angle deposition on indium tin
oxide (ITO)-conducting substrates (Fig. 6.5a) [19]. The TiO2 nanorods were mea-
sured to be 800–1100 nm in length and 45–400 nm in diameter, with a high
density of 25×106 nanorods/mm2. They showed pronounced photoresponse in the
UV region. The light intensity-dependent studies confirmed that no saturation of
photocurrent was observed at least up to 230 mW/cm2 indicates very efficient
charge transportation and redox reaction at the semiconductor–electrolyte interface
(Fig. 6.5b). A recent study also reported the growth of single-crystal, rutile TiO2
nanowire arrays on fluorine-doped tin oxide (FTO) using hydrothermal method [16,
60]. These aligned nanowires were uniform in diameters in the range from ∼100
to 150 nm and the typical nanowire lengths of 2−3 μm. These TiO2 nanowires
showed a pronounced photocurrent density of 0.5 mA/cm2 at –0.2 V vs. Ag/AgCl
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Fig. 6.5 (a) SEM images of vertically aligned nanorod arrays of n-TiO2. (b) Linear sweep voltam-
mograms taken at a 10 mV/s scan rate in a 0.5 M NaClO4 electrolyte solution with an Ag/AgCl
reference electrode, a Pt coiled counter-electrode, and a TiO2 nanorod array working electrode (A)
in the dark and under light intensity of (B) 100 mW/cm2 and (C) 230 mW/cm2 [19]

under light intensity of 100 mW/cm2 (AM 1.5), in a mixture of 0.25 M Na2S and
0.35 M Na2SO3 electrolyte solution [60]. The advancement in synthetic control-
lability opens up new opportunities in studying and understanding the interplay
between the structure and the PEC performance of nanomaterials.

ZnO, a direct band-gap semiconductor with similar band-gap and band edge posi-
tions as TiO2, represents another promising photoelectrode material. Despite ZnO
being known to be not stable in acidic condition, the electron mobility of ZnO is
typically 10–100-fold higher than that of TiO2, which could lead to reduced elec-
trical resistance and enhanced electron transportation. In 2008, Ahn et al. reported
the enhancement of PEC response by aligned nanorods in ZnO thin films. ZnO
thin films were deposited in pure Ar and mixed Ar and N2 gas ambient at vari-
ous substrate temperatures by rf sputtered ZnO targets. The authors find that the
deposition in pure Ar ambient leads to polycrystalline ZnO thin films. The presence
of N2 in the deposition ambient promoted the formation of single-crystal aligned
nanorods and impurity bands at temperatures above 300◦C. ZnO films with aligned
nanorods deposited at 500◦C exhibit significantly enhanced photoelectrochemical
response, compared to polycrystalline ZnO thin films grown at the same temperature
(Fig. 6.6). The enhanced photocurrent was attributed to the improved crystallinity
and/or the improved light absorption in long wavelength.

Recently, Li et al. also grew single-crystal, vertically aligned ZnO nanowire
arrays on ITO substrate using previously reported hydrothermal method [61] and
studied their PEC performance. These ZnO nanowire-arrayed photoanodes typically
exhibited a photocurrent density of ∼0.3 mA/cm2 at 0.5 V vs. Ag/AgCl under light
intensity of 100 mW/cm2 in NaClO4 electrolyte solution at pH 7 (Fig. 6.7), which
is comparable to that observed in TiO2 nanowires in the same electrolyte solution.
Despite the nanostructured ZnO and TiO2 electrodes show good PEC properties,
they are wide band-gap semiconductors with very limited visible light absorption,
and therefore, their overall conversion efficiencies are typically less than 1%. We
will discuss the approaches to address this major challenge for ZnO and TiO2 in
Sections 6.3, 6.4, and 6.5.
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Fig. 6.6 Photocurrent–voltage curves of (a) ZnO(Ar/N2) nanorod and (b) ZnO(Ar) films,
deposited at 500◦C under (red curve) continuous illumination, (black curve) dark condition, and
(blue curve) light on/off illumination with an UV/IR filter. Electrolyte and scan rate were 0.5 M
Na2SO4 aqueous solution and 5 mV/s, respectively

6.2.1.3 Tungsten Trioxide (WO3)

WO3 with a band gap of 2.9 eV is another attractive metal oxide material and has
been extensively studied. While most studies have been focused on planar struc-
tures [62–67], Sunkara et al. recently reported the hot filament-assisted synthesis of
vertical arrays of tungsten oxide nanowires [68] and their PEC studies [31]. WO3
nanowire-arrayed photoanode grown on FTO substrate showed a maximum solar-
to-hydrogen conversion efficiency of 0.33% at the potential of 0.82 V vs. saturated
calomel electrode (SCE) and IPCE of 85% at 370 nm at 1.2 V vs. SCE [31]. The
high quantum efficiency was attributed to the nanowire architecture that enhanced
charge transport. In addition, the photocurrent of WO3 measured with increasing
light intensity showed a linear increase with light intensity up to 500 mW/cm2. This
data indicates that the carrier generation was the rate-limiting step and the carrier

Fig. 6.7 Linear sweep
voltammograms, collected at
a scan rate of 10 mV/s at
applied potentials from –0.5
to +0.7 V from ZnO
nanowires in the dark (black
line) and at 100 mW/cm2
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Fig. 6.8 Linear sweep
voltammograms collected
from PEC cells under light
illumination of 100 mW/cm2

with WO3 nanowire-arrayed
photoanodes at a scan rate of
25 mV/s. Insets: SEM images
of WO3 nanowire array on
transparent conducting oxide
substrates [31]

transportation was efficient in WO3. The nanowire arrays were stable for up to 8 h
of continuous gas evolution under light illumination (Fig. 6.8).

6.2.2 Nanotube-Arrayed Photoelectrodes

The general concept of using 1D nanostructures for PEC photoelectrodes has also
been extended to metal oxide nanotubes [24, 40, 42, 43, 45, 69–76]. In comparison
to nanorods or nanowires, nanotubes exhibit less semiconductor material for light
absorption but larger surface area for interfacial redox reactions. The large effec-
tive surface area is in close proximity with the electrolyte and the thin tube wall,
thus enabling diffusive transport of photogenerated holes to oxidizable species in
the electrolyte. Water splitting using highly ordered TiO2 nanotube arrays as photo-
electrode was first reported in 2005 [69]. Vertically aligned titania nanotubes were
prepared from a starting titanium sheet by potentiostatic anodization and followed
by post-annealing at 500◦C in oxygen atmosphere to improve the material crys-
tallinity (Fig. 6.9a). The wall thickness was controlled by the anodization bath
temperature. Mor et al. demonstrated that the nanotube wall thickness is a key
parameter influencing the magnitude of the photoanodic response and the overall
efficiency of the water splitting reaction. The titania nanotube array with 34 nm wall
thickness showed much greater photocurrent density than a similar array with 9 nm
walls. It was believed to be due to the enhanced band bending of the thicker walls
decreasing surface recombination rates, and thus, increasing the photocurrent. Upon
UV illumination (320–400 nm) at an intensity of 100 mW/cm2, hydrogen gas was
generated in a 1 M KOH electrolyte solution at the power-time normalized rate of
960 μmol/h/W (24 mL/h/W) at an overall conversion efficiency of 6.8% (Fig. 6.9b),
which was the highest reported value in TiO2-based PEC cells.
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Fig. 6.9 (a) SEM image of
TiO2 nanotubes on titanium
substrate prepared via
anodization; inset: magnified
SEM image of TiO2
nanotubes. (b) Hydrogen
photoproduction data
collected from a PEC cell
consisting of a titania
nanotube-arrayed photoanode
and Pt mesh cathode [69]

Using a similar anodization approach, α-Fe2O3 nanotubes have been prepared
and studied for PEC hydrogen generation by Misra [77] and Grimes [78] groups.
As mentioned above, one of the major limitations of α-Fe2O3 for photo-cleavage of
water is the low mobility of minority carrier charge. The α-Fe2O3 nanotubes could
address this issue by offering a very short diffusion length (thin tube wall) for holes
and large semiconductor/electrolyte interfacial area for water oxidation. Latemp
et al. reported the self-assembled fabrication and photoelectrochemical properties
of α-Fe2O3 nanotube arrays, prepared by potentiostatic anodization (at a potential
of 30–60 V) of iron foil in an ethylene glycol electrolyte containing 0.2–0.5 wt%
NH4F and 2–4% deionized water. The nanotube arrays have a pore diameter ranging
between 30 and 80 nm, with a minimum wall thickness of ∼10 nm. Crystallization
of the as-synthesized, amorphous, iron oxide nanotube arrays to α-Fe2O3 was
achieved through annealing in an oxygen-deficient ambient. IPCE measurements
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showed the visible light photoactivity of the α-Fe2O3 nanotubes, although the IPCE
quickly dropped after ∼400 nm. It was believed that an additional reduction in the
wall thickness and improved crystallinity could further improve the photoresponse
of α-Fe2O3 through the reduction of electron–hole recombination.

Mohapatra et al. reported a simple sonoelectrochemical anodization method to
grow smooth and ultrathin (5–7 nm thick) α-Fe2O3 nanotube arrays (3–4 μm long)
on Fe foil (Fig. 6.10a) [77]. A maximum photocurrent density of 1.41 mA/cm2

(solar-to-hydrogen efficiency of 0.84%) was observed for PEC cell based on the
hydrogen-annealed α-Fe2O3 nanotube-arrayed photoanode in 1 M KOH electrolyte
solution at 0.5 V vs. Ag/AgCl under a light intensity of 100 mW/cm2 (Fig. 6.10b).
The development of novel nanotube structures provides a promising approach to
address the fundamental limitation in bulk α-Fe2O3 materials.

The abovementioned examples have clearly demonstrated the unique advantages
of 1D metal oxide nanostructures as photoanodes from a structural perspective.
Meanwhile, the PEC performance of metal oxides depends strongly on the optical
and electronic properties as well. For instance, one of the major challenges for large

Fig. 6.10 (a) As-anodized
Fe2O3 nanotubes fabricated
on Fe foil at 50 V using 3
vol% water for 13 min; inset:
magnified SEM image of an
individual Fe2O3 showing the
tube wall thickness.
(b) Potentiodynamic (I–V)
behavior of iron oxide
nanotubes under AM 1.5
illumination (87 mW/cm2):
(a) as-anodized, (b) oxygen
annealed, and (c) hydrogen
annealed; and under visible
light illumination: (d) oxygen
annealed and (e) hydrogen
annealed. Inset shows the
efficiency of the nanotube
arrays
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band-gap metal oxides, such as TiO2, ZnO, and WO3, is the limited visible light
absorption. In the following sections, we will review the recent research activities
with the goal to address this issue by developing more sophisticated 1D nanostruc-
tures through elemental doping and quantum dot sensitization. These approaches
offer new possibilities in manipulating the material structure optical and electronic
properties.

6.3 Element-Doped Metal Oxide 1D Nanostructures

One promising approach to altering the properties of semiconductor nanomateri-
als is to dope them with other elements including metal ions such as iron [43, 73]
and copper [79] and non-metal species such as silicon [36, 48, 80, 81], nitrogen
[46, 82–84], carbon [74, 85], sulfur [86], and boron [87], which has been well
demonstrated in PEC studies. Recently, it has been proved concept that doping can
narrow the band-gap energy, suppress the electron–hole recombination, increase the
conductivity of semiconductor, and modify material structure to increase effective
surface area of nanomaterials, which all could lead to enhanced PEC performance
compared to pristine semiconductors.

6.3.1 TiO2 Nanostructures

In comparison to cationic metals, anionic non-metal species for doping has attracted
more interest in recent years. One of the major purposes of doping is to enhance
the photoactivity of wide band-gap metal oxide for hydrogen generation. Doping
should create energy states in the band gap of semiconductors to enhance visible
light absorption, while the conduction band edge of metal oxides, including subse-
quent impurity states, should be higher than the H2 evolution potential to ensure its
photoreduction activity. Unlike most metal ions, which often give quite localized
d states deep in the band gap of the semiconductors and result in recombination
centers of carriers, the p states of some anionic species could mix well with the
corresponding states in the semiconductors. For instance, in the N-doped TiO2 films
prepared by sputtering, the p states of N were mixed well with the O 2p states and
contributed to the band-gap narrowing of TiO2, resulting in noticeable absorption
of visible light at wavelengths less than 500 nm [84]. Similarly, enhanced photore-
sponse was also observed in C-doped TiO2 [14]. The C-doped TiO2 film prepared by
flame pyrolysis of a Ti metallic sheet in natural gas showed lower band-gap energy
and absorbed appreciably at wavelengths less than 535 nm, whereas the reference
n-TiO2 samples showed absorption at 414 nm [14].

Carbon doping has been demonstrated in vertically aligned TiO2 nanotube arrays
[24]. Incorporation of carbon into TiO2 nanotubes prepared by electrochemical
anodization of Ti foil was achieved by annealing the tubes in CO atmosphere at
600◦C. The band-gap energy of TiO2–xCx nanotube arrays deduced from the vari-
ation of the absorption coefficient near the band edge was about 2.2 eV, and they
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a. b.

Fig. 6.11 (a) Band-gap determination of the TiO2–xCx nanotube array prepared at 600◦C from the
(jphhν)1/2 vs. hν plot and (b) current–potential characteristics of the TiO2–xCx nanotube array in
the dark (black) and under visible light (red) and white light (green) illumination [24]

showed significant photoresponse under visible light illumination, (Fig. 6.11). These
TiO2–xCx nanotube arrays showed much higher photocurrent density and more
efficient water splitting than pristine TiO2 nanotube arrays, and the total photocur-
rent was 20 times that of a P-25 TiO2 nanoparticulate film. The enhancement was
attributed to the improved visible light absorption in C-doped TiO2. This investiga-
tion demonstrated that a chemical approach to decrease the band-gap semiconductor
and combined with the unique 1D nanostructure to improve PEC performance.

In addition, boron-doped and Si-doped TiO2 nanotube arrays were also reported
recently by Quan et al. [87, 88]. The dense and vertically aligned TiO2 nanotube film
was produced in a similar anodization process on a Ti sheet. Boron and silicon were
doped into the nanotubes by chemical vapor deposition treatment using trimethyl
borate and tetraethylorthosilicate as the boron and silicon sources, respectively. X-
ray photoelectron spectroscopy studies confirmed the incorporation of dopants and
the formation of Ti–B–O and Si–O–Ti bonds. In comparison to pristine TiO2, the
boron-doped TiO2 showed a slight shift of the absorption edge to lower energy in the
spectrum and a higher photoconversion efficiency under both UV and 400–620 nm
visible light irradiation [87]. The enhanced photocurrent was due to the increased
visible light absorption via B-doping. In contrast, the Si-doped TiO2 showed a blue
shift of the absorption edge [88], and surprisingly an enhanced photoresponse was
observed in the UV region. The enhancement of photocurrent density was also
believed to be due to the photo-induced hydrophilicity. The contact angle of Si-
doped TiO2 sample was decreased from 27.7◦ to ∼0◦ under UV light irradiation,
which facilitated the oxidation reaction at the semiconductor–electrolyte interface.
Although both the B and Si doping improved the PEC performance of TiO2 com-
pared to pristine sample, these results demonstrated that the role of doping in metal
oxide can be very different. The understanding of the chemical states and the func-
tion of doping is the key in optimizing the material properties for PEC hydrogen
generation.
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In addition, it is well known that doping is capable of changing the electronic
properties of semiconductor. The pristine TiO2 is of n-type semiconductor due to
the presence of oxygen vacancies and typically serves as photoanode. In a previous
study, Mor et al. demonstrated that TiO2 can be doped with copper to form p-type
TiO2 materials for photocathode [45]. The vertically oriented p-type Cu–Ti–O nan-
otube array films were fabricated by anodization of copper-rich (60–74%) Ti metal
films co-sputtered onto fluorine-doped tin oxide (FTO)-coated glass. Moreover, a
pn-junction diode was fabricated using p-type Cu–Ti–O nanotube array films in
combination with n-type TiO2 nanotube array films for self-biased PEC water split-
ting (Fig. 6.12a). Nozik and coworkers have demonstrated this idea in 1994 by
combining a single-crystal n-TiO2 photoanode and a p-GaP photocathode through
ohmic contacts [89]. To achieve hydrogen generation at zero bias, the conduction
band of the p-type photocathode must be above the H2 evolving potential and the
valence band of the n-type photoanode must be below the water oxidation poten-
tial. The combination of two semiconductors relaxes the criteria of the energetic
overlap for photoelectrodes, which increases the number of semiconductors that
could be used as photoelectrodes water splitting [89–91]. Upon illumination, pho-
tons above the band gap will be simultaneously absorbed to generate photoexcited
electrons and holes at both photoelectrodes. The majority carriers created at the
anode (electrons) and cathode (holes) will recombine at the ohmic contact, while
minority carriers generated at the anode (holes) and cathode (electrons) will be
used for water splitting. Overall, this process absorbs two photons to produce one
useful electron–hole pair, which limits the efficiency. With the glass substrates
oriented back-to-back, light is incident upon the UV-absorbing n-TiO2 side, with
the visible light passing to the p-Cu–Ti–O side, as shown in Fig. 6.12. Under
global AM 1.5 illumination, this pn-junction diodes generated photocurrents of
∼0.25 mA/cm2, with a photoconversion efficiency of 0.30% at zero bias. This work

Fig. 6.12 (a) Illustration of PEC pn-junction diode for water splitting comprised of n-type TiO2
and p-type Cu–Ti–O nanotube array films, with their substrates connected through an ohmic
contact. (b) Photocurrent from the self-biased photochemical diode in (a) under global AM 1.5
illumination. The n-TiO2 side of the diode is kept immersed in a 1 M KOH aqueous solution and
the p-Cu–Ti–O side is kept in 0.1 M Na2HPO4 with a salt bridge linking the solution of the two
sides [45]
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provided important insight in developing self-biased PEC nanodevices for hydrogen
generation.

6.3.2 ZnO Nanostructures

Non-metal doping was demonstrated in other semiconductor metal oxides such
as ZnO and α-Fe2O3. Theoretical calculations of the densities of states by the
full-potential linearized augmented plane wave formalism revealed that among the
elements used for substitutional doping of O in metal oxide, N was one of the most
effective dopants in narrowing its band gap because its p states have a good mix
with the O 2p states of metal oxide. Previous studies of n-type N-doped ZnO films
have shown a significant red shift in the light absorption wavelength [32, 92, 93].
Recently, vertically aligned single-crystal ZnO nanowire arrays were synthesized
by a hydrothermal method, followed by annealing in ammonia at 550◦C to incorpo-
rate nitrogen as a dopant [22]. Yang et al. demonstrated that the N concentration of
nanowires can be controlled by varying the annealing time. XPS studies confirmed
the substitutional doping of N. PEC studies of N-doped ZnO nanowire arrays as
photoanodes demonstrated an enhancement of photoresponse in the visible region
and almost an order of magnitude increase in photocurrent density compared to
undoped ZnO nanowires prepared under similar conditions (Fig. 6.13).

6.3.3 Hematite (α-Fe2O3) Nanostructures

α-Fe2O3 is an indirect band-gap semiconductor with a band gap of ∼2.2 eV that can
absorb a considerable part of the solar light up to 620 nm, which consists nearly 40%
of the sunlight photons at global AM 1.5. However, the photoactivity of α-Fe2O3 is

Fig. 6.13 (a) SEM image of ZnO nanowire array on ITO substrate. (b) Linear sweep voltammo-
grams collected at a scan rate of 10 mV/s at applied potentials from –0.5 V to +1.3 V, from undoped
ZnO nanowires in the dark (black line), undoped ZnO nanowires (blue line), and N-doped ZnO
nanowires (red line) at 100 mW/cm2 [22]
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limited by its low charge carrier mobility and high resistivity, which cause substan-
tial recombination between the photogenerated electron–hole pairs. In this regard,
previous studies on the element doping of α-Fe2O3 were not intended to enhance
the light absorption, but to improve the separation and collection of photoexcited
charge carriers. Silicon has been known to be a good dopant for α-Fe2O3 nanomate-
rials for PEC water splitting [36, 80, 81, 94]. The nanocrystalline thin-film Si-doped
α-Fe2O3 nanorod photoelectrodes prepared by atmospheric pressure chemical vapor
deposition produce a photocurrent of up to 1.45 mA/cm2 at 1.23 V vs. NHE, which
is much higher than that with undoped α-Fe2O3 electrodes. Different mechanisms
for the photoresponse enhancement by silicon doping have been proposed. First,
silicon serves as an n-type dopant that improves the electrical conductivity in the
α-Fe2O3 lattice. Second, the incorporation of Si dopant leads to the formation of
dendritic α-Fe2O3 nanostructure with branches, which substantially increases the
surface area of the photoanode (Fig. 6.14). Electron microscopy studies revealed
that the highly developed nanorod-like dendritic nanostructure of 500 nm thickness
has a feature size of only 10–20 nm at the surface. The reduction of the grain size
to a level that is comparable to the hole diffusion length of α-Fe2O3 nanoparticles
simultaneously minimizes the recombination of electrons and holes and increases
the surface area of the photoanode. More detailed studies of the effect of Si doping

Fig. 6.14 Top view
(45◦ tilted) SEM images of
α-Fe2O3 films grown by
atmospheric pressure
chemical vapor deposition on
FTO glass. (a) Si-doped
α-Fe2O3 and (b) undoped
α-Fe2O3 film. (c)
Current–voltage
characteristics in darkness
and under simulated sunlight
at a scan rate of 50 mV/s [81]
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on the performance of nanostructured α-Fe2O3 photoanodes for water splitting have
recently been reported [36, 81].

Frites et al. also demonstrated the α-Fe2O3 nanowires and carbon-modified α-
Fe2O3 film (denoted as (CM)-n-Fe2O3) that showed pronounced photoresponse and
conversion efficiencies [38]. The n-type α-Fe2O3 nanowire thin films were syn-
thesized by thermal oxidation of Fe metal sheet in an electric oven at different
temperatures from 550 to 850◦C for 15 min. The nanowires showed certain orienta-
tion in growth direction, but the density was relatively low compared to TiO2 or ZnO
nanowire arrays. The synthesis of nanocrystalline (CM)-n-Fe2O3 photoelectrodes
was carried out by flame oxidation of Fe metal sheet at different temperatures (700–
850◦C) and oxidation times (3–15 min). Natural gas provided the carbon source.
The optimized α-Fe2O3 nanowire photoelectrode showed a photocurrent density
of 1.32 mA/cm2 at a measured potential of 0.0 V vs. SCE (Fig. 6.15) in a 5 M
KOH electrolyte under a light intensity of 100 mW/cm2 standard AM 1.5 illumina-
tion, which was the highest reported photocurrent density obtained from α-Fe2O3
nanowires. The enhancement can be attributed to the reduced transport distance of
the photogenerated holes from the bulk to the semiconductor–electrolyte interface.
Significantly, the photocurrent density was further improved to 3.14 mA/cm2 in
CM-n-Fe2O3 sample under the same potential, electrolyte, and light intensity. The
carbon incorporation was believed to be responsible for increasing the conductivity
as well as lowering the indirect band gap of CM-n-Fe2O3 film from 2.2 to 1.95 eV.
The maximum photoconversion efficiency of 1.69 and 2.23% was observed in the
nanowire and CM-n-Fe2O3 film, respectively. Doping was again proved to be effec-
tive in improving the PEC performance of α-Fe2O3. A long-term goal is combining
the 1D materials with favorable doping to simultaneously enhance the transportation
of photogenerated electrons and holes.

Fig. 6.15 Current–voltage characteristics of optimized CM-n-Fe2O3 nanocrystalline film and
n-type α-Fe2O3 nanowires in a 5 M KOH electrolyte solution under white light intensity of 100
mW/cm2 (AM 1.5)
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6.4 Quantum Dot Sensitizations

6.4.1 Background

Quantum dot (QD) sensitization is a promising approach in increasing the visi-
ble light absorption of large band-gap semiconductors. This idea was motivated
by the development of Grätzel cells. Grätzel and coworkers developed nanocrys-
talline, dye-sensitized solar cells that convert light to electrical energy with a highest
reported efficiency of ∼11%. The dye-sensitized solar cell consists of TiO2 nanopar-
ticles deposited on a conducting substrate. Dye molecules that are able to absorb
visible light are adsorbed to the surface of TiO2. Under irradiation, the photoex-
cited dye molecules inject electrons to the TiO2 nanoparticles, which are transported
through the porous TiO2 layer and collected by a back contact. The oxidized dye is
regenerated by a redox-active electrolyte. Since organic dye molecules are often
unstable under heat or light, especially over an extended period of time, an alter-
native approach is replacement of the dye molecules with more stable inorganic
crystalline semiconductor QDs in a variation of the Grätzel cell [95]. Small band-
gap QDs can sensitize the metal oxide and absorb visible light; furthermore, the
band gap can be controlled by varying QD size to potentially cover the entire
spectrum of solar light [96, 97]. This device concept has been extended to PEC
devices for hydrogen generation. Various studies have shown improved visible light
photoactivity with coupled semiconductors with different band-gap energies, e.g.,
TiO2/CdS [26, 42, 98], TiO2/CdSe [99, 100], and ZnO/CdS [60]. These nanocom-
posite structures are typically composed of two semiconductors, one with a wide
band gap and another with a smaller band gap. The small band-gap QD is primar-
ily responsible for visible light absorption and sensitizing the large band-gap metal
oxide through electron and/or hole injection. Efficient electron injection from QD
to metal oxide requires that the bottom of the conduction band of the QD be above
the bottom of the conduction band of the metal oxide. This electron transfer could
enhance the charge separation and reduce the electron–hole recombination in QD
by forming a potential gradient at the QD–metal oxide interface.

In order to effectively sensitize metal oxide with semiconductor QDs (e.g., CdSe
or CdS), two common approaches have been employed to ensure good interfacial
contact and, thereby, efficient charge transfer between the QD and the metal oxide.
One is to grow/deposit QDs directly on the metal oxide surface using chemical
bath deposition (CBD) methods [101, 102]. The other approach is to link QDs
to metal oxide nanomaterials with bifunctional molecules X–R–Y, where X and
Y are functional groups that bind to the QD and metal oxide, respectively [96,
103–105]. For example, a number of mercaptoalkanoic acids have been used as
linker molecules, such as thioglycolic acid (HSCH2CO2H), that have both thiol
and carboxylic groups binding to the QD and metal oxide, respectively. A linker
molecule can affect both the electronic structure and the electron transfer rate at the
interface.
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6.4.2 Quantum Dot-Sensitized ZnO Nanowires

QD sensitization has been demonstrated in different 1D structures. Here we will
review the recent developments in quantum dot-sensitized TiO2 and ZnO nanowires.
In a previously reported CdS QD/ZnO nanowire heterostructures [27], the small-
sized CdS nanoparticles were deposited uniformly on the surface of ZnO nanowire
arrays in a chemical bath containing CdSO4, thiourea, and an aqueous ammonia
solution (Fig. 6.16). The deposition of CdS nanoparticles increased the light absorp-
tion limit up to ∼550 nm, as shown in Fig. 6.16b [27]. Since the bottom of the
conduction band of CdS is located above the conduction band of ZnO, the photoex-
cited electrons in CdS can transfer easily to ZnO. To protect the CdS QDs from
corrosion, 1 M Na2S aqueous solution was used as electrolyte. The S2– ions serving
as sacrificial reagents will be oxidized at photoanode to form S, instead of evolv-
ing oxygen as expected for water splitting. The PEC cells based on these CdS/ZnO
heterostructures as photoanodes showed enhanced photocurrent compared to those
of a bare ZnO nanowire photoanode (Fig. 6.16c). The photocurrent density is pro-
portional to loading amount of CdS QDs, which can be controlled via the CBD

a. b.

c.

Fig. 6.16 (a) Tilted cross-sectional SEM image of the CdS NP/ZnO nanowire heterostructure
array. Inset is the top view SEM image. (b) Light absorbance spectra of CdS nanoparticle/ZnO
nanowire heterostructure arrays, depending on CdS deposition times. (c) Chopped illumination
(100 mW/cm2) current–voltage characteristics of bare ZnO nanowire and CdS nanoparticle-
deposited ZnO nanowire arrays using two different concentrations of a CdS deposition solution
in a 1 M NaS solution with a saturated calomel reference (SCE) electrode [27]
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deposition time and reactant concentration. The results confirmed that the photogen-
erated electrons in QDs can be injected efficiently into the ZnO, and the substantially
enhanced photocurrent was due to the improved visible light absorption.

QD-sensitized TiO2 samples were also demonstrated by the Kamat group,
although most of the work focused on their applications for solar cells [26, 106,
107]. Interestingly, it has been recently suggested that TiO2 nanorod arrays can be
sensitized by different sizes of CdSe nanoparticles to form rainbow solar structures
[26]. The band-gap and band edge positions can be engineered by synthetically tai-
loring the particle size of QDs. This multiple-junction QD heterostructures could
potentially be used in PEC cells to maximize the light absorption efficiency in the
same way as has been demonstrated in tandem PV cells.

6.4.3 Quantum Dot-Cosensitized Nanowires

Motivated by the tandem cell structure, recently an efficient PV photoelectrode was
prepared by sequentially assembled CdS and CdSe QDs onto a nanocrystalline TiO2
film using CBD method [100]. The CdS/CdSe-cosensitized TiO2 photoelectrode
(TiO2/CdS/CdSe) was found to have a complementary effect in light absorption
and exhibited a significant enhancement in the current–voltage response, both in
dark conditions and under light illumination. More importantly, the open circuit
potentials measured in the dark for these electrodes indicated that a Fermi level
alignment occurs between CdS and CdSe, causing downward and upward shifts of
the band edges, respectively, for CdS and CdSe. A stepwise band edge structure
was, therefore, constructed in the TiO2/CdS/CdSe electrode, which is responsible
for the performance enhancement of this photoelectrode.

Wang et al. extended this device concept to 1D metal oxide nanostructures
[60]. Two QD-sensitized ZnO nanowire-arrayed photoanodes (denoted as CdS–
ZnO and CdSe–ZnO) and two QD-cosensitized ZnO nanowire samples (denoted
as CdSe–CdS–ZnO and CdS–CdSe–ZnO) were prepared by CBD method for PEC
measurements. These cosensitized samples were illuminated from the backside of
the substrate in all PEC measurements. The IPCE measurements of these sam-
ples displayed several important features (Fig. 6.17a). First, CdS–CdSe–ZnO and
CdS–ZnO had similar IPCE characteristics, indicating that the intermediate CdSe
layer in CdS–CdSe–ZnO sample had little or no contribution to the photocur-
rent. This can be understood by the band alignment between CdS and CdSe,
where the photogenerated holes in CdSe QD cannot be transferred to electrolyte
due to the large potential difference between the valence band edges of CdSe
and CdS (Fig. 6.17b). Second, both CdSe–ZnO and CdS–ZnO samples exhibited
IPCE of ∼25% in the wavelength above their band-gap energy, suggesting efficient
electron transfer from QD to ZnO nanowire. CdSe–ZnO showed higher photocur-
rent density than CdS–ZnO and CdS–CdSe–ZnO samples as a result of strong
absorption in a broader range of wavelength. Finally, the CdSe–CdS–ZnO sample
presented the most pronounced photocurrent among all four samples due to the step-
wise band alignment. As shown in Fig. 6.17b (right scheme), the band alignment



6 One-Dimensional Metal Oxide Nanostructures for Photoelectrochemical . . . 155

Fig. 6.17 (a) Measured
IPCE spectra of single-sided
nanowire samples in the
wavelength region of
310–650 nm at a potential of
0 V vs. Ag/AgCl. (b) Energy
band diagram of
CdS–CdSe–ZnO and
CdSe–CdS–ZnO nanowire
photoanodes [60]

allows transportation of both electrons and holes in this composite structure. On
the contrary, the performance of the reverse structure, CdS/CdSe/ZnO, was lim-
ited by potential barrier at the CdS/CdSe interface. The enhanced IPCE observed
in the CdSe–CdS–ZnO sample compared to CdSe–ZnO can be attributed to the
elevation of CBE of CdSe via band alignment between CdS and CdSe and the
increase in light absorption below the wavelength of 550 nm due to the incorpo-
ration of CdS middle layer. However, the presence of CdS layer also increased
the diffusion length for charge carriers, which may cause recombination loss and
reduce the efficiency in charge collection. This effect was reflected by the gradual
decrease of IPCE above 500 nm in CdSe–CdS–ZnO compared to CdSe–ZnO sample
(Fig. 6.17a).

6.4.4 Double-Sided Quantum Dot Sensitization

PV studies have demonstrated that tandem structure made of a combination of semi-
conductors with optimal band-gap energies can maximize the absorption of solar
light [26]. However, rational synthesis of the multi-junction nanostructures for PV
or PEC devices has been technically challenging. Wang et al. recently reported the
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Fig. 6.18 Schematic diagrams illustrating (a) the architecture and (b) the corresponding energy
diagram of double-sided CdS–ZnO–ZnO–CdSe nanowire-arrayed photoanode. The dashed box
highlights the CdS–ZnO and CdSe–ZnO interfaces [60]

design and characterization of a novel double-sided CdS and CdSe quantum dot-
cosensitized ZnO nanowire-arrayed photoanode for PEC hydrogen generation [60].
The double-sided design represents a simple analogue of tandem cell structure, in
which the dense ZnO nanowire arrays were grown on an ITO substrate followed by
sequential sensitization of CdS and CdSe quantum dots on each side (Fig. 6.18a).
At equilibrium, the Fermi levels of the three semiconductors will be aligned in elec-
trolyte solution as shown in the simplified energy diagram (Fig. 6.18b). Importantly,
the conduction band edges of CdS and CdSe are located above the conduction band
of ZnO, allowing efficient transfer of photoexcited electrons from CdS and CdSe
QDs to ZnO nanowires. Double-sided illuminated TiO2 nanotubes developed previ-
ously by Misra group require the two sides to be operated separately, and therefore
the need for two energy sources. In contrast, this new double-sided QD-sensitized
nanowire device can be operated using a single white light source by illuminating
from the CdS side of the substrate. To allow enough light to penetrate through the
first layer, the loading of CdS QDs was intentionally reduced, while the CdSe QDs
were in maximum loading for complete light absorption.

In addition to the CdS–ZnO–ZnO–CdSe nanowire structure, three additional
double-sided samples including ZnO nanowires (denoted as ZnO–ZnO), CdS
QD-sensitized ZnO nanowires (denoted as CdS–ZnO–ZnO–CdS), and CdSe QD-
sensitized ZnO nanowires (denoted as CdSe–ZnO–ZnO–CdSe) were prepared in
similar growth and sensitization conditions and used as control samples for PEC
measurements. The linear sweep voltammograms recorded from these samples
showed that QD-sensitized nanowire samples exhibited substantially enhanced
photocurrent compared to pristine ZnO nanowires, as expected. Significantly, on
the basis of a single white light illumination of 100 mW/cm2, the cosensitized
CdS–ZnO–ZnO–CdSe nanowires showed a maximum photocurrent density of
∼12 mA/cm2 at 0.4 V vs. Ag/AgCl, which is about two times larger than those of
single-sensitized samples (CdS–ZnO–ZnO–CdS and CdSe–ZnO–ZnO–CdSe). The
data confirmed that the incident light transmitted through the CdS–ZnO layer to the
CdSe–ZnO layer at the back of the substrate and the light was absorbed by both
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layers. More importantly, there was a synergistic effect in the cosensitized sample
that led to the photocurrent enhancement.

IPCE measurements were performed to study their photoresponse as a function
of incident light wavelength. The CdS–ZnO–ZnO–CdS sample had a pronounced
IPCE of 35–45% at wavelengths up to 500 nm and then the IPCE dropped to a
minimal level at wavelengths below the CdS band-gap energy of ∼550 nm. On the
other hand, the CdS–ZnO–ZnO–CdSe sample showed photoactivity at a broader
range of wavelengths from 400 to 650 nm due to the smaller band gap of CdSe,
with a relatively lower IPCE value of ∼25%. At the same incident wavelength
(400–500 nm), the higher IPCE revealed that the CdS–ZnO nanocomposite was
more efficient than CdSe–ZnO in separating and collecting photoexcited electrons,
which is in agreement with the larger potential difference between the conduction
band edges of CdS and ZnO. It is noteworthy that the cosensitized CdS–ZnO–ZnO–
CdSe nanowire photoanode showed a nearly constant IPCE of ∼45% in the whole
visible region from 400 to 650 nm, clearly demonstrating the advantage of this
tandem structure. The high photoactivity at the incident wavelength from 400 to
500 nm is expected as both CdS and CdSe layers have substantial absorption in
this region. More importantly, the IPCE of CdS–ZnO–ZnO–CdSe photoanode is
about two times higher than that of CdSe–ZnO–ZnO–CdSe at the incident wave-
length of 550–650 nm, where the CdS layer in the cosensitized sample has minimal
light absorption. The enhanced IPCE was attributed to the Fermi level alignment
between CdS and CdSe, which increased the potential difference between the con-
duction band edges of CdSe and ZnO in the cosensitized sample. The increased
potential difference facilitated the electron separation and transfer from CdSe QD
to ZnO nanowire in the cosensitized sample and thereby improved the IPCE.

Moreover, in comparison to single-sided cosensitized nanowire structure (CdS–
CdSe–ZnO), this double-sided architecture that enables direct interaction between
QD and nanowire showed improved charge-collection efficiency. As shown in
Fig. 6.19a, they had similar current–voltage profile at a bias below –0.1 V. While the
photocurrent of CdS–CdSe–ZnO saturated quickly with a maximum current density
of ∼6 mA/cm2, there was no current saturation for the double-sided CdS–ZnO–
ZnO–CdSe sample at large bias. The data suggested that electron transfer in the
CdSe–CdS–ZnO is less efficient compared to CdS–ZnO–ZnO–CdSe due to the pres-
ence of this intermediate CdS layer that would increase the chance of electron–hole
recombination and limit electron collection efficiency. The limited electron trans-
fer efficiency from CdSe QD to ZnO nanowire was also reflected in the IPCE data.
The IPCE of CdSe–CdS–ZnO sample at the wavelength above 500 nm was smaller
compared to CdS–ZnO–ZnO–CdSe sample (Fig. 6.19b), indicative of relatively low
collection efficiency of electrons created in CdSe. Importantly, the double-sided
cosensitized sample addressed this limitation, with CdS and CdSe QDs that directly
contact ZnO nanowires allowing electron transfer efficiently from QD to nanowire.

The results represented the first double-sided nanowire photoanode that inte-
grates uniquely two semiconductor QDs of distinct band gaps for PEC hydrogen
generation and can be possibly applied to other applications such as nanostructured
tandem PV cells.
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Fig. 6.19 Comparison of
PEC performance of
double-sided
CdS–ZnO–ZnO–CdSe and
single-sided CdSe–CdS–ZnO
samples. (a) Linear sweep
voltammograms, collected at
a scan rate of 10 mV/s at
applied potentials from –0.7
to +0.4 V vs. Ag/AgCl at 100
mW/cm2; red and black
dashed line are the dark scan
of CdS–ZnO–ZnO–CdSe and
CdSe–CdS–ZnO samples,
respectively. (b) Measured
IPCE spectra at the incident
wavelength from 310 to
650 nm at a potential of 0 V
vs. Ag/AgCl [60]

6.5 Synergistic Effect of Quantum Dot Sensitization
and Elemental Doping

To date, both sensitization and doping of metal oxide nanostructures have been
explored separately for PEC hydrogen generation, yet little work has been done
on combining the two approaches. In 2008, Lopez-Luke et al. demonstrated a
synergistic effect in combining CdSe QD sensitization with N-doping of TiO2 for
photovoltaic cells [103]. The device showed substantially enhanced PV response
and was tentatively attributed to increased hole transport from the CdSe valence
band to the N-dopant level. Recently, Hensel et al. reported the first example
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of CdSe QD-sensitized and N-doped TiO2 nanomaterials for PEC hydrogen
generation [99]. A significant synergistic effect between QD sensitization and
N-doping was observed in both anatase TiO2 nanoparticle films and vertically
aligned rutile TiO2 nanowire arrays. Here we will use TiO2 nanowire as an example
for discussing the PEC results.

The vertically aligned TiO2 nanowire arrays were prepared via a non-polar sol-
vent/hydrophilic substrate interfacial reaction under mild hydrothermal conditions,
reported previously [16]. These nanowire arrays were N-doped by annealing in
ammonia and sensitized with CdSe QDs using CBD method. The linear sweep
voltammograms recorded from four samples (pristine TiO2, N-doped TiO2, QD-
sensitized TiO2, and QD-sensitized N-doped TiO2) in dark and with light illumi-
nation of 100 mW/cm2 are illustrated in Fig. 6.20. The results showed a general
trend in photocurrent density of samples: CdSe–TiO2:N > CdSe–TiO2 > TiO2 ∼
TiO2:N. Pristine TiO2 and TiO2:N samples exhibited a similar photocurrent den-
sity of ∼0.5 mA/cm2 at –0.2 V vs. Ag/AgCl, which indicated that N-doping has no
obvious effect on photocurrent. Both TiO2 and TiO2:N nanowire samples showed
a great enhancement in photocurrent after CdSe sensitization due to improved visi-
ble light absorption. Significantly, the CdSe–TiO2:N nanowires showed the greatest
photocurrent density of 2.75 mA/cm2, which is almost two times enhancement
compared to CdSe–TiO2 nanowires. These results confirmed the synergistic effect
in combining CdSe QD sensitization and N-doping since no enhancement was
observed in N-doped TiO2.

A theoretical model was developed to explain the synergistic effect. In compari-
son to the undoped TiO2 sample, TiO2:N has a higher density of partially occupied
oxygen vacancy states, Vo, located at ∼0.4 eV above the CdSe valence band edge
(Fig. 6.21) that can facilitate hole transfer from CdSe to TiO2 following photoex-
citation of the CdSe QDs. This interfacial hole transfer was believed to improve
the PEC photocurrent of CdSe–TiO2:N nanoparticle films in two ways. First, it can
reduce the electron–hole recombination in CdSe QDs. Second, the holes transferred
to the Vo levels in TiO2 can either oxidize the sacrificial reagent on site or be fur-
ther transported through the TiO2 network to other oxidation sites, the latter being
especially important for thick nanocrystalline films. The recombination between the
holes transferred to the Vo levels and the electrons in the conduction band of TiO2
or CdSe is expected to be not significant, since the coupling between the localized
Vo states and the delocalized conduction band should be weak. This model was
also modified from the previous model proposed to explain the enhanced photore-
sponse in CdSe–TiO2:N films for PV cells where N-doping was thought to directly
facilitate hole transport [103]. These PEC results strongly suggest that the enhance-
ment in photoresponse for the CdSe QD-sensitized and N-doped TiO2 was due to
improved hole transfer/transport enhanced by oxygen vacancy states mediated by
N-doping. It provided useful insights for developing new nanostructures tailored
for PEC hydrogen generation and other applications via controlled band engineer-
ing. A long-term goal would be the detailed kinetic studies on the interfacial carrier
transfer between CdSe QD and TiO2, which could lead to a better understanding of
the carrier transfer.
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Fig. 16.20 Linear sweep
voltammograms collected
at a scan rate of 10 mV/s from
TiO2, TiO2:N, CdSe–TiO2,
and CdSe–TiO2:N nanowire
arrays, in dark and with light
illumination of 100 mW/cm2

[99]

6.6 Concluding Remarks

This chapter has provided a brief overview of some of the recent research activi-
ties in the study of 1D semiconductor metal oxides for PEC hydrogen generation.
With precise control over the size, morphology, and doping of nanomaterials as well
as material and device structure, they open up new opportunities in addressing the
fundamental issues in PEC hydrogen generation. Advantages of 1D nanomaterials
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Fig. 6.21 Proposed model for the electron transfer at CdSe/TiO2 interface in a CdSe–TiO2:N
sample. All the energy levels are referenced to NHE scale. CB and VB are conduction band and
valence band, respectively. Green lines and blue lines represent the energy levels of Vo and No,
respectively. The horizontal dashed line indicates H2O/H2 potential level. Red arrows highlight
the hole and electron transfer from CdSe to TiO2. Black dashed arrows highlight the possible
electronic transitions between the different energy levels in TiO2. The schematic diagram shows
three possible competing pathways for the photogenerated holes in CdSe: (i) oxidization of S2– to
S2

2–; (ii) recombination with electrons in the CB, and (iii) transfer to Vo levels in TiO2 [99]

for PEC applications include large surface area, small size, significantly reduced
distance for carrier diffusion, and low light reflectivity, as demonstrated in many
studies. However, several challenging issues remain to be addressed in order for
PEC hydrogen generation to become practical. One issue is efficiency that is cur-
rently still low, i.e., less than 1%. Another issue is long-term stability. Both issues
are likely rooted in the high density of defect states, largely due to large surface-
to-volume ratio, that act to trap charge carriers and thus lower useful photocurrent
as well as result in undesired irreversible chemical or photochemical reactions that
degrade the photoelectrodes. Possible solutions to these problems include improved
material architectures and properties based on more advanced nanostructures and
device architectures that can help to reduce defects and improve charge transport and
transfer. It is highly hopeful that some of the fundamental problems of metal oxide
semiconductors for PEC applications, such as light absorption, charge-collection
efficiency, and photochemical stability, are expected to be solved by developing new
nanomaterials and device architectures.
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Chapter 7
Helical Nanostructures: Synthesis and Potential
Applications

Pu-Xian Gao and Gang Liu

7.1 Introduction

In nature, three-dimensional (3D) helical structure is the most fundamental
structural configuration of DNAs, proteins, and bio-functional groups, such as cyto-
plasm and periplasm [1]. Synthetically, many 3D helical structures with micro- and
nano-features have been fabricated from a number of inorganic materials. Typical
examples include ZnO nanohelices/nanosprings [2–7], SiO2 nanohelices [8, 9],
carbon-based nano-/microcoils [10–12], and some other nanohelices based on III–V
and II–VI semiconductors [13–16]. Because of their nanoscale 3D spiral symmetric
geometry, as well as unique mechanical, electrical, and electromagnetic properties,
helically nanostructured materials are attracting considerable attention and have
potential applications in electronics, optics, nano- and micro-electromechanical
system (NEMS and MEMS), energy and environment-related technologies, and
biomedicine.

In the past decade, different methods, such as glancing angle deposition (GLAD)
[17–18], thermal vapor deposition [2, 3], focused ion beam chemical vapor depo-
sition [19], and template method [15], have been developed for the synthesis of
3D nanomaterials with helical structures. However, the rationale control of the chi-
rality, length, pitch, shape, and orientation of the helical nanostructures is still a
daunting task. In addition, compared with the synthesis of 1D structured nanotubes,
nanowires, and nanorods, the yield of 3D nanohelices is usually low (mostly less
than 30%).

In this chapter, we review the latest progress in the synthesis of different helical
nanostructures such as semiconductor helices, carbon-related helical nanostructures,
and other helical nanostructures. In the meantime, we review their unique and novel
mechanical, electrical, and electromagnetic properties of individual nanohelices and
their relevant applications.
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7.2 Semiconductor Nanohelices

7.2.1 ZnO Nanohelices

Zinc oxide (ZnO) is a typical semiconducting oxide material, which can be syn-
thetically fabricated in different helical forms including single-crystal nanohelices
[3], nanorings [20], and nanobows [21] by bending/folding polar surface-dominated
nanobelts. These growth processes are thermodynamically driven by a minimization
of the electrostatic energy contributed by the cation- and anion-terminated surfaces
in this ionic material, and the helical structured shapes are determined by a balance
between the electrostatic energy and the elastic deformation energy.

7.2.1.1 Superlattice-Structured ZnO Nanohelices

In 2005, Gao et al. [2] discovered a distinctive helical structure of ZnO made of
a superlattice-structured nanobelt that is formed spontaneously in a solid–vapor
growth process. The superlattice nanobelt is a periodic, coherent, epitaxial, and par-
allel growth of two alternating nanostripes of ZnO crystals oriented with their c-axes
perpendicular to each other.

The ZnO nanohelices were grown with high reproducibility via a vapor–solid
process [2] by using temperature ramping strategy to control the growth kinetics.
The experimental setup consists of a horizontal high-temperature tube furnace, an
alumina tube, a rotary pump system, and a gas controlling system. First, 2 g of
commercial ZnO powder (Alfa Aesar) was compacted and loaded into an alumina
boat and positioned at the center of the alumina tube as the source material. The
system was pre-pumped to ∼2 × 10–2 mbar, and the ramp rate was controlled at
20–25◦C/min when the temperature was raised from room temperature to 800◦C.
The furnace was then held at 800◦C for 20 min and the temperature was ramped
at 20◦C/min from 800 to 1400◦C. When the temperature reached 1000◦C, argon
was introduced as a carrier gas to raise the pressure from ∼2 × 10–2 mbar to the
desired synthesis pressure of 200–250 mbar within ∼2.5 min. The solid–vapor depo-
sition was carried out at 1400◦C for ∼2 h under a pressure of 200–250 mbar. The
argon carrier gas was kept at a flow rate of 50 sccm (standard cubic centimeters per
minute).

Figure 7.1a shows the scanning electron microscopy (SEM) images of the newly
discovered ZnO helical nanostructure in the form of a crystal-orientation-modulated
superlattice (Fig. 7.1b). The superlattice nanostructure is a periodic, coherent, epi-
taxial, and parallel assembly of two alternating stripes (I and II) of zinc oxide
nanocrystals oriented with c-axes perpendicular to each other (bottom inset in
Fig. 7.1b). Each nanostripe crystal has a width of ∼1.8 nm, defining a period of
∼3.5 nm. The nanostripes I and II have top and bottom surface pair of ±(0001)
polar surfaces and ±{011̄0} non-polar surfaces, respectively. The nanohelix super-
lattice is about 300–800 nm in diameter, ∼10–30 nm thick, and ∼100–600 nm wide.
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Fig. 7.1 (a) Low (left) and high magnification SEM images of a right-handed ZnO nanohelix
superlattice; (b) nanohelix superlattice nanotripes I and II dominated by ±(0001) polar surfaces
and ±{011̄0} non-polar surfaces, respectively; (c) superlattice nanohelix model with periodi-
cally running nanostripes; and (d) the synthesis parameter control profile of ZnO superlattice
nanoehlices

The observed superlattice lengths are in the range of ∼1–500 μm. The nanohe-
lix growth starts with a structural transformation from a single-crystal ±(0001)
dominated nanobelt into a (011̄0)/(0001) superlattice nanohelix and then is ter-
minated with a transformation into a ±{011̄0} dominated single-crystal nanobelt
(Fig. 7.1c). It is suggested that reducing the polar surfaces could be the driving
force for forming the superlattice structure, and the rigid structural rotation/twisting
caused by the superlattice results in the initiation and formation of the nanohelix. It
is worth noting that with a ∼5◦ offset shown in the dark-field transmission electron
microscopy (TEM) image in the right inset of Fig. 7.1c, the nanostripes are nearly
parallel to the nanobelt growth direction and run along the length of the superlattice
nanohelix.

During this growth, pure ZnO was used as the source materials, and the process
was a vapor–solid (VS) process, rather than a vapor–liquid–solid (VLS) process.
The five-step synthesis parameter control profile shown in Fig. 7.1d was used for this
orientation-modulated superlattice growth, suggesting a necessary dynamic control
over parameters for this type of growth. With the systematic control of the param-
eters, the yield of superlattice nanohelices can reach 10–20%, relatively lower than
the high yield of single-crystalline nanohelices, which is above 50% [3].
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7.2.1.2 Superelasticity, Nanobuckling, and Nonlinear Electronic Transport
of Superlattice-Structured ZnO Nanohelices

To unravel the physical characteristics of superlattice nanohelices, Gao et al.
conducted some experimental work on the nanomechanical manipulation and
electrical characterization. During the mechanical manipulation process, some
unusual nanoscale phenomena were observed including superelasticity (Fig. 7.2)

Fig. 7.2 An in situ mechanical nano-manipulation (a–e) of a superlattice nanohelix using a tung-
sten nanoprobe under a focused ion beam microscope; (f) a nonlinear function of dynamic spring
constant versus radius of nanohelix during compression and tension
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Fig. 7.3 Nanoscale buckling phenomenon observed in ZnO nanohelix by tip compression (a–f)
and release (g–h)

and nanobuckling (Fig. 7.3). On the study of electronic transport of ZnO superlattice
nanohelix, a non-linear transport characteristic was revealed (Fig. 7.5).

Superelasticity of Superlattice-Structured ZnO Nanohelix

Mechanically, the superlattice-structured ZnO nanohelix has recently been found to
have unique superelastic characteristics [4]. During an in-situ nano-manipulation
using a tungsten nanoprobe in a scanning electron (SE)/focused ion dual beam
microscope, it was discovered that the nanohelix could elastically recover its shape
(Fig. 7.2a–e) after an extremely large axial stretching to a degree close to the theo-
retical limit (Figs. 7.2b, c), while suffering little residual plastic deformation. As a
result, the spring constant can be continuously increased up to 300–800%.

Based on the experimental data acquired from the nanohelix manipulation, five
sets of nanohelix dimensions have been used for numerical analysis of the radius
dependence of the spring constant upon extension or compression. Figure 7.2f
shows plots of spring constant versus instant radius of the five manipulated nanohe-
lices. Upon extension, the radius of the nanohelix decreases as the pitch is increased,
while a compression would lead to an increase of the nanohelix radius as the pitch
decreases. It is also noticed that upon an extremely large extension, the nanohelix
spring constant increases nonlinearly with a dramatic increase.
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Table 7.1 Increase in spring constant for the superlattice nanohelix at the maximum stretching:
r0, original radius without deformation; rf, final radius at maximum axial stretching; H0, pitch
distance of nanohelix; a, thickness of superlattice nanobelt; b, width of superlattice nanobelt; K0,
spring constant at r0; εtheory, relative theoretical maximum elongation in length; εexper, relative
experimentally observed maximum elongation; δK/K0, increase in spring constant

N1 2r0 (nm) 2rf (nm) H0 (nm) a (nm) b(nm) K0(N/m) δK/K0 (%) εTheory (%) εExper (%)

2 980 190 2200 20 220 0.082 810 72.0 69.8
3 1100 500 3600 20 500 0.072 311 38.6 34.1
4 300 80 1000 20 380 2.71 651 37.4 35.1

Table 7.1 summarizes the nanohelix elongation and spring constant increase as
a result of maximum extensions for the manipulated nanohelices under the micro-
scope. It is seen that upon extreme extensions, the nanohelix becomes stiff with the
radius decrease. It is also noticed that the static spring constant of relatively tightly
packed nanohelix (such as N1 = 4) is relatively large, 2.7 N/m. Under a possible
extreme extension condition, its spring constant would have a 650% increase up to
20.3 N/m.

Nanobuckling and Fracture of Superlattice-Structured ZnO Nanohelix

Similar to the superelastic extension and compression illustrated in previous sec-
tion, a shape memory/recovery of the superlattice-structured ZnO nanohelix was
also observed after being subjected to a buckling deformation (Fig. 7.3), which pro-
vides direct experimental evidence about the buckling mechanism for explaining
the force–displacement measurement results by atomic force microscopy (AFM)
tip [4]. Figure 7.3 records an elastic deformation and recovery process with a buck-
ling deformation phenomenon for a nanohelix compressed by a tungsten nanoprobe.
Starting from the edge of one end of a nanohelix lying on flat Si substrate (Fig. 7.3a),
the nanoprobe tip was manipulated close to the edge (Fig. 7.3b). A compressing
operation by manipulator enabled the probe tip to contact the nanohelix front edge
and deform it significantly at the edge (Fig. 7.3c). As indicated by an arrowhead, the
nanoscale local buckling and recovery of the nanohelix are shown in Fig. 7.3d–h.
The hanged side of the coiled nanobelt was compressed to become flatter and flatter
(Fig. 7.3d), until being bent over and buckled (Fig. 7.3f), where an inward arched
deformation was formed from the side of the coiled nanobelt. The release of the load
on the edge led to the recovery of the deformed nanohelix, especially the buckled
position as indicated by an arrowhead. Compared to the original shape in Fig. 7.3a,
the buckled position of the recovered nanohelix has an almost identical shape. Also
there are unlikely to have dislocations being created by the deformation due to the
small thickness (∼20 nm) of the nanohelix; the data suggest a possible nanoscale
elastic buckling and recovery process of the nanohelix when subject to a transverse
tip compression.

Nanofracture experiments were carried out using an AFM, which was used to
transversely compress a nanohelix until fracture occurred. Figure 7.4a, b shows an
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Fig. 7.4 Nanohelix fracture
mechanics under AFM: (a)
and (b) are respectively the
AFM topography image of
original ZnO nanohelix and
corresponding fractured ZnO
nanohelix SEM image after
transversal AFM tip
compressing; (c) the
force-displacement profiles of
7 different nanohelices during
AFM transversal compression
and release manipulation

AFM topography image of a nanohelix after being compressed by the AFM tip and a
corresponding SEM image, respectively. The measured force–displacement curves
for a group of nanohelices are shown in Fig. 7.4c. A common factor for the fracture
of the nanohelices is that the force–displacement presents two sharp drops at F1 and
F2, the values of which depend on the size of the nanohelix. A complete fracture of
the nanohelix follows the sharp drop at F2.

In Fig. 7.4, we have observed that a nanoscale elastic buckling deformation is
possible upon compression. It is reported that in the buckling process of a thin
millimeter-scale elastic plate arch, a similar force drop to a smaller value was
due to a transition from stretching deformation to pure bending deformation [23].
Therefore, for a transverse compression of the nanohelix, a two-step fracture pro-
cess involving a nanoscale buckling phenomenon could be proposed similarly. The
force drop might be resulting from a nanobuckling deformation associated with a
transition from stretching-resistant deformation to bending-dominant one.
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Nonlinear Electronic Transport of Superlattice-Structured ZnO Nanohelix

Nonlinear transport characteristics have been observed (Fig. 7.5) during the elec-
trical characterization of the superlattice-structured ZnO nanohelices, as compared
to the single-crystal nanobelt, which shows a linear ohmic transport property (right
inset of Fig. 7.5), similar to that in pure bulk polycrystalline ZnO [5, 24]. This indi-
cates that the nonlinear I–V curve for the nanohelix is likely due to the intrinsic
superlattice structure of the nanohelices, i.e., by involving a periodically built-in
electrostatic potential barrier across interfaces. The possible sources from the con-
tact resistances and instrumentation have been excluded. The forward sweeping at
high field led to a regular voltage oscillation, suggesting a possible resonant tun-
neling of electrons at high field, with the large thermionic electron emission being
suppressed at low temperature.

Figure 7.6a shows a possible electron transfer path across two adjacent nanos-
tripes from II to I as indicated by a white arrowhead. At the same time, across the
nanostripe interfaces, the surface paths (Fig. 7.6b) will be important for the electron
transport. In the nanostripe II, electrons will flow through each column of Zn–O
stacks along c-axis. When electrons pass through to the nanostripe I, which is a polar
nanostripe, they will follow the c-axis first to reach the surfaces and then the surface
conductivity of <0001> will be another major source of the electron transport.

Fig. 7.5 Nonlinear I–V characteristics of a superlattice nanohelix and linear characteristics of a
single-crystal nanobelt (right inset) at 77 K in vacuum. The superelasticity and nonlinear transport
properties pave foundations for smart electronic and optoelectronic nanodevice enabling
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Fig. 7.6 (a) HRTEM recorded with the electron beam perpendicular to the nanobelt surface,
showing the interface structure between two nanostripes. A possible electron path is indicated.
(b) Schematic atomic models showing the planar and cross-sectional structures between the two
nanostripes. Possible electron paths are indicated. The cross-nanostripe boundary electron flow
as well as the surface conduction from ±{011̄0} in nanostripe II to ±{0001} in nanostripe I (a)
and (b); (c) schematic diagram of ZnO superlattice nanostripe domains, corresponding polarization
directions (P). (d) The interface back-to-back potential energy barrier modulation in band structure
due to the polar charges, anisotropic surface electronic structures, as well as piezoelectric effect;
solid curve: stress-free barrier profile, dashed curve: modified profile due to stress-induced polar
charges

The nonlinear transport of the nanohelix may be due to the electronic potential
introduced by polar charges from ZnO {0001} planes and other polar surfaces as
well as the stress-induced piezoelectric field [25, 26] across oriented nanostripes.
As shown in Fig. 7.6c, d, a possible potential energy barrier profile at zero bias
can be introduced and modified by polar charges and the internal/external stresses
induced by nanostripe lattice mismatch and external thermal or mechanical stimuli.
In Fig. 7.6d, the dark solid line indicates the stress-free conduction band, and the red
dashed line indicates the conduction band energy after considering the electronic
potential introduced by interface polar charges. This periodic electrostatic potential
modulation due to the anisotropic nanostripe boundaries and surfaces represents a
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new path for band-gap engineering with impact parallel to that of the traditional
heterostructured superlattices, as mentioned in Fig. 7.1. When coupled with their
piezoelectric and semiconducting characteristics, these superlattices can be tuned
through external bias, mechanical stimuli, or optical injection. Therefore, these
entirely new single-phase superlattices can potentially form a new class of useful
electronic and optoelectronic nanomaterials.

7.2.1.3 Other ZnO Nanohelices

In Section 7.2.1.1, superlattice-structured ZnO nanohelices were synthesized by a
vapor–solid process with pure ZnO as the source material. In the literature, some
other ZnO nanohelices were synthesized by thermal evaporation of a mixture of
source materials consisting of ZnO and some other impurities such as Li2CO3 and
Ga2O3 [6], and Sb [27].

Yang et al. [6] reported a deformation-free, single-crystal ZnO nanohelix synthe-
sized by thermal evaporation method using ZnO together with Li2CO3 and Ga2O3
as the source materials. The typical synthesis procedure is as follows. First, 0.6 g of
ZnO, 0.3 g of Li2CO3, and 0.1 g of Ga2O3 powder were placed at the center of an
alumina tube that was inserted in a horizontal tube furnace. The tube furnace was
heated to 1000◦C with a ramp rate of 30◦C/min. The solid–vapor deposition was
carried out at 1000◦C for 2 h under a pressure of 200 torr with Ar flux at about 25
sccm. The nanohelices were deposited onto an alumina substrate placed at the down-
stream end of the alumina tube, where the deposition temperature was 250–350◦C.
The introduction of Li2CO3 and Ga2O3 has been found helpful for the synthesis of
polar surface-dominated ZnO nanobelts [7].

The low-magnification SEM image (Fig. 7.7a) shows that the yield of the syn-
thesized nanohelices is high. High-resolution SEM images clearly revealed the
high degree of uniformity of the nanohelices, which can be left-handed (Fig. 7.7c)
or right-handed (Fig. 7.7b). Their population ratio is nearly 1:1, which resulted
from the statistics results. The synthesized nanohelices have a typical diameter
of about 30 nm, which is much smaller than the ZnO nanosprings as reported in
[6, 7]. Energy-dispersive X-ray (EDX) spectroscopy analyses indicated that the
nanohelices are ZnO without detectable impurity of other elements in the sample.

The TEM images show that the synthesized ZnO nanohelices have intrinsic
crystal structures with uniform shape and contrast (Fig. 7.8a). High-resolution
TEM (HRTEM) images reveal that the nanohelix has an axial direction of [0001],
although the growth direction of the nanowire changes periodically along the length.
Detailed HRTEM images from the regions labeled c and d in Fig. 7.8a are displayed
in Fig. 7.8c, d, respectively. The detailed HRTEM images show that the nanowire
that constructs the nanohelix grows along [011̄1]. Because the incident electron
beam is parallel to [21̄1̄0], the two side surfaces of the nanowire are ±(011̄2̄). No
dislocations were found in the nanohelices. It is important to note that the image
recorded from the “twist” point (c) of the nanohelix shows no change in crystal lat-
tice (Fig. 7.8c), and the traces of the two sides are visible, indicating the nontwisted
single-crystal structure of the entire nanohelix.
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Fig. 7.7
(a) Low-magnification SEM
image of the as-synthesized
nanohelices of ZnO, showing
their uniform sizes and high
yield. (b) An enlarged
right-handed nanohelix.
(c) A small nanohelix with
pitch distance of 60 nm and
radius of 40 nm, which grows
around a straight nanowire

Fig. 7.8 (a) A bright-field
TEM image of a nanohelix.
No significant strain contrast
is found (apart from the
overlap effect between the
nanohelix and the nanowires).
(c, d) HRTEM images
recorded from the c and d
areas labeled in (a),
respectively, showing the
growth direction, side
surfaces, and dislocation-free
volume

According to the literature, elastic deformation usually occurred in forming the
nanorings and nanosprings due to the different structural configurations. However,
the as-discussed ZnO nanohelices are distinct from the previously reported nanor-
ings and nanosprings [7, 20, 21], which are single crystals without elastic defor-
mation. Since there is no elastic/plastic deformation introduced in forming the
nanohelix, it is the electrostatic energy that dominates the entire formation pro-
cess, making it possible to form the nanohelices much smaller than the diameters of
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the nanorings and nanosprings. In addition, as shown by the HRTEM images, the
new polar surfaces of ±{011̄1} are responsible for forming the nanohelices reported
here.

Gao et al. [27] prepared a kind of super-uniform crystalline ZnO nanohelices
fabricated with the addition of Sb by thermal evaporation. Typically, a mixture of
ZnO powder and Sb in a weight ratio of 100:1 was used as the source material and
placed in the center of a horizontal tube furnace. The tube furnace was pre-pumped
to 6.0 Pa to remove the oxygen in the furnace. Then the temperature was raised up
to 1300◦C and kept for 5–10 min under a constant pressure between 75 and 3000 Pa.
Nitrogen gas was used as carrier gas with a flow rate of 75–100 sccm. The nanohe-
lices were deposited onto the Au-coated Si substrate placed at the downstream of
the source materials.

Figure 7.9a is a typical SEM image showing that the as-synthesized samples were
composed of nanohelices and nanowires with lengths of several tens of micrometers.
High-resolution SEM image (Fig. 7.9b) shows that the nanohelix is super-uniform.
The cross sections of the helix are perfect hexagonal, suggesting that axis of the
helix may be along [0001] of ZnO. Six blocks of equal length build up one period of
the helix. The pitch distance, the mean diameter, and the thickness of the nanohelices
are typically 600, 400, and 100 nm, respectively. Nanohelices of both left-handed
(Fig. 7.9b) and right-handed (Fig. 7.9d, f) chiralities were observed and one helix
can switch chiralities (Fig. 7.9c, e).

Figure 7.10a is a low-magnification TEM image of a ZnO helix showing that
there is an angle of about 47◦ between the growth direction and the axial direc-
tion. Figure 7.10b, c shows the HRTEM images recorded near the outer and inner
surfaces of the connection, respectively, between two neighboring blocks of the
helix (marked in Fig. 7.10a) which confirm that the helix is hexagonal single-crystal
ZnO with no deformation and that the helix has an axial direction of [0001]. Like
the function of Li2CO3 and Ga2O3 [6], the addition of Sb helps the synthesis of
super-uniform ZnO nanohelices.

7.2.2 SiO2 Nanohelices

Wang et al. [8] reported a chemical vapor deposition (CVD) method for the syn-
thesis of silica nanosprings onto a variety of substrates using a gold catalyst. First,
they sputtered a thin layer of gold onto the support substrate with a thickness of
15–90 nm. The silicon precursor is proprietary. The vapor–liquid–solid deposition
was carried out at 350–1000◦C for ∼30 min under a constant O2 flow. The yield of
the nanosprings is as high as 90%. X-ray photoelectron spectroscopy (XPS) anal-
ysis shows that the as-grown nanosprings have components of silicon and oxygen
with an atomic ratio of silicon to oxygen close to 1/2, which confirms the synthesis
of SiO2 nanosprings.

Figure 7.11 shows the typical SEM images of SiO2 nanosprings grown at 350,
650, and 1000◦C with a Au catalyst layer of 30 nm. As shown in Fig. 7.11, there are
no visible changes in the geometries or sizes of the SiO2 nanosprings synthesized
at different temperatures. A magnified image of the SiO2 nanosprings synthesized
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Fig. 7.9 (a) SEM image of
ZnO nanostructures. (b) SEM
image of a ZnO nanohelix
with left-handed chirality.
(c) A ZnO nanohelix switches
its chirality. (d) A ZnO
nanohelix loosens into a
zigzag nanowire gradually.
(e) SEM image of a ZnO
nanohelix constructed by
different shapes of blocks.
(f) A uniform ZnO nanohelix
with right-handed chirality

at 1000◦C illustrates the extremely uniform helical structure that most of the
nanosprings exhibit. TEM images (Fig. 7.12) revealed that two types of nanosprings
are formed. The first type is formed from a single nanowire (Fig. 7.12a, b) and
the second type is formed from multiple interwined nanowires (Fig. 7.12c, d).
The multi-nanowire nanosprings are considerably larger in diameter and pitch than
nanosprings formed from a single nanowire. However, the diameters of nanowires
that form the multi-nanowire nanosprings are two to three times smaller.

Figure 7.13 shows a typical SEM image of silica nanospring mats grown with
a 30 nm Au catalyst layer. The bright spots are the Au catalysts at the ends of the
nanosprings. The image and others demonstrate that the silica nanosprings grow
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Fig. 7.10 (a) TEM image of
a ZnO nanohelix. (b, c)
HRTEM images recorded
near the outer and inner
surfaces of the connection
place between two
neighboring blocks marked
in (a)

via the vapor–liquid–solid mechanism. In the case of nanosprings formed from a
single nanowire, it is the existence of contact angle anisotropy (CAA) at the interface
between the nanowire and the Au catalyst that introduces the asymmetry. For the
synthesis of multi-nanowire nanosprings, CAA cannot be the mechanism driving
asymmetric growth. An alternative model of multi-nanowire nanospring formation
must take into account that the difference in the growth rate between nanowires
of the multi-nanowire nanosprings produces torques on the catalyst, which in turn
produce the helical structures.

Delclos et al. [9] used assemblies of amphiphilic molecules as templates
for the growth of inorganic silica with helical structures. The amphiphiles are
cationic bis-quaternary ammonium gemini surfactants having the formula C2H4-
1,2-((CH3)2N+C16H33)2, noted hereafter 16-2-16, with tartrate as a counterion. The
assemblies of these amphiphiles exhibit a wide diversity of morphologies, includ-
ing twisted and helical ribbons, as well as nanotubes (Fig. 7.14). Because of their
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Fig. 7.11 SEM images of silica nanosprings using different deposition temperatures: (a) 350◦C,
(b) 650◦C, (c) 1000◦C, and (d) a zoom-in image from (c)

Fig. 7.12 Bright-field TEM images of two different types of silica nanosprings: (a, b) conventional
types of nanosprings consisting of a single nanowire; (c, d) nanosprings formed from multiple
nanowires
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Fig. 7.13 SEM image of silica nanosprings grown with a 30-nm Au catalyst layer. The bright
spots are the Au catalyst at the tips of the nanosprings. The inset is a magnification of the Au
catalyst

structural diversity and tenability, these 16-2-16 tartrate assemblies represent an
ideal template for inorganic silica transcription.

In a typical experiment, the 16-2-16 tartrate was first dispersed in water at a
concentration of 5 mM, and the resulting mixture was heated up to 55◦C and then
cooled down to 22 or 40◦C leading to a gel which was aged for 5–45 days before sol–
gel replication. Tetraethoxysilane (TEOS) was used as silica precursor. TEOS was
prehydrolyzed in water for 12 h and then mixed with the 16-2-16 tartrate gel for 36 h
at 22◦C for the sol–gel replication. After the sol–gel replication, the samples were
thoroughly washed with ethanol to remove all the organic components including the
templates.

Figure 7.15 shows the TEM images of the organic 16-2-16 tartrate gels after vari-
ous aging times and the corresponding SiO2 replicas. All the organic gels were aged
for a longer time, which show similar morphologies with nanotubule structures, as
previously described with the organic templates in Fig. 7.14. However, the struc-
tures of the replicated SiO2 are different. The templates aged for 5, 21, and 45 days
at room temperature were transcribed into twisted, helical, and nanotube structures,
respectively.

Figure 7.16 shows the TEM images of the organic 16-2-16 tartrate gels aged at
22◦C or 40◦C for 21 days and the corresponding SiO2 replicas. The organic gels
aged at 22◦C show a nanotubule structure and helical silica was obtained after sol–
gel replication, while the organic gels aged at 40◦C show a twisted structures and
twisted silica was obtained after sol–gel replication.

As discussed above, the polymorphism (under different aging time and tem-
perature) of the organic templates can be directly reflected on the morphology
of inorganic silica structure. In addition, it was also found that the variation of
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Fig. 7.14 TEM images
showing the morphological
diversity of the self-assembly
of gemini 16-2-16 tartrate
surfactants: (a) twisted
ribbon; (b) helical ribbons;
and (c) tubules. Upon
variation of diverse
independent parameters, the
morphology can be finely
tuned. The inset in (c) shows
the double layers of the
tubule wall

the transcription conditions (such as replication temperature) proves to control the
morphologies of the replicated silica materials as illustrated in Fig. 7.17.

7.2.3 CdS Nanohelices

Wang et al. [14] reported the synthesis of helical CdS nanowire ropes by simple
aqueous chemical growth. A typical procedure for the synthesis of helical CdS
nanoropes is as follows. First, appropriate amount of Cd(CH3COO)2·2H2O was
dissolved into a deaerated 35 mol.% aqueous solution of ethylenediamine (ED) in
a flask at room temperature. Then, stoichiometric Na2S·9H2O was quickly added
to the above solution under vigorous stirring. A milk-white sol was formed soon.
Next, the resultant milk-white sol was heated to 50◦C and kept on stirring at this
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Fig. 7.15 TEM micrographs
showing the morphology of
inorganic ribbons obtained
upon transcribing organic
16-2-16 tartrate gels after
various aging times. Organic
gels show the formation of
entangled networks of
nanotubules of similar
morphology after 5, 21, or 45
days (a1, b1, and c1),
respectively. Transcribing
these structures at different
aging times allowed
controlling the morphology
of inorganic chiral ribbons
into twisted ribbons after 5
days (a2), helices after 21
days (b2), and nanotubes
after 45 days (c2)

temperature for about 1 week until the milk-white sol turned to a yellow color. The
final product was obtained by centrifugation and washed with distilled water and
ethanol.

Figure 7.18 shows the TEM images of the as-synthesized CdS nanoropes. It can
be seen that the nanoropes were composed of spirally twisted and interstranded
nanowires. The individual nanowires have diameters of 6–10 nm and the nanoropes
have width in the range of 50–200 nm. The length of the CdS nanoropes ranges
from a few micrometers to several tens of micrometers, some of them even extend-
ing over 100 μm. As shown in Fig. 7.18a–c, the bundled monowire within each rope
is spirally twisted rather than parallel to one another along their whole length. Thus,
the self-assembled nanorope structure exhibits a helically wound morphological fea-
ture, though the helical pitch distances were relatively large and rather irregular. The
inset of Fig. 7.18c shows the selected electron diffraction (SAED) pattern recorded
on a single bundle of nanorope. The primary diffraction pattern can be indexed
matching the [100] zone of hexagonal wurtzite structure. The HRTEM lattice image
(Fig. 7.18d) further reveals that the nanowires grow along the [001] direction. The
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Fig. 7.16 TEM micrographs showing the effect of temperature on organic gel morphology and
the transcribed inorganic fibers that result. Organic nanotubules of 16-2-16 tartrate formed at room
temperature (a1) are transcribed into helical silica (a2), while organic twisted ribbons formed at
40◦C (b1) resulted in transcription into inorganic ribbons with conserved twisted morphology (b2).
The inset shows a high-resolution TEM image of a single twisted ribbon showing the 3D nature of
the object and its pitch. Bar represents 50 nm

authors found that anisotropic growth of 1D wurtzite CdS nanocrystals along the
[001] direction may involve preferential adsorption of the ED molecules onto the
long-axis crystal faces of the growing crystallites, thus resulting in stabilization
and growth inhibition of the sidewalls [28, 29]. As for the formation of the helical
CdS nanowires, it is believed that the presence of high densities of stacking faults
may play a role [28], and the stacking faults might be induced by strains while
interweaving the growing nanowires through van der Waals interactions.

Sone et al. [15] synthesized single CdS nanohelices and double CdS nanohelices
by a supramolecular template method. The template is the dendron rodcoil (DRC)
molecules that self-assemble into a network of twisted ribbons 10 nm × 2 nm in
cross section and up to 10 μm in length. In a typical synthesis, a gel of 3 wt% DRC
in ethyl methacrylate (EMA) was prepared first. After that, appropriate amount of
Cd(NO3)2·4H2O in tetrahydrofuran (THF) was added to the above DRC gel. Finally,
the above mixed suspension was exposed to H2S gas for 5–15 min to make sure
the nucleation and growth of CdS localized to the twisted ribbons. The schematic
representation of the templating pathways is shown in Fig. 7.19.

Figure 7.20 shows the HRTEM images of the mineralized ribbons at different
stages. At the early stage of the mineralization, CdS crystals have coalesced on
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Fig. 7.17 Schematic representation of the diversity of inorganic silica chiral ribbons.
Morphological diversity of the organic template (pink arrows), inorganic structures obtained
by direct replication of organic morphologies leading to identical sol–gel transcription (black
arrows, a). The fine-tuning of the transcription process: aging time variation as well as replication
temperature widens the potentialities of morphology controls (blue arrows, b)

Fig. 7.18 (a)–(c) Typical TEM images of the newly synthesized CdS nanowire ropes. Inset of
(c) SAED pattern recorded on a single bundle of CdS nanorope. (d) HRTEM image of a single-
crystalline monowire comprising the nanoropes
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Fig. 7.19 Schematic representation of templating pathways. Nucleation and growth on one side
of the twisted ribbons (blue) leads to single helices of CdS (yellow), while nucleation and growth
on both sides of the ribbon leads to double helices

Fig. 7.20 HRTEM micrographs of mineralized ribbons: (a) a ribbon at an early stage of mineral-
ization. The inset shows the absence of lattice fringes, indicating that the CdS is amorphous or only
weakly crystalline at this stage; (b) a more fully mineralized ribbon. The inset shows the lattice
fringes from the CdS

the DRC ribbon. However, at this stage, the helical structure is not complete. In
addition, the HRTEM image (Fig. 7.20a) shows that the CdS is still amorphous
or at least not strongly crystalline at this stage. As the CdS continues to grow, it
eventually becomes a continuous helical structure (Fig. 7.20b). Meanwhile, at this
point, the helical CdS is certainly crystalline, as evidenced by lattice fringes visible
in Fig. 7.20b.

Figure 7.21 shows the TEM image of a double CdS nanohelix. The authors
found that both the kinetics of CdS nucleation and growth, and the duration of
mineralization had no effect on the relative portions of single and double helices.
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Fig. 7.21 TEM micrograph
of CdS double helices. The
inset shows an enlargement in
which the expected braided
appearance is clearly visible

It is probably due to a structural difference between different ribbons that leads to
the growth of different CdS structures (single and double nanohelices). If a ribbon
is with a perfect twisted structure, both faces of the ribbon would be equivalent and
equally able to nucleate and grow CdS. Thus double CdS nanohelix is obtained.
However, if a ribbon is not perfect and with a slightly coiled axis, this would make
one face more exposed to the solvent and favorable to CdS nucleation and growth.
Thus single CdS nanohelix is obtained. There is another possibility that the two
faces of the ribbon are initially equivalent, but a nucleation event distorts the struc-
ture so as to render them nonequivalent and facilitate the synthesis of single CdS
nanohelices.

7.2.4 InP Nanohelices

Shen et al. [16] reported the synthesis of single-crystalline, cubic structured InP
nanosprings via a simple thermochemical process using InP and ZnS as the source
materials. The InP nanosprings were synthesized in a vertical induction furnace con-
sisting of a fused quartz tube and an induction-heated cylinder. Typically, a graphite
crucible containing 1 g of InP and 0.2 g of ZnS was placed at the center cylinder
zone. After evacuation of the quartz tube to ∼20 Pa, a pure N2 flow was introduced
at a flow rate of 50 sccm. Then the furnace was rapidly heated to 1350◦C and kept
at this temperature for 1 h. After cooling to room temperature, a black powder-like
product was collected at the bottom of a graphite crucible.

As shown by the SEM images of the synthesized product (Fig. 7.22), it is obvi-
ous that both left-handed and right-handed nanosprings are obtained through this
thermochemical process. Each nanospring is formed by uniformly rolling up a sin-
gle nanobelt. Most of the nanobelts have diameters of 30–200 nm with a thickness
of ∼80 nm. The energy-dispersive X-ray (EDX) spectroscopy reveals that the syn-
thesized nanosprings are dominated by In and P elements at an In/P atomic ratio of
1.05:1, indicating the formation of InP. Figure 7.23a is a typical TEM image of the
synthesized InP nanospring. The SAED patterns were taken in different spots along
the constituent nanobelt. The spots on the pattern can be attributed to the [110] zone
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Fig. 7.22 SEM images of the as-synthesized InP nanosprings, which are left-handed (a, b) and
right-handed (c, d)

Fig. 7.23 (a) TEM image of a nanospring formed via curving of an InP nanobelt with a diameter
of ∼100 nm; (b) TEM image of two loops of an InP nanospring; (c, d) lattice-resolved HRTEM
image and its corresponding fast Fourier transform image
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axis of a cubic InP crystal. Figure 7.23b shows two loops of an InP nanospring. The
clearly resolved lattice fringes with a 0.3 nm separation in Fig. 7.23c are typical
for the [200] plane d spacing in cubic InP. The corresponding fast Fourier trans-
form (FFT) pattern shown in Fig. 7.23d can be attributed to the [110] zone axis
of a cubic InP crystal. Based on the FFT pattern and HRTEM images, it is con-
firmed that the nanosprings are single crystals with the preferential growth direction
along the <111> orientation. The formation of the cubic InP nanosprings is mainly
attributed to the minimization of the electrostatic energy due to the polar charges on
the ±(002) side surfaces of cubic InP.

7.2.5 Ga2O3 Nanohelices

Zhan et al. [13] prepared single-crystalline, helical β-Ga2O3 nanostructures by ther-
mal evaporation of gallium oxide in the presence of gallium nitride. The Ga2O3
nanostructures were synthesized in a vertical induction furnace consisting of a fused
quartz tube and an induction-heated cylinder. Typically, a graphite crucible contain-
ing 0.37 g of Ga2O3 and 0.05 g of GaN was placed at the center cylinder zone. After
evacuation of the quartz tube to ∼0.1 torr, a pure N2 flow was introduced at a flow
rate of 200 sccm. Then the furnace was heated to 1200◦C and kept at this tempera-
ture for 1 h. After cooling to room temperature, a white product was collected from
the outlet of carbon induction-heated cylinder.

Figure 7.24a shows a typical zigzag Ga2O3 nanostructure with kinks of alter-
nating sign. As shown in Fig. 7.24b, it is obvious that the diameter of the Ga2O3
nanostructure is about 40 nm. The periodicity along the nanostructure is ∼150 nm
long and ∼80 nm wide. The ED pattern (Fig. 7.24d) of a single kink (Fig. 7.24c)
reveals that the Ga2O3 is crystalline in nature. The spots on the pattern can be
attributed to an overlay along the [010] and [01̄0] zone axes of a β-Ga2O3 crys-
tal. The spots marked with asterisks originate from the [010] zone axis and those
marked with dots originate from the [01̄0] zone axis. The same diffraction patterns
were achieved in the whole zigzag nanostructure, which indicates the uniform crys-
talline nature of the nanostructures. In addition to the single-zigzag morphology
discussed above, double-zigzag β-Ga2O3 nanostructures also occur in the products.
The two sets of white lines in Fig. 7.24e suggest two zigzag lines. The correspond-
ing ED pattern (Fig. 7.24f) is identical to that taken on a single-zigzag β-Ga2O3
nanostructure (Fig. 7.24d).

Apart from the zigzag nanowires growing along a [001] direction, 3D helical
nanowires were also observed. Figure 7.25a is a typical TEM image of a helical
Ga2O3 nanowire. The nanohelix has a periodicity of around 160 nm and a diam-
eter of about 60 nm. A single periodicity of the nanohelix is shown in Fig. 7.25b.
The inset of Fig. 7.25b is a Fourier-transformed pattern obtained from the HRTEM
image of this single periodicity. The spots on the FT pattern can be indexed as those
peculiar to the [1̄2̄1̄] zone axis of β-Ga2O3, which suggests its single-crystalline
nature. The HRTEM image (Fig. 7.25c) shows clearly resolved interplanar distances
of 2.82 and 2.55 Å, which correspond to the (2̄02) and (11̄1) lattice spacings,
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Fig. 7.24 TEM images (a) of a zigzag β-Ga2O3 nanostructure (b) showing three kinks; and (c)
showing a single kink. (d) Selected area electron diffraction pattern; (e) TEM image of a double-
zigzag β-Ga2O3 nanostructure; and (f) corresponding electron diffraction pattern of (e)

respectively. The image is consistent with the projection of a β-Ga2O3 crystal along
the [1̄2̄1̄] orientation (inset of Fig. 7.25c). The HRTEM images and the FT pattern
reveal that the nanohelices grow with their axial directions perpendicular to (1̄1̄3).
Since the incident electron beam is parallel to the [1̄2̄1̄] direction, the side surfaces
of the nanowire are ±(02̄4) and ±(11̄1).

7.3 Carbon-Related Nanohelices

Carbon is such a mystical element that it can form a number of structures, ranging
from zero-dimensional (0D) fullerenes to 3D diamond through 2D graphite and 1D
nanotubes. The diversity of the carbon structure provides the flexibility to tailor



192 P.-X. Gao and G. Liu

Fig. 7.25 (a) TEM image of a β-Ga2O3 nanohelix and (b) TEM image highlighting a single
periodicity. The arrow denotes the axial direction of the nanostructure; the inset is its corresponding
Fourier transform pattern; (c) HRTEM image of the nanohelix; the inset is a structural model of
β-Ga2O3 projected along the [1̄2̄1̄] orientation

their properties according to specific needs and potential applications. 3D helically
structured carbon nanomaterials are attracting more and more attention due to their
unique characteristics and wide potential applications. The helical structures and the
micro-/nanometer-ordered dimensions directly affect these excellent characteristics.
Therefore, the development of carbon materials with controlled helical patterns and
dimensions is very important.

7.3.1 Helical Carbon Nanoribbon/Nanocoil

Chen et al. [10] reported that twisting carbon nanoribbons or carbon nanocoils with a
helical nanostructure could be synthesized at a high purity by the catalytic pyrolysis
of acetylene at 600 or 650◦C using Fe-based alloy films as a catalyst. Typically, a
thin layer of Fe-based alloy (Fe74Co18Ni8 or Fe71Cr18Ni8Mo3) with a thickness of
20–50 nm was sputter coated on the glass substrate. The glass substrate was placed
in the central part of a vertical reaction tube, which has an upper source gas inlet
and a lower gas outlet. A source gas mixture of C2H2 and H2, H2S/H2, and N2 was
introduced to the reaction tube at atmospheric pressure. The catalytic pyrolysis was
carried out at 600 or 650◦C for 30 min.
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Fig. 7.26 (a) Representative twisting nanoribbon grown over an Fe alloy (Fe74Co18Ni8) catalyst
sputter coated on a glass plate and (b) their enlarged view; L, left-clockwise coiling; R, right-
clockwise coiling. The part marked by a rectangle shows that the helix is composed of a single
nanoribbon

Fig. 7.27 Representative
twisting nanoribbons grown
over an Fe alloy
(Fe71Cr18Ni8Mo3) catalyst
sputter coated on a glass
substrate

Figure 7.26 shows the representative SEM images of the twisting nanoribbon
grown over Fe74Co18Ni8 catalyst-coated glass substrate. It can be seen that the
twisting carbon nanoribbon is formed by a single nanoribbon which continuously
twists in a constant pitch. Both left-clockwise and right-clockwise coiling carbon
helices are observed. The width and the thickness of the nanoribbon are about
100–200 and 50–10 nm, respectively. The length of the helical structured nanorib-
bon is up to several hundred micrometers. Figure 7.27 shows the SEM images of
the twisting nanoribbon grown over Fe71Cr18Ni8Mo3 catalyst-coated glass sub-
strate. It is obvious that the density of the twisted carbon nanoribbons in the
deposits is low compared with that using Fe74Co18Ni8 as catalyst. In addition, some
straight-formed nanofibers co-grew under the pyrolysis process.

In this study, a metal catalyst particle was observed on the tip of the twisted
nanoribbon. The growth of carbon microcoils/nanocoils was expected through a
vapor–liquid–solid (VLS) mechanism and the catalytic anisotropy mechanism.
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7.3.2 Helical Carbon Nanotube

Carbon nanotubes (CNTs) derived from arc-discharge and laser ablation are usu-
ally straight. A helically coiled CNT is constructed by periodically introducing
heptagonal and pentagonal rings into the hexagonal network of the graphene layers
along the tube axis [30]. Helically coiled nanotubes can be metallic, semiconduct-
ing, or semimetallic depending on the placement of the pentagonal and heptagonal
rings, which is impossible for the straight tube [31].

Cheng et al. [11] reported a simple chemical vapor deposition synthesis of helical
carbon nanotubes using naturally occurring marine manganese nodule as the cata-
lyst. The major component of the mineral catalyst is manganese oxide as a porous
phase, interlayered with various metallic cations and water molecules. The min-
eral catalyst also contains abundant Fe and a small quantity of Ni cations. Before
the introduction of acetylene as a carbon resource, the mineral catalyst was heated
at 750◦C for 20 min. During this process, iron group cations, embedded in the
mineral nanopores, migrate to the outer surface through the unstable pores and
transform into fine metallic nanoparticles, which present to be the catalyst for the
decomposition of C2H2 and nucleate the growth of helical CNTs.

Figure 7.28 shows a typical SEM image of the deposited CNT products. It can be
seen that a large fraction of helical CNTs with different helix diameters and different
helix pitch lengths was obtained. In addition, multi-helical carbon nanofibers were
also synthesized as indicated by arrows in Fig. 7.28. Figure 7.29 shows the TEM
images of the as-grown helical CNTs. More than 50% of the CNTs are regularly
coiled with a variety of radii and helix pitches. There is no catalyst particle existing
on the tip of the helical CNT. Therefore, the growth mechanism of the helical CNTs
was proposed based on an asymmetric growth rate. In the present experiments, the
collapse of the porous structure of the mineral catalyst happens simultaneously with
the metallic catalyst formation at elevated temperature. The initially formed metal-
lic nanoparticles exhibit irregular shapes. On prolonging the heat treatment time,

Fig. 7.28 SEM image of
helically coiled CNTs in the
product
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Fig. 7.29 TEM image of
helical CNTs

the irregular nanoparticles will transfer to regular particles. It has been reported
that regularly faceted catalyst particles are suited for the growth of regularly helical
CNTs due to the asymmetric growth rate around the catalyst particles.

7.3.3 Tungsten-Containing Carbon (WC) Nanospring

Focused ion beam chemical vapor deposition (FIB-CVD) technique has two impor-
tant capabilities: (I) several source gases can be used for the synthesis of 3D
nanostructures of various materials and (II) the 3D nanostructures can be fabri-
cated in arbitrary locations through in situ alignment. Therefore, FIB-CVD is a
suitable method for the synthesis of nanosprings and other nanostructured materials.
Nakamatsu et al. [19] applied this FIB-CVD method to fabricate WC nanosprings
using phenanthrene (C4H10) and tungsten hexacarbonyl (W(CO)6) as the source
materials. The WC nanosprings were fabricated in a FIB apparatus (SMI9200: SII
Nano Technology, Inc.) using a beam of 30-Ke Ga+ ions. The beam was focused to
a 7-nm spot size at a 1-pA beam current. The pressure inside the chamber was about
1×10–3 Pa after the precursor gas mixture was introduced. The WC nanosprings
were grown for 15 min by a circular scan of the ion beam to control the spring
diameter. Meanwhile, the waveform-generating equipment was used to control the
scanning speed, which therefore controls the pitch distance of the nanosprings.

Figure 7.30 shows the SEM images of two WC nanosprings synthesized by FIB-
CVD. The height, the coil diameter, and the section diameter were about 13.7 μm,
1.1 μm, and 200 nm, respectively, for the nanospring in Fig. 7.30a and 6.3 μm,
1.6 μm, and 200 nm, respectively, for the nanospring in Fig. 7.30b. As shown, the
heights, pitches, spring diameters, and spring-section diameters of the nanosprings
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Fig. 7.30 Tungsten-containing carbon nanosprings grown by FIB-CVD. (a) WC spring with 13.7
μm height, 1.1 μm coil diameter, and 200 nm coil section diameter; (b) WC spring with 6.3 μm
height, 1.6 μm coil diameter, and 200 nm coil section diameter

Fig. 7.31 (a) TEM image of a WC spring; (b) TEM-EDX line analysis result for a WC spring

can be controlled by using FIB-CVD method. The element analysis of the syn-
thesized WC nanospring was conducted by TEM-EDX line analysis. As shown in
Fig. 7.31, the C and W were uniformly distributed throughout the entire spring,
while the Ga was concentrated in the middle of the spring. The C, W, O, and Ga con-
tents of the nanospring, determined by TEM-EDX, were about 86, 3, 5, and 6 at.%,
respectively. The impurity O atoms are attributed to the tungsten hexacarbonyl gas
and the Ga to the ion beam irradiation.
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7.4 Other Nanohelices

7.4.1 Helical SiC/SiO2 Core–Shell Nanowires and Si3N4
Microcoils

Zhang et al. [28] synthesized helical crystalline SiC nanowires covered with a SiO2
sheath by a chemical vapor deposition method. The helical composites were syn-
thesized in a flow tube furnace through iron-catalyzed decomposition of methane
at 1100◦C. Iron powders were held in an alumina boat upstream in the flow tube
and used as the catalyst to decompose methane. A pre-scratched silicon wafer
located downstream was used as the substrate. First, the temperature was increased
to 1100◦C with a 200 sccm Ar flow and held at this temperature for 30 min. Then,
a methane flow at 40 sccm together with an Ar flow at 160 sccm was introduced for
5–10 min. The helical composite growth was proceeded for another 1 h at 1100◦C
with only Ar flow.

Low-magnification TEM image (Fig. 7.32a) shows that there are straight and
curled wire-like and helical core–shell structures in the product. Using HRTEM,
electron diffraction, and elemental analyses, three types of nanowires were found.
Those are pure amorphous SiO2 nanowires, linear β-SiC/SiO2 core–shell nanowires,
and helical β-SiC/SiO2 core–shell nanowires. A typical HETEM image of helical β-
SiC/SiO2 core–shell nanowire is shown in Fig. 7.32b. The SiC core typically has
diameters of 10–40 nm with a helical periodicity of 40–80 nm and is covered by a
uniform layer of 30–60-nm-thick amorphous SiO2.

Cao et al. [32] reported a large-scale synthesis of Si3N4 microcoils by CVD
method. The Si3N4 microcoils were prepared in a horizontal tube furnace. Pure sil-
icon and silica powders were used as raw materials, which were held in an alumina
boat and placed in the center of a ceramic tube. The tube was first purged with NH3

Fig. 7.32 (a) TEM image showing a long helical SiC/SiO2 core–shell nanostructure; (b) HRTEM
image of a helical SiC nanowire with an amorphous SiO2 sheath. The inset shows a dark-field
TEM image of a helical nanowire taken along the helical axis (wire diameter, ∼ 22 nm)
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Fig. 7.33 SEM images of the as-synthesized silicon nitride microcoils: (a) equal pitch/diameter
mcrocoils; (b) well-formed microspring; (c) coexistent left and right handed microcoils; (d) large
dimension variation in microcoils

for 15 min. Then the NH3 flow rate was set at 70 sccm during the whole experi-
ment. The synthesis was conducted at 1350◦C for 4 h. After the furnace was cooled
to room temperature, a quantity of gray-white, wool-like product was deposited on
the top of the source materials.

XRD analysis of the as-synthesized products revealed that they are mainly α-
Si3N4. Figure 7.33 shows the SEM images of the as-synthesized Si3N4 microcoils.
Detailed analyses indicated that the diameter of the Si3N4 fiber, the diameter of the
microcoil, and the pitch of the microcoil are 0.5–4, 8–300, and 6–500 μm, respec-
tively. The length of the microcoil is up to several millimeters. From Fig. 7.33a, it is
obvious that most of the Si3N4 microcoils are regular coils with the coil pitch and
coil diameter constant through the coils. Figure 7.33b shows a well-formed Si3N4
spring. Figure 7.33c, d shows that both left-handed and right-handed chiralities are
obtained in the products. The surface of the coils is very smooth and no grains or
impurities are observed.

7.4.2 MgB2 Nanohelices

Nath et al. [33] reported the growth of MgB2 nanohelices by a combination of phys-
ical and chemical vapor depositions on Si and other substrates by the reaction of Mg
metal with diborane at 770–800◦C under a flow of N2 and H2. Figure 7.34 shows
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Fig. 7.34 SEM images of
MgB2 nanohelices grown on
Si substrate: (a) large area on
the Si substrate covered with
nanohelices; (b) tightly
wound nanospring, inset
shows loosely wound coils

the SEM images of the as-synthesized products. As shown in Fig. 7.34a, it can be
seen that a high density of nanohelices were obtained. The nanohelices typically
exhibited round tips and circular cross section with diameters of 100–600 nm and
lengths of 50–100 μm. The EDX analysis revealed that the nominal atomic ratio
of Mg to B is 1:2. Together with the XRD analysis of the synthesized products, it
confirms the growth of MgB2 materials. As shown in Fig. 7.34b, both tightly wound
springs and loosely wound coils (inset) are produced.

7.4.3 Si Spirals

Zhao et al. [34] reported the synthesis of Si spirals by the glancing angle deposi-
tion (GLAD) technique. Figure 7.35 presents the experimental setup for GLAD. In
the GLAD system, the substrate is controlled by two stepper motors. One motor
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Fig. 7.35 SEM
cross-sectional images of (a)
2-turn and (b) 10-turn square
Si spirals

controls the incident angle, while another motor controls the azimuthal rotation of
the substrate with respect to substrate surface normal. By changing the speed and
phase of the azimuthal rotation, polar rotation, the combination of the two rotations,
as well as the deposition rate, helically structured nanocolumns can be obtained.
In this experiment, the Si spiral synthesis was conducted in a high-vacuum cham-
ber with a background pressure of 2 × 10−4 Pa. The Si (99.9995%, Alfa Aeser)
was evaporated by an electron beam bombardment method or the e-beam evapo-
ration method. The pressure during the deposition was less than 1 × 10–3 Pa. The
distance between the evaporation source and the substrate was about 30 cm. During
the deposition, the deposition rate was fixed, while the rotation of the two motors
was controlled by a computer.

Figure 7.35 shows the SEM images of the fabricated square Si spiral arrays on
bare Si substrates. As shown in Fig. 7.35a (two-turn spiral), it can be seen that
the spirals are uniformly distributed across the whole surface with almost the same
length and each spiral is closely packed to the adjacent spiral. The diameter of the Si
arm is about 50 nm, and the diameter of the spiral is about 200–500 nm. By adjusting
the parameter of circumference for one pitch, smaller sized spiral nanostructure can
be formed (Fig. 7.35b). It is a 10-turn spiral film.
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7.5 Potential Applications

As discussed above, helically structured nanomaterials, especially semiconduc-
tors and carbon-related materials, have been well developed in the past decade.
Because of their 3D symmetry morphology, as well as unique mechanical, elec-
trical, and electromagnetic properties, helically nanostructured materials have very
wide potential applications in micro-/nanosensors [18, 35] and actuators [36, 37],
nano- and micro-electromechanical system (NEMS and MEMS) [38], energy and
environment-related technology [39, 40], and biomedicine [38]. In the following,
we will discuss the potential applications of 3D helical nanomaterials in detail,
especially focusing on the most developed ZnO and carbon-based nanohelices.

Helical nanostructures of piezoelectric and semiconducting ZnO have drawn
extensive research interest. The new discovery of the superlattice-structured ZnO
nanohelices presents a brand-new helical nanostructure that is composed of two
types of alternating and periodically distributed long crystal stripes, oriented with
their c-axes normal to each other. As discussed in Section 7.2.1.2, a superelastic-
ity (shape memory) effect has been discovered for the superlattice-structured ZnO
nanohelices. By in-situ manipulation using a nanoprobe, the ZnO nanohelix could
elastically recover its shape after an extremely large axial stretching, with an elastic
elongation close to the theoretical limit, while suffering little residual plastic defor-
mation. In addition, a shape memory/recovery of the ZnO nanohelix was observed
after being subjected to a buckling deformation. The superelastic effect discovered
in superlattice-structured ZnO nanohelices may be a new category of shape memory
nanostructures made of ceramics, which could be of great interest for investigat-
ing the nanoscale fracture process and application in MEMS and NES. The elastic
recovery of the nanohelix after extremely large deformation makes it a potential
structure for nanoscale elastic energy storage. With an available high resonance
frequency, the superelastic ZnO nanohelices can be made into smart microwave
nanoantennas possibly with large bandwidths.

A nonlinear current–voltage characteristic has been observed for superlattice-
structured ZnO nanohelices. The nonlinear electronic transport behavior of ZnO
nanohelix might be due to a major contribution from nanostripe boundaries and
surfaces, where a built-in periodic back-to-back energy barrier modulation might
occur across the nanostripe interfaces as a result of polar charges and interface
strain-induced piezoelectric effect. The superlattice nanohelices with nonlinear elec-
tronic behaviors could be used as nanoscale nonlinear electronic devices in varistors,
lasers, sensors, and actuators. Other helically structured materials such as wurtzite
ZnS, CdS, CdSe, AlN, InN, and GaN could also process this nonlinear trans-
port property and have the potential applications as superlattice-structured ZnO
nanohelices.

Helically structured, carbon-based materials are attracting more and more
attentions because of their combination of 3D helical structures and other
unique characteristics, such as good chiral conductivity, high surface area, high
superelastic property, and high interaction ability with electromagnetic waves.
Therefore, carbon-based helical nanomaterials show attractive potential applications
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in micro-/nanosensors and actuators, such as micro-magnetic sensors, electro-
magnetic wave absorbers, mechanical microsprings or actuators, and high elastic
nano-electric conductors, and some other potential applications.

7.6 Summary

In this chapter, we mainly focused on reviewing the latest progresses on the
growth of different nanohelices. Some unique properties of individual nanohelices
were discussed and their potential applications were indicated. Although different
nanohelices were produced from many kinds of inorganic materials by different
synthesis methods, the synthesis of nanohelices with high uniformity and high yield
is still an unresolved problem. Meanwhile, fundamental understanding about the
properties, the testing and measuring techniques, and novel devices of the helically
structured nanomaterials need to be further developed.
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Chapter 8
Hierarchical 3D Nanostructure Organization
for Next-Generation Devices

Eric N. Dattoli and Wei Lu

8.1 Introduction

The emerging field of nanotechnology research has made a great deal of progress in
broadening the depth of knowledge related to the material properties and device
application potentials of nanostructures such as carbon nanotubes (CNTs) and
nanowires (NWs). These nanomaterials, as opposed to traditional thin-film or
wafer-based planar materials, offer an array of desirable electrical, optical, and
mechanical properties enabled by their well-controlled, nanoscale sizes. However,
so far the main focus of nanostructure research has been on the fabrication and
characterization of single or small-scale device structures [1–2]. Although these
“proof-of-concept” structures are useful for probing the intrinsic physical proper-
ties of the devices, they are not applicable to commercial or real-world applications.
Practical nanostructure-based electronics must be able to be fabricated in a scalable
fashion and in sizable quantities while maintaining a good uniformity in perfor-
mance among different devices. The purpose of this chapter is to examine the
different assembly and integration methods which could help realize the manu-
facture of next-generation, nanostructure-based devices. In particular, it illustrates
how these integration techniques offer the opportunity to achieve multi-functional,
three-dimensional (3D) integrated systems based on nanomaterials.

The bright prospects related to nanostructure-based devices can be attributed
to the unique physical properties of nanowires and CNTs. Both types of materials
possess attractive electrical properties which are of considerable interest. For
example, CNTs possess very long mean free carrier paths which are typically in
the micrometer range at room temperature due to their unique band structures. The
bottom-up growth of nanowires in addition allows for the growth of a wide range
of materials with reproducible electronic properties as required for large-scale
integrated systems. The crystalline structure, smooth surfaces, and the ability to
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obtain radial and axial heterostructures in nanowires in turn result in higher carrier
mobility compared with nanofabricated samples with similar size. For example,
nanowires synthesized in heterostructure configurations have been shown to facil-
itate doping-free carrier transport with measured performance that exceeds those of
state-of-the-art planar devices [3]. Finally, since the body thickness (diameter) of
nanowires and CNTs can be controlled down to well below 10 nm [4], the electrical
integrity of nanowire-based electronics can be maintained even as the transistor
size is aggressively scaled, a feat that has become increasingly difficult to achieve
in conventional planar-based devices [5].

Furthermore, as a result of their growth mechanisms, nanowires and CNTs may
be synthesized in an independent step and later be transferred (post-growth) to cho-
sen device substrates in a layer-by-layer fashion, thus allowing effective 3D device
integration. Presently, there has been considerable research into the usage of 3D and
multilayer structures in the integrated circuit (IC) electronics field. Multilayered
devices may be achieved through wafer bonding [6] or epitaxial growth [7]. In addi-
tion, conventional memory and logic devices may be replaced with 3D devices, such
as vertical transistors [8] or crossbar memories [9], as device miniaturization contin-
ues. Owing to their naturally non-planar growth geometries and large aspect ratios,
nanowires or nanotubes provide an elegant route for realizing such 3D device struc-
tures. In this regard, the nanoelectronics approach provides a basis for achieving
multilayer chips consisting of stacks of diverse devices and materials by exploiting
layerable nanostructure transfer and assembly processes or directed nanostructure
growth. Such a multilayer chip provides a practical route for achieving the inte-
gration of heterogeneous and multi-functional devices. For example, the on-chip
implementation of logic circuits and optical sensors has already been demonstrated
using nanostructured materials [10]. Another benefit that multilayered chips may
bring about is a reduction in IC power requirements and delay times as a result
of the associated increases in device density and reductions in interconnect lengths
inherent in a 3D, interconnected device configuration [11].

With the purpose of achieving such 3D device structures, an overview of the
most significant nanostructure integration and assembly methods is presented.
Specifically, assembly methods based on fluidic flow, nematic liquid crystalline
phases, the Langmuir–Blodgett technique, dielectrophoresis, chemical affinities,
and contact transfer are discussed in detail [12–13]. Additionally, efforts to achieve
controlled growth of nanowires in predefined horizontal or vertical directions
for direct device integration are discussed. Finally, a few demonstrated exam-
ples of prototype nanostructure-based devices are covered in order to illustrate
their potential usage in real-world applications. The device configurations to be
reviewed are nanowire- and nanotube-based thin-film transistors (TFTs), multilayer
nanostructure-based devices, vertical nanowire-based field-effect transistors (FETs),
and an integrated nanowire-based optical detector circuit.

8.2 Fluidic Flow-Assisted Assembly

In this section, the fluidic flow-assisted assembly of nanostructures is discussed. The
shared characteristic of all the assembly techniques to be examined will feature the
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usage of a shear force to uniformly orient the nanostructures during their deposition
from a liquid suspension to a receiver substrate. The shear force originates from
the action of an induced, unidirectional fluidic flow. The methods to be discussed
include drop-drying, channel-confined fluidic flow, and blown bubble films.

8.2.1 Drop-Drying

The conceptually simplest method used to perform the fluidic flow-assisted assem-
bly of nanostructures is by merely allowing for a droplet of a homogeneous mixture
of nanostructures (i.e., a suspension of nanoparticles, nanowires, or CNTs) to dry by
solvent evaporation on a receiver substrate. After the entire drop dries, a single ring-
shaped line of deposition will be noticeable in the region where the outer diameter
of the droplet was previously located. This phenomenon is common in everyday life
and is recognizable in coffee ring stains. The particular aspect of this phenomenon
that requires closer examination is the uniformly distributed, preferential deposition
of solute particles along the outer diameter of the droplet. It is curious to note that
this ring-shaped deposition occurs rather than the uniform deposition of solute par-
ticles over the entire droplet/substrate interfacial area. This result can be explained
by noting that for most solvent droplets which contain a homogeneous mixture of
particles, the exterior contact line of the droplet at the substrate surface is pinned
during the entire evaporation process, i.e., the surface area of the droplet at the sub-
strate interface remains constant during evaporation. Such contact line pinning does
not usually occur for pure solvent droplets and the pinning phenomenon can be
explained by taking into account the effects of surface roughness and chemical het-
erogeneities that the first (and the outermost) deposited solute particles give rise to at
the contact line of the droplet [14]. As the evaporation process proceeds, due to the
contact line pinning, solvent must flow from the interior of the droplet to the contact
perimeter in order to replenish evaporated solvent and maintain the constant droplet
surface area. These solvent flows will cause a shear force that will carry and align
nanostructures in this radial direction toward the perimeter of the droplet, schemat-
ically illustrated in Fig. 8.1b. Deposition of the nanostructures on the substrate can
occur by two mechanisms (which will be discussed separately): by simple adher-
ence of the nanostructures due to random physical contact and subsequent van der
Waals interactions or by a dense concentration of nanostructures forming a nematic
liquid crystal phase (to be discussed in a later section). It is critical to note that due
to the radial liquid shear flow, the nanostructures will nearly be uniaxially aligned
in this radial direction following deposition (Fig. 8.1a–c).

The first deposition mechanism (random collision with and subsequent adher-
ence to the substrate) has been exploited in the assembly of both single-wall CNTs
(SWNTs) [15–17] and nanowires (Ag, Si, and ZnO) [18]. In the latter study after
noting that nanowire assembly occurred by simple drop-drying, Yang et al. pro-
ceeded to demonstrate a larger scale, manufacturing-compatible design through the
use of a programmable dip coater (Fig. 8.1d–f). In this setup, a wafer was vertically
dipped into a pool containing a nanowire liquid suspension. At the surface of the
liquid, a meniscus formed where the liquid adhered to a portion of the deposition
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Fig. 8.1 Drop-drying-induced nanostructure assembly. (a) Cross-sectional schematic of drop-
drying-induced nanostructure (i.e., nanowire and/or nanotube) assembly. Ordering of colloidal
nanostructures is induced at the edge of the evaporating droplet. Adapted with permission from
[17]. Copyright 2009 American Chemical Society. (b) Top-down schematic illustration of the
deposition of aligned nanostructures at the edge of a drying droplet on a horizontal substrate. The
pinning of the contact line (black line) induces an outward capillary flow (block arrows) to com-
pensate for the loss of solvent at the perimeter by evaporation. This flow aligns the nanostructures
(gray lines) and carries them toward the contact line, which leads to the final ring-shaped stain.
Reproduced with permission from [18]. Copyright 2007 Wiley-VCH Verlag GmbH & Co. KGaA.
(c) SEM images of the SWNT deposit formed at the edge of the dried droplet shown in (b). The
arrow indicates the orientation direction of SWNT assembly. The scale bar corresponds to 100 nm.
Inset, optical microscopy image of a ring formed by drying a drop of SWNT suspension on a glass
surface at room temperature. The scale bar indicates 1 mm. Adapted with permission from [16].
Copyright 2006 American Chemical Society. (d) One-step patterning of aligned nanowire arrays
by programmed dip coating of an oxygen plasma-cleaned silicon wafer that was immersed in a Ag
nanowire dispersion in methylene chloride and pulled out by a programmable mechanical dipper
to control the positioning of the solvent–substrate contact line. (e) Nanowire arrays with tunable
density and arbitrary spacing over the entire 4 in. wafer were obtained. (f) Four equally spaced
arrays with decreased nanowire density. Reproduced with permission from [18]. Copyright 2007
Wiley-VCH Verlag GmbH & Co. KGaA

wafer above the surface line and where additionally solvent evaporation occurred.
The researchers noted that aligned nanowire deposition occurred at this meniscus
line. They also observed that the deposition occurred at a roughly linear rate, leading
one to conclude that random adherence of the NWs was the responsible mechanism.
Through the use of a programmable dip coater, Yang et al. demonstrated the con-
trolled deposition of arrays of uniaxially aligned nanowires at certain predetermined
rows along the entire receiver wafer.

8.2.2 Channel-Confined Fluidic Flow

In a manner similar to drop-drying, laminar fluidic flow through channels gives
rise to a shear force which can induce the uniaxial alignment of nanowires or
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nanotubes in the direction of the fluidic flow. The channels provide a dual function:
to limit nanostructure deposition in only certain, desired areas and also to provide
a restricted path for fluidic flow so that flow rates can be constantly controlled. By
controlling the orientation of the fluidic channels, arbitrary alignment orientations
relative to the receiver substrate can be achieved for the deposited nanostructures
(Fig. 8.2). The technique has been demonstrated on InP and Si NWs while utilizing
fluidic flow through PDMS molded channels [19–20]. A slightly modified fluidic
flow technique utilizing controlled flocculation was shown to achieve the controlled
deposition of single-wall CNTs (SWNTs) [21].

As with the drop-drying method, nanostructures are deposited onto the substrate
as a result of their collisions with and subsequent adherence to the substrate due to

Fig. 8.2 Fluidic flow-assisted nanostructure assembly. (a) Schematic of fluidic channel structures
for flow assembly. A channel is formed when the PDMS mold was brought in contact with a flat
substrate. NW assembly was carried out by flowing an NW suspension inside the channel with
a controlled flow rate for a set duration. Reprinted with permission from [19]. Copyright 2001
AAAS. (b) Optical micrograph of flow-aligned NW thin film. Scale bar, 80 μm. Inset, a picture at
higher magnification. Scale bar, 20 μm. The micrographs show that the NW thin film is nearly a
monolayer of NWs, but occasionally a few NWs cross over each other. The average space between
parallel NW arrays is estimated to be ∼540 nm. Reprinted with permission from [20]. Copyright
2003 Macmillan Publishers Ltd: Nature
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van der Waals interactions. As a result of this, the deposition density in the channel-
confined fluidic flow method can be controlled by flow duration, i.e., a longer flow
time provides for additional opportunities for nanostructure adsorption. Huang et al.
found that the deposited density of NWs increases systematically with the flow dura-
tion at a constant flow rate [19]. For example, a flow duration of 30 min produced
a density of about 250 NWs per 100 mm or an average NW–NW separation of
∼400 nm, and NW spacing on the order of 100 nm or less can be achieved with an
extended deposition time in excess of 40 min.

The channel-confined fluid flow method was shown to be capable of depositing
multiple layers of nanowires on the same substrate with arbitrary alignments by car-
rying out sequential fluidic flow deposition steps. For example, crossbar structures
with a high yield have been demonstrated by alternated flow in orthogonal direc-
tions in a two-step assembly process [19]. Moreover, this technique was found to be
compatible with chemical surface patterning methods (to be discussed later) that can
allow template-assisted deposition of both NWs and CNTs in a controlled alignment
and pattern [22].

8.2.3 Blown Bubble Film Transfer

A third technique that utilizes the shear flow-induced alignment of nanostructures is
the blown bubble film (BBF) transfer method [23–24], which has been demonstrated
on CNTs, NWs, and nanoparticles. The BBF technique is carried out by utilizing gas
blown spherical-shaped bubbles of nanostructure-embedded epoxy films which can
be subsequently deposited conformally onto a wealth of substrates ranging from
silicon wafers to even plastic sheets. The inspiration for this method comes from
the widespread use of blown polymer film extrusion techniques in industry for the
manufacture of plastic products, like bags or films. A key feature of this assembly
method is the use of a pressurized gas flow which serves two purposes: (1) it induces
a uniform shear flow of liquid (the epoxy) which in turn induces the uniaxial align-
ment of embedded nanostructures in the film and (2) it allows for the formation
of bubbles which may be deposited onto large substrates (deposition onto 200 mm
wafers has been demonstrated). For the sake of completeness, it needs to be noted
that the gas flow-induced, liquid shear force alignment of nanostructures has also
been demonstrated on CNTs and NWs from liquid suspensions independently of
the BBF technique and without the use of epoxy films [25–26].

A brief description of the BBF technique will now be given as shown in Fig. 8.3.
First, a stabilized suspension of nanowires or CNTs is prepared. A proper chemical
treatment is required in the suspension in order to functionalize the surface of the
nanostructures and to prevent their aggregation (i.e., flocculation or coagulation).
The density of nanostructures in the prepared suspension was found to directly cor-
relate with the density of the transferred nanostructures later deposited on receiver
substrates. Next, the nanostructure suspension is mixed with an epoxy resin and
then cured for the appropriate time duration to achieve the optimal viscosity for
bubble formation. Bubbles are then formed by dispensing the epoxy–nanostructure
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Fig. 8.3 Blown bubble film (BBF) approach. (a) Nanomaterials (e.g., nanotubes, nanowires,
nanobelts, and nanoparticles) are dispersed in a polymer solution, a volume of solution is expanded
as a bubble, and then BBFs are transferred to substrates, including crystalline wafers, plastic sheets,
curved surfaces, and open frames. The black straight lines illustrated in the solution and bub-
ble films represent 1D nanomaterials such as nanowires or nanotubes. Adapted with permission
from [24]. Copyright 2008 The Royal Society of Chemistry. (b) Optical image of a 0.10 wt.% Si
NW-BBF on 150 mm Si wafer. Insets, dark-field (DF) optical images showing aligned Si NWs
at different locations. Scale bar, 10 μm. Reprinted with permission from [23]. Copyright 2007
Macmillan Publishers Ltd: Nature Nanotechnology

solution on a circular die with a gas outlet situated at its center. A controlled pressure
of gas is allowed to flow through the outlet to cause bubble formation and elonga-
tion. Bubbles of diameters greater than 30 cm have so far been demonstrated. Once
the bubble reaches a desired diameter, a portion of the bubble film may be confor-
mally coated onto a receiver substrate and subsequently processed as a deposited
thin film. Device fabrication has been demonstrated on the transferred nanostruc-
tures after utilizing post-deposition dry etching of the epoxy in order to expose the
embedded nanostructures.
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The BBF method has been able to realize the assembly of aligned nanowires
with separations as low as 3 μm between each NW. Such a deposition density is
lower than that in other transfer methods, like contact printing discussed later, but
may be suitable for certain device applications like sensors. Attempts at producing
higher deposition densities by utilizing higher density NW suspensions resulted in
the aggregation of the nanowires. One unique advantage of the BBF method is that
it has demonstrated large-scale deposition dimensions (i.e., transfer onto a 200 mm
wafer); such size lengths have not yet been matched by other assembly techniques.
Moreover, the use of a PMMA thin film in place of the epoxy resin has been shown
to be a suitable material for blown bubble processing. PMMA is used as an e-beam
and deep UV resist, and its usage in the BBF technique could help to streamline
additional device fabrication steps for practical nanostructure-based devices.

8.3 Nematic Liquid Crystal-Induced Assembly

Nematic liquid crystal (LC)-induced transfer and alignment relies upon the use of
dense suspensions of NWs or CNTs which assemble into a nematic LC film either
in solution or upon application to a substrate. To explain the mechanism, first some
background information on the phase of matter known as liquid crystals is required.
The distinguishing feature of LCs is that they possess a degree of order in between
that of liquids and solids. Specifically, liquid crystals can be classified under dif-
ferent mesophases depending on their degree of molecular alignment. The nematic
LC phase possesses a large degree of orientational order along a single axis, e.g.,
uniaxial alignment. Nematic LCs do not possess any positional order, that is, there
is no exact relative placement of each unit in the LC as compared to adjacent units
and as a result the end-to-end registry of nanostructures in nematic LCs is poor.

Materials that are capable of adopting the LC phase are electrically polarizable
and have a rigid, rod-shaped molecular structure. Liquid crystalline materials are
called lyotropic if ordering can be induced resulting from certain concentrations of
the material within a solvent. It has been shown that CNTs [27] and nanorods [28]
are indeed lyotropic; in concentrated suspensions, they behave as nematic LCs.

LCs are readily aligned in a desired uniaxial direction using a variety of methods.
Dense, liquid crystalline suspensions of CNTs have been aligned using methods
such as surface roughness or electric field [29]. Alternatively, it has been shown
that dilute suspensions of CdSe nanorods [30] or SWNTs [31] may be aligned by
drop-drying. It is thought that the high evaporation rate at the air–liquid interface
results in a highly concentrated solution, thus promoting liquid crystalline order-
ing (Fig. 8.4a, b) in the latter cases. This uniaxial ordering typically occurs in
random directions and over a fairly short length (tens of micrometers). In order
to achieve uniaxial ordering along a controlled direction and over larger distances,
it has been shown that it is possible to combine the use of channel-confined fluid
flow and drop-drying to achieve the long-range ordering of nematic-phase CNTs
(Fig. 8.4c, d). Photoresist-defined channels were used to induce a unidirectional flow
of a CNT suspension by simply tilting the receiver substrate during drop-drying.
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Fig. 8.4 Surface ordering of carbon nanotube films by induced nematic liquid crystal phase as a
result of the slow evaporation of a carbon nanotube solution during tilted-drop casting. (a) Scheme
for the tilted-drop fabrication routine without physical confinement. (b) AFM topographical images
of a CNT surface showing liquid crystalline texture and ordering along with characteristic topo-
logical defects. (c) Schemes for the tilted-drop fabrication of a thin film on an amine-terminated
SAM surface micropatterned with photoresist polymer stripes. (d) AFM topographical image of
carbon nanotube films showing uniaxially oriented, densely packed CNT bundles. Adapted with
permission from [31]. Copyright 2006 American Chemical Society

Unidirectional alignment over a single defined direction was achieved for lengths
exceeding 40 μm.

8.4 Langmuir–Blodgett Assembly

The Langmuir–Blodgett (LB) technique refers to the formation of a monolayer
film of molecules or particles on an aqueous surface and the subsequent transfer
of the layer to a solid substrate which is vertically drawn through the air–water
interface [32]. The LB technique is commonly used in biological or chemical
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applications, and recently the method has been used to achieve the transfer of
aligned arrays of nanostructures (i.e., nanowires, nanotubes, and nanoparticles)
[32–33]. The Langmuir–Blodgett method is performed in an apparatus termed the
LB trough which is a water-filled trough fitted with moving barrier mechanisms that
allow for the modification of the surface pressure of a water surface monolayer.

An overview of the methods used to apply the LB technique to nanostructure
assembly will now be detailed. To begin with, a stabilized suspension of nanos-
tructures in a nonpolar solvent/surfactant mixture is dispersed on top of an aqueous
subphase in a LB trough. One purpose of the surfactant molecules is to prevent the
agglomeration of the nanostructures. On the water surface, the nanostructures form
a monolayer where the nanostructures are supported by the effects of water surface
tension. Subsequently, a compressive force is applied to the monolayer by narrow-
ing the barriers of the LB trough. Although some surfactant molecules may dissolve
into the aqueous layer as time proceeds, increasing the compressive force tends to
increase the surface pressures in most experimental situations.

As the nanostructures compress due to higher surface pressures, the monolayer
takes on the properties of a nematic liquid crystal where the axial alignment direc-
tion is parallel to the barrier. The underlying physical reasons for the induced
uniform alignment of the individual nanostructures can be attributed to thermo-
dynamic considerations once the compressive forces bring about the formation
of a liquid crystal phase. The nanostructure-to-nanostructure spacing can be con-
trolled by adjusting the magnitude of the compressive force. As the surface pressure
increases, the nanostructure-to-nanostructure spacing decreases; finally after a crit-
ical buckling pressure is reached, the formation of a multilayer film can be induced
[34]. The aligned nanostructure layer is typically transferred to a desired receiver
substrate by vertically dipping the receiver substrate in the trough along the direc-
tion of the aligned NWs or CNTs and the moving trough barriers (Fig. 8.5a). Van
der Waals attractions cause the nanostructures to adhere onto the receiver substrate
as it is lifted away from the surface, and the nanostructure film is transferred to
the receiver substrate while maintaining the film’s density and alignment direction.
Deposition with an arbitrary alignment direction with respect to the receiver sub-
strate may be obtained by rotating the receiver substrate at an appropriate angle
relative to the water surface [35].

As a result of the distinct surface properties that are associated with different
types of nanostructures, the optimal conditions for carrying out the Langmuir–
Blodgett assembly of various nanostructures have been explored in many studies.
A survey of the most significant reports is given below. Monolayer films of Si/SiO2
core–shell NWs were obtained with NW diameters of 45 and 90 nm and for transfer
areas up to 20 cm2 [36]. The wire-to-wire spacings were found to be readily con-
trolled by the amount of applied compressive force; spacings varying from 0.8 μm
to completely close-packed monolayer films were demonstrated. Nearly completely
close-packed monolayer films have also been obtained using Ge nanowires with
diameters of ∼10–20 nm [37]. Similarly structured close-packed films of SWNTs
that possess a diameter less than 2 nm and lengths between 200 nm and 1 μm have
also been obtained using Langmuir–Blodgett assembly (Fig. 8.5d) [33]. This result
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Fig. 8.5 Langmuir–Blodgett assembly of nanostructures. (a) Schematic of a water-filled,
Langmuir–Blodgett trough from the top and side views. (b) Image of a substrate being pulled
vertically through a Langmuir monolayer of silver nanowires. Adapted with permission from [32].
Copyright 2008 American Chemical Society. (c) Scanning electron microscopy image of patterned
crossed NW arrays formed by multiple dipping of the receiver substrate; scale bar, 10 μm. Inset,
large-area, dark-field optical micrograph of the patterned crossed NW arrays; scale bar is 100 μm.
Adapted with permission from [36]. Copyright 2003 American Chemical Society. (d) AFM image
of an LB film of SWNTs. Adapted with permission from [33]. Copyright 2007 American Chemical
Society

indicates that even nanostructures with small diameters and large aspect ratios may
be assembled with this method.

8.5 Dielectrophoresis Assembly

Dielectrophoresis (DEP) is a technique that has gained widespread adoption
throughout the field of biochemistry as a method for manipulating the position of
molecules inside a liquid medium. The same technique has also been successfully
applied to the task of assembling either individual or massive numbers of nanos-
tructures. It has been applied to a wide variety of nanostructures, including CNTs
(single and bundles) and both metallic and semiconducting NWs. A notable feature
of this assembly method is that it offers the possibility of achieving fine control over
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Fig. 8.6 Dielectrophoretic assembly of nanostructures. (a) Schematic of the dielectrophoretic
alignment process for 1D nanostructures. Redder colors indicate regions of stronger electric fields
and bluer colors represent regions of weaker fields. Adapted with permission from [41]. Copyright
2006 American Chemical Society. (b) Bright field image of dielectrophoretically aligned CdSe
NWs using an AC electric field (10 V) with electrodes separated by a 20 μm gap. Reprinted with
permission from [40]. Copyright 2007 American Institute of Physics. (c) SEM image of an elec-
trode array showing five adjacent devices, with each electrode pair bridged by one carbon nanotube,
visible as fine white lines within the dark central areas. (d) Atomic force microscopy image of one
such device. The height profile confirms the bridging by an individual nanotube. Adapted with
permission from [46]. Copyright 2007 American Chemical Society

both the location and the orientation of the assembled objects. The physical process
that dielectrophoresis relies upon relates to the ability of an applied electric field
to induce a dipole moment on a neutrally charged nanostructure and to simultane-
ously exert an electric force on that dipole (Fig. 8.6a). The polarized nanostructures
respond to applied electric fields like any other dipole: their poles experience forces
(termed DEP forces) which cause the dipole to both align along the E-field direc-
tion and migrate toward the regions where the gradient of the electric field is the
strongest. The general approach and important experimental parameters for carry-
ing out dielectrophoretic assembly are first detailed and then specific examples of
nanostructure alignment are discussed.

The most common setup for carrying out the dielectrophoretic assembly of
nanostructures consists of a pair of metallic electrodes situated on a receiver sub-
strate. The procedure itself is performed by first exposing the receiver substrate
to a liquid suspension of nanostructures (usually by simple pipette dropping) and
then applying a certain voltage across the pair of electrodes to initiate the dielec-
trophoretic assembly process. Nanostructures that move within the vicinity of the
electric field by random motion will become polarized and be subject to dielec-
trophoretic forces. The ability of an object to become polarized is given by its
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polarizability, a physical property which derives from certain characteristics includ-
ing conductivity and dielectric permittivity, and is intrinsic to the object’s material
properties. Due to these electric forces, the object will migrate toward the area
between the electrodes where the gradient of the electric field is strongest while
concurrently orientating in a parallel direction along the field lines. This alignment
process typically occurs within seconds or minutes and finally concludes by the
affixation of the nanostructure on the receiver substrate in the region between the
electrodes. The liquid suspension is then removed from the substrate, most com-
monly by allowing the droplet to evaporate. The electric field is held in place during
the liquid removal so as to prevent capillary forces from disturbing the position of
the aligned nanostructure.

The applied electric fields may be either DC or AC; DEP can be carried out in
either condition. However, typically AC fields are preferred since at low frequen-
cies, polar molecules within a liquid dielectric medium have the ability to screen
out the charge separation on polarized nanostructures and reduce the DEP force;
these molecules are not able to respond at higher frequencies due to their long relax-
ation times [38]. Additionally, DC electric fields emanating from the electrodes are
capable of attracting impurities which possess surface charges by simple electro-
static interactions which occur concurrently with the DEP process [39]. Another
advantage of AC DEP is that it does not produce a net current through the medium
and as a result also does not produce faradic products, i.e., through electrolytic
reactions [40].

The spacing between the electrodes is also an important parameter. The strength
of the DEP force depends on the ratio of the electrode gap size to the length of the
nanostructure. There exists an optimal ratio of gap size to nanostructure length so
as to maximize the DEP force in a certain DEP structure. For instance, simulations
on the DEP alignment of nanowires in a particular DEP configuration found that
the optimal ratio was 0.85 [41]. Moreover, it should be noted that the DEP force is
also directly proportional to the applied field strength between the electrodes and
the polarizability of the nanostructure, among other factors.

During the DEP process, the electrical potential between the electrodes may be
either applied directly to the electrodes by electrical routing or capacitively cou-
pled to the electrodes via underlying bus bars which are used for voltage biasing.
Although direct electrical connection is the simplest means to apply a voltage, there
are a couple of associated downsides: the nanostructures post-assembly end up in
direct contact with the DEP electrodes, thus preventing electrical isolation of differ-
ent devices; additionally, there is a possibility of large current spikes arising between
the electrode pair if a nanostructure bridges the pair during the DEP process [42]. In
the alternate approach, DEP electrodes at the surface of the receiver substrate may
be electrically isolated from the underlying bus bars by the presence of a sandwiched
insulating layer. The purpose of the insulator layer is to both prevent significant lev-
els of current draw and allow for the capacitive coupling of applied AC voltage
signals to the DEP electrodes that are situated on the surface [38].

The geometrical design of the DEP electrodes varies depending on the applica-
tion. Two types of electrode designs are common: wide bus bar electrode designs
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allow for the alignment of large numbers of nanostructures between each electrode
pair (Fig. 8.6b), while alternatively, arrays of narrow finger-shaped pairs, which
may be biased at the same voltage potentials, are used to align individual nanostruc-
tures between single electrode pairs simultaneously along the entire electrode array
(Fig. 8.6c, d). The alignment of large numbers of nanostructures has been demon-
strated with CdSe and InP nanowires [40, 43]. A disadvantage of this method is that
it does not provide fine spatial control; although large numbers of nanostructures
can be made to line up perpendicular to a particular electrode, there is no control of
the exact location of each nanostructure along the width of the electrode. To obviate
this problem, the width of the pair of electrodes must be narrowed to roughly the
same width as the nanostructure, i.e., narrow electrodes have to be used.

Using such a technique, the one-to-one DEP alignment of nanostructures
between pairs of electrodes has been demonstrated with CNTs, Si, and Rh nanowires
[44–46]. The physical reason that explains the one-to-one assembly of nanostruc-
tures on narrow electrodes relies upon the phenomenon that as soon as a single
nanostructure occupies the region between an electrode pair, the E field in the area
immediately surrounding the object is diminished due to the high electrical con-
ductivity of most nanostructures as compared to the liquid medium. Due to this
diminishment of the E field strength in the gap region where the nanostructure is sit-
uated, the attraction of additional nanostructures is suppressed toward the electrode
pair. This procedure has been demonstrated in the alignment of individual single-
wall CNTs (SWNTs): 90% transfer yield was obtained for 400 electrode pairs, sized
1 μm2, in a 100×100 μm2 area, equating to a transfer density of over 1 million
single CNT bridges in 1 cm2 and roughly 1 CNT/μm along a single row of the
array.

In addition, a photoresist (PR) patterning technique has been demonstrated to
improve the yield of single nanostructure DEP assembly. The technique has been
employed in order to suppress the deposition of nanostructures in unwanted areas
on the deposition substrate. During DEP assembly, it is typical that some nanostruc-
tures adhere to sites on the receiver substrate simply due to random collision events
and subsequent van der Waals interactions. This effect can be mitigated by pattern-
ing of a PR protection layer onto the top of the receiver substrate and opening up
holes in the PR layer only in the areas near the DEP electrodes. After DEP assembly
is conducted, the PR layer is washed off by solvent, simultaneously lifting off the
unwanted nanostructure deposition.

The DEP technique possesses its own advantages and disadvantages as compared
to other assembly techniques. The main benefit of the DEP method is that it offers
the ability to finely control the spatial location of individual nanostructures to an
extent not easily matched by other techniques. A disadvantage of this method, how-
ever, is that the ultra-high-density assembly of nanostructures at submicrometer size
lengths has yet to be demonstrated. Such a demonstration remains a challenge due
to the deleterious effects of fringing electric fields between adjacent electrodes at
such small size lengths. Another disadvantage of this method is that a dedicated
DEP structure is required on-chip. The necessary fabrication of such a structure will
inevitably increase the cost and complexity of manufactured devices.
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8.6 Chemical Affinity and Electrostatic
Interaction-Directed Assembly

The use of chemical affinities to drive the assembly of nanostructures on a receiver
substrate from a liquid suspension has been extensively studied. Broadly speak-
ing, this approach relies on the action of chemical and electrostatic attractive forces
to direct the deposition and assembly of nanostructures onto patternable areas
on a wide variety of receiver substrates. Moreover, in a similar manner, repul-
sive forces may be utilized to leave the substrate deposition-free in desired areas
(Fig. 8.7a). The type of chemical interaction force which the nanostructures expe-
rience, either attractive or repulsive, is determined by utilizing the appropriate type
of nanostructure or substrate surface functionalization. Besides chemical interac-
tions, electrostatic interactions between the nanostructures and the substrate may be
modified by adjusting the electrical bias of the substrate.

The mechanism behind the selective deposition of nanostructures depends on
whether the surface of the nanostructure is either charged or neutral. Certain
nanowires, i.e., ZnO or V2O5, have been noticed to preferentially deposit on

Fig. 8.7 Chemical affinity and electrostatic interaction-directed assembly of nanostructures.
(a) Schematic showing the directed assembly of 1D nanostructures onto molecular patterns.
Adapted with permission from [52]. Copyright 2006 American Chemical Society. (b) Atomic
force micrograph (12×12 μm2) showing large-scale self-assembly of SWNTs onto molecular
patterns on a gold surface. (c) Topography (30×30 μm2) of an array of individual SWNTs cov-
ering about 1 cm2 of gold surface. The friction force image (inset) shows a single SWNT (dark
line) and the regions containing molecular patterning of 2-mercaptoimidazole (bright area) and
ODT (dark area). Reprinted with permission from [49]. Copyright 2003 Macmillan Publishers
Ltd: Nature. (d) Optical micrograph image of Si NWs assembled on a Au substrate. The inset
shows the scanning electron microscope (SEM) image of the adsorbed Si NWs. (e) SEM image of
Si NWs assembled on a SiO2 substrate. (f) Dark-field optical micrograph image of functionalized
Si NWs assembled onto complex patterns with arbitrary orientations. The Si NWs were adsorbed
onto bare Au surface regions, while hydrophobic ODT SAM prevented their adsorption. Adapted
with permission from [53]. Copyright 2008 American Chemical Society
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negatively biased substrates while having their deposition suppressed at positive
biases. Such behavior is presumed to be the result of a positive surface charge that
these unmodified nanowires possess; the surface charge may possibly be a result of
oxygen vacancies in the materials. In contrast, it has been determined that unmod-
ified SWNTs do not possess a significant surface charge; their deposition is only
moderately affected by substrate bias [47]. On the other hand, the selective depo-
sition of SWNTs may be carried out by exploiting the fact that SWNTs adhere to
substrates with hydrophilic (i.e., polar) surfaces while being repelled away from
hydrophobic (i.e., nonpolar) surfaces. Experimental and theoretical analyses have
explained this effect as a consequence of van der Waals interactions [48].

The selective deposition of CNTs based on chemical affinity properties has
been carried out on a wide variety of substrates including gold and silicon oxide.
Surface functionalization patterning has been demonstrated through direct deposi-
tion of organic molecules by dip-pen nanolithography or by microcontact stamping.
Alternatively, standard microelectronics-compatible photolithography may be used
to selectively expose certain substrate regions to self-assembled monolayer (SAM)
deposition. SAM patterns are typically deposited by simply immersing substrates in
the appropriate SAM solution. The SAM molecules may be functionalized with
either nonpolar groups (i.e., methyl –CH3) or polar groups (i.e., amino –NH2/–
NH3

+ or carboxyl –COOH/–COO–) to produce hydrophobic or hydrophilic areas
of the substrate, respectively. Using the distinct nonpolar and polar chemical func-
tionalizations of patterned Au substrates, the selective depositions of large area
patterns of SWNTs have been obtained (Fig. 8.7b) [48–49]. SWNTs were found
to be repelled by adjacent nonpolar regions and, in response, were observed to
actively bend their structure away from these regions. By carrying out the pattern-
ing of polar regions with dimensions approaching that of an SWNT, single SWNT
depositions with controlled orientation and location were also achieved (Fig. 8.7c).
Moreover, another contributing factor to the realization of controllable single SWNT
depositions is the fact that CNT adherence to small polar patterns is self-limiting;
presumably the hydrophobic surface of the SWNT passivates the polar pattern on
the substrate surface and limits the adhesion of additional CNTs. In contrast, the use
of large area patterned polar regions results in the deposition of CNTs which are
randomly orientated and which possess irregular spacings.

A simplification to the previously described chemical affinity deposition method
has also been demonstrated. In this case, suspensions of SWNTs were found to be
able to natively deposit on a wide variety of bare, unfunctionalized surfaces (includ-
ing Au, Si, Al, SiO2, and glass) without the aid of any additional polar surface
functionalization. It was argued that this deposition was probably made possible due
to the natural polarization state of pristine surfaces [47]. For instance, Au and SiO2
have been noted to form a negative surface charge in deionized water. The method
has also been extended to show that deposition is possible on high-k dielectrics like
Al2O3 and HfO2 [50]. The patterned deposition onto bare surfaces can be carried
out by utilizing a nonpolar SAM layer as a mask where deposition is prevented.

By employing similar patterning techniques, the deposition of single or large
amounts of nanowires can also be carried out on negatively charged bare or
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SAM-covered surfaces (Fig. 8.7d–f) [51–52]. The preferred deposition of nanowires
onto negatively charged surfaces was observed for nanowires with an innate posi-
tive surface charge (e.g., ZnO and V2O5) in aqueous solution and for positively
functionalized Si nanowires [53] that were exposed to SAM treatment. The surface
functionalization of Si nanowires was found to be necessary in order to prevent
the quick aggregation of the nanowires while being suspended in deionized water.
The total amount of deposited nanowires was found to be readily adjusted by
varying the substrate bias: larger negative biases correlated with larger deposition
numbers.

There are a number of benefits to this assembly approach as compared to other
methods. The reliance on chemical processing (i.e., nanostructure solutions, pho-
toresist patterning, and SAM treatments) makes the approach relatively simple and
appropriate for large-scale and high-throughput settings. It is important to note that
the deposited nanostructures resulting from this assembly method were found to
completely adhere to the substrates when going through post-assembly microelec-
tronic fabrication steps. A disadvantage of the method, which is analogous to the
main disadvantage of dielectrophoresis, is that it is difficult to obtain the simul-
taneous deposition of a high density of spatially well-controlled and accurately
orientated nanostructures. As opposed to other methods, such as contact printing,
the deposition of aligned nanostructures with a density greater than one nanostruc-
ture per 5 μm over large areas (i.e., 1 cm2) has not yet been demonstrated in the
literature. This disadvantage can be attributed to the difficulty in patterning charged
surface regions with the simultaneous requirements of small dimensional lengths,
high densities, and large patterning areas.

8.7 Contact Transfer

NW and CNT assembly by contact transfer relies upon the placement of NWs
or CNTs in direct physical contact with a receiver substrate, thereby bypassing
the usage of an intermediary liquid suspension which the other transfer meth-
ods addressed in this chapter utilize. Two contact transfer methods have been
demonstrated: contact printing which carries out the simultaneous separation and
placement of nanostructures from a growth (donor) substrate to a receiver substrate
by shear-assisted fracture and alignment and stamp transfer which divides the sep-
aration and placement of the nanostructures into two discrete steps: a stamp is used
to pick up and separate the nanostructures from the growth substrate and subse-
quently the stamp is placed down on a receiver substrate in order to achieve final
nanostructure placement.

8.7.1 Shear-Assisted Contact Printing

An overview of the shear-assisted contact printing method for 1D nanostructures
is presented. The approach relies upon the simultaneous application of two forces
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(van der Waals and shear force) to carry out the uniaxial alignment and transfer of
nanostructures like NWs and CNTs. The method is suited for the transfer of nanos-
tructures at controllable densities (from high to low) while maintaining a common
orientational alignment. A disadvantage of this method is that it does not allow for a
high degree of registry between the end-to-end placements of the transferred nanos-
tructures. The transfer of both nanowires and CNTs has been demonstrated with this
technique [54–55].

A step-by-step summary of the contact printing method will now be presented
as pictured schematically in Fig. 8.8a. The transfer sequence can be broken down
into three steps: physical contact, application of the shear force, and nanostructure
breakage.

Before the transfer process, the as-synthesized nanostructures are held onto their
growth substrate via a mechanical anchor point at their initial growth site. During
the transfer process, the following procedures can be carried out:

(1) If selective deposition of the nanostructures is desired, a patterned photore-
sist (PR) film may be used to selectively protect areas of the substrate where
nanostructure deposition is to be avoided. To begin the transfer process, first the
nanostructure growth substrate is turned over and brought into physical contact
with the receiver substrate. A downward pressure is applied to the back of the
growth substrate in order to exert the proper force so as to cause a significant
amount of nanostructures to bend and come into direct contact with the receiver
substrate surface [54]. At this point, due to surface interactions and resultant van

Fig. 8.8 Shear-assisted contact printing. (a) Schematic of the transfer and assembly method. The
SEM image shows that grown NWs that are randomly oriented on a growth substrate serve as
the donor material. During the transfer process, the NWs are aligned and then deposited onto
the receiver substrate by application of a directional shear force, resulting in the printing of sub-
monolayer NW arrays on the receiver substrate. Reproduced with permission from [54]. Copyright
2009 Wiley-VCH Verlag GmbH & Co. KGaA. (b1, b2) Dark-field optical images of Si NW
crossbars formed by a two-step printing process with a PMMA buffer layer. (c) Patterned print-
ing of NWs using polymer resists (PRs) on Si substrates. The dark-field optical image shows
the assembled NWs after the printing and PR lift-off processes. Inset shows the SEM image of
the well-aligned Ge NW arrays. (d) SEM image of the assembled NWs after NW printing and
PMMA liftoff, showing single NW positioning on the substrate. Adapted with permission from
[57]. Copyright 2007 American Chemical Society
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der Waals forces, the nanostructures will adhere to the receiver substrate surface
while simultaneously still being anchored to the growth substrate. Removal of
the applied pressure in this step will generally result in very few nanostructures
being transferred onto the receiver substrate. Practically speaking, the strength
of the nanostructure anchor site on the growth substrate is stronger than the
nanostructure adhesion to the receiver substrate.

(2) Next, a shear force is applied onto the growth substrate by carrying out the
movement of the growth substrate in a lateral direction while the applied down-
ward pressure is maintained. A shear force is simply defined as the force
resulting from the movement of one object in physical contact against another
object. In this situation, the applied shear forces are between the nanowires (or
CNTs) situated on the growth substrate and the receiver substrate itself; the
direction of the forces is parallel to the motion of the moving growth substrate.
The applied shear force on the nanostructures will cause them to uniaxially ori-
ent themselves in the direction of the shear force in a similar way as discussed
in Section 8.2. Note that in this step, the van der Waals and shear forces are act-
ing on the nanostructures simultaneously and in different directions, downward
and laterally, respectively. It is also important to note that the orientation of the
synthesized nanostructures on the growth substrate is irrelevant, since the shear
forces in this step will always force the alignment of the nanostructures into the
direction of growth substrate movement.

(3) Eventually, the competing shear and van der Waals forces will cause a critical
amount of stress on the nanostructure, resulting in the physical breakage (i.e.,
fracture) of the nanostructure and its deposition onto the receiver substrate sur-
face. Typically the fracture point occurs somewhere in the midsection of the
nanostructure, thereby resulting in transferred nanostructures that are shorter
than the original growth length.

After nanostructure transfer, the growth substrate may be lifted off, resulting
in a transferred nanowire or CNT “film” on the surface of the receiver substrate
(Fig. 8.8c). If the transfer conditions were optimal, the nanostructure film coverage
will nearly match the original contact area between the two substrates. Additionally,
another consequence of the one-to-one nanostructure surface coverage is that sharp
transitions between areas of high-density nanostructure coverage and bare areas
may be obtained on the receiver substrate (Fig. 8.8c). An alternative method for
achieving film patterning may be performed subsequent to nanostructure transfer by
carrying out selective nanostructure removal in unwanted areas. This removal may
be achieved by photoresist patterning followed by either sonication or etching of
the exposed nanostructures. Conventional semiconductor processing may then be
performed on the isolated device areas.

In order to adapt the contact printing method to large-scale manufacturing pro-
cesses, a roll printing design has been developed which facilitates high-throughput
transfers [56]. Instead of relying upon the lateral movement of a single growth
substrate to facilitate the shear-assisted transfer, the nanostructures may instead be
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synthesized on a cylindrical roller and subsequently be transferred to a stationary
receiver substrate by simply rotating the roller.

The length and density of the transferred nanostructures may be adjusted by
varying the growth conditions of the nanostructures or by adjusting the downward
pressure during the transfer process. For instance, sparser films may be obtained by
synthesizing sparsely distributed nanostructures on the growth substrate. The con-
tact printing process may also be repeated on a single substrate to produce multiple
layers of overlapping nanostructures (Fig. 8.8b). Thin (∼40 nm) polymer layers
were found to enable multiple layer printing; they served as buffer layers for addi-
tional contact printing steps and could be removed without disturbing the transfer
by dry etching.

Excessive breakage (and a resultant higher tendency for misalignment) has been
observed to be a particular problem for the transfer of nanowires of diameters less
than 50 nm and is presumed to be due to their weaker mechanical strength as com-
pared to thicker nanowires. Moreover, at even higher pressures, the growth substrate
may experience scratching due to abrasion from microscopic dust particles. It is
thought that this excessive breakage and misalignment of transferred nanowires is
a result of an excess of friction arising from NW–NW interactions. A strategy to
mitigate these effects is through the use of wet lubricants during transfer [57]. In
general, the purpose of a lubricant is to act as a buffer medium in order to reduce
the friction between two sliding surfaces. Through the proper use of a lubricant in
NW contact printing, the aforementioned sources of excess friction may be reduced,
resulting in longer and straighter transferred nanowires. An image of an optimized
transfer of ∼20 nm diameter germanium nanowires is shown in Fig. 8.8c. The den-
sity of transferred ∼20 nm diameter NWs along the direction perpendicular to the
NW axial alignment may reach up to ∼8 NWs/μm using this approach.

8.7.2 Stamp Transfer

An alternative method to achieve the assembly of nanostructures without the use
of an intermediary liquid suspension involves the use of polymer stamps and is
commonly termed stamp transfer. The transfer of CNTs and ZnO nanowires has
been demonstrated with this method [58–61]. It relies upon the use of a polymer
stamp (typically made up of PDMS or polyimide) and the action of van der Waals
forces to promote the adhesion of nanostructures to first the stamp and subsequently
the receiver substrate. The process, as shown in Fig. 8.9, is explained according to
the following steps.

First, the stamp is placed in contact with a growth substrate so that the nanostruc-
tures adhere to the stamp. The surface energy of the stamp is modified in advance to
promote the adhesion so that even after separating the stamp from the growth sub-
strate, the nanostructures remain adhered to the stamp surface. The typical method
used to modify the stamp’s surface chemical state is by oxygen plasma treatment.
Next, the stamp is placed in contact with a receiver substrate. By either employing
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Fig. 8.9 Stamp transfer of SWNTs. (a) Schematic illustration of a process that uses polyimide
(PI) and a gold (Au) film to transfer CVD-grown, aligned arrays of SWNTs from the quartz growth
substrate to other receiver substrates. SEM images of (b) aligned SWNT arrays transferred from a
single-crystal quartz growth substrate to a plastic substrate and (c) triple crossbar arrays of SWNTs
formed by three consecutive transfer processes. Reproduced with permission from [13]. Copyright
2009 Wiley-VCH Verlag GmbH & Co. KGaA. Based on figures reprinted with permission from
[64]. Copyright 2007 American Chemical Society

adhesive epoxy layers on the receiver substrates or by choosing a correct stamp peel-
ing speed, the nanostructures can be made to preferentially adhere to the receiver
substrate during stamp removal (i.e., stamp peel off). Polymers, such as PDMS,
have certain viscoelastic properties which cause their adhesion strength to vary with
peeling speeds [62].

Since the nanostructures are immobilized on the stamp during transfer, the final
configuration (i.e., relative placement and orientation) of the nanostructures on the
receiver substrate will match their original configuration when they were picked up
by the stamp. For instance, CNTs synthesized in random directions on a growth
substrate have been stamp transferred to produce randomly orientated CNTs on
a receiver substrate [63]. More interestingly, CNTs synthesized with near-perfect
uniaxial orientations have also been shown to preserve their alignment after stamp
transfer onto a plastic (PET) substrate [60].

To achieve stamp transfer of CNTs with high yields, an additional step has been
utilized in order to promote the release of the CNTs from their growth substrate.
Such an extra step is not necessary for the transfer of larger nanostructures like
nanowires. This step involves either the use of an underetch to release the CNTs
subsequent to the initial stamp contact or the deposition of a thin carrier film (i.e.,
metal) on top of the synthesized CNTs prior to stamp contact [13, 64]. The deposited
metal film is used to embed the CNTs in a material layer that is more readily picked
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up by the stamping surface as compared to the bare CNTs themselves. After the
film and embedded CNTs are deposited on the receiver substrate, the metal film can
be readily removed by immersion in a metal etchant solution, thereby leaving the
CNTs alone on the receiver substrate surface.

The preceding two contact transfer methods have also been combined in order
to carry out the transfer of vertically aligned ZnO nanowires from their growth sub-
strate onto a PDMS stamp and then the receiver substrate in a uniform aligned,
horizontal orientation. A PDMS stamp was placed in contact with the ZnO NW
growth substrate and a uniform shear force was applied to the stamp. The ZnO NWs
were observed to stick onto the stamp with the same orientation as the applied shear
force. Finally, the PDMS stamp was pressed onto the receiver substrate (with only
a downward force) and the ZnO NWs were deposited while maintaining the same
uniform orientation.

A related stamp transfer technique using spun-on PMMA films as the stamp
material has demonstrated the transfer of randomly orientated and aligned arrays
of CNTs and also ZnO nanowires from a growth substrate [65]. The technique
relies upon the spin casting of a thin PMMA layer on top of the nanowire or
the CNT growth substrate in order to structurally embed the nanostructures in the
PMMA film formed after solvent evaporation of the spin-casting solution. After the
PMMA solidification, the entire layer (including the embedded nanostructures) may
be peeled off the growth substrate, thus achieving nanostructure removal. Finally,
the PMMA film mediator may be placed on a receiver substrate and the PMMA
can be removed by thermal decomposition of the organic PMMA film which does
not disturb the position or the alignment of the nanostructures. An advantage of this
method is in multilayer stamp depositions. Successive layers of PMMA “stamps”
can be deposited onto a receiver substrate without causing any possible disturbance
(i.e., pickup) of the previously deposited nanostructure layers which can possibly
occur in the traditional stamp transfer method.

8.8 Directed Growth

8.8.1 Horizontal Growth

One possible method that has been proposed for producing large-scale, addressable,
nanostructure-based devices is to utilize the horizontal growth of nanostructures
directly between pairs of electrodes. One-dimensional nanostructures (nanowires
or CNTs) would effectively act as a mechanical and electrical “bridge” between
the electrode pairs where the nanostructure is physically connected at each of its
ends to a separate electrode. Due to this double (two-ended) connection, such a
nano-sized “bridge” would be both rigid and suspended and could serve as a con-
duction path between the electrodes. Such a structure could serve as a backbone
for the fabrication of nanostructure-based electronic devices. The demonstration of
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Fig. 8.10 Direct growth of Si nanowire bridges on SOI substrates. (a) Single nanowire with the
<111> growth direction bridges a trench confined by vertical {111} faces created on a <110>
oriented SOI substrate. The parallel lines on the sidewalls with alternating contrast are scallops
formed during deep reactive ion etching. (b) General morphology of a bridged nanowire, which
grew from the left sidewall along the <111> direction and impinged upon the opposite sidewall.
The nanowire grew backward after self-welding into the sidewall. (c, e) Cross-sectional transmis-
sion electron microscope images for the two joints between the nanowire and trench sidewalls.
(d) A high-resolution electron microscopy image confirms the <111> growth direction and reveals
a thin oxide layer on the surface of the nanowire. The scale bars in (a–e) are 2 μm, 500 nm, 100 nm,
3 nm, and 100 nm, respectively. Reprinted with permission from [68]. Copyright 2006 Macmillan
Publishers Ltd: Nature Nanotechnology

horizontally grown and doubly connected nanostructures in between electrodes has
been achieved with silicon NWs (Fig. 8.10) [66–68], ZnO NWs [69], and single-wall
carbon nanotubes (SWNTs) [70].

The use of epitaxially grown, horizontally orientated nanowires has garnered
much research attention. Specifically, due to its prevalence in microelectronics
fabrication, silicon-based horizontal nanowire growth has already been extensively
researched and will serve as the basis for the following discussion. In epitaxial
nanowire growth, the growth direction of the nanowire can be controlled in a speci-
fied orientation when synthesis occurs on a lattice-matched growth substrate. Thus,
by properly choosing the composition and crystal orientation of the underlying
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growth substrate, directed nanowire growth in a desired direction can be achieved.
Due to the fact that vapor–liquid–solid (VLS)-grown Si nanowires tend to grow
in the <111> direction, the epitaxial growth of Si nanowires on a (111) Si surface
will result in grown nanowires which are orientated in a vertical and perpendicular
direction relative to the growth substrate surface. Horizontal Si nanowire growth can
be readily obtained by creating (111) horizontally facing sidewalls by performing
an anisotropic etching of (110) Si wafers. Moreover, a doubly connected bridging
nanowire can be obtained if the Si nanowire grows into the opposing (111) Si side-
wall during the VLS growth process (Fig. 8.10). As a result of the nearly exact
epitaxial relationship between the nanowire and the facing sidewall, the impinging
nanowire is presumed to “fuse” with the sidewall and create a second mechanical
connection point at its surface.

The nature of the two end connections of horizontally bridging Si nanowires is
of utmost concern in device applications. These connections serve two important
functions: (a) as mechanical support points for the suspended structure and (b) as
electrical connection points to the nanowire. Furthermore, these two connections
are not identically formed: the first connection is formed at the nucleation site of the
nanowire at the beginning of its growth (i.e., base end), and the second connection
is created when the growing nanowire impinges on an oppositely facing substrate
surface (i.e., impinging end). Due to the epitaxial manner of the nanowire growth,
the properties of the base end of the nanowire are already well understood; how-
ever, it is not obvious whether the connection at the impinging end of the nanowire
would be of comparable quality. TEM, mechanical, and electrical studies have been
conducted on this topic and it has convincingly been shown that the nanowire
sidewall connection at the impinging end of the Si nanowire possesses a high
interfacial material quality which is of comparable quality to that of the base end
[71–73].

To elaborate, the material and electrical properties of both of the nanowire
connection points have been shown to possess superior qualities. TEM stud-
ies, including high-resolution TEM and EDS measurements, have shown that the
impinging end interfacial connection region is both single-crystalline and free of
catalyst (Au) atoms and can be considered of an epitaxial quality [71]. Moreover,
atomic force measurements on Si nanowire bridges have revealed that the mechani-
cal connections at both ends of the structure act as rigid anchor points which results
in a strongly suspended nanowire that possesses beam-like mechanical behavior
[72]. The electrical properties of the connection points have also been character-
ized: the specific contact resistance of the bridged Si nanowires was found to be in
the 10–6 � cm2 range, a value that compares favorably to the contacts in planar Si
devices [73].

8.8.2 Vertical Growth

Vertically grown arrays of NWs and CNTs have been utilized to produce field emit-
ters, FETs, and solar cells. The vertical geometry of these 1D nanostructures is
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well suited for the aforementioned applications. Single and large numbers of ver-
tical MW-CNTs have been obtained by using optimized CVD growth conditions
[74–75]. A variety of vertically grown nanowires have also been realized; the most
widely used method for obtaining the vertical growth of nanowires is through
lattice-matched epitaxial growth and it will now be examined.

Vertical epitaxial growth has been obtained for silicon [76–77], ZnO [78], and
In2O3 nanowires [79–80] on lattice-matched substrates. Moreover, as a result of the
ability of nanoscale material systems to handle larger magnitudes of mismatch strain
as compared to planar systems, the heteroepitaxial growth of vertical Ge nanowires
on Si substrates has also been demonstrated [81].

To illustrate a typical growth procedure, the steps taken to synthesize verti-
cal Si nanowires are examined as shown in Fig. 8.11a [77]. The epitaxial growth
procedure for <111> orientated Si nanowires is performed in a manner similar to
the method in the previous section which details epitaxial, horizontal Si nanowire
growth. To obtain patterned growth, Au colloidal catalyst particles were first
selectively deposited onto molecularly patterned regions on the (111) Si substrate.
Subsequently, the CVD-based VLS growth of the Si nanowire was carried out to
produce vertical Si NWs (Fig. 8.11b). As evidenced in Fig. 8.11c, after the growth
procedure a high density of nanowires is readily obtained.

Fig. 8.11 Vertical nanowire
growth. (a) Schematic of
patterned Si NW growth. Au
colloid solution adsorbs
preferentially to molecularly
patterned regions (red) on the
substrate. The
colloid-patterned substrate is
grown using the conventional
CVD synthesis, resulting in a
corresponding pattern of Si
NW arrays. (b)
Cross-sectional SEM image
of patterned Si NW growth
and (c) plane-view SEM
image of the same. Scale bars
are 1 μm. Adapted with
permission from [77].
Copyright 2005 American
Chemical Society
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8.9 Device Applications

8.9.1 Thin-Film Transistors

A possible use for the assembled NW/NT arrays so far mentioned in this chapter is
to serve as the semiconducting channel region in thin-film transistors (TFTs). The
main novelty of a nanowire- or a CNT-based TFT as compared to traditional TFTs
using planar films is that the active element, i.e., semiconductor channel material,
is made up of an array of aligned single-crystalline nanostructures. Such nanos-
tructure arrays may in addition be produced on a wide variety of receiver (device)
substrates, like glass or plastics, in a controlled fashion by the previously detailed
assembly methods. This approach addresses the limited thermal budget dilemma
facing conventional TFT devices in which the films are directly grown or deposited
on the device substrates, namely the growth of high-performance films typically
requires high growth temperatures that unfortunately are not compatible with plas-
tic or glass substrates. In the NW-TFT or CNT-TFT approach, the high-temperature
material growth process is completely de-coupled from the low-temperature device
fabrication process by using the transfer and assembly processes discussed earlier.
Following the nanostructure transfer to the receiver substrate, device fabrication
can be carried out using established semiconductor processing methods (at low
temperatures), while the use of aligned crystalline nanowire or CNTs as the chan-
nel material ensures the device will have superior performance. The fabrication of
high-performance nanostructure-based TFTs on transparent substrates like glass
or flexible substrates like plastic in turn opens up the possibility of achieving
transparent and/or flexible electronic devices.

It is important to first establish the practicality of using NWs or CNTs in the
fabrication of TFTs. Specifically, it is necessary to consider the effect of the non-
ideal aspects, originating from the transfer and assembly process, of these arrays
on TFT performance. Once a theoretical basis for evaluating their performance is
established, the fabrication and operation of TFTs based on assembled arrays of
nanostructures, including transparent nanowire-based TFTs and flexible CNT-based
TFTs, will be examined in this section.

8.9.1.1 Performance Considerations for NW- or NT-Based TFTs

The main architectural difference which exists between conventional TFTs based
on continuous films and NW- or NT-TFTs based on arrays of discrete conduction
channels raises the question of how a discontinuous channel region will affect the
TFT performance. Intuitively, one could surmise that as the nanostructure density in
the TFT channel region increases, so would the current-carrying ability of the TFT
and in turn its performance such as transconductance. Although this relationship is
correct, it is not a linear one, and it depends crucially on understanding how the
gate capacitance of the nanostructure-based TFT varies with nanostructure transfer
density.
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In order to simplify the theoretical analysis, a NW-based TFT is considered, but
the same analysis may also be applied to CNT-based TFTs [60]. Here the term
nanowire coverage denotes the ratio of the area covered by the transferred nanowires
which bridge the source and drain electrodes as compared to that of the physical
channel area of the TFT (W × L). In order to predict the effect of varying nanowire
coverages on TFT performance, electrostatic simulations (Fig. 8.12) of a specific
NW-TFT device structure were performed. The simulations show that for NW-TFTs
having a 130 nm thick SiO2 gate dielectric, the simulated value for the total gate
channel capacitance Cgs of the NW-TFT with a NW coverage of greater than 25%
is in fact within 95% of the value estimated by using the parallel plate model assum-
ing a complete coverage. This result reveals that when nanowire coverage exceeds
25% for this device geometry, the nanowire arrays are able to achieve a capacitive
coupling between the gate electrode and the NW channel that is at least 95% as
much as it is for a TFT device based on a continuous film. It also suggests that
for nanowire coverage above this threshold, nanowire density fluctuations (which
are likely unavoidable using the transfer and assembly techniques discussed earlier)
will have little effect on the gate capacitance and hence the device performance such
as drive current and transconductance. This result can be appreciated by examining
the E-field profile of the simulated NW-TFT in Fig. 8.12a. Note that the E-field
strength near the gate electrode is close to 7.7 MV/m along the entire width of the
channel, i.e., the same E-field magnitude as would be predicted for a conventional
TFT with the same dielectric thickness.

The nonlinear relationship between NW-TFT performance and the NW coverage
can be explained by looking at this problem from a different angle. It is instructive to

Fig. 8.12 Gate capacitance considerations for a NW-TFT. (a) Simulated electrostatic potential
distribution in the cross section of a NW-TFT with tox = 130 nm and Vapp = 1 V. (b) Plot of the gate
capacitance of the NW-TFT vs. the percentage of nanowire coverage in the channel region. The
gate capacitance is normalized to the maximum possible capacitance when the nanowire coverage
is 100% (i.e., a conventional TFT). Adapted with permission from [84]. Copyright 2007 American
Chemical Society
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let the transconductance in the linear regime for a NW-TFT composed of N parallel
NWs to be defined as the sum of N individual NW devices:

gm = N
μfeCi

L2
Vds (8.1)

assuming the nanowires are identical. Here Ci corresponds to the effective gate
capacitance for a single nanowire.

Compared to the classical definition of a TFT’s transconductance (in the linear
regime), where Cox is the capacitance as predicted by the parallel plate model,

gm = N
W

L
μfeCoxVds (8.2)

one is able to write a proportional relation such that

NCi ∞W·L·Cox (8.3)

Thus one can notice that the fixed value of Cox for a given TFT geometry places
an upper bound on N×Ci as N increases. Qualitatively, in the extreme case of very
low NW coverage, Ci is determined by examining the capacitive contribution of
each nanowire separately via the approximately correct cylinder-on-a-plane EM
model, so the individual Ci value is large but N is small. As NW coverage increases,
the field lines from the gate are shared by more nanowires, so the effective cou-
pling to each nanowire (hence Ci) decreases. Above a certain nanowire coverage,
the effects of increasing N and decreasing Ci almost completely cancel each other,
and the transconductance of the NW-TFT device no longer improves with increased
nanowire coverage.

This observation has important consequences in nanowire-based electronics, as
it shows that nanowire arrays produced using less-than-optimal assembly tech-
niques with relatively low coverage can still act effectively as thin-film devices.
Figure 8.12b shows the calculated gate capacitance Cgs as a function of the nanowire
coverage, at different oxide thickness conditions. For relatively thick gate dielectric
thicknesses (blue squares) that can be readily produced with inexpensive, scalable
techniques such as sputtering, a nanowire film with low surface coverage will elec-
tronically behave similarly to a complete planar single-crystalline thin film of the
same material and thickness as the channel in TFT devices. To take advantage of
a higher coverage (denser) nanowire channel, the use of thinner gate dielectrics or
high-k materials are required in order to achieve more effective capacitive coupling
to the nanowire array (red diamonds, Fig. 8.12b).

One reported strategy to achieve higher gate coupling in a NW-TFT relies upon
a nanowire core–shell–shell structure [82]. In the study by Duan et al., silicon
nanowires were chosen as the semiconducting material, and a high-quality SiO2
shell was grown around the nanowires using thermal oxidation following growth.
A conformal, metal gate electrode was next deposited onto the nanowire by using
the atomic layer deposition (ALD) of WN. An improvement in the gate coupling
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was noted through a reduction of the subthreshold slope in the fabricated core–
shell–shell Si NW-TFTs down to a value as low as 80–100 mV/dec which surpasses
even the values obtained for typical poly-Si TFTs (∼200 mV/dec).

8.9.1.2 Transparent Nanowire-Based TFTs

In this section, a nanowire-based transparent thin-film transistor that is fabricated
on a glass substrate using the contact printing transfer method is presented [83–
84]. Instead of directly growing semiconductor materials on glass or plastic as
with typical TFT designs [85], the low-temperature requirements of glass and plas-
tic substrates can be satisfied by transferring the semiconductor material from
the nanowire growth substrate to a separate device substrate, thus decoupling the
high-temperature processes required by high-quality material growth from the low-
temperature processes required by device fabrication. Using this approach, Dattoli
et al. and Ju et al. have recently demonstrated that it is possible to fabricate trans-
parent, high-performance nanowire devices on glass and plastic substrates [83–84].
The transparent NW-TFTs to be detailed in this section possess DC performance
levels comparable to single-crystalline metal oxide TFTs and importantly operate
at frequencies above 100 MHz with tightly distributed performance metrics among
different devices [86].

In the UM study by Dattoli et al., transparent NW-TFTs were fabricated on Pyrex
glass substrates utilizing contact printing transferred, VLS grown SnO2 nanowires
and patterned ITO source, gate, and drain electrodes. A 75 nm thick SiO2 gate
dielectric was deposited by PECVD. A two-finger interdigitated gate design was
chosen to facilitate RF measurements using ground–signal–ground (GSG) probes.
The spacing between the source and drain electrodes for each finger was 2.5 μm
and the channel region was 2 × 50 μm wide.

The NW-TFTs fabricated on Pyrex substrates are highly transparent with a trans-
mittance of 80% measured at 550 nm. Figure 8.13d shows an optical photograph of
a chip containing an array of 300 TFT devices, the high transparency of the chip is
evident.

Figure 8.14a shows the Ids–Vds family curves and transfer (Ids–Vgs) character-
istics of a typical device. The gate sweep of the device in the saturation region
(Vds = 6 V) showed a large on-current of 2.7 mA (27 mA/mm) and a peak DC
transconductance of 608 μS (6 mS/mm) with a peak saturation field-effect mobility
of 210 cm2/V s (assuming a parallel plate capacitance model). As discussed in the
previous section, due to the high NW coverage in the channel region (estimated to be
25–50% in the channel region for this SnO2 NW-TFT) and the relatively thick insu-
lator thickness, the parallel plate capacitance model is appropriate for this device
structure.

Moreover, RF measurements were carried out with the aim of circumventing
problems associated with DC characterization such as the effects of mobile charges
or surface states in deriving mobility values for nanowire- and nanotube-based
electronics [87]. The high-frequency measurements, on the other hand, will be able
to unambiguously attest to the NW-TFT’s viability as high-speed electronic devices.
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Fig. 8.13 Transparent NW-TFT. (a) Schematic of the transparent nanowire-based TFT using a
two-finger gate design. (b) Optical micrograph image of an entire TFT device showing the device
layout and the GSG testing pads. (c) Optical micrograph image of the active area of the device
showing the aligned nanowires. (d) Digital photograph of the transparent TFT array on a glass
substrate. The device area contains 300 test structures and is marked by a dashed border. Adapted
with permission from [83]. Copyright 2009 IEEE

Figure 8.14c shows the current gain and maximum stable gain (MSG) as a function
of frequency measured for the same device. The TFT was biased at Vds = 6 V and
Vgs = 2 V. The current gain and MSG curves can be well fitted using the ideal
20 dB/dec roll-off slope (dotted lines). The unity current gain cut-off frequency fT
was estimated to be 35 MHz, and the power gain cut-off frequency fmax was esti-
mated to be 110 MHz. These values represent the highest operation speed reported
for transparent electronics to date and are significantly higher compared with previ-
ous studies on organic semiconductor and conventional TOS thin film-based TFTs
[88–89].

A key advantage of the NW-TFT approach is that the large number of nanowires
that make up each TFT helps to suppress the performance variations among sep-
arate devices as compared to transistors based upon a single nanowire. The main
device uniformity concern in the NW-TFT approach is the unavoidable fluctuation
of the nanowire density at different locations and the resulting fluctuation of the
number of nanowires that bridge the channel region in separate NW-TFT devices.
However, as previously discussed, simulations suggest that the TFT performance
can be insensitive to nanowire density fluctuations above a certain NW surface cov-
erage for a given device geometry. The RF characteristics of an extensive number
of TFTs were measured in order to examine whether the predicted high degree of
uniformity would hold true experimentally.
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Fig. 8.14 Electrical characteristics of SnO2 NW-TFTs. (a) Family of Ids–Vds curves of a typical
device. (b) Transfer characteristics of the device measured at Vds = 6 V. (c) Frequency dependence
of the current gain (|h21|2) and MSG (|S21/S12|) of the same device measured at Vds = 6 V and
Vgs = 2 V. (d) Histogram of the extracted fT values for 39 devices measured at the same bias
conditions. Adapted with permission from [83]. Copyright 2009 IEEE

Figure 8.14d shows a histogram of the extracted fT values for 39 NW-TFT
devices fabricated using identical processes. All devices were biased at the same
voltages (Vds = 6 V and Vgs = 2 V), and no manual adjusting of the working points
was performed. All devices measured show similar characteristics and the fT data
exhibit a very narrow distribution with an average of 34.3 MHz and a standard devia-
tion of only 3.7 MHz. The narrow distribution clearly demonstrates that high device
uniformity can be obtained even in the presence of nanowire density fluctuations
and paves the way for the design and application of high-performance integrated
circuits based on the NW-TFT approach.

8.9.1.3 CNT-Based TFTs

In a manner similar to nanowire-based TFTs, carbon nanotube-based TFTs may
be realized through the use of either random or aligned arrays of CNTs as the
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channel material in a TFT. Two separate assembly methods, specifically stamp
transfer and dielectrophoresis assembly, have been utilized to carry out the fabri-
cation of these CNT arrays on a diverse range of substrates, such as polyimide or
PET films. The fabricated TFTs display high performance levels; for instance, the
unity current gain frequency (fT) of the devices has been measured in the gigahertz
range. Moreover, functioning prototype digital and analog circuits have also been
demonstrated.

In a study carried out by Happy et al., high-density arrays of SWNTs from
suspension have been assembled and aligned between pairs of guiding electrodes
on flexible PET substrates (250 μm thick) using AC dielectrophoresis [90]. The
SWNTs were assembled on top of a prefabricated bottom insulator/metal gate stack.
Complete TFT structures were achieved by depositing over-lying source and drain
contact metals on the SWNTs after assembly. Measured values of fT for the fabri-
cated devices were found to be ∼1 GHz, while devices fabricated using a similar
process on rigid substrates were found to possess values of fTin excess of 4 GHz
[91]. The authors attribute this discrepancy in performance capability to a difference
in channel lengths between the two sets of devices. The authors also tested device
performance, while the substrate was statically stressed into a certain bending curva-
ture. The device characteristics, i.e., transconductance, were noted to remain stable
down to bending curvatures as low as 3.3 mm. A reduction in transconductance was
noted for smaller bending radii and can be attributed to a deterioration in the struc-
ture of the source and drain metal contact films. However, one key drawback in this
study was the low on/off ratio by the CNT-TFTs due to the mixture of metallic and
semiconducting CNTs in the channel.

The other technique that has been shown to achieve transferred arrays of highly
aligned and dense CNTs suitable for high-performance TFT operation is the stamp
transfer method. In a study carried out by Rogers’ group at UIUC, aligned arrays
of SWNTs, with a density of ∼3 NTs/μm, were transferred post-synthesis from
quartz growth substrates onto PET film device substrates (180 μm thick) by stamp
transfer. Subsequently, microelectronic fabrication procedures were carried out to
produce bottom-gated NT-TFTs [60]. Field-effect mobilities of ∼480 cm2/V s were
observed for bending radii as small as 4 mm. Device performance reduction due to
electrode deterioration was again observed for smaller radii of curvature. Using a
similar stamp transfer technique, fully transparent NT-TFTs utilizing aligned arrays
of SWNTs were realized on glass and PET substrates at comparable DC perfor-
mance levels [92]. Furthermore, complementary logic inverters were demonstrated
using transferred SWNT arrays on Si/SiO2 substrates [93]. A DC gain of ∼5 was
measured for the complementary inverter consisting of p- and n-type bottom-gated
CNT-TFT elements.

To probe the high-speed electronic capability of the SWNT arrays, RF measure-
ments have been carried out on TFTs fabricated on the top surface of quartz CNT
growth substrates [94]. The TFTs possessed submicrometer channel lengths and
high-k gate dielectrics. A maximum value of fT as high as ∼5 GHz was measured for
SWNT arrays consisting of tube densities of ∼5 NTs/μm. Using a similar fabrica-
tion scheme, analog electronic circuits consisting of SWNT-TFTs were configured
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into a fully functioning AM radio receiver [95]. Once again limited on/off ratio was
obtained in these studies due to the existence of metallic CNTs directly bridging the
S/D contacts.

For device applications that necessitate low cost levels and that possess less
demanding performance requirements, the stamp transfer of random networks of
SWNTs onto thin plastic (polyimide, 50 μm thick) sheets has been demonstrated
[63]. Simpler fabrication parameters were chosen to meet the aforementioned device
requirements; specifically, long channel lengths (100 μm) and unaligned, randomly
orientated SWNT networks were utilized (Fig. 8.15). In addition, etches along the
channel direction were made in the transferred CNT films to break the metallic tubes
and an on/off ratio as high as 105 was obtained. Peak field-effect motilities for the
fabricated TFTs were limited to ∼80 cm2/V s due to the lengthier conduction paths
which are a result of carrier percolation through long, unaligned CNT-TFT channels.
Logic gates, such as NOT, NAND, and NOR, were fabricated using these p-type
SWNT-TFTs as the building blocks. In order to demonstrate a more practical circuit
application and the ability of the CNT-TFTs to be integrated together with a com-
plicated set of interconnects, a four-bit row decoder was also successfully imple-
mented. The decoder consisted of 88 CNT-TFTs, all operating with p-type logic.
Accurate decoder operation was observed at clock frequencies in excess of 1 kHz.

8.9.2 3D Multilayer Device Structures

The demonstration of nanowire- or CNT-based devices in multilayer and intercon-
nected (3D) electronic devices is now detailed. As discussed earlier in this chapter,

Fig. 8.15 Flexible SWNT integrated circuits on plastic fabricated using stamp transfer. (a) Cross-
sectional diagram of an SWNT PMOS inverter on a PI substrate. PI, polyimide; PU, polyurethane;
PAA, polyamic acid. (b) Scanning electron microscope image of part of the SWNT circuit, made
before deposition of the gate dielectric, gate, or gate-level interconnects. The S–D electrodes (gold)
and substrates (brown) had been colorized to highlight the SWNT network strips (black and gray)
that form the semiconductor. (c) Magnified view of the network strips corresponding to a region
of the device channel highlighted with the white box in (b). (d) Theoretical modeling results for
the normalized current distribution in the on-state of the device (view as in (c)), where color indi-
cates current density (yellow, high; red, medium; blue, low). (e) Photograph of a collection of
SWNT transistors and circuits on a thin sheet of plastic (PI). Reprinted with permission from [63].
Copyright 2008 Macmillan Publishers Ltd: Nature
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nanostructures possess the ability to be readily assembled post-growth on a variety
of desired receiver substrates while still retaining their unique and desired elec-
tronic and material properties independent of the receiver substrate. These assembly
processes may be carried out at low temperature, thus circumventing the previously
encountered problems associated with traditional methods for carrying out the direct
growth of high-quality, thin-film materials which require high growth temperatures
that are incompatible with substrates that have low glass transition temperatures
(i.e., glass or plastic) or underlying material layers that possess a large difference
in thermal expansion coefficients or that possess prior metallization layers that have
low melting points (i.e., Al) [96].

So far, due to the aforementioned problems, there has been only a limited success
in achieving multilayer, 3D electronics using traditional microelectronics deposition
techniques [11]. On the other hand, there have been some notable demonstrations of
multilayer electronic devices using assembled layers of either nanowires or CNTs.

For example, using the shear-assisted contact printing method, the Lieber group
at Harvard has demonstrated 10 layers of multiple-nanowire Ge/Si core–shell
NW-FETs [97] on a single device substrate (Fig. 8.16a, b). Notably, the electri-
cal characteristics of the top-gated NW-FETs were found to be nearly identical
regardless of the device’s location in the multilayer stack (Fig. 8.16c). The rela-
tive insensitivity of the nanowire devices to a multilayer fabrication process shows
that the nanostructure-based approach to 3D electronics is well suited for producing
well-controlled, manufacturable devices. Notably all processing was carried out at
low-temperature conditions. Even though the authors chose to refer to their device
structure with a different name in this report, the device structure of these multi-
ple NW-based FETs in fact identically resembles the previously detailed NW-TFT
devices.

In addition, identical fabrication processes were used to fabricate a two-layer
transistor load inverter and floating gate memory structure on a plastic Kapton film.
A PECVD-deposited SiO2 film was used as the separation layer; etching techniques
were utilized to form via interconnects between the separate logic and memory
layers.

The Ge/Si core–shell NW heterostructures were chosen due to their established
high-performance capabilities in field-effect devices [3]. Ge/Si NWs are p-type
semiconductors; due to a band alignment mismatch, holes will be confined in the
Ge core as the majority carriers. They are an attractive option for electronic devices
since there are no dopants present in the nanowires, thereby avoiding the problem
of impurity scattering and its associated lowering of the mobility [3].

As an extension to their first report on multilayer, NW-based electronics, the
Harvard group recently demonstrated a two-layer NW-based complementary logic
inverter [98]. The inverter was composed of n-type InAs NW-FETs on the bottom
layer and p-type Ge/Si NW-FETs on the top layer. Using contact printing transfer,
multiple aligned nanowires were utilized in each FET to provide for sufficient cur-
rent drive in the inverter. A large DC gain of ∼45 was obtained for a single inverter
with a nearly full output swing when biased at VDD = 4 V. Using this two-layer
device structure, a three-stage ring oscillator was also demonstrated. The gain of the
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Fig. 8.16 Multilayer Ge/Si NW-FET device by contact printing. (a) Three-dimensional NW cir-
cuit fabricated by the iteration of the contact printing, device fabrication, and separation layer
deposition steps N times. (b) Optical microscope image of 10 layers of Ge/Si NW-FETs. Each
device is offset in x and y to facilitate imaging. (c) Current vs. drain–source voltage characteristics
(with 1.5 V gate step) for NW-FETs from layers 1, 5, and 10. Adapted with permission from [97].
Copyright 2007 American Chemical Society

ring oscillator was large enough to readily sustain oscillations, and a max oscilla-
tion speed was obtained at 108 MHz at a supply voltage of VDD = 8 V. Although the
inverter structure was fabricated on a standard Si wafer, the multilayer fabrication
process is in theory compatible with a diverse range of substrates such as glass or
plastic. The multilayer structure should also be capable of being fabricated on top
of conventional wafer-based devices, possibly allowing for heterogeneous device
integration.

Lastly, the UIUC group has demonstrated a three-layer heterogeneous, flexi-
ble device structure using the stamp transfer of random networks of SWNTs and
nanowires (Fig. 8.17a–c) [10]. The device structure was fabricated on a 25 μm thick
polyimide (PI) substrate. Thin, 1.5 μm thick, spun-on PI layers served as the spacer
layers. The three-layer structure consisted of a separate heterogeneous device that
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Fig. 8.17 Multilayer device by stamp transfer. (a) SEM images of the nanostructured materi-
als assembled by stamp transfer onto a polyimide (PI) substrate. (b) Optical micrograph of 3D
heterogeneously integrated electronic devices, including GaN nanoribbon HEMTs, Si nanoribbon
MOSFETs, and SWNT network TFTs, in a three-layer stack. (c) 3D image collected by con-
focal microscopy. The layers are colorized (gold: top layer, Si MOSFETs; red: middle layer,
SWNT-TFTs; pink: bottom layer) for ease of viewing. (d) Transfer characteristics of a printed
complementary inverter that uses a p-channel SWNT-TFT (channel length and width of 30 and
200 μm, respectively) and an n-channel Si MOSFET (channel length and width of 75 and 50 μm,
respectively). The insets provide an optical micrograph of an inverter (left) and a circuit schematic
(right). Reprinted with permission from [10]. Copyright 2006 AAAS

was fabricated on each layer: a randomly orientated SWNT-TFT, Si nanoribbon
MOSFET, and a GaN nanoribbon HEMT. The nanoribbons were formed by carry-
ing out the etching and subsequent release of the materials from single-crystalline
source wafers by an underetch and stamp transfer process. The field-effect mobility
of the p-type SWNT-TFT was determined to be 5.9 cm2/V s; this low value was
attributed to the longer conduction paths present in randomly orientated CNT-TFTs
as compared to those with channels comprised of aligned CNT arrays. No differ-
ences in electrical performance could be found due to the position of the devices in
the multilayer structure. Bending tests on the devices show that their performance
was relatively stable for bending radii of curvature down to 3.7 mm. Moreover,
a two-layer complementary inverter was also demonstrated using an n-channel Si
nanoribbon MOSFET and a p-type SWNT-TFT. The extracted gain of the comple-
mentary inverter was found to be ∼7 at a supply voltage of 5 V (Fig. 8.17d).

8.9.3 Sensors

The 3D integration of nanostructures can potentially lead to heterogeneous and
multi-functional systems. In this section we discuss recent progress on nanowire-
based sensors. For example, Fan et al. have recently fabricated a nanowire-based
photosensor with integrated nanowire amplifier circuitry [99]. The shear-assisted
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contact printing method was utilized to fabricate both CdSe multiple NW-based
photosensors and Ge/Si core–shell multiple NW-FETs alongside each other on the
surface of a single device substrate (Fig. 8.18). The CdSe NWs were found to pos-
sess a direct electrical band gap of ∼1.76 eV and were employed in a two-terminal
device configuration utilizing Schottky contacts with 5–10 CdSe nanowires in each
detector. The use of multiple CdSe NWs was found to reduce the variability of
the sensor’s photoresponse among different devices due to the averaging effect.
The resistance of the CdSe NW Schottky devices was found to drop by a factor
of ∼100 with exposure to light. Ge/Si NW-FETs, being found insensitive to white
light, were utilized in an integrated two-transistor circuit as an analog amplifier. The
resistance of the Ge/Si multiple NW-based FETs (i.e., NW-TFTs) was optimized for
the circuit application by appropriately adjusting the width of each NW-FET in the
two-transistor circuit, i.e., from ∼1 to 300 μm.

A large array (13×20) of photosensors with integrated amplifiers were fabricated
on a single substrate over a sizable area (∼1 cm2). A high device yield (∼80%) was
attained, and a circular light source was able to be imaged over a 2D area. These pre-
liminary results help to show that the heterogeneous incorporation of nanostructure
materials on a single substrate can indeed realize multi-functional devices with
practical applications.

Fig. 8.18 Heterogeneous NW-based integrated sensor circuitry. (a) Circuit diagram for the
all-nanowire photodetector, with high-mobility Ge/Si NW-FETs (T1 and T2) amplifying the pho-
toresponse of a CdSe nanosensor. (b) Schematic of the all-nanowire optical sensor circuit based
on ordered arrays of Ge/Si and CdSe NWs. (C1) An optical image of the fabricated NW circuitry,
consisting of a CdSe nanosensor [NS (C2)] and two Ge/Si core/shell NW-FETs [T2 and T1, (C3)
and (C4)] with channel widths ∼300 and 1 μm, respectively. Adapted with permission from [99].
Copyright 2008 National Academy of Sciences, USA
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8.9.4 Vertical Nanowire Field-Effect Transistors (FETs)

Finally, we want to point out a different 3D integration approach – field-effect tran-
sistors integrated vertically from a substrate using a vertical nanowire or multiwall
CNT as the semiconducting channel region and a surround gate structure [76, 78,
100]. This 3D device structure has attracted much attention since it affords two
major benefits over planar devices:

• A fully wraparound gate – the freestanding nanowire or CNT structure natu-
rally supports the surround gate geometry (also termed gate-all-around, or GAA
structure), resulting in increased switching efficiency and reduced power con-
sumption. Achieving similar GAA transistor structures in planar devices typically
involves non-conventional substrates (such as silicon-on-insulator wafers) and
challenging processing steps.

• Large integration density due to vertical geometry – vertical FETs built on
nanowire arrays provide increased drive current in a smaller area, resulting in
a reduced switching time.

In particular, a vertical silicon nanowire FET structure was first demonstrated
by the Yang group at UC-Berkeley (Fig. 8.19) [76]. The fabrication process was

Fig. 8.19 Vertical NW-FET device configuration. (a) Schematic of vertical NW-FET device
(right) fabricated from vertical silicon nanowires (left). (b) Top view SEM image of a completed
device, scale bar is 2 μm. (c) Top view SEM image of the midsection of vertical NW-FET device,
highlighting the conformal gate surrounding the nanowire channel, scale bar is 1 μm. SEM images
(b) and (c) are obtained with a 30◦ tilt. (d) Cross-sectional SEM image of a vertical NW-FET
device. Scale bar is 500 nm. False color is added to image (d) for clarity. In (a) and (d), blue corre-
sponds to the Si source and nanowire, gray corresponds to the SiO2 dielectric, red corresponds to
the gate material, and yellow corresponds to the drain metal. Adapted with permission from [76].
Copyright 2006 American Chemical Society
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carried out on epitaxial-grown silicon nanowires synthesized on a planar silicon
substrate. It should be noted that the actual fabricated devices consisted of multiple-
nanowire FETs in parallel. This is attributed to the difficulty in making individual
contact to silicon nanowires (with an ∼60 nm diameter) grown in a high density
(∼10–100/μm2 in this case).

Electrical measurements of this particular device structure reveal that the Si
vertical NW-FET behaves as a p-type device. The reported performance, i.e.,
transconductance and saturation current, of the device is however lower as com-
pared to FETs fabricated with horizontally lying nanowires. Poor performance has
normally been a problem for previously demonstrated vertical nanowire and multi-
wall nanotube transistors that have been reported [76, 78–79, 101–102]. A possible
cause of this poor performance may be due to a large contact resistance at the
source (top) contact. For example, in the Berkeley study, Schottky-like Ids–Vds
behavior was observed, giving credence to this possibility. Compared to the rel-
ative success of vertical FETs based on nanowires, less progress has been made
so far toward achieving a capably functioning vertical CNT-FET due to the lack of
rigidity and the small diameters of SWNTs as compared to nanowires or MW-CNTs
[103].

8.10 Conclusion

A broad overview of the methods and device configurations which one day may be
used in 3D nanostructure-based device structures has been presented. It is excit-
ing to note that practical devices, including circuits and sensors, have already
been demonstrated which clearly illustrate the future potential of nanostructures in
next-generation devices. For instance, high-performance and optically transparent
nanostructure-based TFTs have been successfully fabricated on flexible substrates;
such an accomplishment already represents a significant achievement over what
is possible with conventional devices and materials. Moreover, the development
and integration of multi-functional and multilayered 3D circuits based on such
nanostructures has begun to be reported. Through the continued development of
nanostructure growth, assembly, and fabrication techniques, the achievement of
practical 3D devices may one day be a reality.
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Chapter 9
Strain-Induced, Self Rolled-Up Semiconductor
Microtube Resonators: A New Architecture
for Photonic Device Applications

Xin Miao, Ik Su Chun, and Xiuling Li

9.1 Introduction

A semiconductor heterojunction is a junction between two chemically different
semiconductors, such as GaAs and InxGa1-xAs, or silicon (Si) and germanium (Ge).
Semiconductor heterostructure-based electronics and photonics have been widely
used in high-power lasers, light-emitting diodes, heterojunction bipolar transistors,
and high-efficiency solar cells. The versatile heterojunctions, especially in com-
pound semiconductors, allow the control of fundamental semiconductor parameters
such as electronic band structure, strain, and mobility.

Strain–induced, self rolled-up semiconductor micro- or nanotube is a new type of
architecture involving semiconductor heterojunctions for manipulating photons and
electrons. These tubes are formed spontaneously as a result of energy minimization
when a strained planar membrane deforms into curved surfaces by strain relaxation,
first discovered by Prinz et al. in 2000 [1]. Figure 9.1 illustrates an example of such
self-rolling phenomenon using a GaAs–InxGa1-xAs bilayer system as an example.
InxGa1-xAs layer is compressively strained when pseudomorphically deposited on

Fig. 9.1 Schematic illustration of the formation mechanism of self rolled-up GaAs–InxGa1-xAs
tubes from pseudomorphically grown epitaxial layers to the epitaxial liftoff and self-rolling process
by selectively removing the AlAs sacrificial layer. Adapted from [14] with permission
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Fig. 9.2 An array of highly ordered In0.3Ga0.7As–GaAs bilayer rolled-up tubes that are 0.6 μm in
diameter, 50 μm in length, and 12 nm in wall thickness. Adapted from [10] with permission

GaAs substrate. Upon releasing the GaAs–InxGa1-xAs bilayer from the substrate by
selectively removing the AlAs sacrificial layer, the InxGa1-xAs layer has the ten-
dency to expand to its unstrained state, while the GaAs layer resists the expansion.
The opposite force from each of the bilayers generates a net momentum driving the
planar membrane to scroll up and continue to roll into a tubular spiral structure, as
the sacrificial layer is etched laterally.

The epitaxial growth of the strained layers with defined thickness and mis-
match strain determines the tube diameter. The epitaxial lift-off process through
modern lithographical patterning and etching enables positioning and alignment
control of these tubes. Shown in Fig. 9.2 is an array of large area of highly ordered,
In0.3Ga0.7As–GaAs bilayer rolled-up tubes that are 0.6 μm in diameter, 50 μm in
length, and 12 nm in wall thickness. Note that in addition to strained semiconduc-
tor heterojunctions, strained single-material membranes such as strained Si can also
be used to form self rolled-up tubes [2]. In this chapter, the formation process of
strain-induced, self rolled-up semiconductor micro- and nanotubes, and their opti-
cal properties and applications in photonic devices will be summarized. The goal
is to highlight what the rolled-up tube structure has to offer in terms of the unique
optical properties and devices associated with its architecture, not meant to be a
comprehensive review of the literature.

9.2 Formation Process

Metalorganic chemical vapor deposition (MOCVD) and molecular beam epitaxy
(MBE) have been established as the methods of choice to grow pseudomorphically
strained epitaxial films with precisely controlled thickness and composition [3, 4].

The diameter of the self rolled-up semiconductor tube is proportional to total
thickness and inversely proportional to mismatch strain of the strained membrane.
For a tube with a strained bilayer with a total thickness of d = d1 + d2 and lattice
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mismatch of ε = (a2–a1)/a1, the diameter can be estimated by a classical continuum
theory [5, 6], as described in Eq. (9.1):

D = d
[
3(1 + m)2 + (1 + m × n)

[
m2 + (m × n)−1]]

3ε(1 + m)2
(9.1)

where m is the thickness ratio (d1/d2) and n is the Young’s modulus (Y1/Y2) ratio. As
reported before [7], the experimentally measured tube diameter is 15–20% smaller
than that calculated using the continuum model. The smallest diameter nanotube that
has been demonstrated is ∼3 nm using one monolayer of InAs and one monolayer
of GaAs which has a mismatch strain of 7.16% [1, 8]. In III–V material system, the
typical mismatch strain is 1–7%, thus for total film thickness of 1–100 nm, the tube
diameter would be in the range of 10 nm–10 μm.

The preferred rolling direction of strained membrane is governed by the Young’s
modulus. For cubic crystals such as GaAs and Si, the Young’s modulus along <100>
is the smallest compared to <110> and <111> directions. For a rectangular-shaped
membrane, when the sides are aligned to <100>, the strain-induced self-rolling
will lead to the formation of tubes; when the corners are aligned to <100>, heli-
cal structures can be formed [9, 10]. Furthermore, there is a geometry effect on the
strain-driven deformation behavior. Depending on the actual dimension of the rect-
angular mesa (sides a and b, and ratio a/b), tube diameter, lateral etching anisotropy,
and certain kinetic variations, the final rolling direction could end up occurring from
the short side or the long side, both of which are crystallographically equivalent
[11]. This is mostly driven by the energetics of the final configuration but can be
changed by kinetic factors during the formation process [11]. Shown in Fig. 9.3 are
examples of three rolling configurations from strained membranes (InGaAs–GaAs)
with different geometries, along with finite element method (FEM)-simulated inter-
mediate energy state of one-fourth of the membrane (due to center symmetry, the
rest of the membrane is not shown) [11]. In addition to rolling up strained solid

Fig. 9.3 SEM images of self-rolling configurations of strained rectangular membranes (InGaAs–
GaAs) with different geometries, along with the corresponding FEM-simulated intermediate
energy state of one-fourth of the membrane. From left to right, the long-side rolling, mixed rolling
from both sides, and short-side rolling are illustrated. Reproduced from [11] with permission
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Fig. 9.4 SEM images of holey tubes formed using 20 μm × 105 μm strained membranes pat-
terned with arrays of 5 μm × 5 μm holes. The tube diameter shows negligible change compared
to solid membrane of the same materials. Reproduced from [15] with permission

membranes, membranes with patterns at the edges and throughout the entire film
can be deformed by the same mechanism. Shown in Fig. 9.4 are tubes formed from
patterned membrane with periodic arrays of holes.

9.3 Photonic Applications of Rolled-Up Semiconductor Tubes

Tubular structures can be formed from not only a simple strained bilayer such as
InGaAs–GaAs but also structures that include active optical gain media and plas-
monic structures [12], provided there is enough driving force from the built-in strain
in the epitaxial film [13]. Illustrated in Fig. 9.5 are two kinds of active structures
that can be rolled up by using the strained InxGa1-xAs layer as a wrapper while
keeping the rest of the layers either lattice matched to the substrate (GaAs quantum
well (QW)) or involving discrete structures (quantum dots (QDs)). The film growth
for the QW and QD structures is straightforward as in the growth of planar laser
structures, except that the design involves much thinner layers.

Compared to planar QW/QD structures, there are several distinct optical proper-
ties when the active medium is situated on a curved surface (tube wall), in a high
index contrast environment (semiconductor–air interface), and forms new cavities
(circular along tube periphery and longitudinal along tube axis).

9.3.1 Spontaneous Emission from Quantum Well Microtubes:
Intensity Enhancement and Energy Shift

To illustrate the effect of curvature on optical properties, an epitaxial structure con-
sisting of a 5-nm GaAs QW cladded by 10-nm Al0.33Ga0.67As layers on both sides
grown on a strained InxGa1-xAs layer is examined. The strained InxGa1-xAs layer
composition and thickness are adjusted to change the tube curvature, while the
active region (10-nm Al0.33Ga0.67As/5-nm GaAs/10-nm Al0.33Ga0.67As) is kept the
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Fig. 9.5 Illustration of two types of structures with epitaxially embedded active gain media that
can be rolled up by using the strained InxGa1-xAs layer as a wrapper while keeping the rest of the
layers lattice matched to the substrate (GaAs QW, left) or involving discrete structures (InxGa1-xAs
QDs, right). Adapted from [14] with permission

same. By removing the strained InxGa1-xAs layer in the structure, planar membranes
with the same active region can be produced.

Shown in Fig. 9.6a is the room temperature photoluminescence (PL) spectra
taken from planar membranes, rolled-up solid-wall tubes, and rolled-up patterned
tubes of this structure. A strong and distinct peak around 821 nm is observed from
the ultrathin-walled (38 nm) GaAs QW microtubes. Remarkably, the PL intensity
from the rolled-up QW tube is enhanced dramatically (∼10×) compared to the pla-
nar counterpart. Further intensity increase can be seen from the holey-patterned,
rolled-up tubes, attributed to higher coupling efficiency [15]. Another unique opti-
cal effect of the rolled-up QW tubes is the strain-induced peak shift as a function
of tube curvature. This can be seen from Fig. 9.6b where a consistent red shift is
observed when the tube diameter becomes smaller. When the epitaxial stack is rolled
up, GaAs QW layer experiences tensile strain in order to compensate for the partial
relaxation of compressive strain in the InGaAs layer. By analyzing the strain dis-
tribution, the amount of bandgap energy shift induced by strain can be calculated.
Reasonable agreement with experimental data has been found, confirming that the
PL peak shift is a result of strain-induced bandgap change [15, 16]. It should be
emphasized that the bandgap shift is not due to chemical composition change or
thickness-related quantum confinement effect. The rolled-up architecture introduces
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Fig. 9.6 Room temperature photoluminescence spectra taken from (a) planar GaAs QW mem-
branes, rolled-up, solid-wall QW tubes (without holes), and rolled-up patterned QW tubes (with
holes) under the same condition; (b) rolled-up GaAs QW tubes of various diameters. Reproduced
from [15] with permission

another degree of freedom, the curvature, to manipulate fundamental semiconductor
parameters, including bandgap, effective mass, and mobility.

9.3.2 Optical Resonance Modes in Rolled-Up Microtube
Ring Cavity

Optical ring resonance whispering gallery modes were first reported in the pio-
neering work carried out by Kipp et al. [17] at 5 K, where a U-shaped mesa was
defined to suspend the middle of the rolled-up InAs QD microtube. As shown in
Fig. 9.7, sharp polarized and regularly spaced optical modes are clearly seen in the

Fig. 9.7 Micro-PL spectra at 5 K taken from a suspended microtube with InAs quantum dots
incorporated as the gain media. Azimuthal mode number m calculated using two different models
are labeled, showing reasonable agreement with experimental data. Reproduced from [17] with
permission
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Fig. 9.8 Simulated electric field distribution of TE fundamental mode in a microtube (4.8 μm in
diameter with a total wall thickness of 150 nm) attached to (a) and suspended from (b) the substrate
by 150 nm; the color from dark red to dark blue shows the amplitude of electric field from crest to
trough. Unpublished data by Xin Miao et al.

PL spectra. The excellent agreement found between experimental data and modeled
mode peak positions confirms the optical ring resonator nature of the microtube.
Resonance modes have soon after been reported at room temperature from Si–SiOx

rolled-up microtubes by the Schmidt group [18]. The active gain medium in this
interesting hybrid system is Si nanoclusters embedded in the SiOx matrix. More
recently, optical modes excited by the evanescent field from PbS nanocrystals inside
a rolled-up passive microtube consisting of Al0.31In0.15Ga0.54As and Al0.20Ga0.80As
have been observed. The PbS nanocrystals are brought into the passive microtube
core by fluid filling and serve as active emitters [19].

In general, several requirements need to be met in order to produce mode-like
peaks from these rolled-up tubes. First, the microtube should be suspended to elim-
inate light leakage to substrate. Shown in Fig. 9.8a, b are the simulated electric field
distribution at resonance, using a 2D finite element method (FEM), in a microtube
attached to and suspended from the substrate, respectively. It is clear that microtube
attached to substrate would suffer from light leakage problem causing serious feed-
back loss in the ring cavity. In fact, for 1.05 μm wavelength light propagating in a
microtube ring cavity that is 150 nm thick and 4.8 μm in diameter, the calculated Q
factor increases from 1390 to 5260 when suspended above the substrate by 150 nm.
Second, the tube wall needs to be thicker than the cutoff thickness of the modes to
reduce radiation loss outside of the tube wall and enhance the Q factor [20]. This
should be intuitive since the thicker walls correspond to higher effective refractive
index for better optical confinement. Similarly, higher order resonance modes can
be supported only by increasing the tube wall thickness [17]. Further optical con-
finement, thus higher Q, in the microtube ring cavity can be achieved by suppressing
wave propagation along the tube axis.
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9.3.3 Optically Pumped Lasing from Rolled-Up Microtube
Ring Cavity

To suppress wave propagation along the tube axis, the strained membrane to be
rolled up can be patterned by adding intentionally created bottle-like notches and
periodic undulations [21–23]. Following this strategy, optically pumped rolled-up
InGaAs QD microtube laser has been demonstrated [24]. Figure 9.9 shows mesa
used to fabricate and the SEM images of a suspended microtube with defined undu-
lating outer edge. Figure 9.10a shows the emission spectrum above and below lasing
threshold, while Fig. 9.10b shows light intensity versus excitation power curve
of this microtube laser [24]. An ultralow lasing threshold of ∼4 μW and Q fac-
tor of ∼3500 have been obtained. Furthermore, a microtube laser consisting of
InAlGaAs/GaAs/AlGaAs quantum well in the wall using a predefined ridge as the
axial confinement has also been realized at 4 K with lasing threshold between 260
μW and 595 μW [25].

One unique feature of rolled-up microtube resonator is the preferential and direc-
tional emission. As clearly demonstrated experimentally [21, 26], the inside edge
of the rolled-up tube predominantly emits optical resonance modes, while the out-
side edge emits only leaky modes. Such directional emission can be visualized
by the simulated electric field distribution of the resonance mode in a microtube
where the inner edge and the outer edge do not overlap. Shown in Fig. 9.11a is
the simulated electrical field distribution of the TE fundamental mode for a 1.8-turn
microtube (50 nm thick for each turn) with diameter of 4.8 μm at resonant frequency
(2.9 × 1014 Hz) at azimuthal number m of 35. The accumulated emission power
along a circle of diameter 8 μm around the tube center is shown in the polar plot

Fig. 9.9 (a) Illustration of the U-shaped mesa to form suspended InGaAs quantum dot rolled-up
microtube with periodic notches at the outer edge, and SEM images of a rolled-up microtube show-
ing (b) the uneven outer edge and (c) the scheme to suspend middle part of the tube. Reproduced
from [24] with permission
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Fig. 9.10 (a) Emission spectrum of InGaAs/GaAs quantum dot microtube lasers measured above
threshold. The emission spectrum measured at a pump power below threshold is shown in the
inset. (b) The integrated light intensity for lasing mode at 1240.7 nm versus pump power at room
temperature. Variation of the line width of the mode versus pump power is shown in the upper
inset. Reproduced from [24] with permission

Fig. 9.11 (a) Simulated electric field distribution of a TE fundamental resonant mode at m = 35
for a 1.8-turn microtube of diameter 4.8 μm and single wall thickness 50 nm; the color from dark
red to dark blue shows the amplitude of electric field from crest to trough and (b) polar plot of
emission power distribution around the tube center. Unpublished data by Xin Miao et al.

(Fig. 9.11b). The maximum peak position is at 82◦ which accounts for the emission
from the inside tube edge. This property makes microtube ring laser a good can-
didate for directional light source on chip, since the direction of laser light can be
adjusted by controlling the relative position of inside and outside edges.

In summary, this chapter presented an overview of a new tubular architecture that
is formed by self-rolling of strained semiconductor heterojunction membranes and
its applications in photonics. The optical gain medium is usually embedded in the
tube wall. The wall thickness is much thinner than the emission wavelength, while
the tube diameter is on the micrometer scale. Rolled-up tubular structures show
enhanced luminescence intensity and peak positions can be tuned continuously as
a function of tube curvature due to strain-induced bandgap change. By engineer-
ing the tube geometry for better optical confinement, optical resonant modes in
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the microtube ring cavity can be produced, and optically pumped lasing has been
achieved. Considering the relative ease to form n- and p- contact layers through epi-
taxial growth before rolling up, electrical injection lasing from this new architecture
should not be beyond reach, although challenging. Potential application of this type
of microtube light-emitting devices in optical interconnects, MEMS, metamaterials,
and chemical and biological sensing can be envisioned.
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Chapter 10
Carbon Nanotube Arrays: Synthesis, Properties,
and Applications

Suman Neupane and Wenzhi Li

10.1 Introduction

Carbon nanotubes (CNTs) have become one of the most interesting allotropes of
carbon since the discovery of multi-walled carbon nanotubes (MWNTs) by Iijima
[1] in 1991. It took almost 2 more years until Iijima and Ichihashi [2] and Bethune
et al. [3] synthesized simultaneously single-walled carbon nanotubes (SWNTs).
Ever since, steady progress has been made to successfully synthesize vertically and
horizontally aligned arrays of CNTs over a wide range of substrates by employing
different techniques. CNTs have shown promising mechanical, electrical, optical,
and thermal properties, rendering their applications in new structural and functional
materials, electrical circuitry, energy storage, drug delivery, and many other devices
of the future generation.

Several methods have been developed to synthesize CNTs with high purity and
controllable diameter and length at desirable location over a wide variety of sub-
strates. Among the available synthesis methods, arc discharge [1], laser ablation
[4], chemical vapor deposition (CVD) [5], diffusion flame deposition [6], and elec-
trochemical synthesis [7] are commonly used techniques for the synthesis of CNTs.
A scalable device application requires the ability of control over the alignment of
CNTs. In this chapter, we review the current state-of-the-art synthesis, properties,
characterization, and applications of CNTs. In Section 10.2, the CNT synthesis
techniques are discussed. Then Section 10.3 focuses on the fabrication mecha-
nism of CNT arrays (CNTAs), Section 10.4 on mechanical properties, Section 10.5
on thermal properties, and Section 10.6 on electrical properties. In Section 10.7,
we discuss some applications of CNTs, and finally, this review concludes with a
summary.
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10.2 Carbon Nanotube Synthesis

10.2.1 Arc Discharge

MWNTs were synthesized originally by Iijima [1] using the arc discharge method
(Fig. 10.1a). A high direct current (d.c.), typically of the order of 200 A, between
two graphite electrodes at a potential difference of 20 V, was maintained inside a
chamber filled with Ar gas at 100 torr resulting in MWNTs. These MWNTs had
diameters between 4 and 30 nm and up to 1 μm in length with the separation of
0.34 nm between the graphite planes (Fig. 10.1b). Introduction of 10 torr methane
and 40 torr Ar with Fe as catalyst was conducive for the growth of SWNTs [2] with
diameters ranging between 0.7 and 1.6 nm and length as long as 700 nm (Fig. 10.1c).
Large-scale synthesis of MWNTs with 75% conversion of graphite was achieved by
Ebbesen and Ajayan [8] using helium gas at a pressure of 500 torr and electrical
potential difference of 18 V between the electrodes for optimum results. Journet
et al. [9] synthesized SWNTs on a large scale using a mixture of metallic catalysts
in a He environment at 500 torr using arc discharge.

10.2.2 Laser Ablation

Guo et al. [4] pioneered the production of MWNTs by using Nd:YAG laser pulses
over a graphite target heated to 1200◦C inside a 50-cm-long, 2.5-cm-diameter quartz

Fig. 10.1 (a) Schematic of arc discharge method. Two graphite electrodes are typically 1 mm
apart inside a quartz tube maintained at an argon pressure of 100 torr. An electric discharge is
produced by passing high current of the order of 100 A at 20 V. CNTs are collected at cathode.
(b) Electron micrographs of CNTs having five, two, and seven walls with diameter 6.7, 5.5, and
6.5 nm, respectively. The CNT having seven layers has the smallest diameter [1]. (c) Electron
micrograph of an SWNT showing the diameter of 1.37 nm produced by arc discharge [2] (reprinted
with permission from Nature Publishing Group, Copyright 1991)
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Fig. 10.2 Schematic of the oven laser vaporization chamber for the growth of CNTs. MWNTs
are synthesized using Nd:YAG laser pulses over a graphite target heated to 1200◦C inside a
50-cm-long, 2.5-cm-diameter quartz tube. The tube is maintained at the pressure of 500 torr by
flowing Ar at a linear rate of 0.2–2 cm/s. Nanotubes are collected on the copper rod cooled
by circulating water [4] (reprinted with permission from American Chemical Society, Copyright
1995)

tube (Fig. 10.2). The region inside the tube was maintained at 500 torr by flowing the
Ar gas at a linear flow rate of 0.2–2 cm/s. Nanotubes are collected on the copper rod
cooled by circulating water. The as-synthesized MWNTs consisted of 4–24 layers
of graphite and were 300 nm long. The quality of the MWNTs declined as the oven
temperature was reduced from 1200 to 900◦C until no nanotubes were formed at
200◦C. Thess et al. [10] optimized the process by adding transition metal catalysts
to the graphite target to produce metallic SWNTs with yield greater than 70%. These
uniform SWNTs self-organized into rope-like bundles of 5–20 nm in diameter and
several micrometers in length. These bundles exhibit metallic transport property
with resistivity less than 10−4 � cm at 300 K.

10.2.3 Electrochemical Synthesis

Matveev et al. [7] synthesized MWNTs from a C2H2 solution in liquid NH3 below
room temperature at 233 K without a metal catalyst. Laboratory-prepared pure
dry C2H2 was mixed with liquid NH3 formed by cooling gaseous ammonia to
get 15–20 mol% C2H2 solution and poured in a glass vessel for electrolysis. A
d.c. voltage of 150 V was applied for 5–10 h between n-type silicon (100) elec-
trodes of dimensions 5 mm × 5 mm × 0.3 mm. After electrolysis, the immersed
part of the cathode was covered by a light-gray porous layer with average thickness
of 1–2 μm. The MWNTs consisted of 10–20 graphite layers and had an average
diameter of 15 nm with a high aspect ratio greater than 1000. The atomic hydrogen
generated on the cathode initiated chain radical reactions and liquid NH3 promoted
these reactions by stabilization of radicals; this process facilitates the growth of
CNTs.
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10.2.4 Diffusion Flame Synthesis

Vander Wal et al. [6] and Yuan et al. [11, 12] have demonstrated the synthesis of
SWNTs via a less known simple laboratory-scale diffusion flame at temperatures
between 1200◦ and 1500◦C. A combined flow of CH4 and air was used to ensure the
production of stable, visible, laminar flame of height 65 mm at normal atmospheric
pressure. CNTs were deposited on a stainless steel grid held in the flame and sup-
ported by a 0.4 mm wire of an alloy of Ni–Cr–Fe for 10–30 min. The spaghetti- and
bamboo-shaped CNTs produced were between 20 and 60 nm in diameter.

10.2.5 Chemical Vapor Deposition

José-Yacamán et al. [5] used catalytic decomposition of carbon-containing gas over
a metal surface to grow carbon filaments and CNTs at relatively lower tempera-
tures than that in arc discharge and laser ablation methods. Fe catalyst uploaded
on graphite substrate was obtained by impregnating the substrate in a 40 vol.%
ethanol/60 vol.% water solution of iron(III) oxalate. The iron oxalate-impregnated
graphite substrate was then reduced in the mixture of N2 and H2 at 350◦C to convert
the iron oxalate into metallic Fe catalyst particles and then CNTs were grown by the
introduction of a mixture of N2 and carbon source gas C2H2 at 700◦C for several
hours at standard atmospheric pressure. The as-grown CNTs measured 5–20 nm in
diameter and 50 μm in length. The diameter distribution and length could be con-
trolled by the variation of concentration of catalysts and the time of reaction for the
synthesis of CNTs. Transition metals Ni [13], Co [14], and Fe [15] catalysts were
used successfully to synthesize CNTs using carbon precursors like CH4, C2H2, and
C2H4. Li et al. [16] used a CVD technique to grow aligned CNTs perpendicular
to a silica substrate in a large scale. Mesoporous silica-containing iron nanopar-
ticles were prepared by a sol–gel process from tetraethoxysilane hydrolysis in an
iron nitrate aqueous solution. C2H2, diluted by N2, was used as the carbon precur-
sor gas to grow CNTs on Fe catalyst nanoparticles formed after the reduction of
the iron oxide nanoparticles. Scanning electron microscopy (SEM) images revealed
the vertically aligned CNTs having diameters ∼30 nm with spacing of ∼100 nm
(Fig. 10.3). The length of individual CNTs in the films is approximately 50 μm.
The high-resolution TEM images show the presence of around 40 concentric shells
of graphite in an individual CNT with a spacing of ∼0.34 nm between the layers.
The array consists of pure CNTs without catalyst particles or amorphous carbon.

Kong et al. [17] synthesized horizontally oriented SWNTs over a patterned Si
substrate using CVD. A thin film of 0.25 μm polymethylmethacrylate (PMMA)
was deposited on the Si substrate using spin coating at 4000 rpm. Square holes were
fabricated on the PMMA film by an electron beam lithography. The exposed PMMA
was removed by using organic solvents. Different solutions containing catalysts of
Fe, Mo, or Al were deposited on the patterned PMMA substrate. Finally, the PMMA
film was removed by heating and subsequently treating with 1,2-dichloroethane.
The catalyst islands formed squares of 3 or 5 μm spaced at 10 μm on the Si substrate
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Fig. 10.3 SEM images of vertically aligned CNTs. Left panel: Low magnification showing CNT
film of thickness 50 μm. Right panel: High magnification with CNTs of diameter ∼30 nm and
spacing ∼100 nm [16] (reprinted with permission from AAAS, Copyright 1996)

Fig. 10.4 Left panel: Schematic of fabrication of catalytic island and CVD growth of aligned
CNTs. Right panel: Large-scale phase image recorded by tapping mode AFM showing CNTs
grown from the patterned islands and bridging between islands. The scale bar is 2 μm [17]
(reprinted with permission from Macmillan Publishers Ltd. Nature, Copyright 1998)

(Fig. 10.4). The SWNTs were synthesized using CH4 as the carbon precursor gas
at 1000◦C. The as-synthesized SWNTs were 1–3 nm in diameter and ran several
micrometers in length (Fig. 10.4).

10.3 Carbon Nanotube Arrays

The unique stability and structural, electrical, and mechanical properties render the
possibility of using CNTs in a number of applications such as advanced scanning
probes [18], nanoelectronic devices [8, 9], and electron field emission sources [19,
20]. However, for electronic applications, it is desirable to have high-quality CNTs
in a controlled pattern in order to avoid post-growth treatments which generally give
rise to defects and impurities. With this view point, CNT arrays (CNTAs) have been
fabricated directly over silicon [21], quartz [22], steel [23], nickel [24], titanium
[25], copper [26], platinum [27], sapphire [28], silicon carbide [29], and others.
The process of production of CNTAs starts with pre-positioning the catalyst on the
substrates. The control of CNT production has been achieved by the deposition
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of catalyst in a predetermined pattern using pulsed laser deposition (PLD) [30],
anodic aluminum oxide (AAO) templates [21, 31], reverse micelle method [32],
photolithography [33], electrochemical etching [34], sputtering [35, 36], nanosphere
lithography [37], sol–gel method [38], and other methods. CNTA synthesis has been
carried out by CVD and modified forms of CVD like d.c. plasma-enhanced chemical
vapor deposition (PECVD) [22] and microwave PECVD [39], d.c. bias sputtering
[40], electrophoretic deposition [41], screen printing [42], etc., have also been used
to form well-aligned CNTAs. Horizontal and vertical alignments of CNTs have been
successfully achieved using the aforementioned methods.

10.3.1 CNTA Synthesis Using Patterned Catalyst Arrays

The most efficient method of forming well-aligned CNTA is to deposit catalysts
in a predetermined pattern to grow CNTs selectively. Commonly used methods for
catalyst patterning are described below.

10.3.1.1 Pulsed Laser Deposition

Pulsed laser deposition (PLD) utilizes laser signals of predetermined pulse width
of several tens of nanoseconds to strike on a rotating target material. Saurakhiya
et al. [30] used a 248-nm KrF laser with a pulse width of 23 ns and a repetition rate
of 10 Hz on a rotating iron target inside a vacuum chamber with base pressure of
∼10–6 torr. Square or hexagonal arrays of aligned CNTs were synthesized on the
appropriately shaped catalyst patterns. The square or hexagonal pattern of catalyst
on silicon and quartz substrates was obtained by utilizing TEM copper grids as
masks during the PLD catalyst deposition. An aluminum sheet was used to hold
and press the Cu grids to keep them as close as possible to the substrates. The
thickness of the Fe film was controlled by varying the deposition time, laser power,
and the distance between the target and the substrate. Vertically aligned CNTs were
produced by PECVD using C2H2 and H2 at 700◦C.

10.3.1.2 Anodic Aluminum Oxide (AAO) Templates

Anodic aluminum oxide (AAO) templates with ordered nanohole arrays have been
made by a two-step anodization of aluminum (Al) [21, 31]. During a typical double
anodization process, a clean Al sheet is first anodized at 40 V in a 0.3 M oxalic
acid for 5–6 h at room temperature. Then the disorderly anodic oxide layer formed
during the process is removed in a mixture of phosphoric acid and chromic acid. The
anodization process is repeated under the same conditions for 3–4 h which results in
the formation of highly ordered porous AAO templates. The pores have diameters
of ∼50 nm and are ∼100 nm apart.

10.3.1.3 Reverse Micelle Method

In a reverse micelle method, metal salts are reduced to metal nanoparticles in a
nanoscale water pool inside a glove box filled with nitrogen gas to prevent oxidation.



10 Carbon Nanotube Arrays: Synthesis, Properties, and Applications 267

Ago et al. [32] used didodecyldimethylammonium bromide (DDAB) as the cationic
surfactant and sodium borohydride (NaBH4) as a reducing agent to obtain catalyst
cobalt particles from a cobalt chloride (CoCl2·6H2O) solution. The surfactants help
to stabilize the nanoparticles. DDAB was dissolved in toluene with a 10 wt% con-
centration, followed by dissolving CoCl2·6H2O to a concentration of 0.005 M. With
the addition of 5 M NaBH4 aqueous solution and continuous stirring, the solution
turned from light blue to black due to the formation of colloidal dispersion of Co
nanoparticles. The as-prepared Co nanoparticles were purified further by repeating
centrifugation and redispersion in toluene and acetone. The colloidal dispersion of
the Co nanoparticles was finally cast on Si substrate and dried at room temperature.
The TEM image showed that the Co nanoparticles with average diameter of 4 nm
were well separated due to the presence of surfactants that covered the surface of the
nanoparticles. The size of the nanoparticles could be altered by tuning the concen-
tration of NaBH4 solution. Vertically aligned CNTs were synthesized using CVD.

10.3.1.4 Photolithography

Photolithography is the mechanism of transferring a geometrical pattern onto a sub-
strate using light. The photosensitive material called resist will form desired patterns
upon light exposure through photomasks. Catalysts are preferentially deposited
by a suitable approach and the resist is generally removed by chemical etching
(Fig. 10.5). The process of photolithography starts with the application of a thin and
uniform layer of photoresist to the surface of the wafer by spin coating at the speed
of 1000–5000 rpm for a period of 30–60 s. The photoresist-coated wafer is then pre-
baked at a temperature of 100◦C to remove excess photoresist solvent for 30–60 s.
The prebaking is followed by exposure of the photoresist to ultraviolet (UV) light
through a suitably designed mask. A positive resist becomes soluble to the developer
solution upon exposure to the UV while a negative resist becomes insoluble upon

Fig. 10.5 Schematic of the
process of photolithography.
A light-sensitive material
called photoresist is first
coated on a silicon substrate.
The spin coating is followed
by exposure to UV light
through a mask. The exposed
area of a positive resist
material dissolves in the
developer solution, while the
unexposed region dissolves in
the case of negative resist,
leaving behind the
predetermined patterns of the
mask
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similar UV treatment. The UV-exposed substrate is immersed in a developer solu-
tion to remove the photoresist and obtain the desired pattern. The resulting wafer
is then hard baked at around 200◦C to solidify the photoresist. A suitable layer of
the catalyst is then deposited by e-beam evaporation, sputtering, or other methods.
Finally, the photoresist is removed by wet etching in chemical solutions, oxygen
plasma etching, or other methods. Wei et al. [33] synthesized well-aligned CNTs
by CVD on patterned catalyst nanoparticles formed by using photolithography. The
density of the CNTAs can be controlled by the pattern geometry on the masks used
in the photolithography process.

10.3.1.5 Electrochemical Etching

Xu et al. [34] have synthesized CNTA using electrochemical etching and by
selectively depositing catalysts in a predefined pattern. The micro-, meso-, and
macro-porous Si substrates were produced in an electrochemical etching cell con-
taining an aqueous HF solution. Platinum wire was used as a cathode and the
crystalline Si wafer acted as an anode. Thin Al films were evaporated on the back of
the wafers to ensure good ohmic contact before anodization. The electrolyte for the
anodization was made using 48% HF and ethanol in a ratio of 1:1. A current density
of 1–80 mA/cm2 was maintained in darkness for 1–10 min depending on the desired
thickness and porosity. Nickel catalyst was deposited on the pores by immersing the
substrates in a nickel acetate solution for 24 h. Then the CVD method was adopted
to synthesize CNTA by using H2 and Ar as reducing gases and C2H4 as the carbon
precursor at 880◦C on the patterned Ni nanodots on the Si substrate.

10.3.1.6 Sputtering

CNTAs have been synthesized using thin films of catalysts deposited by ion beam
sputtering [36], d.c. magnetron sputtering [40], r.f. magnetron sputtering [43],
and reactive sputtering [44]. The target material, which is usually a circular disc,
is placed inside a high vacuum chamber at a certain distance from a substrate.
Sputtering is usually carried out in an inert Ar atmosphere in the presence of a
d.c. power supply or an r.f. generator. Wang et al. [35] have used d.c. magnetron
sputtering to form 20-nm thin films of Ni on Si and then have synthesized well-
aligned CNTA using PECVD using the Ni thin film as catalyst. C2H2 was used as
the carbon precursor gas to produce vertically aligned CNTs around 1 μm long in
less than 5 min at ∼550–600◦C.

10.3.1.7 Nanosphere Lithography

Nanosphere lithography (NSL) is another powerful tool to form patterns of cat-
alysts for well-controlled growth of CNTAs. The process starts with making Si
wafers hydrophilic by treating them with an RCA solution which is a mixture of
NH4OH, H2O2, and water in the volume ratio of 1:1:5. Then sub-micrometer-sized
polystyrene spheres (PS) dispersed in methanol is spin coated onto Si substrate to
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obtain a monolayer of PS. The catalyst layer is deposited by e-beam evaporation or
other methods followed by the removal of the PS layers through wet etching. The
hexagonal patterns of catalyst obtained can be used to grow CNTAs by CVD and
PECVD methods [37, 45, 46].

10.3.1.8 Sol–Gel Method

The sol–gel method has been employed to form mesoporous silica-containing Fe
catalysts to grow CNTAs by CVD [16, 38]. Li et al. [16] formed a mixture of
tetraethoxysilane (TEOS) in ethyl alcohol and aqueous solution of iron nitrate by
magnetic stirring for ∼30 min. A few drops of concentrated hydrogen fluoride were
then added to form a gel. The gel was dried for 1 week at 60◦C to remove the excess
water and other solvents, followed by calcination for 10 h at 450◦C at 10–2 torr. A
uniform porous silica network was obtained with iron oxide nanoparticles embed-
ded in the pores. The iron oxide nanoparticles were then reduced to Fe nanoparticles
at 550◦C in the continuous flow of N2 and H2 for 5 h. Acetylene (C2H2) was used as
the carbon source for the CVD process of CNT synthesis to obtain vertically aligned
arrays of CNTs. The well-graphitized tubes as long as 50 μm were synthesized with
the spacing of 100 nm between the tubes (Fig. 10.3).

10.3.2 CNTA Synthesis by Other Methods

Joselevich and Lieber [47] have investigated the application of an electric field to
produce aligned SWNTs. The SWNTs align in the direction of an electric field and
perpendicular to the direction of gas flow by minimizing the van der Waals interac-
tions with the nearby surfaces. The electric field between the electrodes will induce
a dipole in each growing SWNT. The electric field then exerts a torque on those
induced dipoles forcing CNTs to grow parallel to the direction of the electric field.
Zhang et al. [48] have used d.c. (0–200 V) or a.c. (30 MHz, 10 V peak to peak) volt-
age between catalyst islands to produce aligned SWNTs on quartz by CVD. The
optimum electric fields for the directed growth of suspended SWNTs were in the
range of 0.5 V/μm. The absence of an electric field resulted in random CNTs.

Lee et al. [49] demonstrated the lateral alignment of CNTs as a result of apply-
ing magnetic field during the process of catalyst dispersion on silicon substrates.
The growth direction of CNTs was found to be perpendicular to the direction
of applied magnetic field. Kumar et al. [50] used a bacterium Magnetospirillum
magnetotacticum, which synthesizes intracellular, linear, single-domain magnetic
nanoparticles through highly regulated biomineralization, to produce highly ori-
entated MWNTs on silicon oxide substrates by CVD. A magnetic bar of strength
17 mT was used to investigate the effects of magnetic field on CNT growth. The
average diameter of MWNTs was 13 ± 3.6 nm and the samples grown on the
magnetotactic bacteria show the preferential direction of growth along the mag-
netic field. This suggests the possibility of synthesis of dimensionally controlled
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and spatially oriented CNTs by exploiting various magnetotactic bacteria as catalyst
carriers with an applied magnetic field.

10.3.3 Horizontal Arrays of CNTs

Horizontal arrays of CNTs have also shown a lot of potential for device fabrica-
tion and have been successfully grown by different groups. Huang et al. [51–53]
have grown millimeter-long and horizontally aligned SWNTs on silicon substrates
by the fast heating CVD process (Fig. 10.6a). A slow heating process resulted in
random alignment of CNTs as compared to good horizontal alignment obtained by
rapid heating. A two-dimensional network of SWNTs has been directly grown on
the substrates by a two-step growth process (Fig. 10.6b) by altering the direction
of flow of gases in subsequent stages. The well-defined crossed network structure
of SWNTs on a large scale enables the fabrication of multiterminal devices and
complex circuits necessary for various applications.

10.4 Mechanical Properties

CNTs exhibit tremendous strength as a consequence of carbon–carbon bonding
which is considered to be the strongest bonding in nature. This property along with
the low density and fibril shape leads to the exploration of the viability of CNTs
as a reinforcement material in composites. Theoretical calculations by Sanchez-
Portal et al. [54] predicted the exceptionally high Young’s modulus of SWNTs
and MWNTs. Young’s modulus depends upon the radius of the CNTs considered.
Treacy et al. [55] measured the Young’s modulus of individual CNTs by measur-
ing the amplitude of their intrinsic thermal vibrations inside a transmission electron
microscope. The measurement of 11 CNTs ranging from 0.66 to 5.81 μm in length
yielded an average Young’s modulus of 1.8 TPa with higher modulus for thinner
CNTs.

Fig. 10.6 SEM images of (a) horizontally aligned SWNTs prepared by fast heating process
and (b) networks formed by horizontal CNTs as a result of two-step growth procedure [51, 52]
(reprinted with permission from American Chemical Society, Copyright 2003 and Wiley-VCH
Verlag GmbH & Co., Copyright 2003)
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Wong et al. [56] employed an atomic force microscope (AFM) to measure the
mechanical properties of the CNTs and found the Young’s modulus of MWNTs
was about 1.3 TPa. Gao et al. [57] and Hernandez et al. [58] estimated theoreti-
cally that the Young’s modulus of individual SWNTs was in the range of ∼0.4–0.6
TPa. Experimentally, Yu et al. [59] obtained an average value of 1 TPa and Zhu
et al. [60] obtained an average value of ∼100 GPa for strands of SWNTs of diam-
eter ∼5–20 μm. These values are dependent on the crystallinity of the materials
and the number of defects introduced during the process of synthesis and measure-
ment. Arrays of CNTs exhibit a high adhesive force of the magnitude of 100 N/cm2

and much stronger shear adhesion force than normal adhesion force [61]. Based on
the theoretical and experimental results, CNTs are found to exhibit large Young’s
modulus of elasticity, making them a viable supplement for rigid materials.

10.5 Thermal Properties

The specific heat capacities and thermal conductivities of carbon nanotube are due
to contributions of phonons. The behavior of phonons at different temperatures
completely describes the thermal transport properties of CNTs. The specific heat
capacity of SWNTs exhibits the linear dependence on temperature from 300 to 1 K
[62, 63] while maintaining ∼T 0.62 dependence below 1 K [64]. The linear temper-
ature dependence is due to the linear k-vector dependence of the frequency of the
longitudinal and twist acoustic phonons. The specific behavior of the specific heat
below 1 K can be attributed to the transverse acoustic phonons with quadratic k
dependence [65]. The results indicate that inter-wall coupling in MWNTs is rather
weak compared with its parent form, graphite, so that one can treat an MWNT as a
few decoupled, two-dimensional, single-walled tubules [63].

The thermal conductivity of MWNTs is roughly linear above ∼120 K and
becomes quadratic at lower temperatures, Fig. 10.7 [63]. Kim et al. [66] measured
thermal conductivity using a suspended microdevice (Fig. 10.8). The observed ther-
mal conductivity is more than 3000 W/K m at room temperature, which is two orders
of magnitude higher than the estimation from macroscopic mat samples [63]. The
temperature dependence of the thermal conductivity of nanotubes exhibits a peak at

Fig. 10.7 The temperate
dependence of the thermal
conductivity of MWNT
samples. It is almost
quadratic (k ∞ T1.98 ± 0.03) at
temperatures below 120 K
and roughly linear above
120 K [63] (reprinted with
permission from Lu et al.,
Copyright 1999: American
Chemical Society)
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Fig. 10.8 SEM image of a
microfabricated device. The
islands of two silicon nitride
membranes are suspended on
silicon nitride beams. A
platinum thin film resistor
serves as a heater on each of
the islands. A small bundle of
CNTs form a bridge between
the islands to form a thermal
contact. The scale bar is
10 μm [66] (reprinted with
permission from McEuen
et al., Copyright 1999: The
American Physical Society)

Fig. 10.9 The temperate dependence of the thermal conductivity of MWNT samples [66]. It is
almost quadratic (k ∞ T1.98 ± 0.03) at temperatures below 120 K and roughly linear above 120 K
[63]. Solid lines represent κ (T) of an individual MWNT of diameter 14 nm. Broken and dotted
lines are for bundles of diameters 80 and 200 nm, respectively (reprinted with permission from
McEuen et al., Copyright 1999: The American Physical Society)

320 K due to the onset of Umklapp phonon scattering (Fig. 10.9). Berber et al. [67]
theoretically determined an unusually high value of 6600 W/K m for an isolated
(10, 10) nanotube at room temperature, comparable to the thermal conductivity of
a hypothetical isolated graphene monolayer or diamond by combining equilibrium
and non-equilibrium molecular dynamics simulations. These high values are asso-
ciated with the large phonon mean free paths in the CNTs, graphene monolayer, and
diamond systems, while substantially lower values are predicted and observed for
the basal plane of bulk graphite. The numerical data indicate that in the presence of
interlayer coupling, the thermal conductivity of the CNTs is reduced significantly to
fall into the experimentally observed value range.
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Shaikh et al. [68] have demonstrated the high thermal conductivity
(8.3082 W/m K) of CNT film consisting of vertically aligned CNT arrays pre-
pared using CVD on a glass substrate in comparison to using CNT composite film
(1.2 W/m K) by Huang et al. [69]. This proves the superiority of CNTAs over
films for thermal interface material. Owing to the superior thermal conductivity, Xu
et al. [70] have demonstrated the possibility of using CNTAs for integrated circuit
cooling.

10.6 Electrical Properties

CNTs are perfect one-dimensional conductors and exhibit interesting phenomena
such as single-electron charging, resonant tunneling through discrete energy lev-
els, and proximity-induced superconductivity. Langer et al. [71] reported on the
electrical resistance of an MWNT bundle from room temperature down to 0.3 K
under magnetic fields of up to 14 T. The nanotubes exhibited semi-metallic behav-
ior analogous to rolled graphene sheets with a similar band structure. A magnetic
field applied perpendicular to the sample axis decreases the resistance. Langer
et al. [72] later reported on the electrical resistance measurements of an individual
CNT down to a temperature of 20 mK. The conductance exhibits logarithmic tem-
perature dependence and saturates at low temperatures. A magnetic field applied
perpendicular to the tube axis increases the conductance and produces aperiodic
fluctuations.

Bockrath et al. [73] measured the electrical properties of bundles of SWNTs. A
gap due to suppressed conductance at low bias is observed in the current–voltage
curves at low temperatures. Further, several prominent peaks are observed in the
conductance as a function of a gate voltage which can be explained consider-
ing Coulomb blockade transport in quantum wires and dots considering CNTs as
extended quantum dots. Theoretical calculations predict the metallic conductivity
of individual SWNTs [74].

Tans et al. [75] measured the electrical characteristics of individual SWNTs at
different gate voltages. Figure 10.10 shows the I–V curves at gate voltage of 88.2 mV
for trace A, 104.1 mV for trace B, and 120.0 mV for trace C. The inset shows similar
I–V curves with gate voltage ranging from 50 (bottom) to 136 mV (top). The I–V
curves showed a clear gap around zero bias voltage. For higher voltages, the current
increases in steps. The gaps were suppressed for certain gate voltages and have the
maximum value corresponding to zero bias voltage. This variation of the gap with
gate voltage around zero bias voltage implies Coulomb charging of the tube. Zhu
et al. [76] used a lift-off process to pattern catalysts and synthesize vertical CNT
arrays using CVD. Two-probe electrical measurements of the CNT arrays indicate
a resistivity of 0.01 � cm compared to 8 ×10–4 and 12 ×10–4 � cm of individual
SWNTs, and the capacitance of the nanotube bundle was ∼2.55 pF as the voltage
was scanned from –1 to 1 V, suggesting possible use of these CNTs as interconnect
materials [76].
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Fig. 10.10 I–V characteristic of the nanotube at a gate voltage of 88.2 mV (trace A), 104.1 mV
(trace B), and 120.0 mV (trace C). Inset shows more I–V curves with gate voltage ranging from
50 (bottom) to 136 mV (top) [75] (reprinted with permission from Cees Dekker, Copyright 1997:
Nature)

CNTs are a good source of electrons through the process of field emission. The
experimental setup to measure the field emission property is shown in Fig. 10.11.
CNTs are used as cathodes and a high electric field of the order of ∼2 V/μm is
created between a metal anode and the CNT cathode to measure electron emission
in a low vacuum of about ∼10–7 torr. de Heer et al. [77] determined the emis-
sion characteristics of films of oriented nanotubes [78] and as-grown CNTAs [20,
34, 79]. Zhang et al. [80] demonstrated well agreement between the experimental

Fig. 10.11 Experimental
setup of measurement of field
emission property. CNTs are
used as cathodes [34]. A high
electric field of the order of
∼2 V/μm is created between
a metal anode and a CNT
cathode to measure electron
emission in low vacuum of
∼10–7 torr (reprinted with
permission from American
Institute of Physics,
Copyright 1999)
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and theoretical values of emission behavior of CNTAs. The total emission cur-
rent depends upon the radius (r), the height (h), and the spacing (d) of the CNTs.
The optimum space between two neighboring CNTs is about 75r and the height
should be larger than 2.6d to obtain a large average current density. Hazra et al.
[81] have observed the dramatic enhancement in the emission current density by
a factor >106 with the onset field as low as 0.16 V/μm by using the plasma-
sharpened tips of nanotubes containing only a few tubes at the apex of the structure
(Fig. 10.12). Saturation in the emission current density is proposed due to the signif-
icant change in the tunneling barrier for a nanosized tip in a very high local electric
field. Saurakhiya et al. [30] observed similar decrease in the threshold voltage of
the as-grown CNTAs by laser pruning. In laser pruning process, the as-grown CNTs
were irradiated by a He–Ne laser light with a wavelength of 632.8 nm and a power
of 30 mW. Laser pruning resulted in the decrease of length of the CNTs by around
2 μm and better alignment of the CNTs. Zhao et al. [82] demonstrated that arrays
of CNTs with large wall numbers exhibited lower threshold voltages. To achieve
a lower threshold voltage, an array of small diameter nanotubes with large inter-
tube spacing (two times the height) would be ideal. However, this situation was
not easily achievable, as nanotube diameter and intertube spacing were in compe-
tition. In this case, the intertube spacing appeared dominant because the threshold
voltage decreased despite increasing diameter. This means that intertube screening
effects, which reduce the local electric field, are more dominant than the diameter
on the resulting threshold voltage. Suh et al. [31] studied the field-screening effect
of highly ordered CNTAs and concluded that the field emission was optimal when
the tube height was similar to the intertube distance in agreement with the predic-
tions by Nilsson et al. [83]. Charlier et al. [84] demonstrated that boron-doped CNTs
exhibited better field emission with lower threshold voltage than did pristine CNTs.
In general, the straight line observed in the Fowler–Nordheim plot is the evidence
of field emission (Fig. 10.13).

Fig. 10.12 Typical field
emission curves showing
current density versus the
electric field [81]. Emission
current for CNTs with tips
pruned for different times
shows different values at
different electric fields. There
is no electron emission below
a threshold voltage (reprinted
with permission from Misra
et al., Copyright 2009:
American Chemical Society)
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Fig. 10.13 The straight line graph of logarithm of (i/E2) versus 1/E, popularly called as
Fowler–Nordheim (F–N) plot, is the evidence of field emission phenomenon [34] (reprinted with
permission from American Institute of Physics, Copyright 1999)

10.7 Applications of CNTs and CNTAs

10.7.1 Hydrogen Storage

CNTs have high potential for hydrogen storage as the gas can effectively condense
to a high density inside narrow SWNTs. Dillon et al. [85] compared the hydrogen
storage capacity of carbon soot containing only about a 0.1–0.2 wt% of SWNTs to
that of the activated carbon (AC) at 133 K. The SWNTs with diameter of 1.2 nm
were synthesized in an electric arc discharge process. The adsorption of hydro-
gen on the SWNTs was probed with temperature-programmed desorption (TPD)
spectroscopy in an ultrahigh vacuum chamber inside a liquid nitrogen cryostat. H2
desorbs from SWNTs and activated carbons within the same temperature range but
with different intensities. The signal from SWNTs is ∼10 times greater than the
signal from AC with the gravimetric storage density in SWNT ranging from ∼5 to
10 wt% (Fig. 10.14).

Liu et al. [86] studied the hydrogen storage of SWNTs with mean diameter
1.85 nm and purity in the range of 50–60 wt% at room temperature for three types
of samples. Sample 1 was used as-synthesized; sample 2 was soaked in 37% HCl
acid for 48 h to partly eliminate the residual catalysts, rinsed with deionized water,
and dried at 423 K; sample 3 was heated in vacuum at 773 K for 2 h after receiv-
ing the same treatment as sample 2. The heat treatment is to evaporate the organic
compounds and functional groups formed in SWNTs during the synthesis proce-
dure. A hydrogen storage capacity of 4.2 wt% was achieved at the pressure of
10 MPa. Furthermore, about 78.3% of the adsorbed hydrogen (3.3 wt%) could be
released under ambient pressure at room temperature. Ye et al. [87] demonstrated the
adsorption of H2 exceeding 8 wt% on highly purified crystalline ropes of SWNTs
at temperature of 80 K and pressure of ∼100 Pa.

Zhu et al. [88] measured the H2 absorption of well-aligned and randomly ordered
MWNTs produced by catalytic pyrolysis on quartz substrate at 290 K and pressure
between 3 and 10 MPa. They observed that the bundles of aligned MWNTs are
better suitable for hydrogen adsorption as compared to randomly ordered MWNTs
under similar conditions. This higher H2 absorption capacity of 3.4 wt% of CNTA
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Fig. 10.14 Temperature-programmed desorption (TPD) spectra of hydrogen desorption [85].
(a) TPD spectrum of as-produced SWNT sample after standard hydrogen exposure. (b) TPD spec-
trum of activated carbon sample, magnified 10 times, after standard hydrogen exposure. (c) TPD
spectrum of SWNT sample after heating in vacuum to 970 K and standard hydrogen exposure
(reprinted with permission from Nature Publishing Group, Copyright 1997)

as compared to 0.5 wt% of the random MWNTs can be attributed to the strong
interaction between the hydrogen molecules in the interstitial channels between
the CNTs and the inter-layers of some cap-opened CNTs. Wang and Johnson [89]
have performed classical grand canonical Monte Carlo simulations to calculate the
absorption of hydrogen in tube arrays at 77 and 298 K. The tube lattice spacing
has been varied to study the optimum hydrogen uptake using triangular and square
lattices. The strength of the solid–fluid interaction potential has been increased
in order to identify a combination of potential and geometry that will meet the
Department of Energy (DOE) targets of 6.5 wt% for hydrogen storage for fuel cell
vehicles. The DOE target values could not be reached even by tripling the fluid
wall potential at ambient temperatures. However, it was possible to achieve the
DOE targets at a temperature of 77 K if the strength of the interaction potential
was increased by about a factor of 2 and the lattice spacing of the tubes was
optimized.

Misra et al. [90] used electrically conducting surfaces of CNTAs as cathodes
for H2 generation and absorption by electrolyzing water. Figure 10.15 shows the
experimental setup used for the electrolytic measurements on the CNTAs. An elec-
trochemical cell was assembled by inserting a metal tip connected to a power
supply with the deionized water bubble on top of CNTA acting as the cathode. d.c.
measurements were performed using a Cascade M150 probe station, attached to a
Keithley-2635 source inside a vacuum chamber. An application of external voltage
(–10 V) between the electrodes resulted in collection of hydrogen gas near the sur-
face of the CNTA due to the electrochemical deposition of water. The amount of
H2 measured (2.2 ± 0.35 × 10–5 g) is less than the theoretical amount of hydrogen
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Fig. 10.15 Schematic
diagram of the experimental
setup used for measuring the
electrolytic reaction
measurements on the CNT
forests. The top section is the
enlarged view for clarity of
the sample area with the
details on the probe’s
positioning [90] (reprinted
with permission from
American Chemical Society,
Copyright 2009)

generated (2.6 × 10–4 g) from flowing current over a period of 1 h, supporting the
possibility of use of aligned CNTs as the H2 storage materials.

10.7.2 CNTs as Sensors

CNTs can be used as chemical or biological sensors by exploiting their variation
in optical, electrical, and electrochemical properties. For example, upon exposure
to the gaseous molecules like NH3, NO2, and H2O2 or biological species such as
enzymes, CNTs exhibit a dramatic increase or decrease in resistance. Sensitivity
and recovery time are two key components for the sustainable use of CNTs in the
detection of foreign elements.

Kong et al. [91] studied the electric response of semiconducting SWNTs before
and after the introduction of NH3 and NO2. The I–Vg curve shifted by –4 or +4 V
when NH3 or NO2 was introduced into the chamber, respectively. These shifts can
be explained by the depletion or the enhancement of hole carriers brought about by
the introduction of the respective gases [91]. Qi et al. [92] used arrays of electrical
devices each comprised of multiple SWNT sensors with 100% yield for detecting
gas molecules. Polymer functionalization was used to impart high sensitivity and
selectivity to the sensors to fabricate n-type nanotube devices capable of detecting
NO2 at less than 1 ppb (parts per billion) concentrations while being insensitive to
NH3. CNTAs have been effectively used to detect glucose [27, 93], H2O2 [93], DNA
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[94], protein [95], and others by tracking their electrical or optical response before
and after the introduction of particular species.

10.7.3 CNTs for Battery and Supercapacitor Applications

CNTs can find their applications as electrode materials for highly efficient batteries
due to their high electrochemical stability, large surface area, and unique electrical
and electronic properties. SWNTs exhibit higher capacity of lithium (Li) interca-
lation than graphite and disordered carbon. Theoretical calculations [96] predicted
the possibility of almost complete charge transfer between Li and SWNTs with rel-
atively small deformation in the structure. Both the interstitial sites and the inner
side of the tubes are energetically favorable sites for Li intercalation. Theoretical
calculations predict the possibility of one Li atom intercalation for every two car-
bon atoms. Cyclic voltammograms [97] confirm that the reversible intercalation of
Li+ and presence of Fe, Pt, or Ru nanoparticles within the tube will double the
intercalation capacity.

The cyclic efficiency of graphite as a function of added weight percent of CNTs
was studied by Endo et al. [98]. The efficiency of graphite anodes increased con-
tinuously until the composition of 10 wt% CNTs which resulted in an efficiency of
almost 100% up to 50 cycles. Wu et al. [99] demonstrated high Li ion storage capac-
ity at 700 mAh/g by CNTs. Gao et al. [100] improved the storage capacity from 400
mAh/g for as-prepared SWNTs to 700 mAh/g after removing impurities and 1000
mAh/g by ball milling the SWNTs.

The super-capacitance property of CNTs has also been extensively studied
because they are able to store and deliver energy rapidly and efficiently for a long
life cycle via a simple charge separation process. Ma et al. [101] were able to
construct electrochemical capacitors based on CNT electrodes with specific capaci-
tances of about 25 F/cm3 with 38 wt% sulfuric acid as the electrolyte. An et al. [102]
reported a maximum specific capacitance of 180 F/g and a measured power density
of 20 kW/kg at energy densities in the range of 7–6.5 Wh/kg by using SWNTs
as electrode material in supercapacitors. Similar measurements also reported the
specific capacity of 102 F/g for the electrodes using MWNTs [103].

10.7.4 CNTs for Photovoltaic Device

Ago et al. [104] fabricated a photovoltaic device (Fig. 10.16) using MWNTs as
an electrode to collect holes and obtain an efficiency double that of the standard
device with an indium–tin oxide (ITO) electrode. The visible light is shown through
a semi-transparent Al electrode and made to pass through polyphenylene viny-
lene (PPV) of thickness 210 nm and MWNT film of thickness 140 nm in the
photovoltaic device. The I–V characteristics (Fig. 10.17) expressed a clear diode
rectification. Upon illumination of the device by light of wavelength 485 nm and
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Fig. 10.16 Schematic of a photovoltaic device. Visible light is shown through semi-transparent
Al electrode and made to pass through polyphenylene vinylene (PPV) of thickness 210 nm and
MWNT film of thickness 140 nm [104] (reprinted with permission from Wiley-VCH Verlag
GmbH & Co., Copyright 1999)

Fig. 10.17 I–V characteristics of an MWNT/PPV/Al device in the dark (closed circles) and under
illumination at a wavelength of 485 nm and intensity of 37 μW/cm2 (open circles). Inset is the
representation of the same data with a logarithmic current axis [104] (reprinted with permission
from Wiley-VCH Verlag GmbH & Co., Copyright 1999)

intensity 37 μW/cm2, a photocurrent was observed with open-circuit voltage of
0.90 V and short-circuit current of 0.56 μA/cm2. The external quantum efficiency of
MWNT/PPA/Al was typically 1.5–2 times greater than the standard ITO device. The
higher efficiency could be attributed to the complex interpenetrating network of PPV
chains with the MWNT film and the relatively high work function of the MWNT
film. Lagemaat et al. [105] have also reported similar successful replacement of
In2O3:Sn by CNTs in an organic solar cell.

10.8 Conclusions

In this chapter, the synthesis techniques and the mechanical, electrical, and ther-
mal properties of the CNTs, especially the CNTAs, have been reviewed. We have
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also discussed some promising applications of CNTs and CNTAs in hydrogen stor-
age, biological and chemical sensors, lithium batteries, and photovoltaic devices.
To explore the applications of CNTAs, CNT arrays with controllable nanotube
diameter, density, spacing, and degree of defects are extremely important. In addi-
tion, for wide applications of the CNTAs, methods for synthesizing aligned CNTs at
the conditions compatible with current fabrication techniques of nanodevices need
to be developed.
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Chapter 11
Molecular Rotors Observed by Scanning
Tunneling Microscopy

Ye-Liang Wang, Qi Liu, Hai-Gang Zhang, Hai-Ming Guo, and Hong-Jun Gao

11.1 Introduction

Molecules are important building blocks for bottom-up fabrication of functional
nanostructures in the exciting field of nanotechnology [1, 2]. The most significant
advantage of molecules lies in the fact that the well-developed molecular synthesis
techniques can produce various molecular structures, which offers a high controlla-
bility and flexibility over single molecular properties and molecular nanostructures
[3–5]. Moreover, most molecules can self-assemble into ordered nanostructures
at surfaces, which can be precisely controlled through modifying the properties
of molecules or surfaces [6–16]. Based on their significant advantages, functional
molecules are undoubtedly becoming one of the most attractive candidates for the
fabrication of nanodevices with integrated functions. Integrating device functions
into single molecules is a crucial issue in molecule-based nanoengineering and
is being considered as an ideal solution for the device miniaturization pushed by
Moore’s law.

Molecular machines are kinds of nanodevices which are expected to convert
external chemical, electric, or optical energies into controlled mechanical move-
ments at molecular levels. In fact, molecular machines exist widely in nature and
play an important role in many biological processes [17, 18]. As we know, molecular
machines can transport various cellular components in a large number of biological
systems [19]. For instance, kinesin protein can burn adenosine triphosphate (ATP)
and generate linear motion along cytoskeleton [20]. Other proteins, driven by pro-
ton gradients across membranes, mechanically rotate flagella to propel bacteria [21].
Nowadays, artificial biological machines (or so-called biological nanorobots) show
many potential applications, such as acting as sensors for diagnosis, medical target
identification, and even assistants in invasive surgery [22, 23].
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Molecular rotors are a type of molecular machines, and they can rotate with
respect to their surrounding environments or involve one part that rotates relative
to another part [24, 25]. In the past, molecular motor movements have been proved
able to be powered by thermal [16, 26], optical [27–30], electrical [31, 32], and
chemical means [33] and even by more complicated ratchetlike principles [34–36]
and physical control techniques (for example, special substrate lattice) [16, 26, 37].
At the nanoscale, electric current driving could in principle be realized by elec-
tron tunneling [38, 39]. It was previously shown that tunneling can induce periodic
vibrational [40] and translational motions in molecules [41]. Recently, Wang and
Kral et al. have used molecular dynamics (MD) simulations to study possible activi-
ties of molecules powered by electron tunneling, and they demonstrate that electron
tunneling could drive a rotation of single molecular rotor [42].

Molecular rotors at solid surfaces could be either controlled by molecule–
substrate interactions or confined in a supramolecular assembly by intermolecular
interaction [30, 37, 43–51]. Compared with molecular rotors in solutions or in bulk,
molecular rotors at solid surfaces have advantages of being easily accessible by
external fields [51, 52] and addressable by surface analysis methods [37, 45, 53] as
well as being easily organized due to the reduced dimensions [16, 50].

The recent development of probe microscopy techniques, in particular, scanning
tunneling microscopy (STM) [54, 55], has allowed the study of individual molecules
with atomic-scale precision. Up to now, considerable efforts have been made to STM
studies of single molecules at surfaces. With its capability of high spatial resolution
and high energy resolution measurements, STM has helped reveal many interesting
physics within single molecules, including electron transport [10, 56, 57], spin-flip
excitations [58, 59], vibrational excitations [60], and mechanical motions [16, 36,
61]. Moreover, STM can offer scientists the opportunity to manipulate atomic and
molecular events that operate not only on ensemble-averaged populations of species
but also on single functional group of the chemical entities [62–67]. Without any
doubt, STM has significantly provided a unique tool to investigate the molecu-
lar motor motions. With its further development as a powerful technique, it can
be used to study the dynamic behavior in real time and motion mechanism of
molecular motors/machines at single atom/molecule level. The feature of molec-
ular movements can be recorded by the feedback loop signal in real time during
STM manipulation [68].

In this review, we recall the recent advances of molecular rotors in the past years
and then give a simple outlook about their perspective in the future. Our discus-
sions are based on the most recent results obtained by the technique of STM. We
mainly focus on the motions of molecular motors at solid surfaces. According to
their motion dimension and movement styles at solid surfaces, the reported molec-
ular motor motions are simply classified into two groups, that is, of single molecule
and of array comprised of a plenty of molecules, as illustrated by a schematic in
Fig. 11.1. In the literature, the motions of a single molecule are commonly used
as models to introduce new design perception or control approaches of molecular
movements. They are further divided into two groups, that is, in-plane motion and
off-plane motion. The self-rotation of molecules, with rotation axis perpendicular
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Fig. 11.1 Schematic of
typical molecular rotor
motions at solid surfaces

to the surface, is a classical example of the in-plane motion. In such cases the
molecules ordinarily lie flat on the surface, and they show a rotation with either an
interior rotation axis or an exterior rotation axis. As for the off-plane motion, a typ-
ical example is the rolling motion illustrated by some specially designed molecules,
which usually hold some ball-like functional groups. These special groups normally
serve as nanoscale “wheels” to reduce the motion barrier of rolling and facilitate
molecular movements on surfaces. The lower barrier of the motions can be eas-
ily overcome by the electrical stimulation of an STM tip or by thermal driving of
increasing substrate temperature.

11.2 Solution-Based and Surface-Mounted Molecular Machines

In the past 20 years, synthetic molecular machines in solution have been reported by
several research groups, such as Feringa, Leigh, Kelly, Tour, and others [33, 69–76].
They demonstrated repeatedly some very elegant examples of synthetic molecu-
lar machines by specially designed molecular pieces. The general importance and
broad appeal of synthetic molecular machines as well as the design principles in syn-
thetic chemistry have been described in previous review articles [77, 78]. Besides a
detailed discussion of design principles used to control linear and rotary motion in
solution, these reviews also valuated the approaches to construct synthetic molecular
machines. Several conceptual models of solution-based molecular nanodevices were
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illustrated, for example, molecular rotors, elevators, valves, transporters, muscles,
and other motor functions used to develop smart materials. As a concerted and col-
lection behavior of a large number of molecules, the molecular motions are even
demonstrated on systems capable of affecting macroscopic movement in millimeter
scale [30].

Clearly, the molecular motors proposed and studied in solution have many
degrees of freedom. The exhibited behavior is the average effect of a large ensemble
of molecules but not the behavior of a single molecule. By contrast, the molecular
motors reflected here will focus on the motion of a single molecule mounted at
solid surfaces. The molecules have decreased degrees of freedom on surfaces. It
provides a platform to study and manipulate molecular motions individually, like by
an STM tip.

11.3 Single Molecular Rotors at Surfaces

11.3.1 A Monomolecular Rotor in Supramolecular Network

In 1998, a research group headed by Prof. Christian Joachim in France reported for
the first time a real molecular rotor based on their STM observations [36]. Typical
results are selected and represented in Fig. 11.2. The used molecule, named as hexa-
tert-butyl-decacyclene (HTB), is constituted of a polyaromatic ring of 1.5 nm in
diameter and six tert-butyl legs. The legs are saturated hydrocarbon groups and
allow the isolation of the molecular plane from the metallic surface. STM is used
not only to image the molecule but also to manipulate the molecule by locating
precisely at the leg position of the molecule.

At monolayer coverage deposited on a pre-cleaned Cu(100) surface, HTB
molecules form a two-dimensional (2D) well-ordered lattice-like structure, which
stabilized mainly by intermolecular interaction, for example, van der Waals force.
At coverages significantly below one monolayer, random thermal motions are
extremely fast and the molecules are not observable by STM. When coverage is a
little less than a full monolayer, however, in the 2D molecular lattice some small
nanoscale “cavities” have been observed (corresponding to a black zone in the
monolayer, see Fig. 11.2c, d). The molecules at the borders of these free spaces can
sit in one of two positions: a highly symmetrical one, following the order of the adja-
cent lattice, and a less symmetrical one. In the less symmetrical site, the molecule is
still constrained by its neighbors, but is disengaged from some of the intermolecular
interactions, so that it freely rotates in a random fashion at high speeds (Fig. 11.2d)
[79]. Movement between these two sites can be affected by an STM tip. In the
experiment, the molecule located in the middle part of the STM images is the
manipulation target of the STM tip. Moving this molecule slightly toward the hole
position (nanocavity) induces a change in the image. At this nanocavity position, the
molecule has lower barrier to get into movement. After its translational motion, the
molecule, initially fixed on the surface by incarceration among its neighbors, started
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Fig. 11.2 (a) Chemical structure of rotary hexa-tert-butyl-decacyclene (HTB) molecule. (b) STM
images of a HTB monolayer on a Cu(100) surface. One HTB molecule, marked by red cycle, is
stationary at the upper panel and it appears as a circular arrangement of six lobes. The marked
molecule has been moved by the STM tip and is no longer bound tightly by its neighbors and
it therefore rotates, which is observed as a blurring of the lobed groups, and it becomes rotary
(down panel). (c) Calculated models showing the rotated molecule located in the middle part
of the monolayer. This molecule is fixed (upper) and in rotation (down). Two panels on the
right show two calculated representations of the atomic arrangement of the molecules. Reprinted
with permission from [36]. Copyright 1998 by the AAAS and 2005 by the Royal Society of
Chemistry

to rotate. The white spots, corresponding to the legs of motionless molecules, are not
localized any more. The molecule in the center is like a torus, indicating a rotation
of the whole molecule.

This molecule really acts as a single molecular rotor and its rotation can be
controlled by its surrounding environment. Without the supramolecular network,
the molecule loses rotary property. The data demonstrated that STM could induce
single-molecule positional change and control thermally driven motions of the
molecules at surfaces. This kind of manipulation of organic molecules requires
careful balancing of adsorbate–adsorbate interactions. In addition, the molecule–
substrate interaction must be strong enough to prevent thermal-driven motion at the
temperature used [65, 80].
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11.3.2 Gear-Like Rotation of Molecular Rotor Along the Edge
of the Molecular Island

At the end of the twentieth century and the beginning of the twenty-first century,
the motions or rotations of molecules at surfaces reported are only random and
uncontrolled rotations [36, 81, 82] or indirect signatures [49, 83] of a rotation. In
order to control the rotation at single-molecule level, Prof. Joachim and his col-
leagues explored a new kind of molecule in 2006 [84]. The new molecule (HB–NPB,
C64N2H76) is specially designed, and it is comprised of five phenyl groups and a
pyrimidine group (Fig. 11.3) with a size of 1.8 nm in diameter. Each aryl group is
substituted by a t-butyl group in para position to the central benzene. The t-butyl
groups acting as propellers have the function of lifting the molecule to reduce the
interaction of the aromatic parts with the substrate. In addition, the replacement of
one phenyl substituent by a pyrimidyl group, serving as a chemical tag that can be
detected by an STM tip, provides an orientation axis to the molecule.

In the experiment, the HB–NPB molecules are deposited onto a pre-cleaned
Cu(111) substrate. The molecules form large well-ordered islands on Cu(111) sur-
face. The step edge of the molecular island presents a jagged shape. By applying
high bias voltages above 2.2 V in STM measurements, the pyrimidine group of
HB–NPB molecules is visible as brighter spots inside the molecule. It provides an
excellent marker for the determination of the orientation of each molecule on the
substrate (Fig. 11.3d).

They conducted decent manipulations to demonstrate how to control a single-
molecule rotation by an STM tip with atomic-scale precision. They called the rotated
molecule at the border a molecular rack-and-pinion device according to the observed
structure (Fig. 11.3b). One rotary HB–NPB molecule functioning as a six-toothed
wheel was named as a pinion, and a self-assembled molecular island was coined
a rack. The pinion molecule interlocks at the edge of the stationary rack. In their
low-temperature experiment, an STM tip is used to drive rotation of a single pinion
molecule. The rotation of the pinion molecule teeth by teeth along the border of
molecular island (the rack) is successfully observed.

At each step of the manipulation series as denoted in Fig. 11.3d, the orientation
of the molecule in the Cu(111) surface plane changes by 60◦ or 120◦. The STM tip
approaches the molecule at its center, and the rotational movement is determined
by the serrated shape of the border of the molecular island. The interlocking of the
rack with the pinion opposes the sliding motion of the pinion molecule, resulting in
a teeth-by-teeth rotary motion. The researchers claimed that the success rate of the
pinion motion along the rack is 80% in their 150 manipulation experiments.

11.3.3 Thermal-Driven Rotation on Reconstructed
Surface Template

It is well known that a clean Au(111) surface can reconstruct into a herringbone
structure after an annealing treatment at a temperature of about 800 K. Figure 11.4a
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Fig. 11.3 (a) Chemical structure of HB–NPB molecule; two nitrogen atoms are in dark blue, car-
bon atoms in light blue, and hydrogen atoms in white. (b) Macroscopic “rack-and-pinion” model,
showing a teeth-by-teeth rotation of the gear-like rotor along the linear edge of molecular island.
(c) STM image of the border of a HB–NPB island with a single molecule adsorbed on its side,
which acts as the rack and the pinion, respectively. STM tip illustrates the manipulation posi-
tion (molecular center) for driving a rotation of the single molecule. The black arrow indicates
the direction (parallel to the island border) of molecular movement. (d) Successive experimental
images (13 nm × 6 nm, 0.1 nA, 2.2 V) showing a 360◦ rotation of the molecular rotor (marked by
green cycle) along the island border. The white arrows mark the same lobe and denote the direc-
tion after reorientation of the molecule. Reprinted with permission from [84]. Copyright 2007 by
Nature Publishing Group

shows typical topographic images of this reconstruction observed by STM. The
herringbone structure can be divided into four types of regions with different
arrangements of surface atoms [85, 86], that is, face-centered cubic (fcc), hexago-
nal close packed (hcp), corrugation ridges, and elbow sites. The elbow site is the
connection position of ridges. An image with atomic resolution of three former
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Fig. 11.4 (a) A typical STM image of herringbone-like topography of Au(111) reconstruction
surface, in which four special regions with different arrangements of surface atoms are marked.
Right panel: atomic resolution image of Au(111) reconstruction. (b) Chemical structure of tetra-
tert-butyl zinc phthalocyanine (TBZP) molecule. High-resolution STM images of single molecular
rotors, formed by TBZP molecules at different substrate regions, show different features due to the
modulation by corrugation ridges (0.07 nA, –1.3 V). Images were taken at 78 K

arrangements can be found in the right panel of Fig. 11.4a. Although all of them
show a parallel alignment, there is a clear contrast between the ridges and fcc/hcp
regions. Obviously, the ridges are brighter than the others. In addition, the width of
fcc zones is normally larger than that of hcp zones. Based on these features, we can
easily recognize Au(111) surface as well as its special regions from STM topog-
raphy. Besides these four features (can even be called as fingerprint) of Au(111)
surface, another interesting phenomenon is the existence of Au adatoms at terraces.
Metal adatoms are normally considered as evaporates from kinks and steps onto the
terraces of the homogeneous metal surfaces [87, 88]. Analysis of similar metal sys-
tems by X-ray photoelectron spectroscopy (XPS) has already revealed the existence
of copper adatoms as “background gas” on Cu substrate [89, 90]. Adatoms are hard
to observe alone by STM due to their very high mobility on the metal surface, but
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they can be trapped by some molecules, like the gold adatoms on Au(111) surface
captured by the deposited thiol-group-terminated molecule [91].

In a recent study [16] using STM, researchers have shown that single tetra-
tert-butyl zinc phthalocyanine (TBZP) molecule on reconstructed Au(111) surface
possesses a well-defined rotation axis fixed on the surface. Gold adatoms [91, 92]
serve as the stable contact of the molecules to the surface. A rotation axis is formed
by chemical bonding between a nitrogen atom of the molecule and a gold adatom on
the surface, which gives them a well-defined contact while the molecules can have
rotation-favorable configurations.

The molecular formula of the used TBZP is C48H48N8Zn, and its chemical struc-
ture is shown in Fig. 11.4b; it looks like a windmill with four protruding vanes
surrounding a central zinc atom. After depositing few of such molecules onto a clean
Au(111) surface, the authors find that the appearance of the adsorbates depends to
a large extent on the adsorbed surface sites with different atomic arrangements. The
molecules located at the elbow sites show a folding-fan feature. In contrast, the STM
images of the molecule located in the fcc region, in the hcp region, and on the corru-
gation ridges show “flower” features. More specifically, STM images of molecules
in the fcc and hcp regions are composed of 2 concentric cirques: 12 bright lobes
form the outer torus, just like 12 “petals,” while the inner torus has no obvious divi-
sions. Similarly but not completely the same, the STM image of the molecular rotors
at the corrugation ridges is composed of an outer torus of 12 bright lobes, but with 2
inner elliptic protrusions. Both the folding-fan and flower features can only be seen
at a temperature of 78 K and cannot be observed at 5 K.

In order to verify that the “folding fan” is caused by molecular instability with
respect to the substrate surface, the authors monitored the tunneling current versus
time by locating the STM tip at a fixed point on the “folding fan” (Fig. 11.5). They
applied a constant bias voltage of –1.8 V to the sample and recorded the tunneling
current as a function of time. Figure 11.5b shows the recorded tunneling current
within a time interval of 80 ms. The amplitude of the tunneling current oscillates

1 nm

Fig. 11.5 (a) A high-resolution STM image of single TBZP molecular rotor showing a “folding-
fan” feature (0.05 nA, –2 V). (b) Curves of tunneling current versus time, measured on the
molecular rotor (red curve) and the substrate (green curve), and the I-t spectroscopy of the molecule
was measured at the position indicated by the arrow in (a). Reprinted with permission from [16].
Copyright 2008 by the American Physical Society
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frequently between 0 and 5 nA. The oscillation provides a direct evidence that the
“folding-fan” feature is really due to rapid molecular motions.

Another further question raised is, how many molecules are there in the “folding
fan?” The authors proved that this feature involved only one TBZP molecule. They
observed different aggregates of stationary dimers, trimers, tetramers, and larger
clusters of TBZP molecules at 78 K. In contrast, a stationary single TBZP molecule,
whose STM image should be composed of four lobes, cannot be observed at 78 K.
This indicates that single molecules are not stationary but unstable on the surface
at this temperature. Besides, they isolated one molecule (marked by a white arrow
in Fig. 11.6) which was adsorbed at the elbow position and attached by two large
adjacent molecular clusters. By shifting its neighboring molecules in one cluster
with an STM tip, this isolated molecule started to rotate, as shown in Fig. 11.6b. It
is clear that the molecule remained stationary when it was attached by the clusters,
but it became unstable showing the folding-fan feature as soon as it was released
from the adjacent clusters.

2 nm 2 nm

A B

2 nm 2 nm

2 nm2 nm

DC

FE

Cluster 1

Cluster 2 Cluster 2

Cluster 1

Fig. 11.6 Sequences of STM
images show the
manipulation of TBZP
molecular rotor on an
Au(111) surface by an STM
tip. The molecule shown with
an arrow in (a) remains
stationary, due to the
attachment by two adjacent
molecular clusters formed by
same molecules. It possesses
rotary status while it is
released when the blocking
molecules were scanned off
in (b). (c)–(f) A repeatable
process in which the
molecule shown with an
arrow bounced between a
rotating molecule (top left)
and a dimer (bottom right),
switching the rotor (top left)
between rotation and stop
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In another experiment, a sequence of images showed that such a kind of start–
stop process is reversible. The authors observed that a single molecule (marked with
white arrow in Fig. 11.6c–f) bounced between the molecular dimer at the bottom
right and a single molecule at top left. The molecule shown with an arrow can block
the rotating molecule (top left) by forming a new molecular dimer (Fig. 11.6d),
and then this new dimer was dismantled if detaching the molecule shown with an
arrow by the STM tip, the original rotary molecule was released and restarted to
rotate (Fig. 11.6e). Reversibly, it remained stationary if it was attached again by the
molecules shown with an arrow (Fig. 11.6f). These manipulations also demonstrate
clearly that the folding-fan and flower features are due to the instability of a single
TBZP molecule on the reconstructed Au(111) surface.

The existence of a rotation center is the prerequisite for rotation; otherwise a
lateral diffusion of TBZP molecules along the surface would be hard to block at
elevated temperatures. The rotation center cannot be at the position of the tert-butyl
groups which appear as bright protrusions in STM measurements. Based on further
STM observations combined with the first-principle calculations, the researchers
revealed that the rotation center is a trapped gold adatom at the surface. By manip-
ulation with an STM tip, one molecule of the “folding-fan” rotor, located at the
elbow position of the Au(111) substrate (Fig. 11.7a), was removed. A small bright
spot at the center position of the molecular rotor was observed [16], as shown in
Fig. 11.7b. This bright spot, observed after the removal of a single molecule, is pro-
posed as a gold adatom. As presented above, gold adatoms on the reconstructed gold
surface are stable and prefer to adsorb at the elbow sites at 78 K [91] and capable
of enhancing the interaction between the adsorbed molecule and the surface, form-
ing a potential energy well that prevents lateral diffusion of the molecule along the
surface.

The existence of a gold adatom is further proved based on the calculated results.
Figure 11.7c, d is the top and side view, respectively, of the optimized configuration
of a single TBZP molecule adsorbed on a gold adatom. The calculations show that
the distance between the zinc atom and its nearest-neighbor gold atom is 4.60 Å,
the distance between the bottom nitrogen (colored in yellow) and the gold atom
is 2.25 Å; the adsorption energy of this configuration in this case is 804 meV. In
contrast, in the case of lack of Au adatom, the calculation results [16] for a single
TBZP molecule adsorbed directly on Au(111) show that the distance between the
zinc atom and its nearest-neighbor gold atom is 4.35 Å, the distance between the
bottom nitrogen atom and its nearest-neighbor gold atom is 4.40 Å; the adsorption
energy of this configuration is 219 meV.

Obviously, the gold adatom significantly enhances the molecular bonding, which
is most likely due to the surface dipole originating from smeared out electron charge
at the position of the adatom [92]. Thus the strong chemical bond between nitrogen
and the gold adatom prevents lateral molecular diffusion along the surface and in
particular offers a fixed off-center axis for the rotation of single TBZP molecules
at 78 K. The model is in good agreement with experimental measurements. The
experimentally measured distance between the rotor center and the bright lobes on
the outer torus is 1.3–1.4 nm, in reasonable agreement with the distance between



298 Y.-L. Wang et al.

Carbon

1 nm 1 nm

Nitrogen

Zinc

Hydrogen

Fig. 11.7 (a) STM image of TBZP molecular rotors, locating at the elbow position of the substrate.
(b) STM image after STM manipulation, bright spot indicates a gold adatom after removing the
attached molecule. (c) Top view and side view of the optimized configuration of a TBZP molecule
adsorbed on an Au(111) surface via a gold adatom (colored by red). The adatom acts as an off-
center rotation axis for molecular rotation

the nitrogen atom and the tert-butyl groups (1.10 ± 0.05 nm), considering that the
rotation center is the gold adatom which is not exactly under the nitrogen atom.

For a single TBZP molecular rotor on a flat Au(111) surface, calculations show
that there are 12 stable adsorption configurations, which are 30◦ apart from each
other and can be interpreted as intermediate states. The differences in adsorption
energies between these stable configurations are only tens of millielectronvolts.
The molecule switches between them with high frequency under thermal excitation.
Since four tert-butyl groups are imaged as the bright lobes in STM measurements
(see Fig. 11.8a), the ensuing STM image is the “flower.” The proposed STM image
for 360◦ rotation is in good agreement with the “flower” features observed in the
experiments (Fig. 11.8c). The hcp and fcc regions of the surface have a similar sym-
metry with respect to the rotation axis; thus the molecular rotors in the two regions
have almost identical STM images.

The rotation of a single TBZP molecule at the elbow sites is interpreted based
on the model for the rotation in the fcc region. The corrugation of the ridges forms
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4-lobe 120° rotation 360° rotation

Fig. 11.8 STM images and schematic drawing of a single TBZP molecule on an Au(111) surface.
(a) Stationary molecule looks like a four-lobed flower, the image is taken at the sample temperature
of 5 K. (b, c) Rotors with rotation angles of 120◦ and 360◦ with the appearance of folding fan, and
flower, respectively. These two images are obtained at 78 K. The black solid circles depict the
bright lobes for stationary single molecules, and the yellow circle represents the rotation center
(Au adatom)

barriers for the molecular rotation at the elbow sites. The molecular rotation is lim-
ited within an angle of 120◦ due to the bending of the corrugation of the ridges,
which leads to the “folding-fan” feature. The proposed STM image for 120◦ rota-
tion is in great agreement with the experimental STM image of a single molecule
at the elbow sites (Fig. 11.8b). Here, the variation in the position of surface atoms
leads to a redistribution of potential barriers for molecular rotation.

The researchers further revealed that such kind of molecular rotor exists widely
for the molecules of phthalocyanine (Pc) families [93]. And by modifying either the
central metal atoms or functional groups linked to the planar molecular backbones,
they get different kinds of molecular rotors which have different diameters and
rotation-favorable configurations, as indicated in Fig. 11.9. Three different folding-
fan structures constituted of TBZP, ZnPc, and FePc molecules are demonstrated. It
is clear that all of them have similar rotating mechanisms; however, due to holding
tertiary butyl groups, TBZP rotor has a wider rotating angle than ZnPc (Fig. 11.9,
top). For the FePc molecule, the central iron atom shows a bright spot in the STM
images (Fig. 11.9, bottom); thus the center of its folding-fan structure, which is con-
tributed by both the central atom and benzene lobes, shows a low contrast compared
with ZnPc folding-fan structure, for which the zinc atom is shown as a dark dip in
the molecular center (Fig. 11.9, middle).

In addition to direct STM tip manipulation on the molecular position, the STM
tunneling currents can also affect the rotation of molecular rotors. Figure 11.10
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Fig. 11.10 Sequences of
STM images show tunneling
current effect on the TBZP
molecular rotor when the
sample bias is kept at –1.3 V.
Tunneling current for each
image is (a) 0.1, (b) 0.2,
(c) 0.6, and (d) 0.9 nA. The
molecular rotor can sweep
faster and more degree ranges
as the tunneling current
increases

shows the current dependence of the TBZP molecular rotors. When increasing the
tunneling current from a small current of 0.1 nA (Fig. 11.10a) to a larger one of
0.2 nA (Fig. 11.10b), the molecule rotates more actively so that the degree of circu-
lar arc of the rotation pattern becomes larger, which became more obvious when the
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current is kept static for a period of time (Fig. 11.10c). When the current is increased
to 0.9 nA, a full circle of rotation pattern can be clearly observed (Fig. 11.10d). This
gradual increase in the degree of the circular arc means that the molecular rotation
movement becomes more active and can gradually override the barrier formed by
the Au(111) reconstruction and covers the whole circle eventually. The above result
shows a gradual activation process while increasing the current. Since the molecular
rotation can be driven by thermal energy, the STM current provides a certain amount
of energy by locally heating the rotating molecules, thus remarkably enhancing the
rotating behavior of the molecular rotor.

11.3.4 STM-Driven Rotation on Reconstructed Surface Template

Besides the TPZP molecule and its analogues, another self-designed molecule (HB–
NPB, C64N2H76) shows a step-by-step rotation like a gear at herringbone Au(111)
substrate [37], as demonstrated by Prof. Joachim and his colleagues. After deposit-
ing HB–NPB molecules onto a clean Au(111) surface, the molecules are anchored
on top of an atomic defect, which holds a large potential energy barrier and acts as
an atomic-scale axis for molecular rotations. HB–NPB was rotated clockwise step
by step by gently pushing with an STM tip on one leg of the six legs of the HB–NPB
molecule (see Fig. 11.11b). Impressively, the step-by-step rotation of the molecule
is controllable. The molecular gear has nine stable stop stations in both directions
as reported.

Adsorbed on the Au(111) surface, one HB–NPB molecule is imaged as a dented
wheel where the six bright lobes correspond to the t-butyl groups of the molecule
(see Fig. 11.11a). The appearance of HB–NBP molecules on Au(111) is different
from that on Cu(111) surface in the STM images. Here the pyrimidine ring of the
molecule appears in between two molecular legs, whereas on Cu(111) it appears
collinear to one leg [84]. Thus the bright protrusion inside the wheel corresponds
to the pyrimidine group of the HB–NBP molecule. On the Au(111) surface, due to
the weak molecule–metal interactions, the molecular gear is very mobile and can be
easily manipulated by an STM tip.

Researchers have mounted HB–NPB on three types of atomic-scale locations of
Au(111) surface: a herringbone elbow, a single Au adatom, and a single atomic-
sized defect natively bound to a herringbone elbow. At the herringbone elbow site,
it is possible to rotate the molecule by pushing one of its legs using STM tip, but
small lateral displacements are also observed during its rotation. This lateral motion
is ascribed to the weak interaction between the aromatic core and the Au(111) sur-
face. When HB–NPB is mounted on top of a single Au atom, it does not rotate
concentrically with the Au adatom serving as a shaft because this adatom is always
trapped in the middle of two legs of the molecule [94]. Thus neither the elbow site
nor the Au atom site is suitable for a centered step-by-step rotation.

Fortunately, while the molecule is mounted on top of an atomic defect bound to
one elbow, it is rotated clockwise step by step by gently pushing with the STM tip on
one leg, generally the one associated with a chemical tag. After each manipulation,
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Fig. 11.11 (a) Chemical structure of a HB–NPB molecule and an STM image (31 pA, 0.1 V)
of a single HB–NPB molecule adsorbed on Au(111). The herringbone reconstruction of the sub-
strate is clearly seen. The molecule is located in the vicinity of two atomic-scale impurities. (b)
Schematic drawing of HB–NPB on Au(111) surface, which shows that the molecule is located at
an elbow site. An STM tip was used to gently push the chemically tagged leg and drive the rotation
of the HB–NPB molecule. (c) Full step-by-step molecular gear rotation. STM images (5 pA, 0.1 V)
showing orientation and position changes of a HB–NPB. The right image shows the initial con-
figuration imaged before manipulation. The following images, taken after each tip manipulation,
show the molecular gear stabilized at different stations. The tagged leg was used as a reference
to determine the angle rotated by the gear with respect to the initial conformation. Reprinted with
permission from [37]. Copyright 2009 by Nature Publishing Group
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an image capturing the new in-plane configuration of the molecular gear was taken.
Figure 11.11c shows a sequence of images illustrating a fully reproducible step-
by-step clockwise HB–NBP rotation. The images show the in-plane conformations
adopted by the gear after a full manipulation series. Similar to the Cu(111) case, the
chemically tagged leg (interior bright spot) was used as a reference to determine the
angle rotated by the molecule after each manipulation. Each push of the STM tip
rotated the gear in small increments of 30–60◦. Eventually, full rotation was possible
in both clockwise and counterclockwise directions.

Based on theoretical calculations, the researchers further expounded a step-by-
step rotation of HB–NPB molecules on Au(111) surface, as presented in Fig. 11.11c.
The rotation was deliberately controlled by molecule trapping and manipulation.
The molecule was trapped to a defect of elbow site. As we know, this site is
connected by herringbone ridges, leaving different potential energy barriers for
molecular rotation; thus these ridges can hinder the rotation of the molecule by
interacting with the t-butyl end groups (chemically tagged leg). The gentle manip-
ulation by STM tip drives the molecule to overcome the energy barrier and start
to rotate, but this rotary motion will be blocked while the molecule encounters the
next energy barrier at herringbone ridge. Thus the atomic structure of the surface
reconstruction around the atomic defects determines the number of stable molecule
stop stations.

11.3.5 Molecular Rotors with Variable Rotation Radii

Recently, Zhong [26] et al. from Münster University, Germany, have demonstrated
a very exciting method for the design of molecular motors with variable rotation
radii. They proposed a concept for designing molecular rotors containing two end
groups connected by a linear linker. One of the end groups can interact strongly with
substrate surfaces, serving as anchor or stator, while the other group has weak inter-
action with the substrate, which allows the rotor to undergo a rotation movement
around the anchor (Fig. 11.12a). The rotation radius can be adjustable by simply
changing the length of the linker. Thus three independent parts of the molecule
are responsible for different functions to support the rotating movements of the
molecule as a whole with changeable rotation dimensions. The researchers have
successfully obtained molecular rotors with radii from 1.88 nm upto nearly 4 nm.
Figure 11.12b shows the molecular rotors by FeCp-(CH2)n-Fc molecules at Au(111)
surface with n = 12, 14, 18, and 28. It demonstrated that smaller and larger molec-
ular rotors are accessible by simply changing the length of the connectors (number
of n). The rotation of molecules with adjustable sizes shows different rotation radii.

For the molecules used in the experiment, they are diferrocene derivatives Fc-
(CH2)n-Fc, which contain two ferrocene (Fc) groups connected by an oligoethylene
chain [95]. By thermal activation during sample heating process at the temperature
range of 350–400 K, one cyclopentadienyl ring was removed from the diferrocene
molecule and transited to monocyclopentadienyl iron (FeCp) group. On metal
surfaces, ferrocene (Fc) group has low binding energy (<0.6 eV) and negligible
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Fig. 11.12 (a) Molecular rotor (FeCp-(CH2)n-Fc) containing two end groups bridged by a linear
linker. One end group strongly interacts with the surface serving as anchor while the other end
group and the linker weakly interact with the surface, i.e., the FeCp terminal acts as anchor and the
Fc group rotates around the anchor by thermal activation. (b) STM images demonstrate molecular
rotors with variable rotation radii from 1.88 nm up to nearly 4 nm by FeCp-(CH2)n-Fc at the
Au(111) surface. (c) Schematics showing the wheel-like molecule FeCp-(CH2)18-Fc anchored at
elbow sites of the Au(111) surface. Reprinted with permission from [26]. Copyright 2009 by the
American Chemical Society

surface diffusion barrier (∼0.01 eV) and is mobile on the Au(111) surface even at
78 K. However, FeCp group is strongly bound to the surface with a binding energy
of 3.66 eV. Compared with the Fc molecule, the FeCp group encounters much
higher surface diffusion barriers and is immobilized on the Au(111) surface [96].
Therefore, the partially decomposed diferrocenes with an Fc group at one end and a
FeCp complex at the other end are ideal candidates for surface-mounted molecular
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rotors. The FeCp terminal can serve as an anchor and the Fc group rotates around
this anchor (Fig. 11.12c). In their experiment, they also demonstrated molecular
rotation at Au(111) surface by using molecules with variable functional terminal
groups, for example, thiol group.

The researchers also found that the rotation of molecules is temperature depen-
dent. They have investigated the threshold temperature of molecular rotation by
STM observations at different temperatures from 5 to 40 K. By cooling the sam-
ples to below 20 K, most partially decomposed diFc-14 molecules are frozen at
the surface. The molecular rotors observed are thermally activated with a typical
threshold temperature of about 20–40 K.

11.3.6 Rolling Motion of a Single Molecule at the Surface

In the above-mentioned examples, the rotation or translational movement of
molecules is in-plane at the surface. In such cases the molecules normally lie flat
on the surface and the rotation axis of the motions is therefore oriented perpendic-
ular to the surface. Barrier for the motions is normally low and can be excited by
STM tunneling current or activated thermally by controlling the substrate tempera-
ture. Except for the in-plane motion, the rolling of molecules vertical to the substrate
is a very interesting subject, since it is also a useful motion at the macroscopic scale.

In 2007, Leonhard Grill et al. reported an elegant experiment to detect rolling
motion of a wheel–axle–wheel molecule at the surface [68]. They used a STM tip
to manipulate laterally a molecule and induce a rolling motion of the two-wheel
molecule. This nanowheel molecule consists of two triptycene wheels, connected
by an axle of carbon atoms (C44H24, see Fig. 11.13a). The size of the molecule
is quite small with two 0.7 nm wheels in diameter and a 0.6 nm axle in length.
After adsorption on a Cu(110) surface, the molecules exhibit a independent rota-
tion of each wheel around the central axle. The Cu(110) lattice, which exhibits an
anisotropic corrugation due to its close-packed rows of copper atoms in the [1–10]
direction, holds anisotropic diffusion barrier for the adsorbate. Thus this anisotropic
lattice is convenient for the rolling of molecules along its wide lattice direction
([001] direction of the Cu(110) substrate).

The molecules appear in the STM image (3 nm × 3 nm, see Fig. 11.13c) as two
bright protrusions that correspond to two wheels of the molecules. After deposi-
tion onto a clean Cu(110) surface, the molecules are found in various orientations,
in particular with their carbon axle parallel and perpendicular to the close-packed
rows, which are the most interesting configurations by means of a rolling motion.
The calculated STM image is in good agreement with the experimental ones, con-
sisting of two bright spots at a distance of about 0.87 nm, which correspond to the
intramolecular distance between two wheels of a single molecule (Fig. 11.13b).

The characteristics of the molecular movements are recorded in the STM feed-
back loop manipulation signal in real time. An arrow in Fig. 11.13c marks the
pathway of the STM tip during manipulation of a two-wheel molecule. During the
tip manipulation on the molecule, the tunneling current curves were taken, which
shows sawtooth-shaped signals (see curves I and II in Fig. 11.13c). These signals
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Fig. 11.13 (a) Chemical structure of two-wheel rolling molecule (C44H24) and scheme of a
manipulation using an STM tip to induce a rolling motion (red arrows indicate the rotation of
the wheels). Hydrogen atoms of the molecule are not plotted. (b) Upper: calculated molecular
configuration of the wheel-dimer on Cu(110), with an orientation of the molecular shaft paral-
lel to the substrate close-packed copper rows. Down: the corresponding calculated STM image
(3.3 nm × 2.2 nm). (c) STM images (3 nm × 3 nm) of the wheel molecule on Cu(110) surface
before the manipulation (the arrows mark the pathway along [001] direction of the substrate) and
the corresponding manipulation signals (periodicities are indicated by dashed lines). Reprinted
with permission from [68]. Copyright 2007 by Nature Publishing Group

can be assigned to a pushing (ascending edge) and a pulling (descending edge)
mode of tip manipulation [97], separately. The 0.36 nm periodicity of these two
signals corresponds to the distance between two atomic rows on the Cu(110) lat-
tice. Therefore, the molecule hops from one copper row to the next along the [001]
direction during manipulation.

But additionally, a hat-shaped signal (curve III in Fig. 11.13c) is found, which
is assigned to the rolling motion of the nanowheel molecule, because its periodicity
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is about 0.7 nm and corresponds to a lateral motion of a wheel after a 120◦ rota-
tion (around the molecular axle). The value is over two rows of the Cu(110) lattice
along the [001] direction. A standard hopping motion over two rows can be excluded
because the signal does not show any pulling or pushing signature. Thus the exper-
iments show that a rolling motion is only possible if the molecules are manipulated
perpendicular to the copper rows. The short pathway of the molecular motions can
thus be considered as a fingerprint of the rolling mechanism of the molecule itself.
A rolling motion occurs only if the molecule is manipulated perpendicular to its axle
and along a surface direction of sufficient corrugation. This is the first example of a
rolling motion of a single molecule on the solid surface.

Besides the above-reported two-wheel molecules, in another research group
headed by Prof. James M. Tour of Rice University, the researchers designed four-
wheel molecules and demonstrated a special nanomachine at a Au(111) surface
in 2009 [98]. The home-made molecule is much complicated and is called as a
nanodragster or nanovehicle. It is a mixed wheeled nanovehicle and has structural
similarity to the macroscopic dragster: two small front wheels on a short axle and

A B

C D 1.4 nm

1.8 n
m

3.3 nm

Fig. 11.14 Four-wheel molecular nanodragsters on an Au(111) substrate. (a) A filtered, large-area
STM image (0.2 nA, –100 mV, 63.8 nm × 63.8 nm) of two nanodragsters in different orientations
near step edges. (b) A close-up STM image (0.25 nA, –75 mV) of the nanodragster indicating the
spacing of the front and rear wheels. (c, d) Models of two conformations as they are seen in the
STM image in (a). (d) The calculated distances that roughly match the measured dimensions in
(b). Reprinted with permission from [98]. Copyright 2009 by the American Chemical Society
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two large rear wheels on a longer axle. As for its chemical structure, it is composed
of a p-carborane-wheeled front axle and a C60-wheeled rear axle. In the STM obser-
vations of this molecule on a clean Au(111) substrate, all four wheels are visible
(Fig. 11.14), but the front p-carborane wheels appear much smaller than the rear
C60 wheels.

The authors have reported that these nanodragster molecules have multiple con-
formations accessible when adsorbed on the Au(111) surface, and Fig. 11.14c, d
shows examples of two such structures. If the front and rear axles are parallel, the
rolling of the wheels will provide a linear motion of the whole molecule, whereas if
two axles are angled, circular motion should be expected. It means that the rolling
motion of the molecular wheels drives a translational movement of the molecule
entity, like driving a real car. The STM images in Fig. 11.14a show two molecules
with two different conformations positioned near the step edges of the substrate,
and in the closeup image the p-carborane wheels can be visible (Fig. 11.14b). The
sizes of the molecule in the STM image are in agreement with theoretic optimized
models. The authors expected that the p-carborane front wheels would reduce the
motion barrier compared to the nanocars with all wheels comprised of C60 groups,
which were often introduced in the previous reports from the same research group
[81, 82, 99, 100]. Thus these multifunctional molecules hold advantages over their
old versions, such as the structural stability and the control of directional motion.

11.4 Array of Molecular Motors at Surfaces

The ability to move individual molecules with an STM tip is a powerful first step
toward building complex molecular machines at the atomic scale. But for practi-
cal applications of such molecular machinery, it must be possible to construct it
easily and at low cost, on a large scale. The key satisfying these requirements is
finding systems of molecules that assemble themselves into the desired distribu-
tions on tailor-made surfaces. Exploring the self-assembly of rotated molecules on
metallic surfaces provides application potential for the development of molecular
nanodevices.

As the above-mentioned single tetra-tert-butyl zinc phthalocyanine (TBZP)
molecules on the reconstructed Au(111) surface, it possesses a well-defined rota-
tion axis fixed on the surface. By careful control, the researchers found that these
single-molecule rotors form large-scale ordered arrays due to the regular reconstruc-
tion of the gold surface [16]. At almost all elbow sites of the reconstructed substrate,
an off-center rotation axis is formed by chemical bonding between a nitrogen atom
of the molecule and the gold adatom on the surface, which gives a well-defined
anchoring point while the molecules have rotation.

Figure 11.15a shows an STM image of a large-scale array of TBZP molecules on
Au(111). The molecules adsorb predominantly at the elbow positions of the surface
reconstruction of the Au(111) surface. The surface reconstruction in this case acts
as an atomically precise template for the selective adsorption of TBZP molecules
on the Au(111) surface. High-resolution image (Fig. 11.15b) reveals a feature of
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20 nm 4 nm

Fig. 11.15 (a) STM image of large-scale ordered array of single TBZP molecular rotors on a
reconstructed Au(111) surface. (b) High-resolution STM image of single molecular rotors showing
a “folding-fan” feature at elbow sites. The molecular rotors at two different elbow sites show
different features due to the modulation by corrugation ridges (taken at 78 K by 0.07 nA, –1.3 V).
Reprinted with permission from [16]. Copyright 2008 by the American Physical Society

the adsorbed molecules that is reminiscent of a folding fan. The “folding-fan”
feature is actually the low-frequency image of a high-frequency molecular rotation
on Au(111), driven by thermal energy as the above analysis.

The data demonstrate the self-assembled construction of a well-ordered array of
single-molecule rotors on a gold surface, each of which is anchored to a fixed point
on the surface and is free to rotate around a well-defined axis on the molecule. These
results represent a potential step forward in the large-scale construction of arrays of
molecular motors and even the integration of molecular nanomachines.

S-(CH2)12-Fc

8 nm

Fig. 11.16 STM image
(acquired at 78 K by 5 pA,
–1 V) showing a rotor array
of S-(CH2)12-Fc molecules at
an Au(111) surface. The
dehydrogenated thiol groups
serve as the anchors of a
rotation. Reprinted with
permission from [26].
Copyright 2009 by the
American Chemical Society
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Similar arrays of molecular rotors anchored by dehydrogenated thiol groups on
the Au(111) surface are also reported [26]. Because of the easier dehydrogena-
tion and bonding of the thiol groups with gold surfaces, thiol-anchored molecular
rotors have formed ordered arrays of molecular rotors at elbow sites on the Au(111)
surface (Fig. 11.16). Furthermore, the strong bonding of thiol groups with the
gold atoms makes it possible to reduce or eliminate the area covered by the con-
densed molecules and to make a uniform distribution of the rotors by adjusting the
deposition amount and the substrate temperature.

11.5 Outlook

The motion of single molecules plays an important role in nanoscale engineering.
In order to realize the control of molecular motions at solid surfaces, a fixed rota-
tion axis is an essential step toward the eventual fabrication of molecular rotors.
One practical way is setting up strong interaction (i.e., designing a chemical bond)

Temperature

Movement Brake

Molecular Structure

Tunneling Current

Light Illumination

Magnetic Field

Fig. 11.17 Possible ways for control or manipulation of the movements of molecular rotors,
such as changing the surrounding temperature, adding/removing movement brake, increasing/
decreasing tunneling current, and modifying molecular structure
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between an atom of the molecule and the underneath surface, which can offer
not only a rotation axis at the surface but also a strong attachment which lim-
its the excessive freedom of molecules, for example, translational movement. The
control of the rotation direction and the adjustment of rotary speed/frequency of
molecular rotors are the basic requirements for real applications in nanodevices,
however, they still leave immense challenges for scientists. The exploration of pat-
terned surface (like reconstructed metallic surfaces) is also a promising research
subject, since they can be used as atomically well-defined templates for formation
of large-scale molecular rotor arrays. And for the artificial nanomachines such as
molecular motors and generators, multiple approaches of manipulation could be
applied to achieve the proposed aims, for example, temperature variation, light
illumination, electric/magnetic fields modulation, chemical structure modification
and intrinsic/environmental brake mechanism (Fig. 11.17). By combining various
methods and techniques, there is a great prospect to find some practical industrial
solutions and finally lighten a new revolution of molecular machines.

11.6 Conclusion

The controllability of molecular motion is critical, which may convert external
energy into motion at the single-molecule level. The rotational motion of single
molecules at solid surfaces has been realized by several ways, for instance, by
adjusting the surrounding temperatures or by employing external optical/electrical
field. In some cases the motion state and stationary state of the molecular motors
have even been switched and manipulated by the technique of STM. For molecular
rotors, further efforts would be needed for the control of the direction and speed/
frequency of movements. Individual molecular rotors would assemble into large-
scale ordered arrays while keeping their original functions, which would be desir-
able and of essential importance for eventual applications in molecular nanodevices.

Acknowledgments The authors would like to thank S. X. Du, D. X. Shi, L. Gao, X. Lin, Z.
H. Cheng, Z. T. Deng, N. Jiang, W. Ji, J. T. Sun, and Y. Y. Zhang for invaluable assistance in
experiments and theoretical simulations. Work at IOP was partially supported by the NSFC, MOST,
and CAS in China.

References

1. J.V. Barth, G. Costantini, K. Kern, Engineering atomic and molecular nanostructures on
surfaces. Nature 437, 671 (2005)

2. J.V. Barth, Molecular architectonic on metal surfaces. Annu. Rev. Phys. Chem. 58, 375
(2007)

3. A.R. Pease, J.O. Jeppesen, J.F. Stoddart, Y. Luo, C.P. Collier, J.R. Heath, Switching devices
based on interlocked molecules. Acc. Chem. Res. 34, 433 (2001)

4. A. Facchetti, M.H. Yoon, T.J. Marks, Gate dielectrics for organic field-effect transistors: new
opportunities for organic electronics. Adv. Mater. 17, 1705 (2005)



312 Y.-L. Wang et al.

5. O.M. Yaghi, M, O’Keeffe, N.W. Ockwig, H.K. Chae, M. Eddaoudi, J. Kim, Reticular
synthesis and the design of new materials. Nature 423, 705 (2003)

6. Q. Liu, Y.Y. Zhang, N. Jiang, H.G. Zhang, L. Gao, S.X. Du, H.J. Gao, Identifying multi-
ple configurations of complex molecules in dynamical processes: time resolved tunneling
spectroscopy and density functional theory calculation. Phys. Rev. Lett. 104, 166101 (2010)

7. N. Jiang, Y.Y. Zhang, Q. Liu, Z.H. Cheng, Z.T. Deng, S.X. Du, H.J. Gao, M.J. Beck, S.T.
Pantelides, Diffusivity control in molecule-on-metal systems using electric fields. Nano Lett.
10, 1184 (2010)

8. L. Gao, H.J. Gao, Scanning tunneling microscopy of functional nanostructures on solid
surfaces: manipulation, self-assembly, and applications. Prog. Surf. Sci. 85, 28 (2010)

9. W. Ji, Z.Y. Lu, H. Gao, Electron core-hole interaction and its induced ionic structural
relaxation in molecular systems under x-ray irradiation – reply. Phys. Rev. Lett. 99 (2007)

10. L. Gao, W. Ji, Y.B. Hu, Z.H. Cheng, Z.T. Deng, Q. Liu, N. Jiang, X. Lin, W. Guo, S.X.
Du, W.A. Hofer, X.C. Xie, H.J. Gao, Site-specific Kondo effect at ambient temperatures in
iron-based molecules. Phys. Rev. Lett. 99, 106402 (2007)

11. M. Feng, L. Gao, S.X. Du, Z.T. Deng, Z.H. Cheng, W. Ji, D.Q. Zhang, X.F. Guo, X. Lin, L.F.
Chi, D.B. Zhu, H. Fuchs, H.J. Gao, Observation of structural and conductance transition of
rotaxane molecules at a submolecular scale. Adv. Funct. Mater. 17, 770 (2007)

12. D. Shi, W. Ji, X. Lin, X. He, J. Lian, L. Gao, J. Cai, H. Lin, S. Du, F. Lin, C. Seidel, L.
Chi, W. Hofer, H. Fuchs, H.J. Gao, Role of lateral alkyl chains in modulation of molecular
structures on metal surfaces. Phys. Rev. Lett. 96, 226101 (2006)

13. L. Gao, Z.T. Deng, W. Ji, X. Lin, Z.H. Cheng, X.B. He, D.X. Shi, H.J. Gao, Understanding
and controlling the weakly interacting interface in perylene/Ag(110). Phys. Rev. B 73,
075424 (2006)

14. M. Feng, X.F. Guo, X. Lin, X.B. He, W. Ji, S.X. Du, D.Q. Zhang, D.B. Zhu, H.J. Gao, Stable,
reproducible nanorecording on rotaxane thin films. J. Am. Chem. Soc. 127, 15338 (2005)

15. Y.L. Wang, W. Ji, D.X. Shi, S.X. Du, C. Seidel, Y.G. Ma, H.J. Gao, L.F. Chi, H. Fuchs,
Structural evolution of pentacene on a Ag(110) surface. Phys. Rev. B 69, 075408 (2004)

16. L. Gao, Q. Liu, Y.Y. Zhang, N. Jiang, H.G. Zhang, Z.H. Cheng, W.F. Qiu, S.X. Du, Y.Q.
Liu, W.A. Hofer, H.J. Gao, Constructing an array of anchored single-molecule rotors on
gold surfaces. Phys. Rev. Lett. 101, 197209 (2008)

17. K. Svoboda, C.F. Schmidt, B.J. Schnapp, S.M. Block, Direct observation of kinesin stepping
by optical trapping interferometry. Nature 365, 721 (1993)

18. M. Schliwa, G. Woehlke, Molecular motors. Nature 422, 759 (2003)
19. M. Schliwa, Molecular Motors (Wiley-VCH Verlag, Weinheim, 2003)
20. M.J. Schnitzer, S.M. Block, Kinesin hydrolyses one ATP per 8-nm step. Nature 388, 386

(1997)
21. T. Atsumi, L. Mccarter, T. Imae, Polar and lateral flagellar motors of marine vibrio are driven

by different ion-motive forces. Nature 355, 182 (1992)
22. B. Wang, P. Kral, Chemically tunable nanoscale propellers of liquids. Phys. Rev. Lett. 98,

266102 (2007)
23. A. Cavalcanti, B. Shirinzadeh, R.A. Freitas, Jr., T. Hogg, Nanorobot architecture for medical

target identification. Nanotechnology 19, 015103 (2008)
24. G.S. Kottas, L.I. Clarke, D. Horinek, Artificial molecular rotors. J. Michl, Chem. Rev. 105,

1281 (2005)
25. J. Vacek, J. Michl, Artificial surface-mounted molecular rotors: molecular dynamics simu-

lations. Adv. Funct. Mater. 17, 730 (2007)
26. D. Zhong, T. Blomker, K. Wedeking, L. Chi, G. Erker, H. Fuchs, Surface-mounted molecular

rotors with variable functional groups and rotation radii. Nano Lett. 9, 4387 (2009)
27. J. Vacek, J. Michl, Molecular dynamics of a grid-mounted molecular dipolar rotor in a

rotating electric field. Proc. Natl. Acad. Sci. USA 98, 5481 (2001)
28. P. Kral, H.R. Sadeghpour, Laser spinning of nanotubes: a path to fast-rotating microdevices.

Phys. Rev. B 65, 161401 (2002)



11 Molecular Rotors Observed by Scanning Tunneling Microscopy 313

29. S. Tan, H.A. Lopez, C.W. Cai, Y. Zhang, Optical trapping of single-walled carbon nanotubes.
Nano Lett. 4, 1415 (2004)

30. J. Berna, D.A. Leigh, M. Lubomska, S.M. Mendoza, E.M. Perez, P. Rudolf, G. Teobaldi, F.
Zerbetto, Macroscopic transport by synthetic molecular machines. Nat. Mater. 4, 704 (2005)

31. K. Petr, S.J. Tamar, Current-induced rotation of helical molecular wires. Chem. Phys. 123,
184702 (2005)

32. J.E. Green, Wook J. Choi, A. Boukai, Y. Bunimovich, Johnston-E. Halperin, DeE. Ionno, Y.
Luo, B.A. Sheriff, K. Xu, Shik Y. Shin, H.-R. Tseng, J.F. Stoddart, J.R. Heath, A 160-kilobit
molecular electronic memory patterned at 1011 bits per square centimetre. Nature 445, 414
(2007)

33. T.R. Kelly, H. De Silva, R.A. Silva, Unidirectional rotary motion in a molecular system.
Nature 401, 150 (1999)

34. R.D. Astumian, Thermodynamics and kinetics of a Brownian motor. Science 276, 917
(1997)

35. A.P. Davis, Molecular machines: knowledge is power!. Nat. Nanotechnol. 2, 135 (2007)
36. J.K. Gimzewski, C. Joachim, R.R. Schlittler, V. Langlais, H. Tang, I. Johannsen, Rotation of

a single molecule within a supramolecular bearing. Science 281, 531 (1998)
37. C. Manzano, W.H. Soe, H.S. Wong, F. Ample, A. Gourdon, N. Chandrasekhar, C. Joachim,

Step-by-step rotation of a molecule-gear mounted on an atomic-scale axis. Nat. Mater. 8,
576 (2009)

38. K.V. Mikkelsen, M.A. Ratner, Synthesis and properties of viologen functionalized poly
(3-alkylthienylenes). Chem. Rev. 87, 113 (1987)

39. P. Kral, Nonequilibrium linked cluster expansion for steady-state quantum transport. Phys.
Rev. B 56, 7293 (1997)

40. H. Park, J. Park, A.K.L. Lim, E.H. Anderson, A.P. Alivisatos, McP.L. Euen, Nanomechanical
oscillations in a single-C60 transistor. Nature 407, 57 (2000)

41. C.-C. Kaun, T. Seideman, Current-driven oscillations and time-dependent transport in
nanojunctions. Phys. Rev. Lett. 94, 226801 (2005)

42. B. Wang, L. Vukovic, P. Kral, Nanoscale rotary motors driven by electron tunneling. Phys.
Rev. Lett. 101, 186808 (2008)

43. M.M. Pollard, M. Lubomska, P. Rudolf, B.L. Feringa, Controlled rotary motion in a
monolayer of molecular motors. Angew. Chem. Int. Ed. 46, 1278 (2007)

44. N. Katsonis, M. Lubomska, M.M. Pollard, B.L. Feringa, P. Rudolf, Synthetic light-activated
molecular switches and motors on surfaces. Prog. Surf. Sci. 82, 407 (2007)

45. N. Henningsen, K.J. Franke, I.F. Torrente, G. Sehulze, B. Priewisch, K. Ruck-Braun,
J. Dokic, T. Klamroth, P. Saalfrank, J.I. Pascual, Inducing the rotation of a single phenyl
ring with tunneling electrons. J. Phys. Chem. C 111, 14843 (2007)

46. M.D. Alvey, J.T. Yates, K.J. Uram, Electron-stimulated-desorption ion angular distributions
of negative ions. J. Chem. Phys. 87, 7221 (1987)

47. N. Wintjes, D. Bonifazi, F.Y. Cheng, A. Kiebele, M. Stohr, T. Jung, H. Spillmann,
F. Diederich, A supramolecular multiposition rotary device. Angew. Chem. Int. Ed. 46, 4089
(2007)

48. A.E. Baber, H.L. Tierney, E.C.H. Sykes, Quantitative single-molecule study of thioether
molecular rotors. ACS Nano 2, 2385 (2008)

49. O.P.H. Vaughan, F.J. Williams, N. Bampos, R.M. Lambert, A chemical switchable molecular
pinwheel. Angew. Chem. Int. Ed. 45, 3779 (2006)

50. D.O. Bellisario, A.E. Baber, H.L. Tierney, E.C.H Sykes, Engineering dislocation networks
for the directed assembly of two-dimensional rotor arrays. J. Phys. Chem. C 113, 5895
(2009)

51. R.A. Van Delden, M.K.J. ter Wiel, M.M. Pollard, J. Vicario, N. Koumura, B.L. Feringa,
Unidirectional molecular motor on a gold surface. Nature 437, 1337 (2005)

52. G. London, G.T. Carroll, T.F. Landaluce, M.M. Pollard, P. Rudolf, B.L. Feringa, Light-driven
altitudinal molecular motors on surfaces. Chem. Commun. 45, 1712 (2009)



314 Y.-L. Wang et al.

53. B.C. Stipe, M.A. Rezaei, W. Ho, Inducing and viewing the rotational motion of a single
molecule. Science 279, 1907 (1998)

54. G. Binnig, H. Rohrer, Scanning Tunneling Microscopy. Helv. Phys. Acta 55, 726 (1982)
55. G. Binnig, H. Rohrer, Scanning tunneling microscopy – from birth to adolescence. Rev.

Mod. Phys. 59, 615 (1987)
56. A. Zhao, Q. Li, L. Chen, H. Xiang, W. Wang, S. Pan, B. Wang, X. Xiao, J. Yang, J.G. Hou,

Q. Zhu, Controlling the Kondo effect of an adsorbed magnetic ion through its chemical
bonding. Science 309, 1542 (2005)

57. P. Wahl, L. Diekhöner, G. Wittich, L. Vitali, M.A. Schneider, K. Kern, Kondo effect of
molecular complexes at surfaces: ligand control of the local spin coupling. Phys. Rev. Lett.
95, 166601 (2005)

58. N. Tsukahara, K.-I. Noto, M. Ohara, S. Shiraki, N. Takagi, Y. Takata, J. Miyawaki, M.
Taguchi, A. Chainani, S. Shin, M. Kawai, Adsorption-induced switching of magnetic
anisotropy in a single iron(II) phthalocyanine molecule on an oxidized Cu(110) surface.
Phys. Rev. Lett. 102, 167203 (2009)

59. X. Chen, Y.S. Fu, S.H. Ji, T. Zhang, P. Cheng, X.C. Ma, X.L. Zou, W.H. Duan, J.F. Jia, Q.K.
Xue, Probing superexchange interaction in molecular magnets by spin-flip spectroscopy and
microscopy. Phys. Rev. Lett. 101, 197208 (2008)

60. B.C. Stipe, M.A. Rezaei, W. Ho, Single-molecular vibrational spectroscopy and microscopy.
Science 280, 1732 (1998)

61. B.C. Stipe, M.A. Rezaei, W. Ho, Inducing and viewing the rotational motion of a single
molecule. Science 279, 1907 (1998)

62. J.K. Gimzewski, C. Joachim, Nanoscale science of single molecules using local probes.
Science 283, 1683 (1999)

63. J.A. Stroscio, D.M. Eigler, Atomic and molecular manipulation with the scanning tunneling
microscope. Science 254, 1319 (1991)

64. P. Avouris, Manipulation of matter at the atomic and molecular-levels. Acc. Chem. Res. 28,
95 (1995)

65. F. Rosei, M. Schunack, Y. Naitoh, P. Jiang, A. Gourdon, E. Laegsgaard, I. Stensgaard, C.
Joachim, F. Besenbacher, Properties of large organic molecules at surfaces. Prog. Surf. Sci.
71, 95 (2003)

66. C. Joachim, J.K. Gimzewski, Electronics using hybrid-molecular and mono-molecular
devices, A. Aviram. Nature 408, 541 (2000)

67. D.M. Eigler, C.P. Lutz, W.E. Rudge, An atomic switch realized with the scanning tunnelling
microscope. Nature 352, 600 (1991)

68. L. Grill, K.H. Rieder, F. Moresco, G. Rapenne, S. Stojkovic, X. Bouju, C. Joachim, Rolling
a single molecular wheel at the atomic scale. Nat. Nanotechnol. 2, 95 (2007)

69. N. Koumura, R.W.J. Zijlstra, R.A. van Delden, N. Harada, B.L. Feringa, Light-driven
monodirectional molecular rotor. Nature 401, 152 (1999)

70. K. Tashiro, K. Konishi, T. Aida, Metal bisporphyrinate double-decker complexes as redox-
responsive rotating modules. Studies on ligand rotation activities of the reduced and oxidized
forms using chirality as a probe. J. Am. Chem. Soc. 122, 7921 (2000)

71. T.R. Kelly, R.A. Silva, H. De Silva, S. Jasmin, Y. Zhao, A rationally designed prototype of
a molecular motor. J. Am. Chem. Soc. 122, 6935 (2000)

72. M.K.J. ter Wiel, R.A. van Delden, A. Meetsma, B.L. Feringa, Increased speed of rotation
for the smallest light-driven molecular motor. J. Am. Chem. Soc. 125, 15076 (2003)

73. D.A. Leigh, J.K.Y. Wong, F. Dehez, F. Zerbetto, Miniaturized gas ionization sensors using
carbon nanotubes. Nature 424, 174 (2003)

74. D. Horinek, Molecular dynamics simulation of an electric field driven dipolar molecular
rotor attached to a quartz glass surface. J. Michl. J. Am. Chem. Soc. 125, 11900 (2003)

75. H. Jian, J.M. Tour, En route to surface-bound electric field-driven molecular motors. J. Org.
Chem. 68, 5091 (2003)



11 Molecular Rotors Observed by Scanning Tunneling Microscopy 315

76. J.V. Hernandez, E.R. Kay, D.A. Leigh, Periodic mesoporous dendrisilicas. Science 306,
1532 (2004)

77. W.R. Browne, B.L. Feringa, Making molecular machines work. Nat. Nanotechnol. 1, 25
(2006)

78. E.R. Kay, D.A. Leigh, F. Zerbetto, Synthetic molecular motors and mechanical machines.
Angew. Chem. Int. Ed. 46, 72 (2007)

79. S.J.H. Griessl, M. Lackinger, F. Jamitzky, T. Markert, M. Hietschold, W.M. Heckl,
Incorporation and manipulation of coronene in an organic template structure. Langmuir 20,
9403 (2004)

80. J.K. Gimzewski, T.A. Jung, M.T. Cuberes, R.R. Schlittler, Scanning tunneling microscopy
of individual molecules: beyond imaging. Surf. Sci. 386, 101 (1997)

81. Y. Shirai, A.J. Osgood, Y.M. Zhao, K.F. Kelly, J.M. Tour, Directional control in thermally
driven single-molecule nanocars. Nano Lett. 5, 2330 (2005)

82. Y. Shirai, A.J. Osgood, Y. Zhao, Y. Yao, L. Saudan, H. Yang, Y.-H. Chiu, L.B. Alemany, T.
Sasaki, J.-F. Morin, J.M. Guerrero, K.F. Kelly, J.M. Tour, Surface-rolling molecules. J. Am.
Chem. Soc. 128, 4854 (2006)

83. D.L. Keeling, Bond breaking coupled with translation in rolling of covalently bound
molecules. Phys. Rev. Lett. 94, 146104 (2005)

84. F. Chiaravalloti, L. Gross, K.-H. Rieder, S.M. Stojkovic, A. Gourdon, C. Joachim, F.
Moresco, A rack-and-pinion device at the molecular scale. Nat. Mater. 6, 30 (2007)

85. C. Wöll, S. Chiang, R.J. Wilson, P.H. Lippel, Determination of atom positions at stacking-
fault dislocations on Au(111) by scanning tunneling microscopy. Phys. Rev. B 39, 7988
(1989)

86. J.V. Barth, H. Brune, G. Ertl, R.J. Behm, Scanning tunneling microscopy observations on
the reconstructed Au(111) surface-atomic-structure, long-range superstructure, rotational
domains, and surface-defects. Phys. Rev. B 42, 9307 (1990)

87. C.C. Perry, S. Haq, B.G. Frederick, N.V. Richardson, Face specificity and the role of metal
adatoms in molecular reorientation at surfaces. Surf. Sci. 409, 512 (1998)

88. H. Röder, E. Hahn, H. Brune, J.P. Bucher, K. Kern, Building one-dimensional and two-
dimensional nanostructures by diffusion-controlled aggregation at surfaces. Nature 366, 141
(1993)

89. A. Wander, M.A. Van Hove, G.A. Somorjai, Molecule-induced displacive reconstruction
in a substrate surface: ethylidyne adsorbed on Rh(111) studied by low-energy-electron
diffraction. Phys. Rev. Lett. 67, 626 (1991)

90. S. Stepanow, T. Strunskus, M. Lingenfelder, A. Dmitriev, H. Spillmann, N. Lin, J.V.
Barth, C. Woll, K. Kern, Deprotonation-driven phase transformations in terephthalic acid
self-assembly on CU(100). J. Phys. Chem. B 108, 19392 (2004)

91. M. Peter, C.S. Dan, J.T. Yates, Jr., Gold-adatom-mediated bonding in self-assembled
short-chain alkanethiolate species on the Au(111) surface. Phys. Rev. Lett. 97, 146103
(2006)

92. L. Limot, J. Kröger, R. Berndt, A. Garcia-Lekue, W.A. Hofer, Atom transfer and single-
adatom contacts. Phys. Rev. Lett. 94, 126102 (2005)

93. H.-G. Zhang, J.-H. Mao, Q. Liu, N. Jiang, H.-T. Zhou, H.-M. Guo, D.-X. Shi, H.-J. Gao,
Manipulation and control of a single molecular rotor on Au(111) surface. Chin. Phys. B 19,
018105 (2010)

94. T.A. Jung, R.R. Schlittler, J.K. Gimzewski, H. Tang, C. Joachim, Controlled room-
temperature positioning of individual molecules: molecular flexure and motion. Science 271,
181 (1996)

95. W. Katrin, M. Zhongcheng, K. Gerald, S. Jesus Cano, L. Christian Muck, G. Stefan, E.
Gerhard, F. Roland, C. Lifeng, W. Wenchong, Z. Dingyong, F. Harald, Oligoethylene chains
terminated by ferrocenyl end groups: synthesis, structural properties, and two-dimensional
self-assembly on surfaces. Chem. Eur. J. 12, 1618 (2006)



316 Y.-L. Wang et al.

96. D.Y. Zhong, J. Franke, T. Blomker, G. Erker, L.F. Chi, H. Fuchs, Manipulating surface
diffusion ability of single molecules by scanning tunneling microscopy. Nano Lett. 9, 132
(2008)

97. L. Bartels, G. Meyer, K.-H. Rieder, Basic steps of lateral manipulation of single atoms and
diatomic clusters with a scanning tunneling microscope tip. Phys. Rev. Lett. 79, 697 (1997)

98. G. Vives, J. Kang, K.F. Kelly, J.M. Tour, Molecular machinery: synthesis of a “nanodrag-
ster”. Org. Lett. 11, 5602 (2009)

99. Y. Shirai, J.-F. Morin, T. Sasaki, J.M. Guerrero, J.M. Tour, Recent progress on nanovehicles.
Chem. Soc. Rev. 35, 1043 (2006)

100. G. Vives, J.M. Tour, Molecular machinery: synthesis of a “nanodragster”. Acc. Chem. Res.
43, 473 (2009)



Chapter 12
Nanophotonic Devices Based on ZnO Nanowires

Qing Yang, Limin Tong, and Zhong Lin Wang

12.1 Introduction

ZnO nanowires (NWs) have attracted a great deal of interest because of their
unique semiconducting, piezoelectric, biocompatibility, and optoelectronic prop-
erties, which are the fundamentals for their applications in electronics, photonics,
biology, environmental science, and energy [1–3]. The attractive features of ZnO
for photonic applications include its wide bandgap (3.37 eV), high exciton binding
energy (60 meV), relatively high refractive index (n > 2 at visible spectral range),
and several other manufacturing advantages of ZnO, including the availability of
large area substrates at a relatively low cost, amenability to wet chemical etch-
ing, great tolerance to high-energy radiation, and long-term stability. Additionally,
ZnO exhibits the most splendid and abundant configurations of nanostructures
that one material can form. ZnO nanostructures can be grown by a variety of
methods, especially by low-cost and low-temperature methods. They have great
potential for a variety of photonic technological applications, such as optical inter-
connect [4, 5], ultraviolet laser [5–9], photodetector [10–15], dye-sensitized solar
cell (DSSC) [16–20], and light-emitting diode (LED) [21–26], as shown in Fig. 12.1.
Furthermore, because ZnO is also a piezoelectric material, the coupling of opti-
cal, mechanical, and electrical properties of ZnO NW provides new opportunities
for fabricating functional devices [3, 27–29], aiming at improving the performance
of optoelectronic devices [28, 29] and providing an effective method to integrate
optomechanical devices with microelectronic systems [27].

All of these potential advantages motivate intense interest in ZnO NWs, so that
several reviews of various aspects of this interesting material have been published in
recent years [1–3, 30–32]. In this chapter, we will focus on photonic devices based
on ZnO NWs and provide an overview of pure optics, optoelectronics (optic and
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Fig. 12.1 Typical photonic devices based on ZnO NWs

electronic coupling), and piezo-phototronics (optoelectronic–mechanical coupling)
devices fabricated by ZnO NWs.

12.2 Pure Optical Devices Based on ZnO NWs

ZnO is a direct wide bandgap semiconductor, with a high exciton binding energy
of 60 meV and a large refractive index across the visible spectral range (n > 2).
Such NWs are transparent throughout the visible spectral region, due to the large
room temperature bandgap Egap = 3.37 eV of ZnO. These attractive features make
ZnO NWs an ideal candidate for optical devices such as excellent subwavelength
waveguide [4, 5] and ultraviolet laser [7–9, 30]. ZnO is a highly polar semiconductor
that is often used for nonlinear optics, e.g., second-harmonic generation in ZnO NW
[33, 34].

12.2.1 ZnO NW Subwavelength Waveguides
and Their Applications

Waveguides are very important and fundamental elements in photonic devices.
Minimizing the width of the waveguides and the ability to manipulate light within
submicrometer volumes are vital for highly integrated light-based devices to be
realized.

Conventional single-mode fibers are huge on a nanotechnology scale, with core
diameters about five times the wavelength and 125-μm claddings. However, single-
mode fiber diameter can be reduced by increasing the core–cladding refractive index
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Fig. 12.2 (a) Schematic diagram of the drawing of the wire from a coil of micrometer-diameter
silica wire wound around the tip of a sapphire taper. The sapphire taper is heated with a CH3OH
torch with a nozzle diameter of about 6 mm. The wire is drawn in a direction perpendicular to
the sapphire taper [35]. (b) Optical micrograph of an optical coupler assembled using two tellurite
glass NWs (350 and 450 nm in diameter, respectively) on the surface of a silicate glass. The coupler
splits the 633-nm-wavelength light equally [38]. (c) SEM image of an elastically bent 320-nm-
diameter silicate glass NW [38]

difference. Harvard University researchers fabricated fibers down to diameters as
small as 40 nm, creating bare dielectric waveguides surrounded by air by top-down
physical drawing method (Fig. 12.2a) [35]. As the diameter decreases, an increasing
fraction propagates along the surface of the waveguide, as for analogous microwave
guides. Propagation loss for a typical 400-nm waveguide is below 0.001 dB/mm
[36], that is, orders of magnitude higher than standard fibers, but it is promising for
nanophotonics in which transmission distances would be very short. Furthermore,
because light propagates on the outside of the waveguide, it can be coupled between
nanofibers by touching them, without having to align their cores precisely with each
other [37, 38] (Fig. 12.2b). Surface propagation makes the nanofibers potentially
attractive for sensing applications [39]. And because their diameters are so small,
they can be bent very tightly [37, 38] (Fig. 12.2c). The applications of subwave-
length optical fiber include optical sensors [39], nonlinear optics [36], fiber couplers
[37, 38], interferometer [40], resonators [41], lasers [42], and atom trapping and
guiding [43]. Figure 12.3 shows some typical applications of subwavelength optical
fiber.

It is becoming more and more important to find materials with several proper-
ties to act as links between devices, based on different phenomena and interactions,
which can be processed at the nanoscale. This includes heterogeneous functions
by coupling properties such as optics, electronics, mechanics, and magnetism.
Compared with the insulator dielectric fibers such as silica, glass, and polymer
subwavelength optical fibers, chemically synthesized semiconductor NWs have
several special features that make them good multifunctional photonic building
blocks, including inherent one dimensionality, a diversity of optical and electri-
cal properties, good size control, and low surface roughness. In 2004, M. Law
et al. demonstrated that semiconductor nanoribbon (nanowire) could act as sub-
wavelength optical waveguides [4]. They also demonstrated the assembly of ribbon
waveguides with NW light sources and detectors as an important step toward
building NW photonic circuitry.
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(a) (b)

(d)

(c)

(e)
(f)

Fig. 12.3 Typical applications of glass and polymer subwavelength optical fiber. (a) Schematic
illustration of a polyacrylamide (PAM) single NW humidity sensor. Inset: optical microscope
image of an MgF2-supported 410-nm-diameter PAM NW with a 532-nm-wavelength light
launched from the left side. The white arrow indicates the direction of light propagation [39].
(b) Transmittance of an MgF2-supported 410-nm-diameter PAM NW exposed to atmosphere of
RH from 35 to 88%. Inset: transmittances of the NW at 532-nm wavelength [39]. (c) Transmission
spectra of a microfiber knot with varied diameter. The diameter of the knot is reduced in steps. The
transmission intensities for the different knot sizes are offset for clarity [41]. (d) Schematic dia-
gram of the structure of a microfiber knot laser with pump and signal light paths. The pump light
is launched into the knot from port 1, and the signal light is collected from port 2. Inset: an optical
microscope image of an Er:Yb-doped phosphate glass microfiber knot pumped at a wavelength
of 975 nm. The green upconverted photoluminescence is clearly seen [42]. (e) Single longitudinal
mode laser emission with pump power above the threshold [42]. (f) Schematic experimental setup
for atom trapping and guiding using ultrathin silica fiber [43]

Figure 12.4a shows light injection into a SnO2 ribbon by an optically pumped
ZnO NW. Because of the reflection at the ends of the NW and nanoribbon, the
propagation light is modulated by the ribbon cavity (Fig. 12.4c). The opposite con-
figuration can be used as a PD if light is input from one NW locally and the coupling
semiconductor NW can absorb the light and provide electrical signals (Fig. 12.4d).
The author used an NSOM tip to excite the nanoribbon to provide sufficient spatial
resolution to detect waveguided light and eliminate the scattered background laser.
ZnO NW can act as a detector in this case because it can weakly absorb subbandgap
light. It is quite possible to get much higher sensitivity if CdS or CdSe NW is used,
which has a narrower bandgap to detect the propagation light in ZnO or SnO2 NW.

In order to launch light from commercial laser to subwavelength waveguides,
several methods have been used, such as evanescent coupling [35, 44], lens focus
[45], and butt coupling [46]. Figure 12.5a, b shows typical schematic diagrams of
evanescent coupling and lens focus coupling, respectively. In lens focus method, a
laser beam with its wavelength falling in the absorption band of the semiconductor
NW is focused by a lens to excite the NW for obtaining luminescent emission. The
photoluminescence, usually centered on some specific wavelengths and available
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(a) (b) (c) (d)

Fig. 12.4 (a) A true-color dark-field PL image of a ZnO NW (56-μm long, at top, pumped at
3.8 eV) channeling light into a SnO2 nanoribbon (265-μm long, at bottom). The arrow denotes the
location of the junction. (b) An SEM image of the wire–ribbon junction. (c) Spectra of the coupled
structures taken at different excitation and collection locations. From top to bottom: unguided PL
of the NW, waveguided (WG) emission from the ZnO wire collected at the bottom terminus of the
ribbon, waveguided emission from the SnO2 ribbon excited just below the junction and collected at
its bottom terminus, and unguided PL of the ribbon. The emission from the ZnO NW is modulated
during its transit through the nanoribbon cavity. (d) Schematic drawing of integrated electrical
detection of light at a ribbon/wire junction. Figures adopted from [4]

(a) (b)

(c)

Fig. 12.5 Schematic diagram of evanescent coupling (a) and lens focus method (b) to launch
light from commercial laser to subwavelength waveguides. (c) Optical micrograph of launching
633-nm-wavelength light into a ZnO NW by means of a silica nanotaper

within relatively narrow spectral bands, is used for optical characterization of the
NW. This method provides several advantages, e.g., easy to control the polarization
of excitation laser and more convenient to couple to free space laser. However, with
this technique, the wavelength of the light that can be used is limited to the available
spectral range of the photoluminescence and the coupling efficiency is relatively
low because the detection geometry in Fig. 12.5b only permits collection of a small
fraction of the total output power since light in the waveguide is primarily in the
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direction along the NW axis. In order to improve the collection efficiency of lens
focus method, Zimmler introduced a “head-on” geometry to collect the emission
along the NW [9]. Schematically, an NW is partially suspended in air and partially
resting on a substrate. The NW is then excited uniformly along its entire length, and
the emission is collected from one end, at an angle of 90◦ from the excitation beam.

The evanescent coupling method (Fig. 12.5a, c) is an alternative promising
method to launch light into a single semiconductor NW using a silica fiber nan-
otaper, which is valid for launching light into a single NW from ultraviolet to
infrared spectral range with a much higher coupling efficiency. Because light prop-
agates on the outside of the waveguide, it can be coupled between nanofibers by
touching them, without having to align their cores precisely with each other [37,
38]. Theoretical investigation showed that the coupling between two subwavelength
waveguides is a strong coupling [47]. Compared with weakly coupled waveguides,
strongly coupled NWs can provide a much smaller transfer length without sacrific-
ing the high coupling efficiency (maximum coupling efficiency > 90%), providing
opportunities for efficiently sending light into or coupling light out of the low-
dimensional NWs, as well as for developing highly compact photonic devices with
optical NWs.

12.2.2 Optically Pumped Lasers in ZnO NWs

Semiconductor lasers based on cadmium sulfide (CdS) [8], zinc oxide (ZnO) [6–9],
and gallium nitride (GaN) NWs [48] and gallium antimonide (GaSb) subwavelength
wires [49] have gained considerable attention. Such devices could potentially gen-
erate highly localized intense monochromatic light in a geometry ideally suited
for efficient coupling into nanophotonic elements such as quantum dots, metal-
lic nanoparticles, plasmonic waveguides, and even biological specimens. Thus,
NW lasers could become a critical component in the study and development of
novel nanoscale photonic elements. For wide bandgap semiconductor materials,
excitonic recombination is a more efficient radiative process and can facilitate
lower threshold-stimulated emission than electron–hole plasma process [50, 51].
To achieve efficient excitonic laser action at room temperature, the binding energy
of the exciton must be much greater than the thermal energy at room temperature
(26 meV). In this regard, ZnO is a good candidate because of its high exciton binding
energy (60 meV).

As early as 2001, Huang et al. demonstrated room temperature ultraviolet lasing
in ZnO NW arrays grown on sapphire substrate by vapor transport and condensa-
tion process [6]. The samples were optically pumped by the fourth harmonic of
Nd:yttrium–aluminum–garnet laser (266-nm, 3-ns pulse width). The threshold is
about 40 kW/cm2. The diameter of the NWs varied from 20 to 150 nm and length
up to 10 μm. The origin of the laser oscillation in such small NWs remains contro-
versial. The author thought the single-crystalline, well-faceted NWs acted as natural
resonance cavities. However, in another systematic study of laser action in ZnO
NWs, Zimmler et al. found that NWs with diameters smaller than 150 nm did not
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Fig. 12.6 Experimental
results on lasing for NWs of
different dimensions: crosses
(×) indicate NWs which did
not lase and circles (•)
indicate those which did.
Figures adopted from [9]

reach threshold, independent of the NW length (Fig. 12.6) [9]. This is because the
reflection coefficient that is related to the confinement factor is dependent on the
diameter of the NWs. For example, for the most confined mode in a ZnO NW on a
SiO2/Si substrate, the fraction of the mode intensity inside the NW decreases from
∼85% for D = 150 nm to <1% for D = 100 nm [9].

Laser oscillation occurs when the round-trip gain matches the round-trip losses;
in NWs the latter are typically dominated by the mirror losses (transmission at
the end facets). The unambiguous evidence of optically pumped laser oscillation
includes several obvious features. First, the laser spectra are dominated by sharp
emission lines: their intensity is orders of magnitude greater than the spontaneous
emission background (Fig. 12.7a, Iex > 300 kW/cm2), while the spontaneous emis-
sion spectra are broad and featureless and light is emitted essentially isotropically
along the NW (Fig. 12.7a, b, Iex < 200 kW/cm2). Second, in the pump intensity
dependence of the total output power curve, laser threshold is approached when the
output power exhibits a superlinear increase with pump intensity, and the spectra
consist of a broad emission with the addition of sharp (FWHM < 0.4 nm) emis-
sion lines (Fig. 12.7a, 200 kW/cm2 < Iex < 300 kW/cm2). Finally, highly directional
emission characteristic of laser should be observed, which means the emission from
the NW ends dominates (Fig. 12.7b, Iex > 300 kW/cm2).

In most of the semiconductor NW laser configurations, a semiconductor NW
not only is a gain medium but also acts as a laser cavity. However, due to the
small diameter of the NW and the existence of substrate, significant evanescent
field exists outside the NW body that may introduce significant losses and limit
the quality factor (Q factor) [52–54]. Both theoretical and experimental works have
shown the potential to achieve high Q factor optical cavities and low threshold lasers
based on hybrid NW structures [55, 56]. In 2008, Q. Yang et al. reported a hybrid
laser combining a semiconductor NW gain section and a microfiber knot cavity.
These two components were integrated in a hybrid device to combine high gain of
semiconductor NWs and high Q factors of microfiber knot cavities [7].
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Fig. 12.7 Laser oscillation in ZnO NWs. (a) Output spectra vs pump intensity of a 12.2-μm-long,
250-nm-diameter ZnO NW. (b) Scanning electron microscopy and CCD images under different
pump intensities for the same NW as in a. The labels indicate the pump intensity in units of
MW/cm2. The color scale indicates the number of counts. Figures adopted from [9]

The hybrid structure consists of a single or multiple ZnO NWs attached to
a silica microfiber knot cavity (see Fig. 12.8). The pump laser is a frequency-
tripled Nd:YAG (yttrium–aluminum–garnet) laser pulse (355 nm, 6 ns, and 10 Hz).
Figure 12.9a shows the photoluminescence (PL) spectra of the hybrid structure
at different pump intensities. When the pump power exceeds the threshold for
laser oscillation, sharp peaks in the PL spectrum appear and the PL peak at the
primary lasing wavelength abruptly increases while the spectral width of the PL
decreases. The output power is concentrated in a narrow emission range (391 nm
< λ < 392 nm). With increasing power (pump level higher than 0.27 μJ/pulse), the
laser emission range broadens and there is a slight redshift. These may be attributed
to heating, bandgap renormalization, carrier-induced refractive index change, or the
emergence of electron–hole plasma [5, 57].

Close-up views of the two distinct laser spectra are shown in Fig. 12.9b, c. The
mode spacing measured from the lasing spectra in Fig. 12.9b is about 0.04 nm,
corresponding to a calculated knot diameter of about 800 μm, which is in good
agreement with the measured effective cavity length of 780 μm. The measured
linewidth of the lasing mode is about 0.04 nm, corresponding to a Q factor of
about 104.

Figure 12.10 shows the dependence of spectrally integrated emission intensity
on the pump energy. The pump energy is measured at the untapered input port. The
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Fig. 12.8 (a) Scanning electron microscope (SEM) image of attached area of a 25-μm-long, 350-
nm-diameter ZnO NW and a 780-μm-diameter microfiber knot assembled with a 1.8-μm-diameter
silica microfiber. (b) SEM image of attached area of three ZnO NWs and a 728-μm-diameter
silica microfiber knot assembled with a 3.5-μm-diameter silica microfiber; the diameters of the
ZnO NWs are 500, 480, and 600 nm, respectively. (c) Schematic diagram of the structure of a
hybrid laser. Upper inset: optical microscope image of the hybrid structure in Fig. 12.1a pumped
by 355-nm-wavelength laser pulses. Figures adopted from [7]

lasing threshold estimated is about 0.13 μJ/pulse. A slope change and a good lin-
earity of the pump power-dependent output are obviously observed when the pump
energy exceeds the threshold.

More than one semiconductor NW can be integrated into the hybrid structure.
Figure 12.11 shows the spectrally integrated emission intensity from a hybrid struc-
ture combining three ZnO NWs and a 728-μm-diameter microfiber knot cavity
(Fig. 12.8b). The lasing threshold estimated is about 0.026 μJ/pulse.

The hybrid laser provides low threshold and narrow linewidth due to the com-
bination of the high gain of semiconductor NWs and high Q factor of microfiber
knot cavities. The hybrid structure, when integrated with other semiconductor NWs,
should allow similar operation from ultraviolet to near-infrared spectral range.

A single compact multicolor laser system that generates red–green–ultraviolet
three-color laser collected from the same end of a commercial fiber was demon-
strated, as shown in Fig. 12.12 [8]. The laser system consists of three distinct
semiconductor NWs (CdSe, CdS, and ZnO) and a silica microfiber. The pump
energy is coupled into NW by the evanescent field existing outside the microfiber,
and the PL will be coupled back into the microfiber by end emission and evanescent
field of the NW.

CdSe, CdS, and ZnO NWs used in this study are direct bandgap II–VI mate-
rials with the bulk bandgaps enabling light emission from ultraviolet to visible
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region as confirmed for individual NWs using PL measurements [58]. As shown in
Fig. 12.12e, red–green–ultraviolet PL from CdSe, CdS, and ZnO NWs are observed
obviously along the microfiber. The end facets of the NW will serve as the two mir-
rors of Fabry–Perot cavity because of the large refractive index contrast between
the NW (the refractive indices: ZnO 2.45 at 391 nm, CdS 2.6 at 519 nm, and CdSe
2.78 at 743 nm) and the surrounding air [9, 52, 59]. The laser emission can be
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Fig. 12.12 (a) Scanning
electron microscope (SEM)
image of a 153-μm-length,
977-nm-diameter CdSe NW
attached to a
3.3-μm-diameter silica
microfiber. (b) SEM image of
a 66.7-μm-length,
370-nm-diameter CdS NW
attached to the same silica
microfiber. (c) SEM image of
a 72.6-μm-length,
306-nm-diameter ZnO NW
attached to the same silica
microfiber. (d) Schematic
configuration of the
red–green–ultraviolet
three-color laser. (e) CCD
image of the hybrid structure
pumped by
355-nm-wavelength laser
pulses. Figures adopted
from [8]
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Fig. 12.13 Emission spectra of the three-color laser under different pump energies. The structure
used here is the same one as shown in Fig. 12.12e. Figures adopted from [8]

observed when the round-trip gain is larger than the round-trip losses. Figure 12.13
shows the optical spectra for the hybrid structure laser (the same structure shown in
Fig. 12.12e) as a function of pump intensity. Single-color (CdSe), dual-color (CdSe
and CdS), and three-color (CdSe, CdS, and ZnO) lasers are obtained in sequence
with increasing pump intensity. According to Fig. 12.13, when pump energy is
higher than 1.3 μJ, three spatially and spectrally distinct lasing groups (centered
at 391, 519, and 743 nm, respectively) can all be measured at the same output port
simultaneously, which is consistent with lasing emission from ZnO, CdS, and CdSe,
respectively.

The close-up view spectra for the three distinct NW lasing groups of the hybrid
laser (the same structure shown in Fig. 12.12e) are shown in Fig. 12.14a, in which
multimode can be observed. The mode spacings measured from the lasing groups
originated from ZnO NW, CdS NW, and CdSe NW are 0.17, 0.8, and 0.85 nm,
respectively, in good agreement with the length of the three NWs. The linewidths
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(a) (b)

Fig. 12.14 (a) Close-up view spectra for the three distinct NW lasing groups of the hybrid laser.
(b) Peak intensity vs pump energy of the hybrid structure laser for the three lasing groups. The
structure used here is the same one as shown in Fig. 12.12e. Figures adopted from [8]

of the three lasing groups are 0.7, 0.6, and 0.57 nm, corresponding to the Q factors
(quality factor: Q = λ/�λ, where λ is the center of the wavelength and �λ is the
full width at half-maximum of the cavity mode) of 558, 865, and 1303, respectively.
In such a low Q factor optical cavity, laser can also be observed due to the large
confinement factor of the high refractive index of NW materials [60].

In order to use the multicolor laser as a practical light source, the threshold of
the different lasing groups is crucial. Figure 12.14b shows the peak intensity vs
pump energy of the three lasing groups originating from the three distinct NWs. The
measured thresholds of the three lasing groups from CdSe, CdS, and ZnO NWs are
about 0.6, 1.1, and 1.3 μJ, respectively. Considering the factors that will affect the
threshold such as coupling efficiency, taper loss, and scattering loss, the actual pump
energy is lower than the threshold given in Fig. 12.14b. In general, the threshold is
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proportional to exp(1/Q�), where Q is the quality factor of the laser cavity and
� is the confinement factor of a lasing mode, which is almost determined by the
fraction-guided power in the fundamental mode η [9, 60, 61]:

η = 1 − [(2.4e−1/v)2/V3] (12.1)

V = κ(d/2)(n2 − n2
o)0.5 (12.2)

where κ = 2π/λ, d is the diameter of the NW, and n and no are the refractive index
of the NW and microfiber, respectively. Q factor can be calculated by Eq. (12.1).
It is noted that the threshold of the distinct NWs could be modified by controlling
the diameter and the length of the NW. Besides, coupling strength will also affect
the lasing threshold in this experiment. Generally, the smaller the diameter of the
microfiber and the NW, the higher the coupling efficiency between the microfiber
and NW, which means a small diameter is good to reduce the lasing threshold.
However, the smaller the diameter of the NW, the lower the end facets reflec-
tion, which means a small diameter will reduce the Q factor of the NW cavity and
increase the lasing threshold. Thus it is important to select the NW with the proper
length and diameter to make their thresholds closely. Otherwise, the NW which has
the low threshold will be damaged by over pumped. The compact multicolor laser
will lead to many advanced applications in future optoelectronic technology, such
as full-color laser display, high-resolution laser printing; medicine; and biology.

12.2.3 Nonlinear Optical Devices Based on ZnO NWs

ZnO is a highly polar semiconductor that is often used for frequency doubling of
intense ultrashort laser pulses [62]. Second-harmonic generation (SHG) and two-
photon absorption in ZnO NWs have been reported [33, 34, 63, 64].

T. Voss et al. studied the second-harmonic generation from both arrays of ZnO
NWs and single NWs under excitation with intense femtosecond pulses [34]. They
achieved SHG signal and an efficient two-photon excitation of a broad internal pho-
toluminescence in single NWs (Fig. 12.15). They also found that the excitation
of the NW arrays with femtosecond laser pulses induces significant heating of the
upper parts of the freestanding NWs (Fig. 12.16). Finite-element simulation of the
temperature distribution in a free-standing nanowire placed on a sapphire substrate
is shown in Fig. 12.16, where a constant heat source is placed on top of the nanowire
to simulate the heat intake due to the laser excitation. The figure demonstrates that
the temperature in the heated nanowire is increasing from the substrate to the top,
a substantial increase of more than �T = 200 K in the upper 1 μm of the wire
compared to the substrate being kept at room temperature.

In one-photon absorption (OPA) regime, the excitation photon energy has to be
larger than the bandgap of ZnO NWs. ZnO NWs require optical excitation or pump-
ing with deep UV, coherent light to produce stimulated emission. Multi-photon
absorption-induced emission process in ZnO NWs provides an alternative approach



12 Nanophotonic Devices Based on ZnO Nanowires 331

Fig. 12.15 Emission of the
NW array at certain time
steps 3–27 s after the
excitation laser has been
unblocked. Figures adopted
from [34]

Fig. 12.16 Finite-element simulation of the temperature distribution in a freestanding NW placed
on a sapphire substrate. The diameter of the nanowire was set to d = 100 nm, the length to l = 2 μm,
and the heat conductivities were assumed to be kZnO = 10 W/(K cm). Figures adopted from [34]
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to fabricating ZnO NW laser excited by near-infrared (IR) radiation with nanosec-
ond or femtosecond pulses. The nonlinear interaction between the applied optical
field and ZnO nanostructures leads to the simultaneous absorption of two or more
photons of subbandgap energy through a virtual state assisted interband transition,
producing electron–hole pairs in the excited states, and subsequently, the band-edge
emission via their radiative recombination [33, 63].

UV lasing actions via near-IR excitations at the wavelength of 800 nm have
been demonstrated in 2006 [64]. However, this configuration needs a high exci-
tation threshold of 80 mJ/cm2, because the band-edge transition was induced by the
off-resonant two-photon absorption (TPA) with a substantially low efficiency for
producing upconverted emission. In a later investigation, C. Zhang et al. reported
the resonant TPA-induced lasing performance in ZnO NWs [63]. Room temperature
laser operation at a remarkably low threshold of ∼160 μJ/cm2 was demonstrated
with femtosecond pulse excitation at 700 nm (Fig. 12.17a). In Fig. 12.17b, it is worth
noting that the threshold of TPA-induced lasing is over two orders of magnitude
lower than the earlier reported one and differs from the threshold of OPA-induced
lasing only by a factor of 3 in the experimental results. In bulk semiconductors,
TPA is a third-order nonlinear optical process characterized by a significantly lower
efficiency than that of OPA [65–67]. The thresholds for TPA-induced lasing in bulk
ZnSe, ZnSSe, and ZnO are consequently two or three orders of magnitude higher
than that achieved in OPA-induced lasing processes [68, 69]. The author explained
that the intensified modal field in ZnO NWs, in combination with the quartic field
dependence of the TPA process, leads to the very low threshold TPA lasing in
ZnO NWs.

Fig. 12.17 (a) Two-photon pumped emission spectra from ZnO NWs for different excitation flu-
ences. The inset of (a) is the photomicrograph of a lasing ZnO NW pumped in the TPA regime.
(b) Integrated emission intensity from ZnO nanorods pumped by single-photon and two-photon
processes vs excitation fluence. The inset of (b) shows the one-photon pumped lasing spectrum of
ZnO NWs. Figures adopted from [63]
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12.3 Optoelectronic Devices Based ZnO NWs

Various optoelectronic devices based on ZnO NWs have been reported, includ-
ing photodetectors (PDs) [10–14], dye-sensitized solar cells (DSSCs) [16–20], and
LEDs [21–26]. Electrically pumped random laser has been achieved on ZnO films
[70, 71] and ZnO nanorod arrays [72]. Electrically pumped single-mode lasing
emission was also observed based on the self-assembled n-ZnO microcrystalline
film/p-GaN heterojunction diode [73]. In this section, we will discuss about some
typical optoelectronic devices based on ZnO NWs.

12.3.1 ZnO NW Ultra-sensitive UV and Infrared PDs

As a wide bandgap semiconductor, ZnO is of special interest for application in PDs,
in particular visible-blind UV detectors. For the applications of PDs, fast response
time, fast reset time, high selectivity, high responsivity, and good signal-to-noise
ratio are commonly desired characteristics. Due to the large surface-to-volume ratio
and reduced dimensionality of the device area, ZnO nanostructures are expected to
have very high photon conductivity gain [10]. In detail, the extremely high pho-
toconductive gain is attributed to the presence of oxygen-related hole-trap states
at the NW surface, which prevents charge carrier recombination and prolongs the
photocarrier lifetime as shown in Fig. 12.18.

In the dark, oxygen molecules adsorb at the NW surface and capture the free elec-
tron present in the n-type semiconductor forming a low-conductivity depletion layer

(a) (b) (c)

Fig. 12.18 (a) Schematic of an NW photoconductor in the dark and upon illumination with photon
energy above Eg. (b, c) Trapping and photoconduction mechanism in ZnO NWs. Figures adopted
from [10]
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near the surface, which provides a low dark current for the photodetector fabricated
by ZnO NWs (Fig. 12.18b). In the energy band diagrams, there is a band bending
near the NW surface. Under UV illumination, electron–hole pairs are photogen-
erated and holes migrate to the surface and are trapped, leaving behind unpaired
electrons in the NW that contribute to the photocurrent. In the energy band diagram,
the band bending decreases. In ZnO NWs, the lifetime of the unpaired electrons
is further increased by oxygen molecules desorption from the surface when holes
neutralize the oxygen ions. Under an applied electric field, the unpaired electrons
are collected at the anode, which leads to the increase in conductivity (Fig. 12.18c).
Either the unpaired electrons are collected at the anode or they recombine with holes
generated when oxygen molecules are readsorbed and ionized at the surface. This
hole-trapping mechanism through oxygen adsorption and desorption in ZnO NWs
enhances the NW photoresponse and leads to high internal photoconductive gain
as shown in Fig. 12.19. The photoconductive gain is defined as G = (Iph/P)/(hν/q),
where P is the power absorbed in the NW, photocurrent Iph=Ilight−Idark, h is the
Planck constant, ν is the frequency of the incident light, and q is the elementary
charge. Photoconductive gain as high as G = 2 × 108 has been achieved in their
experiments due to the extremely long photocarrier lifetime combined with the short
carrier transit times. The decrease of the gain at relatively high light intensities is a
manifestation of hole-trap saturation.

Much effort has been devoted to enhance the sensitivity of ZnO NW UV PDs. It
is also of interest to improve the response and recovery time of ZnO NW PDs. For
example, it has been demonstrated that CdTe quantum dots with bandgap energy
of 1.5 eV are photosensitizers to enhance the photoresponse of ZnO NWs [11].
Lao et al. have improved the photosensitivity of the ZnO NW UV PDs by func-
tionalizing the surfaces of ZnO using the polymers that have a high absorption at
the UV ranges [74]. Doping with appropriate metal atoms has also been shown
to dramatically enhance the photosensitivity of ZnO NWs as a result of avalanche
photomultiplication [17].

It is well known that Schottky barrier (SB), PIN diodes, and superlattices can
increase photocurrent lifetime and result in enhancement of sensitivity [75–79] in

Fig. 12.19 Estimate of the
photoconductive gain relative
to the photon absorption rate
in the ZnO NW. Figures
adopted from [10]
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bulk or film semiconductor PDs. In ZnO NW PDs, in addition to ZnO material
properties, metal contact or the contact between ZnO NW and other materials also
significantly affects the device performance [12, 80–82]. Zhou et al. have reported
that by utilizing Schottky contacts instead of ohmic contacts, the sensitivity of ZnO
NWs for UV light has been improved by four orders of magnitude and the reset time
has been drastically reduced from 417 to 0.8 s [12]. By further surface functional-
ization with function polymers, the reset time has been reduced to ∼20 ms even
without correcting the electronic response of the measurement system.

As shown in Fig. 12.20, ohmic-contact ZnO NW PDs show high linear I–V char-
acteristic curve in the dark and upon UV illumination. By illuminating the device
using a 365-nm UV source at a power density of ∼30 μW/cm2, the photon con-
ductance was improved by only ∼15%. After ∼260-s continuous illumination, the
current was still unsaturated. More importantly, the reset time of the sensor was
∼417 s, and the current could not recover to its initial state even after ∼2500 s.
Figure 12.21 shows typical I–V characteristics of Schottky-type (ST) ZnO NW PDs
both in the dark and upon UV light illumination. The PDs were more sensitive when
the Schottky barrier was reversely biased. The current increases from 0.04 to 60 nA.
The differences in device performances between the two types of PDs can therefore
attribute to the SB at the ZnO/Pt interface. The more rapid photocurrent decay in
the ST device is mostly dictated by the electrical transport property of the SB. Upon
turning off the UV light, the photon-generated electrons and holes in the interface
region decreased dramatically, and the oxygen is only required to be readsorbed
close to the interface to modify the SB height.

Fig. 12.20 (a) Schematic of
a ZnO NW UV PD with
ohmic contacts. (b) Photon
response of a ZnO NW UV
PD, made using Ti/Au
electrodes and at a bias of
1 V, when illuminated by
∼30-μW/cm2, 365-nm UV
source. The inset shows the
corresponding I–V
characteristics in dark or
under UV illumination.
Figures adopted from [12]
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Fig. 12.21 (a) Photon response spectrum of the ZnO NW UV PD as a function of wavelength of
incident light. Upper inset is an optical image of ST ZnO NW PD. Lower inset shows the schematic
structure of the device. (b) I–V characteristics of a PD both in the dark (black circle) and under
365-nm UV illumination (red rectangle). (c) Time dependence of the photocurrent growth and
decay under periodic illumination of the 365-nm UV light on the device. The bias on the device
is 1 V. (d) Experimental curve (black) and fitted curve (red) of the photocurrent decay process.
Figures adopted from [12]

Also, a ZnO NW FET work as a UV photodetector was also demonstrated
[13]. Devices which could function as both UV and visible PDs based on ZnO/Si
heterojunctions were also reported [83, 84].

So far most of the researches on ZnO NW detection are focused on UV photode-
tection. Except ZnO NW UV PDs, ZnO subwavelength wires can also be used for
fast-response mid-infrared detection, considering the relatively strong absorption in
mid-IR regime (about 1 mm−1 from 8 to 30 μm) [85] and the excellent chemical and
thermal stabilities of ZnO microwire. Mid-infrared (IR) detection, typically relying
on thermal or photoresponse [86], has wide applications in the fields of medicine
[87], remote sensing [88], environmental monitoring [89], and telecommunications
[90]. Generally, IR photon detectors, including photoconductors, quantum well PDs,
quantum dot PDs, and superconductor detectors [86, 91], offer advantages of fast
response and high sensitivity, but usually require low-temperature operation with
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complex cooling equipments [88]. Thermal detectors, such as thermocouple detec-
tors and resistance thermal detectors, provide the possibility for room temperate
operation with broadband response, but usually suffer from slow response times
due to relatively large thermal inertia of the sensitive elements [86, 88]. One way to
speed up the response of a thermal detector is reducing the thermal inertia or equiv-
alently the size of the sensitive element, through adopting air–bridge microstructure
[92]. W. Dai et al. demonstrated room temperature operation mid-IR thermal detec-
tion based on ZnO subwavelength wires with response time down to 1.3 ms at
10.6-μm wavelength [15].

The submicrometer wire was placed across two Ti/Au electrodes sputtered on the
plate, as schematically illustrated in Fig. 12.22a. A typical as-fabricated detection
structure, consisting of a 2.0-μm-diameter, 760-μm-length ZnO wire, is shown in
Fig. 12.22b. Light from a coherent K-250 CO2 laser, centered at the wavelength of
10.6 μm, was used to irradiate the ZnO wire. The laser beam was focused by a ZnSe
lens (focus length = 5.0 cm) to a 220-μm-diameter spot on the ZnO wire. Since the
dark resistance of the ZnO wire is very large, a constant illumination from a halogen
lamp (about 6800 lx) is applied on the ZnO wire for stable and reliable measurement
of the response of the ZnO wire.

When a ZnO wire absorbs mid-IR light, its temperature rises, leading to a
change in the resistance that can be used to retrieve the intensity of the incident
light. Typical I–V characteristics of the ZnO wire IR photodetector show that the
resistance increases linearly with intensity of the irradiation. For example, for a 2.9-
μm-diameter, 520-μm-length ZnO wire under irradiation of 10.6-μm-wavelength

Fig. 12.22 The schematic
structure (a) and SEM image
of a ZnO wire on a grooved
glass plate (b). Figures
adopted from [15]
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light, as the light intensity increases to 22.8 mW, the current reduces by 38%.
Supposing only the 226-μm-length irradiated part of ZnO wire is elevating temper-
ature, the resistance of this part increases by 144%. By means of frequency domain
analysis [93], the author obtained a noise intensity of 700 μV/Hz1/2 (at 1 kHz),
which corresponds to a noise equivalent power (NEP) of 5.8 μW/Hz1/2.

The investigation on the influence of ambience on ZnO wire for mid-IR detec-
tion showed that although the background resistance varies in different atmospheres,
the amplitude and response time are insensitive to the ambient gases (Fig. 12.23).
However, the response of ZnO NW for UV photodetection is significantly influenced
by ambience [94]. The estimated response time of the ZnO wire mid-IR detection
is about 1.3 ms when the resistance of ZnO wire falls from 37.2 to 34.5 M� in air,
which is much faster than other types of room temperature operated microbolome-
ters or thermocouples [95–100] and three orders of magnitude faster than that in
ZnO NW UV PDs [10, 101, 102].

In UV and mid-IR spectral ranges, ZnO wires have different response mech-
anisms. When mid-IR photon is absorbed by ZnO wires, the photon energy is
converted to thermal energy, heating up the ZnO wire. When temperature rises, ther-
mal lattice vibration becomes stronger, leading to stronger scattering of carriers in
ZnO wire, which in turn reduces the mean free paths of carriers, resulting in the
increasing of the resistance. On the other hand, the rising temperature may excite
electrons to the conduction band and increase the density of carriers, resulting in the
decreasing of the resistance. However, at room temperature and above, with halogen
lamp illumination, electrons on the shallow doping levels have already been excited,
and the free-carrier density is almost saturated. Therefore, heating of the ZnO wires

Fig. 12.23 Response of a 2.0-μm-diameter, 760-μm-length ZnO wire to 10.6-μm-wavelength
light irradiation measured in different atmospheres. Figures adopted from [15]



12 Nanophotonic Devices Based on ZnO Nanowires 339

would not increase the density of carriers obviously, and the resistance of the ZnO
wire would increase when it is irradiated by mid-IR light.

As a kind of thermal detection, the response time of the ZnO wire detection can
be theoretically estimated using the time constant [92]

τ = H/G (12.3)

where the heat capacity (of the irradiated part of the ZnO wire) H is about 5.5×10−9

J/K and the thermal conductivity G is about 5.0×10−6 W/K [103, 104]. Calculated
τ is about 1.1 ms, which coincides well with the measured value of 1.3 ms. The
low thermal inertia of ZnO wire allows the response time down to the order of
millisecond. Although the light used in this work is a monochromatic 10.6-μm-
wavelength laser, the fast and sensitive response of the ZnO wire can be extended to
a wider mid-IR spectrum owing to the broadband absorption of ZnO in the mid-IR
spectral range and will be promising for fast-response mid-infrared detection.

12.3.2 Dye-Sensitized Solar Cells Based on ZnO NWs

In our need for highly efficient, low-cost, and CO2-free sources of energy, solar
energy is one of the most promising sustainable energy resources for the future.
Among the different emerging photovoltaic options, excitonic solar cells (XSCs)
appear to be promising candidates for achieving the basic criteria for large-scale
commercialization: they are highly efficient devices that employ low-cost materials
and offer the possibility of being fabricated by large-scale and inexpensive (solu-
tion processing) techniques [105–107]. The most important examples of XSCs are
organic solar cells (OSCs), hybrid solar cells (HSCs), and dye-sensitized solar cells
(DSSCs). Nanostructured materials, such as nanoparticles, nanorods, nanosheets,
and core–shell, are key constituents of excitonic solar cells. While TiO2 is com-
monly used as a DSSC material, there is an interest in DSSC applications of ZnO
NWs as an electron transport material. It presents properties closely related to the
best semiconductor oxide used up to date, TiO2 [107], but contrary to the former, it
is possible to obtain ZnO in a wide variety of nano-forms by low-cost and scalable
synthesis methods [108, 109]. In this chapter we will briefly discuss the applica-
tion of ZnO nanostructures, particularly vertically aligned ZnO NWs as the electron
transport material in DSSCs. We describe the evolution and future potential for the
application of ZnO NWs in next-generation excitonic solar cells. We summarize the
most applied techniques used for device fabrication and review the advantages and
disadvantages observed during its application.

ZnO-based DSSCs with a very wide range of ZnO morphologies and fabrica-
tion methods, dyes used, and consequently photovoltaic performances have been
reported. Currently, the application of ZnO nanostructured electrodes made of col-
loidal nanoparticles has achieved up to 6.58% efficiency [110]. The keys to improve
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the conversion efficiency of DSC include increasing surface area and maintain-
ing good electron transport. Efforts to improve the DSC conversion efficiency by
increasing surface area was made by the application of ZnO nanostructures like
nanoflower (η = 1.9%) [111], nanosheets (η = 3.9%) [112], or its application
together with other oxides such as mesoporous SnO2−ZnO (6.34%) [113], core–
shell ZnO−TiO2 (9.8%) [114], or doped ZnO nanoparticles (6%) [115]. Compared
with nanoparticles having the large surface area, vertical NW or nanorod arrays
could provide high electron transport (Fig. 12.24) [20]. For example, dye-sensitized
solar cells (DSSCs) based on hydrothermally grown ZnO nanorods have been
reported in 2005 [16]. ZnO NWs exhibited improved electron transport and col-
lection compared to ZnO nanoparticles, as illustrated in Fig. 12.25. The current
from the ZnO NWs as a function of roughness factor (a measure of the internal
surface area) increased up to the longest wires studied, without showing any signs
of saturation or reduction, indicating efficient charge transport and collection. The
power conversion efficiency of 1.5% was obtained for NWs with length in the range
18–24 μm [16]. Furthermore, hierarchically structure (3.5%) [116] and porous sin-
gle crystal structure (5.6%) [117] could provide large surface area and high electron
transport simultaneously (Fig. 12.24).

Most of the designs above are based on a 2D planar substrate, which has a rel-
atively low surface area that limits the dye-loading capacity and restricts mobility
and adaptability for remote operation. Moreover, the increasing surface area is lim-
ited by the requirement that the electron transport distance d remain significantly
smaller than the electron diffusion length Ln in order to minimize recombination
of electrons with holes or other species. For wire-based SCs, in which light is

(a)

(b)

(c)

(d)

Fig. 12.24 Schematic
representation of the possible
electron path taking place on
different nanostructured
electrodes made with
(a) nanoparticles,
(b) nanorods, (c) branched
nanorods, and (d) porous
single crystal. Figures
adopted from [20]
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Fig. 12.25 Comparative performance of nanowire and nanoparticle cells. Figures adopted
from [16]

illuminated perpendicular to the wire [118, 119], the shadow effect from the entan-
gled wire-shaped electrode may limit the enhancement in power efficiency. Z. L.
Wang’s group made dye-sensitized solar cells with a higher effective surface area
by fabricating the cells around a quartz optical fiber which is called 3D DSSC [18].
B. Weintraub et al. removed the cladding from optical fibers, grew zinc oxide NWs
along the surface, treated them with dye molecules, and surrounded the fibers by
an electrolyte and a metal film that carries electrons off the fiber [18]. The design
and principle of the device are shown in Fig. 12.26. Photons bounce inside the fiber
as they travel, so there are more chances to interact with the solar cell and produce
more current. The cells are six times more efficient than a zinc oxide cell with the
same surface area.

Figure 12.27a demonstrates the 3D DSSC concept of a cell fabricated on a
cylindrical optical fiber. Two typical configurations were considered: light illumi-
nation normal to the fiber axis (NA) and parallel to the fiber axis (PA), as shown in
Fig. 12.27d (insets). The plot of current density against voltage (J–V curve) shows
the open circuit voltage VOC, short-circuit current density JSC, fill factor FF, and
energy conversion efficiency h = FF × VOC × JSC/Pin, where Pin is the incident
light power density. It is apparent that the axial illumination configuration yields
an enhanced efficiency. To properly characterize the enhancement in energy conver-
sion efficiency, the efficiency enhancement factor (EEF) is defined as the ratio of
power efficiencies for the PA and NA cases, that is, EEF=ηPA/ηNA. For a total of
five DSSCs, the EEF ranges from 4 to 18 (Fig. 12.27c). The large value is partially
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(a) (b)

Fig. 12.26 Design and principle of a 3D DSSC. The cross section of the fiber can be cylindrical or
rectangular. (a) The 3D DSSC is composed of optical fibers, and ZnO NWs are grown vertically on
the fiber surface. The top segment of the bundled optical fibers utilizes conventional optical fibers
and allows for remote transmission of light. The bottom segment consists of the 3D DSSC for solar
power generation at a remote/concealed location. (b) Detailed structure of the 3D DSSC. Figures
adopted from [18]

due to the hybrid structure and partially to the geometrical configuration of the Pt
film electrode.

The absolute efficiency of the cylindrical fiber in the PA case is still limited by the
curved geometry of the fiber and the short mean free path of the generated charges.
The highest efficiency with this configuration is 0.45%. An improved design takes
advantage of the rectangular optical fiber geometry (Fig. 12.28). ZnO NWs can be
grown uniformly on all four sides of a fiber. NA illumination (Fig. 12.28d, case 1)
represents the configuration similar to a 2D DSSC arrangement, while PA illumi-
nation (Fig. 12.28d, case 2) measurement was conducted as 3D DSSC. The PA
case has a significantly enhanced current density. For a total of eight devices, the
efficiency of the 3D design for the PA case is enhanced by a factor of up to 6.
In addition, a broader photo-action in the red region is seen in the PA orientation,
thus suggesting that longer wavelength photons can be more efficiently converted
to electrons farther down the optical fiber where the overall light intensity is
diminished.
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Fig. 12.27 Cylindrical optical fiber based 3D DSSC and its performance. (a) Low-magnification
SEM image of a quartz fiber with uniformly grown ZnO NWs on its surface. (b) High-
magnification SEM image showing the densely packed ZnO NWs on the fiber surface. (c) Plot
of EEF and the corresponding energy conversion efficiencies for five 3D DSSCs. The data varia-
tion is mainly attributed to fluctuations in SC packaging. (d) J–V curves of the DSSC under one
full-sun illumination (AM1.5 illumination, 100 mW/cm2). The illumination is (1) normal to the
fiber axis (NA; 2D case) and (2) parallel to the fiber axis (PA; 3D case). A corresponding effi-
ciency enhancement factor (EEF) = 6.1 has been achieved by converting the 2D DSSC to 3D
DSSC. Figures adopted from [18]

The 3D DSSC has several outstanding features from both physical perspective
and application view, such as increasing the electron transport distance, the ability to
be concealed and located underground or in deep water, and environmental friendly.
A sun-tracking system would not be necessary for such cells and would work on
cloudy days when light is diffuse [120].

A new approach to fabricate 3D dye-sensitized solar cells (DSSCs) is integrating
planar optical waveguide and NWs to the device configuration. The ZnO NWs are
grown normally to the quartz slide. The 3D cell is constructed by alternatively stack-
ing a slide and a planar electrode. The slide serves as a planar waveguide for light
propagation. Each time when light reaches waveguide–NW interface, photons are
coupled into the ZnO NWs and then are absorbed by the dye molecules to generate
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(b)(a) (c)

(d)

Fig. 12.28 Rectangular optical fiber based 3D DSSC and its performance. (a) Low-magnification
SEM image of a quartz fiber with uniformly grown ZnO NWs on three sides. (b) High-
magnification SEM image showing the densely packed ZnO NWs on the fiber surface. (c) Typical
incident photon to electron conversion efficiency (IPCE) measured for the PA and NA cases from
a DSSC. (d) Current density J and voltage V curves of a DSSC under one full-sun illumination
oriented (1) normal to the fiber axis (NA; 2D case) and (2) parallel to the fiber axis (PA; 3D case).
A corresponding efficiency enhancement factor (EEF) = 4.34 has been achieved by converting the
2D DSSC to the 3D DSSC. The inset shows a plot of EEF and the corresponding energy conversion
efficiencies for eight 3D DSSCs. Figures adopted from [18]

electricity. On average, the enhancement of energy conversion efficiency by a fac-
tor of 5.8 has been achieved when light propagating inside the slide is compared
to the case of light illumination normal to the surface of the slide from outside;
and the full sun efficiencies have been achieved up to 2.4% for ZnO NWs. This
may be an effective approach for developing large-scale 3D solar cells with high
efficiency [17].
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Surprisingly, the highest efficiency of XSCs applying ZnO is only about 6% [117]
which is less than the 11.3% obtained with the best DSC applying TiO2 [121, 122].
Thus, it is important to improve the performance of the ZnO NW based DSSCs.
Possible methods to improve the performance included improvements in absorp-
tion, exciton dissociation, and charge collection (either by improved transport or
reduced recombination). In general, the lower efficiency of ZnO-based DSSC com-
pared to TiO2-based DSSC is partly attributed to surface area differences as well
as instability of ZnO in acidic solutions, which results in formation of Zn ion–dye
complexes [20]. Lower efficiency of ZnO-based DSSCs compared to TiO2-based
DSSCs is also partly due to the fact that dyes and electrolytes commonly used in
DSSCs have been optimized for TiO2. In DSSCs, all important processes, i.e., dye
adsorption, electron injection, and recombination, occur at the surface of nanostruc-
tures and as such would be affected by surface defects. While improvements in the
efficiency of ZnO-based DSSCs have been achieved, overall efficiency is still lower
compared to devices based on titania. A possible solution to this problem would be
to explore dyes and electrolytes specifically developed for ZnO rather than simply
comparing the performance with materials optimized for TiO2.

12.3.3 Single ZnO NW and NW Array Light-Emitting Diodes

In light-emitting devices, ZnO can be used for different purposes, such as active
semiconductor layer [21–26], electrode [123, 124], current spreading layer [125], as
well as buffer layer [126]. Except active semiconductor layer, the other applications
mainly rely on ZnO films and hence they are beyond the scope of this chapter. Here
we will focus on the devices where ZnO NW is one of the active semiconductor
layers in the device.

The LED based on ZnO NW as active layer can be divided into two parts: homo-
junction LEDs and heterojunction LEDs. In homojunction LEDs, p- and n-doped
active layers are both ZnO NWs. In heterojunction LED normally ZnO NWs are
grown or deposited on various substrates to form devices.

Reports on homojunction LEDs based on ZnO have been less common, com-
pared to various heterojunction devices. Different dopants and doping methods have
been reported for the achievement of p–n junctions. For example, As ion implanta-
tion can be used to fabricate p–n junction in ZnO nanorods [127]. The nanorods
were grown by vapor deposition on an n-Si substrate with ZnO seed layer. The EL
spectra were dependent on As ion fluence: for high fluence (1015/cm2), red emis-
sion was obtained, while for low fluence (1014/cm2), dominant emission was UV
emission. ZnO homojunction can also be fabricated by annealing the NWs grown
on GaAs substrates through the diffusion of As during annealing [128, 129]. The
turn-on voltage was above 4.0 V and the corresponding ultraviolet electrolumines-
cence spectra were obtained for the applied forward voltage above 30 V (20 mA).
More recently, catalyst-free p–n homojunction ZnO NW arrays in which phospho-
rus (P) and zinc (Zn) served as p- and n-type dopants, respectively, have also been
synthesized by a controlled in situ doping process for fabricating efficient ultraviolet
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light-emitting devices [130]. The ZnO p–n NW arrays were grown on n-type Si(001)
wafers with thin ZnO films on the top by using a thermal vapor deposition method in
a three-zone furnace. The doping transition region defined as the width for P atoms
gradually occupying Zn sites along the growth direction can be narrowed down to
sub-50 nm. The electroluminescence spectra from the p–n ZnO NW arrays distinc-
tively exhibit short-wavelength emission at 342 nm and the blue shift from 342 to
325 nm is observed as the operating voltage further increases (measured at relatively
high voltage > 35 V).

While different device architectures and fabrication methods have been reported,
comprehensive studies aiming at improving our understanding of ZnO-based LEDs
have been scarce. Nevertheless, some factors affecting device performance have
been identified. It has been shown that the performance of ZnO-based devices can
be very sensitive to the presence of hydrogen and passivation layer [131]. In addition
to hydrogen, it is expected that native defects also play a significant role in device
properties of ZnO-based LEDs.

While stable and reproducible p-doping of ZnO is still being pursued, hetero-
junction n-ZnO/p-substrate LEDs have attracted considerable attention. Though a
variety of other semiconductors have been used in ZnO heterojunction LEDs, GaN
remains one of the most common ones, among the many reasons the main being
due to similar crystallographic and electronic properties of ZnO and GaN. A variety
of devices have been made by different methods, and different performances and
emission colors have been obtained. It was proposed that NW-based devices may
exhibit higher efficiency compared to thin film based devices due to the possibil-
ity to achieve increased light extraction [132–134]. They are also expected to have
improved efficiency due to improved injection through a nanosized junction [21,
22, 135, 136]. Both vapor deposition and solution method were used to grow ZnO
NWs on GaN substrates. Figure 12.29a, b shows the EL intensity and spectrum of
a high brightness LED dependent on the forward bias voltage by directly growing

Fig. 12.29 (a) A plot of electroluminescence (EL) intensity vs forward bias fixing the emission
wavelength at 400 nm. The inset is a typical lighting image of the (n-ZnO NWs)/(p-GaN film) LED
device, taken using a commercial digital camera Nikon D70, lens: 70 mm, aperture: f/5, exposure
time: 3 min. (b) The electroluminescence spectrum of the (n-ZnO NWs)/(p-GaN film) LED device
under various forward bias voltages (10, 15, 20, 25, 30, 35 V). Figures adopted from [22]
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n-type ZnO NW arrays on p-GaN wafers by vapor deposition [22]. The emission
light became visible to the naked eye when the bias voltage exceeded ∼10 V, and
the intensity increased rapidly when the forward bias was larger than the thresh-
old (Fig. 12.29a). The picture taken by commercial digital camera shows the LED’s
high brightness. UV emissions around 370 nm were observed as well as strong
peaks centered at 400–440 nm wavelength (Fig. 12.29b). A blue shift was observed
in the EL with the increase of bias voltage, indicating the modification of external
voltage to the band profile in the depletion region. The EL intensity was affected
by UV illumination due to the excitation of residual charge carriers by UV and the
change in p–n junction energy gap. The 370-nm UV emission was first enhanced
and then dropped after UV illumination, indicating its stronger dependence on den-
sity of charge carriers in ZnO. The 400-nm blue emission was less dependent on the
UV excitation.

In most of the ZnO NW/p-GaN LEDs, the n-ZnO NWs are randomly dis-
tributed on the substrate, thus light is spotty and nonuniform (Fig. 12.30) [137],
which largely limits their applications in high-performance optoelectronic devices.
Recently, S. Xu et al. demonstrated the capability of controlling the spatial
distribution of the blue/near-UV LEDs composed of position-controlled arrays of
n-ZnO NWs on a p-GaN thin film substrate [135]. The device was fabricated by
a conjunction of low-temperature wet chemical methods and electron beam lithog-
raphy (EBL). Under forward bias, each single NW is a light emitter. By Gaussian
deconvolution of the emission spectrum, the origins of the blue/near-UV emission
are assigned particularly to three distinct electron–hole recombination processes.

Figure 12.31e is the optical image of a lighted-up LED at a biased voltage of
10 V. In the device, all of the NWs are connected in parallel and each single NW
is a light emitter. Brightness difference among the individual NWs comes probably
from the current crowding effect and different serial contact resistances, and there-
fore different injection currents through the individual NW. The pitch between each
lighting spot shown in Fig. 12.31e is 4 μm and the resolution is 6350 dpi.

For LEDs, it should be noted that the majority of studies only report EL spectra
in arbitrary units; for further progress of the research in this field, characterization in

Fig. 12.30 Light emission
photograph of the ZnO buffer
layer/ZnO nanowire
array/p-GaN film
heterojunction diode. Figures
adopted from [137]
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(a)

(b) (c)

(e)(d)

Fig. 12.31 (a) Design overview of the LED. (b) 60◦ tilt SEM view of the as-grown patterned
vertical ZnO nanowires with a width about 300 nm and (c) after they are coated with SiO2 and
wrapped with PMMA, and the tips are exposed. (d) Top SEM image of the ZnO nanowire arrays.
The pitch and layout of the nanowire arrays are readily controlled by the EBL. (e) The optical
image of a turned-on LED (artificial bluish color). Figures adopted from [135]

terms of brightness, emission power, or emission efficiency is needed. Figure 12.32
shows the room temperature external quantum efficiency vs d.c. injection cur-
rent characteristics. The external quantum efficiency was calculated by acquiring
the ratio of the output light power and the input electrical power. The external
quantum efficiency of the LED is about 2.5%, which is considerably high for
a single p–n junction-based LED, and such data are reproducible and consistent
for several devices. As the biased voltage/injection current is gradually increased,
the external quantum efficiency becomes steady (Fig. 12.32), which indicates that
the serial resistance or the nonradiative recombination through the defects, e.g.,
Auger recombination, does not increase in proportion with increasing injection
current.
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Fig. 12.32 External quantum
efficiencies of two
heterostructural LEDs as a
function of the biased
voltage/injection current. The
efficiency was determined
only when the LED was
turned on and the light output
power was stably registered
with the power meter. Figures
adopted from [135]

While most ZnO nanorod/p-GaN devices exhibited light emission under for-
ward bias, a device which lighted up under reverse bias was also reported [21].
Lighting up under reverse bias has been attributed to the presence of large band
offset at GaN/ZnO interface, which enables tunneling, and the tunneling proba-
bility increases as the reverse bias voltage increases. Light emission under both
forward and reverse biases was observed from heterojunctions consisting of p-
GaN/nanocomposite SiO2:ZnO/n-ZnO. Under forward bias, the devices exhibited
UV emission from ZnO and blue–violet emission from p-GaN, while under reverse
bias, attributed to avalanche breakdown, UV emissions from both GaN and ZnO
were observed in addition to a small contribution from p-GaN in the blue–violet
region [138].

Besides p-GaN, ZnO NW heterojunction LEDs based on a combination of ZnO
NW with a variety of materials have been reported, such as p-type silicon [139],
p-CuAlO2 [140], p-polymer [23, 141, 142], p-SiC [70, 143], and p-CrO3 [144].
Single n-ZnO NW/p-Si heterojunctions were also reported, using NWs with dif-
ferent growth directions [25, 26]. The EL from ZnO NWs grown by vaporizing a
mixture of ZnO and graphite powder shows broadband emission, extending from
350 nm to beyond 850 nm [25], while the EL from ZnO NWs grown by vaporizing
pure ZnO powder shows UV emission near the bandgap of ZnO [26]. Spin-on-glass
(SOG) has also been used as an insulating layer in single ZnO NW/p-Si hetero-
junction. It has been shown that SOG layer provides thinner coverage at the top
of the NW. The single NW LEDs exhibited rectifying I–V curves, both with and
without thin (7–8 nm) SiO2 layer, but electroluminescence (sharp UV emission)
was observed only in the devices with SiO2 layer. This result is quite encouraging
for application potential of n-ZnO/p-Si heterojunction LEDs, since the formation of
SiO2 during the ZnO NW growth may be difficult to avoid, especially for growth
conditions favoring more stoichiometric composition such as higher oxygen partial
pressure. Obviously, from the differences in the reported results in the literature in
terms of turn-on voltage and emission spectra, the device performance is strongly
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dependent on the device architecture and ZnO nanomaterial properties, which are in
turn affected by native defects and fabrication conditions.

Comparisons of the best devices reported in the literature based on thin films and
on nanostructures do not reveal that nanostructure-based devices are substantially
better [31]. This is likely due to the fact that ZnO properties are significantly affected
by native defects and large surface area nanostructures may be significantly affected
by surface/interface defects and dangling bonds. While there is a great potential for
further development of these devices, comprehensive study of ZnO nanomaterial
properties and their relationship to the device performance (including the roles of
native defects and surfaces and interfaces) is still needed.

12.3.4 Electrically Pumped Random Lasing from ZnO
Nanorod Arrays

In recent years, there have been several reports of electrically pumped lasing from
ZnO. One type of device in which electrically pumped random lasing based on
ZnO films and ZnO nanorod arrays was reported [71, 145, 146]. In one case, the
device structure was polycrystalline ZnO film or ZnO nanorod arrays on Si, covered
by SiOx layer and Au contact [71]. Threshold current about 70 mA was observed
for these devices. The author believed that the recurrent scattering and interference
of the enough strong electroluminescent UV light in the in-plane random cavities
formed in the ZnO film leads to electrically pumped UV random lasing. Using the
same device structure, the same group also demonstrated electrically driven ran-
dom lasing from ZnO nanorod arrays on Si [72]. Figure 12.33 shows the schematic
diagram of an MIS device based on the ZnO nanorod array on Si substrate.
Figure 12.34a shows the current–voltage (I–V) characteristic of a typical device.
Herein, forward/reverse bias means that the gate electrode of Au is connected to
positive/negative voltage. As can be seen, the device exhibits a rectifying behavior
to a great extent. It is found that the MIS devices based on ZnO nanorod arrays are
electroluminescent only under forward bias. Figure 12.34b shows the evolution of
the EL spectra for a device with the increase of forward bias voltage. Sharp peaks

Fig. 12.33 Schematic
diagram of the metal
(Au)–insulator
(SiO2)–semiconductor (ZnO
nanorod array) structure on Si
substrate. Figures adopted
from [72]
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Fig. 12.34 (a) Current–voltage characteristic of the MIS device based on ZnO nanorod array.
(b) EL spectra of the device under different forward bias voltages. (c) Detected output power as a
function of the injection current. Figures adopted from [72]

in the spectral range from 360 to 400 nm could be observed. The multiple sharp
peaks in the spectra represent different lasing modes. The detected output power as
a function of injection current is shown in Fig. 12.34c. Above a threshold current, as
shown by a solid line plotted to guide the eyes, the output power increases linearly
with the injection current. Such a linear dependence is due to the gain saturation that
forms an intrinsic aspect of an amplifying system above the threshold [147].

Very low threshold current of 0.8 mA was reported for devices consisting of
p-GaN/MgO/n-ZnO heterojunctions [146]. Lasing was also reported in a device
consisting of a single ZnO quantum well (1 nm) with MgZnO barriers (1.5 nm),
sandwiched between n-ZnO (Ga:ZnO) and p-ZnO (Sb:ZnO) [145]. Devices exhib-
ited threshold current of 25 mA. More recently, the electrically pumped single-mode
lasing emission located at 407 nm with a full width at half-maximum (fwhm) of
0.7 nm was observed based on the self-assembled n-ZnO microcrystalline film/p-
GaN heterojunction diode [73]. The spectrum recorded from the top surface shows
only a weak and broad UV emission, while a lasing action could be observed from
the edge, which indicates the laser cavity may be formed directionally parallel to
the substrate. While achievement of electrically pumped lasing in ZnO is a great
success, several matters need to be clarified, such as the exact role of SiO2 in MIS
random lasing structure and the method to provide high-quality factor cavity in
electrically pumped laser. As we can see from the above results, for electrically
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pumped laser structure, no precise design cavity has been used. Most of the cavity
formation is through scattering, thus random lasing is achieved rather than single-
mode or multimode lasing in optically pumped laser. High-quality material and high
quality factor for electrically driven ZnO nanomaterial laser are needed to develop
the laser used in applications.

12.4 Piezo-phototronic Devices Based on ZnO NWs

ZnO is a material that simultaneously has semiconductor, optical, pyroelectric,
and piezoelectric properties; besides the well-known coupling of semiconductor
with optical properties to form the field of optoelectronics, additional novel effects
could be proposed by three-way coupling semiconductor, optical properties, and
piezoelectric properties to form a field of piezo-phototronics [148].

Figure 12.35 shows a schematic diagram about the three-way and two-way cou-
pling among piezoelectricity, photoexcitation, and semiconductor, which are the
bases of piezotronics (piezoelectricity–semiconductor coupling), piezo-photonics

Fig. 12.35 Schematic diagram showing the three-way coupling among piezoelectricity, photoex-
citation, and semiconductor, which is the basis of piezotronics (piezoelectricity–semiconductor
coupling), piezo-photonics (piezoelectric–photoexcitation coupling), optoelectronics, and piezo-
phototronics (piezoelectricity–semiconductor–photoexcitation). The core of these coupling relies
on the piezopotential created by the piezoelectric materials. Figures adopted from [148]
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(piezoelectric–photoexcitation coupling), optoelectronics, and piezo-phototronics
(piezoelectricity–semiconductor–photoexcitation).

The coupling of optical, mechanical, and electrical properties of ZnO NW
provides new opportunities for fabricating functional devices [3, 27–29] and an
effective method to integrate optomechanical devices with microelectronic systems
[27]. In this section, we will discuss in detail two types of optoelectronic devices
which can be improved by piezopotential.

12.4.1 Optimizing the Power Output of a ZnO Photocell
by Piezopotential

Y. Hu et al. demonstrated that the output of a photocell could be optimized by
tuning the strain in the NW [28]. An externally applied strain produces a piezopo-
tential in the microwire, which tunes the effective Schottky barrier (SB) height of
the microwire at the local contact, consequently changing the electrical parame-
ter of the device. A back-to-back metal–semiconductor–metal contacted microwire
was used to illustrate the effect of the piezopotential on the performance of a pho-
tocell. Figure 12.36 shows the measured photon current of a device as a function

Fig. 12.36 Output current responses to the strain applied on the device, which can be divided into
four categories: (a) increasing, (b) decreasing, and with a maximum under (c) applying positive
strain or (d) negative strain. The inset is the calculated results to indicate the output current behavior
based on the related parameters, showing a similar changing trend compared with the experimental
data after normalization. Figures adopted from [28]
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of the applied strain. The applied strain will alter the effective heights of the two
SBs and thus the characteristic of the microwire photocell. Four kinds of charac-
teristic relationships between the output current and the applied strain have been
observed. The first one is that the output current increases with applied strain, as
shown in Fig. 12.36a. The second kind is just opposite to the first one: the out-
put current decreases when the applied strain is increased (Fig. 12.36b). The third
and the fourth are similar. They both have a maximum output current responding
to the applied strain, but for the former one, the maximum point occurred in the
tensile strain range (Fig. 12.36c), while the latter is in the compressive strain range
(Fig. 12.36d).

By exciting an SB structure using a laser that has photon energy higher than
the bandgap of the semiconductor, electron–hole (e–h) pairs are generated at the
interface region. If the height of the SB is too high, the generated e–h pairs cannot
be effectively separated, resulting in no photon-induced current. If the SB is too low,
the e–h pairs are easily recombined even after a short separation and again there is no
photon current. There exists an optimum SB height that gives the maximum output
photon current. By using the tuning effect of piezopotential to the SB, the optimum
SB could be found for the maximum of the photon current.

12.4.2 Enhancing Sensitivity of a Single ZnO Micro-/NW
Photodetector by Piezo-phototronic Effect

The basic principle of a photon detector is based on photoelectric effect, in which
the e–h pairs generated by a photon are separated by either a p–n junction or an
SB. In such a case, the height of the SB, for example, is important for the detection
sensitivity of the photon detector. The sensitivity of the PDs may be improved by
applying the proper strain, thus by tuning the SB height in the device [29].

Figure 12.37 is the experimental setup, which is an integrated system that
could operate mechanical, optical, and electrical measurements simultaneously.
Figure 12.38a shows absolute photocurrent relative to excitation intensity under dif-
ferent strains with a natural logarithmic scale. It can be seen that the photocurrent
is largely enhanced for pW-level light detection by using piezoelectric effect. And
it is pointed out that the effect of strain is much larger for weak light detection than
for strong light detection. Because the dark current did not change under strain, the
sensitivity, responsivity, and detectivity of the photodetector increased under com-
pressive strain. The responsivity of the photodetector is, respectively, enhanced by
530, 190, 9, and 15%, respectively, upon 4.1 pW, 120.0 pW, 4.1 nW, and 180.4 nW
UV light illumination onto the wire by introducing a –0.36% compressive strain in
the wire (Fig. 12.38b), which effectively tuned the SB height at the contact by the
produced local piezopotential. The sensitivity for weak light illumination is espe-
cially enhanced by introducing strain, although the strain much smaller effect on
the sensitivity to stronger light illumination.
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Fig. 12.37 Schematic diagram of the measurement system to characterize the performance of the
piezopotential-tuned photodetector. An optical microscopic image of a ZnO wire device is shown.
Figures adopted from [29]
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12.5 Conclusions

In summary, ZnO NWs are important 1D nanostructures that have important appli-
cations in photonic field including pure optical devices, optoelectronic devices, and
piezo-phototronic devices.

The attractive features of high refractive index, high exciton binding energy, high
polarity, and transparence across the visible spectral range make ZnO NWs an ideal
candidate for optical devices such as excellent subwavelength waveguide, ultra-
violet laser, and nonlinear devices. Until now, in the optically pumped ZnO NW
laser and nonlinear devices, pulse laser was used only as the pumped source for the
achievement of ZnO NW laser. It is possible to develop techniques to fabricate ZnO
NW laser and nonlinear devices by continuous wavelength laser pumping at room
temperature due to the high exciton binding energy of ZnO.

The two-way coupling of optical and semiconductor properties of ZnO is the
basis of optoelectronic devices based on ZnO NWs. ZnO NWs could be used to
fabricate high-sensitive UV and fast-response IR PDs, and high-efficiency LEDs
and DSSCs. To realize the great promises of inexpensive, highly efficient light-
emitting and photovoltaic devices, better control and understanding of the properties
of ZnO material is necessary, which is expected to result in controllable and
reproducible achievement of desired properties and device performance. This also
includes control and/or passivation of the surfaces and interfaces, since in any
nanomaterial-based device, due to high surface-to-volume ratio of the nanomaterial,
surface properties will significantly affect the charge transport and recombination
processes.

Finally, the three-way coupling of optical, semiconductor, and piezoelectric prop-
erties of ZnO is the basis of piezo-phototronic devices. This effect allows tuning and
controlling of electro-optical process by strain-induced piezoelectric potential, with
potential applications in LED, photocell and solar cell, and photon detector, aiming
at improving the performance of optoelectronic devices and providing an effective
method to integrate optomechanical devices with microelectronic systems.

Concerning device applications of ZnO NW, comprehensive studies aimed at
understanding and controlling fundamental properties of ZnO and optimization of
device structures, in particular, surfaces and interfaces, are essential for improving
device performance and further applications.
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Chapter 13
Nanostructured Light Management
for Advanced Photovoltaics

Jia Zhu, Zongfu Yu, Sangmoo Jeong, Ching-Mei Hsu, Shanui Fan, and Yi Cui

13.1 Introduction

The increased concern about detrimental long-term effects of emission of CO2 and
other greenhouse gases and the decreased availability of fossil fuel sources are
driving tremendous research efforts for renewable energy technologies. Solar cells,
which harvest energy directly from sunlight and convert it into electricity, are widely
recognized as an essential component of the future energy portfolio. In spite of a
substantial drop in module cost in the past several decades, significant technology
improvements in both device performance and manufacturing cost are still necessary
for photovoltaics to be economically competitive for terawatt-scale applications.

Currently photovoltaic production is dominated by crystalline silicon modules,
which represent about 90% of the market. Even though module cost is recently
decreasing substantially as the production rate is increasing, it is estimated that
costs for wafer-based Si modules will be in the range of $1–1.5/Wp in the next
10 years, significantly higher than $0.33/Wp target set by US Department of Energy
for utility-scale applications. Therefore, there has been a significant effort over the
past decade in the development of thin-film solar cells [1] that do not require the use
of silicon wafers and therefore can be manufactured at much reduced cost. Unlike
wafers with their 200–300 μm thicknesses, thin-film solar cells have thickness typi-
cally in the range of 1–2 μm, deposited on cheap substrates such as glass or stainless
steel. Currently, there are three leading thin-film technologies: cadmium telluride
(CdTe) [2], copper indium diselenide (CuInSe2) [2], and hydrogenated amorphous
silicon (a-Si:H) [3, 4]. While thin-film solar cells, notably CdTe modules from First
Solar, have demonstrated significant cost reduction, with a compelling low manu-
facturing cost of around $1/Wp, there is still much room for further improvement.
For most photovoltaic technologies, efficiencies achieved in the lab are still signifi-
cantly lower than the theoretical limit, due to both optical and electrical losses. The
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large capital cost calls for the development of high-throughput processes. Probably
one of the biggest concerns regarding thin-film solar cells of CdTe and CuInSe2 is
their usage of scarce elements like tellurium and indium, which could fundamentally
limit their scales of applications.

For both performance improvement and cost reduction, light trapping is criti-
cal to the development of next-generation photovoltaic devices. It is an essential
component to boost the efficiency toward the theoretical limit, since it can not
only minimize optical losses, including inefficient absorption near the bandgap
and reflection at the interfaces but also reduce transport losses due to short-
ened carrier collection length. By enabling efficient light absorption within much
thinner materials, light-trapping design is also critical for manufacturing cost
reduction, since it can greatly reduce film thickness, improve the throughput, and
expand the range and quality of materials. For CdTe and CuInSe2, the bene-
fit of the implementation of light-trapping design is more significant since their
ultimate application scales will be expanded through reduced usage of scarce
elements.

However, efficient light-trapping design is rather challenging, primarily due
to the broadband nature of the solar spectrum and cost restrictions of module
fabrication. An examination of current photovoltaic technologies reveals that the
light-trapping designs vary greatly for different kinds of devices. For c-Si solar cells,
a representative example is illustrated in Fig. 13.1, known as the “PERL” structure
[5]. Even though the process of PERL cells involves lithography, which largely lim-
its their application scales, the PERL structure is a classical demonstration of light
trapping in c-Si solar cells. An inverted pyramid surface and double-layer antire-
flection coatings are the main features for the light-trapping scheme. The inverted
pyramids have two main functions. First, they allow light to reflect multiple times
before escaping, which minimizes the reflection loss to a large extent. Second,
they refract light into large angles, thereby dramatically increasing the optical path
length. For these two functions to work properly, the feature size of these pyra-
mids should be typically around tens of micrometers, significantly larger than the
wavelength of the utilized solar spectrum.

“inverted” pyramids

double layer
antireflection
coating

finger

p+ 
p-silicon

n

p+ 

p+ 

oxide

p+ 

n+ 

rear contact oxide

Fig. 13.1 PERL (passivated emitter, rear locally diffused) cell structure [5]
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For thin-film solar cells with absorbers of only around 1–2 μm thick, the large
size pyramid design is not feasible. In such cells, a transparent conducting oxide
(TCO) layer with a quarter wavelength thickness is typically used as an antireflec-
tion coating, and a layer of highly reflective metal, such as silver or aluminum, is
used as a rear-surface mirror to enhance the light path length by reflection. In some
cases, as in a-Si:H solar cells, a layer of randomly textured TCO (aluminum-doped
zinc oxide as an example) is used to scatter the light to further enhance the opti-
cal path. However, the quarter wavelength antireflection layer works efficiently only
within a narrow range of wavelengths and incident angles. The absorption enhance-
ment effects of random textured oxide obtained to date are far from optimal, calling
for a better understanding and further technological improvement of light trapping
in the sub-wavelength regime (Fig. 13.2).

The ideal light-trapping design for the next-generation solar cells should work for
a broad range of the spectrum with a feature size in the sub-wavelength regime, and
it must be achievable at very large scale. Nanostructures, with a scale comparable to
the wavelengths of visible light, enable an unprecedented manipulation of the flow
of photons; therefore, they are widely considered as promising candidates for the
advanced light-trapping design. A variety of nanostructure-based photon manage-
ment designs have been proposed and extensively pursued recently. For example,
a significant amount of nanophotonic structures have been reported in the litera-
ture for both fundamental understanding and novel applications, including photonic
crystals, metamaterials [6], and plasmonics [7, 8]. However, this chapter focuses
on nanostructure-based photon management designs specifically for photovoltaic
applications, with essentially two functions: suppressing reflection and enhancing
absorption across a broad range of the solar spectrum. Plasmonic solar cells, a new
type of solar cells which use the scattering from noble metal nanoparticles excited
at their surface plasmon resonance, is only briefly mentioned. Interested readers are
directed to other sources for further information [9–17].

13.2 Fabrication of Nanowire and Nanocone Arrays

The precise tailoring of morphologies is an essential requirement for any nanos-
tructure to efficiently manipulate the flow of photons. Various parameters such as
shapes, diameters, and spacings of these nanostructures must be well controlled
across a wide range and be achieved in a large scale. With rapid development of

Fig. 13.2 Cross-sectional
scanning electron microscopy
images of a Cu(InGa)Se2
(CIGS) solar cell [2]
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nanotechnology over the past decade, a handful of methods have been developed to
fabricate nanostructures in a large scale. For example, vapor–liquid–solid method
has been used to synthesize nanowire arrays with high diameter control [18–20].
However, it is very challenging to control spacings between nanowires at the length
scale of light wavelength. Solution chemistry is an alternative for synthesis of
nanowire arrays [19, 21–23], although the control of both spacing and diameter
is limited. Electron beam and photo-lithography have a very good controllabil-
ity of feature size down to 100 nm or even smaller, but the cost is high and the
throughput is low, not feasible for large-scale applications at the current stage. Few
processes developed so far can fabricate nanostructures with a fine control of shapes,
diameters, and spacings in a large scale. Nanosphere lithography, which combines
colloidal nanoparticle synthesis and state-of-the-art fabrication techniques, is one of
the most promising ways to achieve this goal [24, 25].

13.2.1 Method

By combining Langmuir–Blodgett (LB) assembly with reactive ion etching (RIE),
we have developed a large-scale and low-temperature process to fabricate nanos-
tructures. It provides precise control of diameters, spacings, and shapes across a
wide range, from tens of nanometers to several micrometers [26, 27], and can be
applied to a large variety of materials. Figure 13.3 shows the general fabrication
process, in which silicon is used as an example. Monodisperse SiO2 nanoparticles,
synthesized in-house, are assembled into a close-packed monolayer on top of a sili-
con wafer using the Langmuir–Blodgett (LB) method. Monodisperse SiO2 particles,
with diameters from 50 to 800 nm, are produced by a modified Stöber synthesis.
The particles are modified with aminopropyldiethoxymethylsilane so as to terminate
them with positively charged amine groups, preventing aggregation. The diameter
and spacing of the nanoparticles can be further tuned by selective and isotropic RIE
of SiO2 (Fig. 13.3b). The RIE etching is based on fluorine chemistry, using a mix-
ture of O2 and CHF3. Si nanowires and nanocones can similarly be obtained by
using Cl2-based selective and anisotropic RIE (Fig. 13.3c). The diameter and the
spacing of these nanostructures are determined by the initial nanoparticle sizes and
both SiO2 and Si etching times. SiO2 particles can be removed by hydrofluoric acid
(HF), if needed (Fig. 13.3d).

13.2.2 Shape Control: Nanowires and Nanocones

One unique advantage of our process is the control over the shape. Depending on
the conditions of RIE, either nanowire or nanocone can be obtained. There are sev-
eral mechanisms behind the formation of nanocones. First, Cl- and Br-free radicals
arrive at the Si surface from all directions during RIE, inducing some isotropic
etching of Si or undercutting during the supposedly anisotropic steps. Second, the
etching selectivity of Si to SiO2 is around 26; therefore, the extent of lateral etching
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Fig. 13.3 Fabrication process of nanowires

will increase due to mask erosion when using SiO2 masks. Last, tapered side-
walls can occur when the etched products are redeposited during etching, since the
redeposition rate decreases from the bottom to the top of the pillars.

With the understanding of formation mechanisms, the undercutting can be uti-
lized to form uniquely sharp nanocones through control of the etching conditions.
The aspect ratio and the tip radius of these nanocones can be precisely controlled.
First, Si nanowires are formed by Cl2-based anisotropic RIE. Second, C2ClF5/SF6
is used for further isotropic etching of preformed nanowires, which creates under-
cut and sharpens the nanowires (Fig. 13.4a). Figure 13.4b–d shows the SEM images
at different stages of the sharpening process. Accompanying the sharpening is the
shrinkage of SiO2 spheres. The combination of anisotropic and isotropic etching
can lead to a sharpening of the tips to a radius of curvature of 5 nm, opening up
the opportunities for refractive index matching, which will be explained in detail in
Section 13.3.
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Fig. 13.4 Schematic of sharpening process with thicker arrows indicating faster etching rate

13.2.3 Diameter and Spacing Control

Besides the shapes of these nanowire and nanocone arrays, the diameter (D) and
spacing (S) can also be rationally designed. Since the center-to-center distance of
neighboring nanostructures is D+S, the SiO2 nanoparticles can be chosen to have
an initial diameter of D+S and to be etched by S/2. The diameter of the initial SiO2
nanoparticles can be precisely controlled from 50 nm to 1 μm during the synthesis.
RIE etching can be controlled with an accuracy of ∼10 nm. Thus, we have precise
control of diameter and spacing over a wide range. Figures 13.5 and 13.6 give two
examples of fine control of diameter and spacing, respectively. Figure 13.5 shows
the nanowires with desired diameters between 60 and 600 nm. Figure 13.6 shows
the nanowires with desired spacing between 50 and 400 nm.

13.2.4 Large-Scale Process

Another important characteristic of our process is that it can be applied to a large
scale. As explained above, the scale achievable in our process is essentially defined
by the area of SiO2 particles’ coverage. We have developed a variety of processes
to assemble the nanoparticles in a large area.

Using Langmuir–Blodgett method, we have demonstrated that close-packed
monolayers of nanoparticles can be produced on a wafer scale with a reasonable
throughput. Figure 13.7 shows a photograph of a 4-in. wafer covered uniformly
by a monolayer of 200-nm-diameter SiO2 particles. Scanning electron microscope
(SEM) images at four randomly picked locations far from each other show that a
monolayer of particles covers the whole wafer.
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Fig. 13.5 SEM images of nanowire arrays with uniform diameter of (a) 60 nm, (b) 125 nm, (c)
300 nm, and (d) 600 nm

We have also developed a rod coating method for assembling silica nanopar-
ticles on both rigid and flexible substrates (Fig. 13.8a) [28]. This method can
be directly transferred to large-scale roll-to-roll processing. This wire-wound rod
coating method has been widely used to deposit an even amount of fluid over a
moving surface to manufacture office products and flexible packaging [29]. We
extend this technique to nanoparticle colloids to produce controllably two- and
three-dimensional arrays of silica nanoparticles.

Silica nanoparticles are synthesized by a modified Stöber process as described
above. A silica nanoparticle ink is prepared by mixing the nanoparticles with
poly-4-vinylphenol (PVPh; Sigma-Aldrich) in ethanol. The typical concentration of
nanoparticle and PVPh is 50 g/L and 0.2 wt%, respectively. The coating assem-
bly consisted of a wire-wound rod, which is a stainless steel rod with stainless
steel wire wound around it. The nanoparticle ink is dropped onto the substrate
and the rod is pulled across, leaving behind a volume of solution equal to the
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Fig. 13.6 Nanowire arrays with a spacing of (a) 400 nm, (b) 350 nm, and (c) 50 nm

groove space between each wire winding and ultimately leading to a uniform film
(Fig. 13.8a). The diameter of the wire on the rod determines the thickness of the
wet film. To improve uniformity, the rod can be pulled with an automatic applicator
at a constant speed (∼2 cm/s). Figure 13.8b shows an optical image of a large-
area, close-packed silica nanoparticle monolayer on a flexible plastic, polyethylene
terephthalate (PET), substrate fabricated by this process.

Since the assembly process occurs during the drying step, several parameters
such as contact angle, evaporation rate, viscosity, and nanoparticle concentration
play a critical role in achieving close-packed nanoparticle arrays over large areas.
The ink need to completely wet the substrate to form high-quality films. Once
the nanoparticle ink is spread evenly by the wire-wound rod and wets the sub-
strate, the solvent starts to evaporate gradually from the part where it was spread
first. With the appropriate nanoparticle concentration, the particle-to-particle dis-
tance can be controlled such that when the solvent layer becomes as thin as the
nanoparticle diameter, the solvent can remain between nanoparticles in the form
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Fig. 13.7 A photograph of a 4-in. wafer with SiO2 nanoparticle on the surface. (a), (b), (c), and
(d) SEM images of four random spots with a uniform monolayer of SiO2 nanoparticles

Fig. 13.8 (a) Schematic illustration of a wire-wound rod coating method for printing nanoparti-
cle monolayer. (b) An optical image of a close-packed silica nanoparticle monolayer printed by
the wire-wound rod coating method on a flexible polyethylene terephthalate (PET) substrate. Two
insets show SEM images of the monolayer

of a meniscus. The meniscus provides a capillary force, which drives the particles
together, nucleating a thin-film assembly. This nucleate grows from the convective
flux of nanoparticles toward the drying front of the wet film. Figure 13.9a illus-
trates this assembly mechanism. The ink, a mixture of nanoparticles and PVPh in
ethanol, wets silicon and PET substrates completely. The PVPh is added to decrease
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Fig. 13.9 (a) Schematic illustrations and (b, c) SEM images of particle distribution after
evaporation of ethanol mixed with poly-4-vinylphenol

the evaporation rate and increase the viscosity. If the solvent is too volatile or its
viscosity is too low, instabilities in the array growth may arise and the wet film can
easily break into separated droplets. Figure 13.9b, c shows SEM images of resulting
good monolayers of nanoparticles formed when using PVPh.

Using the same scalable wire-wound rod coating method, multilayer nanoparti-
cle arrays can also be obtained by increasing the nanoparticle concentration in the
ink. Figure 13.10 shows the relationship between the particle concentration and the
number of nanoparticle layers formed after the solvent dries. When the nanoparti-
cle concentration increases from 50 to 100 to 200 g/L, the number of nanoparticle
layers also proportionally increases from 1 to 2 to 4, respectively, and the unifor-
mity of multiple layers is comparable to that of the monolayer. Considering that a
monolayer grows by the convective flux of nanoparticles, we can infer that if the
nanoparticle concentration is higher, more particles will flow to the boundary and
start to form multiple layers. This concentration dependence was observed for both
silicon and PET substrates.

13.3 Photon Management: Antireflection

When light hits the interface between media characterized by different refractive
indices, a significant fraction of it is reflected. For example, without any treatment,
around 30% of light would be lost due to reflection at the interface between air and
Si. Therefore, reflection is a serious problem not only for solar cells but also for
many other optoelectronic devices, such as light-emitting diodes (LEDs) [30, 31]
and photodetectors. A range of techniques have been developed to reduce reflec-
tion for different applications [30, 31]. Now, the industrial standard of antireflection
coating for thin-film solar cells is to use a quarter-wavelength transparent layer with
destructive interference. However, this technique works only for a narrow range of
wavelengths and incident angles.

13.3.1 Nanowires

Over the past few years, nanostructures have been heavily investigated for broad-
band reflection suppression. Nanowire arrays with moderate filling ratio were found
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Fig. 13.10 SEM images of silica nanoparticle distribution with different particle concentrations

to be able to greatly reduce reflectance [26, 32–35], since they essentially provide
an intermediate refractive index step (Fig. 13.11b). An even more ideal antireflec-
tion technique is to provide impedance matching through a gradual reduction of the
effective refractive index (Fig. 13.11c). With graded refractive index layers, light
experiences only a gradual change of the refractive index instead of hitting a sharp
interface (see Fig. 13.11a), and reflection can be efficiently eliminated for a large
range of wavelengths and angles of incidence.

One example of nanowire-based, graded refractive index design is shown in
Fig. 13.12. Several layers of nanowire arrays of different materials, densities, and
tilting angles are carefully designed and deposited in sequence to form a graded
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Fig. 13.11 The effective refractive index profiles of the interfaces between air and (a) a-Si:H thin
film, (b) a-Si:H NW arrays, and (c) a-Si:H NC arrays

Fig. 13.12
TiO2–SiO2-graded index
coating. Cross-sectional SEM
image of graded index
coating with a
modified-quintic-index
profile. The graded index
coating consists of three TiO2
nanorod layers and two SiO2
nanorod layers [36]

index coating [36]. It was found that the reflection can be suppressed down to 0.5%
for a broad range of wavelengths and angles of incidence.

13.3.2 Nanocones

Nanocone arrays with a gradual change of diameter from the bottom to the top
can provide another version of graded index coating [26, 37], which has an
efficient broadband antireflection property and great processing advantages. We
have performed an experiment to evaluate the antireflection effect of nanowires
and nanocones, as compared to thin film. Three samples were fabricated, with a
1-μm-thick a-Si:H thin film deposited onto each substrate. A monolayer of silica
nanoparticles was preformed on the second and third samples. After RIE etch-
ing, nanowire and nanocone arrays were formed on the second and third samples,
respectively, because of different etching conditions as explained in Section 13.2.
Figure 13.13 (left) shows an SEM image of an a-Si:H nanowire array after RIE.
The dimensions of each nanowire were ∼300 nm wide × ∼600 nm long. The silica
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Fig. 13.13 SEM images of an a-Si:H nanowire array (left) and a nanocone array (right)

nanoparticles can still clearly be seen on the top of each nanowire. Figure 13.13
(right) shows an SEM image of an a-Si:H nanocone array. Each nanocone was also
∼600 nm long. The tip diameter of these nanocones was ∼20 nm, while the base
diameter was ∼300 nm. After RIE, the silica nanoparticles were so small that they
were no longer observable on top of the NCs (Fig. 13.14).

Absolute hemispherical measurements, collected with an integrating sphere,
were used to quantitatively characterize these three samples (Fig. 13.15, top). The
absorption over a wide range of wavelengths (400–800 nm) was measured. With
the bandgap of a-Si:H around 1.75 eV, this range covers most of the useful spectral
regime for a-Si:H solar cells. Between 400 and 650 nm, nanocone array absorption
was maintained above 93%, which was much better than that for both the nanowire
arrays (75%) and thin films (64%). The measured total absorption decreased to 88%
at 700 nm – corresponding to the a-Si:H bandgap (1.75 eV) – which is also better
than that for either nanowires (70%) or thin films (53%).

Their total absorption for different angles of incidence is measured at a wave-
length of 488 nm (Fig. 13.15). The sample with a nanocone array demonstrated the
highest absorption, i.e., 98.4% around normal incidence, which offers a significant
advantage over both nanowires (85%) and thin films (75%). The performance of
the nanocone sample also showed a reduced dependence on the angle of incidence
and significantly higher absorption at any angle. At angles of incidence up to 60◦,
the total absorption was maintained above 90%, which compares favorably with 70
and 45% for the nanowire array and thin film, respectively. Since all three samples

Fig. 13.14 (left) a-Si:H thin
film, (middle) nanowire
arrays, and (right) nanocone
arrays
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Fig. 13.15 Hemispherical absorption measurement of samples with a-Si:H thin film, a nanowire
array, and a nanocone array as top layer: wavelength dependence (at normal incidence) (top) and
angle of incidence dependence (at wavelength λ = 488 nm) (bottom)

start with 1 μm thickness, which is around the absorption depth of a-Si:H film, the
absorption enhancement in the samples of nanowires and nanocones is believed to
be mainly due to suppression of reflection from the front surface.

13.4 Photon Management: Absorption Enhancement

Once light is coupled into solar cell devices with much reduced reflection, the
next step of photon management is to increase the optical path length within the
devices. For crystalline Si solar cells, a pyramid design, with features spanning
tens of micrometers, can dramatically increase the optical path length of light with
long wavelength. In geometrical optics, where dimensions are generally signifi-
cantly larger than wavelengths, it is well known that absorption enhancement can
be up to 4n2/ sin2 θ , the Yablonovitch limit [38, 39], with n as refractive index
of the absorber layer and θ as the angle of the emission cone in the medium sur-
rounding the cell. However, for most of the next-generation solar cell devices, the
thickness of the active layer is typically only around 1–2 μm, or less, which is
comparable to the wavelengths of visible light. Increasing optical path length at the
sub-wavelength regime calls for both a better physical understanding and a novel
process development.

13.4.1 Different Mechanisms

Numerous ideas and designs have recently been proposed to use nanostructures for
this purpose [40]. One notable example is plasmonic solar cells [9–17]. Nanoparticle
arrays of noble metals, such as silver, have been incorporated for absorption
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Fig. 13.16 Schematic illustration of plasmonic solar cells [17]

enhancement in the region close to bandgap edge in a variety of devices. In those
studies, the main mechanisms were believed to be the large resonant scattering cross
section of these particles or plasmonics (Fig. 13.16).

Photonic crystal designs based on well-defined nanostructure arrays are another
highly pursued approach [41, 42] (Fig. 13.17). The ultimate scales of practical appli-
cation of those designs will be determined by the scalability of techniques involved
to achieve these photonic crystal structures.

Fig. 13.17 Schematic illustration of photonic crystal design-based solar cells [43]
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13.4.2 Nanodome Structures

Based on the fabrication process introduced in Section 13.2, we have demonstrated
novel nanodome solar cells. They have periodic nanoscale modulation for all layers,
from the bottom substrate through the active absorber to the top transparent contact
(Fig. 13.18). These devices combine many nanophotonic effects to both efficiently
reduce reflection and enhance absorption over a broad spectral range.

We have chosen a-Si:H solar cells to demonstrate the advantages of the nan-
odome concept. As the second most produced solar cells, a-Si:H solar cells have
several unique advantages. It is based on abundant, non-toxic materials and can be
fabricated by low-temperature roll-to-toll processes (around 200◦C). More impor-
tantly, a-Si:H can absorb light efficiently, with an absorption depth of only 1 μm
(at around 1.8 eV), several hundred times thinner than that of crystalline silicon.
However, carriers of a-Si:H have poor transport properties, especially a short carrier
diffusion length of around 300 nm. In addition, the 10–30% efficiency degrada-
tion under light soaking, known as the Stabler–Wronski effect, is found to be less
severe with thinner films (below 300 nm). Hence, efficient light harvesting within a
much thinner layer (<300 nm) is essential to the device performance of this type of
solar cell.

The centerpiece of the nanodome structures is nanocone substrates (Fig. 13.19a).
Nanocone glass or quartz substrates are fabricated by Langmuir–Blodgett assembly
of close-packed monodisperse SiO2 nanoparticles followed by reactive ion etching,

Fig. 13.18 Schematic
illustration of nanodome solar
cells

Fig. 13.19 Nanodome a-Si:H
solar cell structure. SEM
taken at 45◦ on (a) nanocone
quartz substrate and (b)
a-Si:H nanodome solar cells
after deposition of multilayers
of materials on nanocones.
Scale bar, 500 nm
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as described in Section 13.2. The base diameters and spacings of nanocones can
be controlled in the range of 100–1000 nm, which is relevant to wavelengths in
the solar spectrum (Fig. 13.19a). A typical single p–i–n junction nanodome a-Si:H
solar cell is conformally deposited on top of the nanocone substrates. The solar
cell layers consist of 100-nm-thick Ag as a back reflector, 80-nm-thick transpar-
ent conducting oxide (TCO) as both bottom and top electrodes, and a thin a-Si:H
active layer of 280 nm (from top to bottom: p–i–n, 10–250–20 nm). After deposi-
tion, the nanocone pattern is largely transferred to the top layer, although nanocones
become nanodomes, as shown in scanning electron microscopy (SEM) images
(Fig. 13.19b).

The unique characteristic of this nanodome structure is that it has periodic
nanoscale modulation for all layers, due to the nanostructured bottom layer. Because
of this novel geometry, the nanodome solar cells have both antireflection and light-
trapping effects. The results of the hemispherical absorption measurement on these
nanodome solar cells are a clear indication of both of these two effects. We have
measured absorption over a broad wavelength range (400–800 nm), which covers
most of the spectrum that is useful for a-Si:H, which has a bandgap of 1.75 eV (or
∼710 nm) (note: a-Si:H has a long band tail). For comparison, flat a-Si:H film solar
cells with the same device structure and layer thickness were also measured. Since
TCO has a lower refractive index (2.2) compared to a-Si:H (∼4.23), measurements
were carried out with and without the top TCO layer for both types of solar cells.
The absorption data in the wavelength range of 400–800 nm under normal incidence
are summarized in Fig. 13.20a. Green and black curves are from nanodome devices
with and without the top TCO layers, while blue and red ones are from flat film
devices with and without the top TCO layers, respectively.

As shown in Fig. 13.20a, over the whole spectrum, nanodome devices show sig-
nificantly larger absorption than do flat film devices with and without top ITO layers.
The weighted absorption, integrated over the whole spectrum under the 1 Sun AM
1.5 illumination condition, is plotted in Fig. 13.21. Nanodomes with a top TCO
layer show extremely high total weighted absorption of 94%, significantly higher
than 65% achieved in flat films with a top TCO layer (Fig. 13.21).

Fig. 13.20 Integrating sphere measurements of absorption under normal incidence (a), 30◦ angle
of incidence (b), and 60◦ angle of incidence (c). The samples are flat substrates without ITO coat-
ing (red), flat substrates with ITO coating (blue), nanodomes without ITO coating (black), and
nanodomes with ITO coating (green)
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Fig. 13.21 The weighted
absorption integrated over the
wavelengths of 400–800 nm
by experiment (solid symbols)
and simulation (hollow
symbols)

As shown in Fig. 13.21, the absorption of nanodome and flat film devices with
a top TCO layer is better than that without a top TCO layer, respectively. This is
because TCO has a lower refractive index than does a-Si:H so that light reflection
is lower for the samples with the top TCO layers. However, this TCO enhance-
ment effect is much less for nanodome devices (from 87 to 94%) than for flat
film devices (from 48 to 65%), which indicates that the nanodome geometry with-
out TCO already has very good antireflection property compared to the flat film
geometry.

The absorption enhancement comes from both suppressing reflection and
increasing optical path length. While it is difficult to separate the two effects, since
they are essentially coupled together, the antireflection effect is more dramatic in
short-wavelength region. In the case of a-Si:H solar cells, for the wavelength region
below 500 nm, all the light loss can be attributed to the light reflection since its
absorption depth (∼100 nm) is smaller than the a-Si:H layer thickness of 280 nm.
As seen in Fig. 13.20a, without the top TCO coating, the absorption of nanodomes
is always above 85%, while the flat one is below 60%. Adding the TCO coating
improves the absorption above 88 and 65%, respectively. The antireflection effect
is due to the tapered shape of nanodome structures, which provides better effec-
tive refractive index matching with air, similar to the nanocone case explained in
Section 13.3.

The effect of increased optical path length plays a major role in the longer wave-
length, where light is less efficiently absorbed. In the case of a-Si:H flat films, for the
wavelengths above 550 nm, significant interference oscillations appear in flat film
devices. However, nanodome devices still show relatively flat broadband adsorption
(Fig. 13.20a). The observed oscillations in flat film devices are Fabry–Perot inter-
ference, arising from the long-wavelength light not absorbed by the a-Si:H layer
interfering with the reflected light from the top layer of the device. The interfer-
ence oscillations are greatly reduced for the nanodome devices, suggesting that very
little light escapes after reflection by the Ag. Their absence suggests significant
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light-trapping effects. The most interesting and significant absorption improvement
using the nanodome geometry versus the flat film is in the wavelength range of
700–800 nm. a-Si:H has a bandgap of ∼710 nm and a long band tail. The absorp-
tion coefficient drops quickly when the light wavelength is above ∼700 nm. For flat
film devices with the top TCO layer, there is a significant reduction of absorption
down to 50%, while nanodome devices with the top TCO layer maintain absorption
of ∼90%. These data suggest that nanodomes can enhance light trapping signifi-
cantly even for the absorption of photons below the bandgap. However, it is hard
to conclude at this moment whether any of the absorption in this wavelength range
contributes to short-circuit current.

The dramatically increased optical path length in nanodome structures is due
to the underlying nanoscale modulation of the Ag layer, which can couple light
along the in-plane dimension, providing a light-trapping mechanism. Compared to
the design of plasmonic solar cells, the nanostructured Ag back reflector as bottom
contact in our nanodome devices is a better choice: while long-wavelength light is
strongly scattered by the modulated Ag back reflector, short-wavelength absorption
is not compromised since significant absorption occurs during a single pass through
the absorber, before reaching the Ag films. Compared with the Lambertian scat-
tering, which is based on well-understood surface texturing using features much
larger than light wavelengths for absorption enhancement, our devices use sub-
wavelength nanodome structures, which are more feasible for solar cells with only
sub-micrometer-thick absorber layers.

The physical mechanisms of absorption enhancement are further elucidated
by solving the Maxwell equations with three-dimensional, finite-difference, time-
domain simulation on the experimental device geometry. The cross section of the
structure is shown in Fig. 13.22 (left) with incident plane waves polarized in the x-
direction. The period of the nanodome array is 450 nm. The dielectric constants of
silver and silicon are taken from tabulated experimental data modeled by complex-
conjugate, pole-residue method. The simulated nanodome structure can absorb 93%

Fig. 13.22 Snapshots of simulated electric fields in the structure for different wavelengths
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of normally incident sunlight for the spectral range from 400 to 800 nm (Fig. 13.21,
green triangle), which matches well with experimental data. The broadband absorp-
tion comes from two contributions. First, the reflection is greatly suppressed by
the nanodomes. The dome shape forms a graded refractive index profile, creat-
ing a broadband antireflection layer. For short wavelength around 400–500 nm
(Fig. 13.22, Ex simulation for 400 and 500 nm), a-Si:H is highly absorptive. Thus,
with efficient antireflection effects, all the incident lights are absorbed during a sin-
gle path through the a-Si:H layer. Second, the nanodome shape can also efficiently
couple the incident light into modes that are guided into the a-Si:H layer (note: the
dispersion relation of such modes can be strongly influenced by the presence of
plasmonic responses of the Ag film). This is particularly important for the long-
wavelength regime (Fig. 13.22, Ex simulation for 600 and 700 nm) where a-Si:H
is less absorptive and all the incident light cannot be absorbed efficiently during
a single path. In Fig. 13.22, the Ez simulation for 700 nm shows the z-component
of the electric field, indicating strong guided modes confined inside the nanodome
structure. Figure 13.23 shows the absorption spectra with (green line) and without
(gray line) metal loss, to evaluate the absorption loss by silver. For the lossless silver
case, the weighted absorption for normal incident sunlight is 92% as compared to
93% for the realistic silver case. Therefore, the metal loss contributes only a negligi-
ble portion of absorption, which provides another advantage compared to plasmonic
solar cells.

It is also very important to evaluate the absorption efficiency over a wide range
of incident angles, since sunlight can be quite diffuse in a practical environment.
Figure 13.20b, c shows the absorption measurement at incident angles of 30◦ and
60◦, respectively. As the incident angle increases from 0◦ to 60◦, the absorption over
the whole spectrum decreases only by 5% for nanodome devices, while the absorp-
tion of flat devices decreases by 13%. These data suggest that nanodome devices
have an advantage over flat film devices in the real environment. Indeed, nan-
odome and flat film devices look very different even to the eye. Figure 13.24a shows
photographs of nanodomes (left) and flat films (right) without the top TCO layers

Fig. 13.23 Simulation of
absorption spectra for the
case with (green) and without
(dashed gray) Ag absorption
loss
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Fig. 13.24 Photographs of
nanodome solar cells (left)
and flat film solar cells (right)

in diffuse light conditions. The flat film devices are mirror-like, highly reflective,
and look red because of inefficient light absorption at long wavelengths. However,
nanodome devices look black due to efficient antireflection and light trapping.

13.5 Solar Cell Performance

Combining superior antireflection and efficient absorption enhancement, nanodome
solar cell devices based on this novel photon management design can achieve near-
perfect light absorption with thin active layers. Therefore, significant improvements
in short-circuit current and efficiency can be achieved, compared to conventional
devices.

To prove how effectively antireflection and light trapping can improve the power
conversion efficiency of solar cells, we have tested nanodome and flat film solar
cell devices in a solar simulator with 1 sun AM 1.5 G illumination. Excitingly,
the nanodome devices show power conversion efficiencies that are 25% higher
than those of the flat film devices, made under otherwise identical conditions. An
example is shown in Fig. 13.25 (left), in which the nanodome device exhibits a

Fig. 13.25 Dark and light I–V curve of solar cell devices for nanodomes (left) and flat substrates
(right)
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power efficiency of 5.9% (open-circuit voltage, Voc = 0.75 V; short-circuit cur-
rent, Jsc = 17.5 mA/cm2; fill factor, FF = 0.45), while the flat device exhibits an
efficiency of 4.7% (Voc = 0.76 V, Jsc = 11.4 mA/cm2, FF = 0.54) (Fig. 13.25,
right). The significant improvement in power efficiency comes from the large short-
circuit current of nanodome devices (17.5 mA/cm2), which is higher than that
(15.6 mA/cm2) of the world-record, single-junction a-Si:H solar cells with substrate
configuration [22], with initial power efficiency of 10.6%. The short-circuit current
of nanodome devices is only slightly lower than the theoretical value (20.5 mA/cm2)
limited by the bandgap. It is expected that the efficiency of nanodome devices can
be further improved by improving the open-circuit voltage and fill factor, via better
material deposition.

13.6 Fundamental Limit of Light Trapping in Nanophotonics

The theory of light trapping was initially developed for conventional cells where the
light-absorbing film is typically many wavelengths thick [43, 44]. From a ray optics
perspective, conventional light trapping exploits the effect of total internal reflec-
tion between the active material and the surrounding medium. By roughening the
interface (Fig. 13.26a), one randomizes the light propagation directions inside the
material. The effect of total internal reflection then results in a much longer propa-
gation distance inside the material and hence a substantial absorption enhancement.
This standard theory, first developed by Yablonovitch [43], shows that the absorp-
tion enhancement factor has an upper limit of 4n2/ sin2 θ [43, 44], where θ is the
angle of the emission cone in the medium surrounding the cell.

In a nanostructure film with thickness comparable or even smaller than wave-
length scale, such ray optics picture and some of the basic assumptions are no longer
applicable. As a result, whether the Yablonovitch limit still holds in the nanopho-
tonic regime remains an open question that is of fundamental importance. Recently,
a nanophotonic light-trapping theory based on a rigorous electromagnetic approach

Fig. 13.26 (a) Light trapping by randomly textured surface. (b) Blue dots represent plane waves
in the k space. Plane waves in the circle correspond to free-space propagating modes
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was developed [45]. It is shown that the standard limit can be substantially surpassed
when optical modes in the active layer are confined to deep sub-wavelength scale,
opening new avenues for highly efficient next-generation solar cells.

In a weakly absorptive film where one-path absorption dα0 
 1, with d and
α0 being the film thickness and the absorption coefficient, respectively, significant
absorption enhancement can only be created by the optical resonances. However,
compared to the broad solar spectrum, each individual resonance has very narrow
spectral width. Consequently, in order to enhance the absorption over a substantial
portion of the solar spectrum, one will have to rely upon a collection of optical
resonances. To characterize the contribution of a single resonance to the broadband
absorption, we define the spectral cross section:

σ =
∞∫

−∞
A(ω) d ω (13.1)

where A(ω) is the absorption spectrum of a single resonance. The spectral cross
section has units of frequency and has the following physical interpretation: for
incident spectrum with a bandwidth �ω � σ, a resonance contributes an additional
σ /�ω to the spectrally averaged absorption coefficient.

Using coupled mode theory [46, 47], one can explicitly calculate the spectral
cross section of a resonance [45]. The maximum spectral cross section of a single
resonance is achieved in the over-coupling regime:

σmax = 2πγ i

N
(13.2)

where γi is the intrinsic loss rate of the resonance due to material absorption.
Equation (13.2) assumes a back reflector behind the medium and that the resonance
can equally couple to N plane waves in front of the absorptive medium. N is deter-
mined by the periodicity of the structure. For a square lattice of period L, the number
of distinct plane waves at frequency ω (Fig. 13.26b) is

N = 2πω2

c2

(
L

2π

)2

(13.3)

In particular, a structure without any periodicity can be viewed as L → ∞.
By summing over the maximal spectral cross section of all individual resonances,

we obtain the upper limit for the absorption by a given medium:

AT =
∑

σmax

�ω
= 2πγ i

�ω

M

N
(13.4)

where M is number of resonances supported by the medium within the frequency
range �ω.



386 J. Zhu et al.

Once the structure of absorptive medium is specified, both M and N can be
properly calculated. As an example,

M = 8πn3ω2

c3

(
L

2π

)2 (
d

2π

)
δω

for a bulk medium where the period L and the thickness d are much larger than
the wavelength. c is the light speed in vacuum. Combining this result with Eqs.
(13.3) and (13.4) and comparing the absorption to single-pass absorption dα0, we
can reproduce the well-known Yablonovitch limit.

More importantly, Eq. (13.4) allows us to calculate light-trapping limit in any
photonic structure. Of particular interest is a thin film that is only couple of hun-
dreds of nanometers supporting only a single waveguide mode two polarizations. In
contrast to the bulk structure, here

M = 4πn2
wgω

c2

(
L

2π

)2

δω

and enhancement factor becomes

F = 4n2
wg

λ

2nwgd
V (13.5)

where the factor V = αwg/α0 characterizes the overlapping between the profile of
the guided mode and the absorptive active layer and αwg and nwg are the absorp-
tion coefficient and the group index of the waveguide mode, respectively. Equation
(13.5) in fact becomes 4n2 in a dielectric waveguide of d ≈ λ/2n. Therefore, reach-
ing a single-mode regime alone is not sufficient to overcome the Yablonovitch limit.
Instead, to achieve the full benefit of nanophotonics, one must either confine the
guided mode to a deep sub-wavelength scale or enhance the group index to be sub-
stantially larger than the refractive index of the active material, over a substantial
wavelength range.

To apply the enhancement mechanisms described above, a toy structure
(Fig. 13.27a) is studied to show a light-trapping enhancement factor of 12 × 4n2

with nearly isotropic angular response and over virtually unlimited bandwidth. The
cell consists of a 5-nm thin layer of low-index active material (nL = √

2.5) on
the top of a perfect reflecting mirror. In order to enhance the absorption in the
active layer, a transparent cladding layer (nH = √

12.5) is introduced on top of the
active layer. Such a cladding layer serves two purposes. First, it enhances density
of state. The overall structure supports a fundamental mode with group index nwg
close to nH, which is much higher than that of the absorbing material. Second, the
index contrast between active and cladding layers provides nanoscale field confine-
ment. Figure 13.27b shows the fundamental waveguide mode. The field is highly
concentrated in the low-index active layer, due to the well-known, slot-waveguide
effect [48]. Thus, the geometry here allows the creation of a broadband high-index
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Fig. 13.27 (a) A nanophotonic light-trapping structure. The scattering layer consists of a square
lattice of air groove patterns with periodicity L = 1200 nm. The thicknesses of the scattering,
cladding, and active layers are 80, 60, and 5 nm, respectively. The active layer has a frequency-
independent absorption length of 25 μm. The mirror layer is a perfect electric conductor. (b) The
profile of electric field intensity for the fundamental waveguide mode. Fields are strongly confined
in the active layer. To obtain the waveguide mode profile, the scattering layer is modeled by a
uniform slab with an average dielectric constant

guided mode, with its energy highly concentrated in the active layer, satisfying the
requirement in Eq. (13.3) for high absorption enhancement.

Numerical simulation shows that the device has a spectrally averaged absorption
enhancement factor of F = 119 (red line) for normally incident light (Fig. 13.28a).
This is well above the Yablonovitch limit for both the active material (4n2

L = 10)
and the cladding material (4n2

H = 50). Moreover, the angular response is nearly
isotropic (Fig. 13.28b). Thus such enhancement cannot be attributed to the narrow-
ing of angular range in the emission cone and instead is due entirely to the nanoscale
field confinement effect. The theoretical upper limit of light-trapping enhance-
ment calculated from Eq. (13.5) is consistent with the numerical simulation. The
example presented here shows that there is substantial opportunity for nanophotonic
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Fig. 13.28 (a) Absorption spectrum for normally incident light for the structure shown in
Fig. 13.27a. The spectrally averaged absorption (red solid line) is much higher than both the single-
pass absorption (light gray dashed line) and the absorption as predicted by the limit of 4n2

L (dark
gray dashed line). (b) Angular dependence of the spectrally averaged absorption enhancement fac-
tor. Incident angles are labeled on top of the semi-circles. The red circles represent the 4n2

L limit

light trapping to greatly enhance PV performance using only low-loss dielectric
components.

In conclusion, light trapping can greatly enhance absorption, even beyond the
conventional limit 4n2. For this purpose, one needs to create as many optical reso-
nances as possible in a given volume, for example, by increasing the density of state
and confining modes in nanoscale. Therefore, engineering nanostructures present
new opportunities for advanced light management to significantly improve solar
cell’s efficiency.

13.7 Summary and Outlook

Advanced photon management is essential for the development of next-generation
photovoltaic devices, to achieve higher efficiency, lower cost, and finally enable
terawatt-scale applications. Nanostructures with unique scales and geometries hold
great promise to play a critical role in the photon management in the subwavelength
regime. Even though the rapidly evolving field of nanotechnology has provided a
variety of tools to tailor nanostructures, broadband coverage of the solar spectrum
and strict cost limitation of solar cell modules make the task of efficient photon
management rather challenging.

We have designed a novel nanodome structure which can efficiently suppress
reflection while simultaneously enhancing absorption. The centerpiece of this nan-
odome structure is the nanocone template, which can be achieved through a
low-temperature, large-scale process. The nanodome design is not limited to spe-
cific materials, and the shapes, diameters, and spacings of nanocone templates can
be tailored precisely across a wide range for different types of solar cells. The a-Si:H
nanodome solar cells that we used for this demonstration of concept can achieve
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efficiencies 25% higher than those of flat film control. We have also proved that in
the sub-wavelength regime, light trapping can greatly enhance absorption.

An effective integration of fundamental mechanistic understanding and novel
processing development is the key to the efficient photon manipulations for solar
cell applications. Every step in each of these two domains will ultimately lead to
the success of the development of next-generation solar cells and may well spawn
many other unexpected scientific discoveries and technological applications.
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Chapter 14
Highly Sensitive and Selective Gas Detection
by 3D Metal Oxide Nanoarchitectures

Jiajun Chen, Kai Wang, Baobao Cao, and Weilie Zhou

14.1 Introduction

Gas sensors, as modern electronic components, have obtained enormous
development since the 1970s [1]. As an interface between electronic systems and
our environment, gas sensors collect information from the atmosphere, i.e., they
detect whether a particular chemical vapor is present and of what concentration.
Recently, gas sensors have played important roles in various applications, such as
environmental monitoring, automobile, industrial safety, manufacture quality con-
trol, and public security [2, 3]. For example, oxygen sensors in automobiles can
ensure complete and efficient gasoline combustion in the engine, specially designed
gas sensors can monitor the quality of perfume, and explosive detectors can be used
in train stations and airports. In the last decade, major improvements in the capa-
bilities of mobile devices and wireless networks have generated more and more
demand of portable or mobile device-integrated sensor systems. One example is
the massively distributed gas sensor that can locate the safety threat when they
are integrated with geographical positioning systems [4] that are available in many
modern mobile phones. These novel applications impose more requirements such
as low power consumption, miniaturized size, high sensitivity, and selectivity of
gas-sensing systems.

Though the development of man-made gas sensors has obtained lots of progress,
there is no gas sensor that can reach the performance of a mammal’s olfactory sys-
tem in terms of sensitivity, selectivity, response speed, and operation temperature
[5]. As an example, a human’s nose can identify and discriminate more than 10,000
different chemical vapors and a canine’s olfactory system is even more sensitive.
The extremely high performance of mammal’s olfactory systems can be attributed
to the hundreds of millions of nanowire-like olfactory receptors. These receptors
consist of tremendous surface area and chemical diversity for chemical capture and
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Fig. 14.1 The skull cross section showing the structure of a nasal cavity. The enlarged inset is
an array of olfactory receptors that are 3D nanostructures. Each receptor has a length of several
micrometers and a diameter of several hundred nanometers

recognition. As shown in Fig. 14.1, the inhaled odor molecules interact with special-
ized receptors located in the olfactory epithelium. Each individual olfactory receptor
is several hundred nanometers in diameter and has a length of several micrometers.
The large surface area of olfactory receptor arrays provides an efficient way to cap-
ture low-concentrated chemical molecules and thus results in high sensitivity. The
largely diversified chemical reactivity of these receptors contributes to the strong
capability of gas discrimination. Furthermore, it should be pointed out that the sig-
nal of chemical–receptor interaction is transmitted and processed in a massively
parallel way. This gives the olfactory system fast response speeds.

To pursue sensing performance that is comparable to or surpasses mammal’s
olfactory systems, many gas sensors based on different detection mechanism
have been developed including micromachined cantilever gas sensors [6], sur-
face acoustic wave (SAW) [7, 8], conducting polymer sensors [9–11], metal oxide
conductometric sensors [12–14], and optical gas sensors (i.e., optical fiber-based
sensors and infrared gas sensors) [3]. In recent years, research groups have also been
exploring new phenomena for gas-sensing applications. Wang et al. used piezoelec-
tric oxide to detect the swell in polymers when exposed to some specific organic
molecules [15, 16] or the piezoelectric potential at the Schottky contact interface
to detect the absorbed gas molecules [17]. The metal–insulator transition (MIT)
effect in vanadium oxide is also useful for gas detection [18]. Among all of these
detection techniques, the metal oxide conductometric gas sensor is one of the most
promising candidates for high-performance gas detection systems due to their low
fabrication cost, high sensitivity, and stability [1, 19]. The detection mechanism
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of metal oxide gas sensors can be described by using the adsorption and desorp-
tion of oxygen molecules on the metal oxide surface [20]: Oxygen molecules are
adsorbed on the metal oxide surface when the device is exposed to atmosphere.
The adsorbed oxygen molecules become negatively charged oxygen adsorbates
(O–, O2–, or O2

–) when they extract electrons from the material: O2 + e → nO−
(O2–, O–

2, etc.) Considering the case of n-type metal oxide semiconductor, the
adsorbed oxygen molecules cover the surface of the metal oxides forming surface
states that can trap electrons from the n-type metal oxides. The surface regions that
lose electrons are referred as surface charge depletion layer, the width of which is
defined as Debye length. This surface charge depletion layer constrains the effec-
tive conduction channel and increases the height of inter-particle energy barriers, as
shown in Fig. 14.2a (top). When exposing to reducing molecules, such as H2S, CO,
and NH3, the oxygen adsorbates react with these gases and release electrons back
to the metal oxide semiconductor, increasing the electrical conductance. Depicted
in Fig. 14.2a (bottom), the reducing gas molecules consume the oxygen adsorbates
and effectively reduce the surface coverage of oxygen adsorbates at equilibrium.
Because the width of depletion layer is proportional to the adsorbate coverage, the
presence of reducing gases can reduce the width of depletion layer and the height of
inter-grain energy barriers, which resulted in increase of overall conductivity of the
n-type metal oxides. Contrarily, oxidizing gases like NO2 and O3 generally decrease
conductance of n-type metal oxides.

Fig. 14.2 (a) Schematic diagrams showing the influence of adsorbed oxygen species on the deple-
tion layer thickness (LD), boundary energy barriers, and conductivity of n-type materials. Top: The
n-type materials were exposed to the atmosphere and oxygen species were adsorbed on the surface
forming a depletion layer; bottom: oxygen adsorbates react with reducing gases, releasing elec-
trons back to the n-type semiconductor and reducing the thickness of the depletion layer. (b) Plot
of conductivity change (�G/G0) vs. depletion layer thickness (LD) of nanowires with different
diameters
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Nanostructured metal oxides generally present much higher sensitivity than their
thin or thick film counterparts. Several advantages of nanostructured materials con-
tribute to the high sensitivity, such as large surface-to-volume ratio, feature size
close to the characteristic Debye length of semiconductors [21]. The enhancement
in sensitivity can be easily explained by comparing two nanowires with different
diameters (Fig. 14.2b). In a single nanowire gas sensor, the sensing response is mod-
ulated by the width of charge depletion layer. If the size of nanowires is close to the
Debye length, a slight change of the depletion layer thickness will result in a signifi-
cant change in overall nanostructure conductivity. In a special case, the sensitivity is
maximized when the nanostructures are completely depleted, namely, the grain size
of nanoparticle or the diameter of nanowire is less than the Debye length [22]. Many
research groups [23–25] have reported that metal oxide nanostructures can improve
the performance of gas sensors. However, there are still lots of factors that should be
considered when metal oxide nanostructures are employed for sensing applications.
For instance, the nanostructures tend to agglomerate during device processing due
to the highly active surfaces, which bring complexity of detection mechanism; the
nanostructures may grow into bigger grains if they operate at elevated temperature,
which not only cause stability issues but also degrade the sensitivity.

Based on the discussion above, one can summarize that there are three impor-
tant factors that influence the sensitivity of the sensors based on nanostructures: (1)
the intrinsic properties and critical dimensions of nanostructured materials; (2) the
structural arrangement of the nanostructures in the gas sensor; and (3) the concen-
tration profiles of gases in the device structures, which are defined by the porosity
and the distribution of catalysts. Many efforts have been put into the engineering
of individual nanostructures (i.e., nanowires, nanotubes, and nanoparticles), which
majorly focus on the control of properties and feature size of the nanomaterials.
Recently, 3D nanostructures, such as vertically aligned nanowire arrays, nanotube
arrays, opal, and inverted opal structures, attracted more and more interests in the
applications of gas detection due to their flexibility of structural control. Three-
dimensional nanostructures can make full use of the nanostructure surface and their
intrinsic channels allowed gas molecules transport into and out of the materials,
which is beneficial for sensitivity, response speed, and operation temperature. The
structural configuration of 3D nanostructures is directly related to the sensing per-
formance, which introduce more controllable parameters to optimize the design of
nanostructure-based gas sensors. Additionally, catalytic metal decorations [26–29]
or surface functionalization [30] can also be applied on the 3D nanostructured gas
sensors to further enhance the sensitivity and selectivity.

14.2 Highly Sensitive Gas Detection by Stand-alone
3D Nanosensors

Many metal oxide 3D nanostructures have been fabricated and most of them are
suitable for gas-sensing applications. These structures include nanowire arrays [31],
branched nanowires [32], flower-like clusters [33], and opal and inverted opal
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Fig. 14.3 Schematics of four major 3D nanostructures: (a) nanowire array, (b) nanotube array, (c)
opal structure, and (d) inverted opal structure

structures [34, 35]. In this section, we will focus on two types of nanostructures:
nanowire/nanotube arrays and opal/inverted opal structures (shown in Fig. 14.3).
These types of nanostructures have been studied extensively and their fabrication
techniques (i.e., vapor–liquid–solid or vapor–solid chemical vapor deposition, ther-
mal evaporation, hydrothermal, anodic oxidization/electrochemistry, self-assembly,
and colloidal chemistry) are relatively mature.

14.2.1 Metal Oxide Nanowire/Nanotube Array Gas Sensors

14.2.1.1 Nanowire Arrays

Unlike lateral nanodevices which adopt lots of processes from microelectronics,
3D nanostructured sensors require exploration in fabrication methods. This presents
the challenge of how to maintain the 3D nanowire arrays during the processing.
A microfabrication method has been employed in several reports on 3D nanowire
array-based electronic devices [36–38]. This method can be described using a WO3
nanowire array as an example. The schematic diagrams and corresponding field-
emission scanning electron microscopy (FESEM) images are shown in Fig. 14.4.
The WO3 nanowire array has a monoclinic structure, which was prepared by ther-
mal evaporation methods [37]. A pre-deposited conducting layer composed of metal
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Fig. 14.4 (a–d) Schematics and SEM images of the procedures of gas sensor fabrication based on
WO3 nanowire arrays: (a) WO3 nanowire array with a seed layer at the bottom; (b) nanowire array
after PMMA coating; (c) nanowire array after oxygen plasma etching; (d) as-prepared sensor after
top electrode deposition and PMMA removal. (e) Sensing response of the sensor to air-diluted NO2
with different concentrations. The inset is enlarged from the response curve of low concentrations.
All scale bars are 4 μm. Reprinted with permission from [37]

or conducting metal oxides on the supporting substrates can work as the bottom elec-
trode of the device (Fig. 14.4a). A nanowire growth seed layer can also be used. The
major problem is the preparation of the suspended top electrode. In this method, the
whole nanowire array was first covered with poly(methyl methacrylate) (PMMA) by
spin coating, shown in Fig. 14.4b. The nanowire tips were then exposed by oxygen
plasma etching of the PMMA with a carefully controlled etch rate (Fig. 14.4c). A
metal layer was deposited as the top electrode and finally, the PMMA was removed
by acetone, as shown in Fig. 14.4d. Depending on the nature of metal oxide and the
electrode metals, an annealing process may be needed to reduce the contact resis-
tance and improve the device stability. The sensing responses are given in Fig. 14.4e.
Inherited from the intrinsic high sensing performance of WO3 and the large surface
area of 3D nanostructures, the WO3 nanowire array device shows high sensitivity to
NO2. The sensor can detect NO2 with a concentration down to 50 ppb. The resis-
tance change can be as high as 3400% even at a relatively low concentration such
as 5 ppm. The response speed of the sensor is very fast, giving responses in less
than 30 s. From the inset of Fig. 14.4e, one can find that the response signal is much
larger than the background noise. Even at a concentration as low as 50 ppb, it can
be identified easily. The suppression of electrical conductivity of the sensors when
exposed to oxidizing NO2 gas indicates that the WO3 materials show n-type proper-
ties. The response mechanism can be explained by the conventional oxygen reaction
model mentioned in the introduction part. It should be pointed out that the recovery
time of these sensors is more than 800 s, which is much longer than the response
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speed. This indicates that the adsorption process is much easier than the desorption
process.

The assembly of 3D nanostructures can also be realized in a finely controlled in
situ micromanipulation system installed under FESEM [39]. The gas sensor is fab-
ricated from two CuO nanowire arrays, which are prepared by thermal oxidization
of the Cu plate at atmospheric pressure [40]. The schematic of the assembly process
is shown in Fig. 14.5a. A 2 mm × 2 mm piece of CuO nanowire array was first
attached to a thin copper foil, and another piece of CuO nanowire array of the same
size was installed on the tip of the micromanipulator (Kleindiek MM3A-EM). The
nanowire arrays were positioned face-to-face, while the micromanipulator pushed
one array toward the other. Under the FESEM, the space between the nanowires
can be monitored. The micromanipulators have a movement step of 2 nm, which
ensures the accurate positioning of the nanowire arrays avoiding short-circuit or
breakage. The real-time captured FESEM images of the nanowire arrays approach-
ing each other are shown in Fig. 14.5b. The device conductivity increases since more
nanowires get connected when the micromanipulator pushes the nanowire array. The

Fig. 14.5 Assembly processes of CuO nanowire arrays. (a) Schematic diagram of the setup for the
assembly of two vertically aligned CuO nanowire arrays. Two pieces of nanowire array (2 mm ×
2 mm) were attached to a copper plate and the micromanipulator tip. By activation of the manipu-
lator, the distance between the two arrays can be adjusted. (b) In situ observation of the assembly
process when pushing one nanowire array to the other. (c) I–V curves measured at different stages
of the assembly process by a sourcemeter. The I–V curve of a nanowire array connected by silver
paste is also plotted (square symbols). Reprinted with permission from [39]
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nonlinear I–V curves indicated energy barriers formed between adjacent nanowires.
The normalized response curves are depicted in Fig. 14.6a. The device can detect
H2S with a detection limit of 500 ppb. The CuO nanowires worked as a p-type con-
duction channel in the device. Exposing the nanowires to reducing H2S gases at
low concentrations results in the decrease of device conductivity. However, highly
concentrated H2S gases increase the device conductivity and the device becomes
unrecoverable. This phenomenon was explained by a chemical reaction model at
the nanowire-to-nanowire interfaces. Figure 14.6b, c shows FESEM images before
and after highly concentrated H2S exposure, respectively, indicating that an exotic
layer was formed on the nanowire surface. The layer was confirmed to be CuS
by composition and structural characterization. CuS is a metallic material that will
significantly improve the nanowire-to-nanowire contact, resulting in an increase in

Fig. 14.6 (a) Sensing response of a CuO nanowire array sensor to air-diluted H2S at elevated tem-
perature (160◦C). The device can detect H2S at concentrations higher than 500 ppb. The device
conductivity dropped at low concentrations while increased at concentrations higher than 5 ppm.
The initial drops of the response curves are also given in insets. The concentration dependence of
the normalized sensor responses (�I/I0) is also plotted in the inset. SEM images of a CuO nanowire
taken (b) before and (c) after exposure to 100 ppm H2S. Two-stage model was used to explain the
sensing response: CuO presented p-type properties at low concentration, which induced conduc-
tivity drop when exposed to reducing gas. A surface reaction process forming CuS metallic layer
explained the conductivity increase at high concentrations. Reprinted with permission from [39]
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conductivity. The device also shows small response to H2, CO, and NH3 indicating
good selectivity.

Other than conventional microfabrication technique and in situ micromanipula-
tion, there are many other methods under development for 3D nanostructured device
fabrication. For ZnO nanowire arrays grown by metalorganic chemical vapor depo-
sition (MOCVD), a thin film can be formed on the top of the nanowire array by
adjusting the supersaturation condition [41]. This film is used as the top electrode to
connect the ZnO nanowires. This technique simplifies the top electrode fabrication.
However, it relies on the growth properties of the materials and is not easy to extend
to other nanowire arrays.

14.2.1.2 Nanotube Arrays

The fabrication of metal oxide nanotube arrays by anodic oxidization is a well-
developed method, especially the arrays of TiO2 nanotubes [42–44] and Al2O3
[45–47] nanotubes, which have been studied extensively. Each of the aforemen-
tioned arrays can be used in 3D gas sensor fabrication. The anodic-oxidized
nanotube arrays are generally attached to one another forming continuous films that
make the nanotube array freestanding. The electrode preparation for this type of
nanotube array is relatively easy compared to nanowire arrays.

Chen et al. [42] have demonstrated that TiO2 nanotube arrays can be grown
through direct anodization of Ti foil in a fluoride-containing ethylene glycol. During
the growth process, small pits that form at the inter-pore region induce small tube-
to-tube separation. This allows faster gas diffusion, which may improve sensing
performance. Figure 14.7a, b shows as-grown TiO2 nanotube arrays. The as-grown
nanotube arrays are amorphous and post-annealing is required to improve the
crystallinity. An ultrasonic process in ethanol water solution can be used to sep-
arate the nanotube array from the Ti foil. Both the nanotube arrays before and
after the separation can be used for sensor fabrication. The electrodes can be eas-
ily formed by sputtering on one or both sides of the nanotube array films. The
schematic diagram of the device structure and the measurement system is given
in Fig. 14.7c. The TiO2 nanotube array sensors were used for hydrogen detection
(Fig. 14.7d). At elevated temperatures, 1000 ppm nitrogen-diluted hydrogen can
induce 6800 % increase in conductivity when nanotubes with optimized length are
used. In this type of 3D nanostructured sensors, the thickness of nanotube walls, the
nanotube length, and the inter-tube distance are the important factors that control the
sensitivity. For instance, Paulose et al. demonstrated enormous enhancement (more
than seven orders of magnitude) in sensitivity by reducing the thickness of nanotube
walls through process parameters [48]. It worths to point out that the geometry and
material of metal electrodes have significant effects on the sensitivity. In the case
of nanotube array, putting the electrode at the same side will promote the con-
tribution from the tube-to-tube contact and applications of catalytic noble metal
as electrode materials can also increase the sensitivity. Additionally, this type of
freestanding nanostructures is generally fragile and sensitive to mechanical force;
therefore, handling and transfer techniques may be needed for future fabrication of
integrated devices.
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Fig. 14.7 (a) Top view and (b) cross-sectional view images of as-prepared TiO2 nanotube arrays
anodized in ethylene glycol. (c) Schematic diagram of TiO2 nanotube array sensors loaded in a
sensor-testing system. (d) The sensing responses of a 25-μm TiO2 nanotube array on Ti substrate
(i), freestanding TiO2 nanotube array with thickness of 25 μm (ii), and 15 μm (iii). The testing gas
is 1000 ppm nitrogen-diluted hydrogen and measurements were carried out at 200◦C. Reprinted
with permission from [42]

Furthermore, nanotube arrays may not only work as the functioning materi-
als in a gas sensor but also play a role as a structural template to prepare other
metal oxide nanotubes that are difficult to grow. For instance, insulating metal oxide
nanotube arrays, such as Al2O3, prepared by anodic oxidization, can work as struc-
tural templates for the preparation of nanotube arrays of gas-sensing metal oxides
(SnO2, ZnO, In2O3, WO3, MoO3, etc.). Figure 14.8 depicted a general method for
preparation of metal oxide nanotube arrays. The precursors for gas-sensitive metal
oxides can infiltrate into the nanotube template and cover the entire nanotube sur-
face. After appropriate annealing process, polycrystalline nanoparticle films can be
formed on the inner surface of nanotubes. With the electrode metal deposited, the
metal oxide coating contributes the major part of the conductivity due to its rel-
ative low resistance compared to the insulating template. Artzi-Gerlitz et al. have
grown WO3 nanotube arrays using anodic-oxidized Al2O3 nanotube membranes as
templates and their sensing performance has been tested [46]. The WO3 nanotube
array sensors presented about three orders of magnitude improvement in sensitiv-
ity over their thin-film counterparts. This is an effective route to prepare nanotube
arrays with metal oxide sensing materials that are difficult to grow as nanotube
arrays.
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Fig. 14.8 Schematic diagram of fabrication procedures for metal oxide nanotube array based on
anodic nanotube template

14.2.2 Gas Sensors Based on Opal and Inverted Opal
Nanostructures

The periodic opal and inverted opal structures are generally considered as photonic
crystals and their fabrication has become a mature technique in nanotechnology
society [34, 35]. Actually, the first several attempts for gas detection by opal or
inverted opal structures were based on optical measurements, in which the diffrac-
tion or refractive index was monitored when functional polymers were exposed to
target vapors [49–52]. Using the opal or inverted opal structures as templates, 3D
metal oxide conductometric gas sensors can also be prepared [49, 53–55]. The fabri-
cation of metal oxide inverted opal structures is shown in Fig. 14.9a. Under properly
controlled conditions, monodisperse polystyrene (PS) spheres can form a film with
face center cubic (fcc) closely packed arrangement on the glass substrate, which is
known as opal structure. The space between PS spheres is then filled by metal oxide
precursor solution through capillary force. Inverted opal structures of metal oxides
are formed after removing the PS spheres by annealing process. The pore sizes in
the as-prepared inverted opal structure are controlled by the diameter of PS spheres.
Figure 14.9b provides the procedures for the preparation of metal oxide opal struc-
tures. Following similar method for PS opal structure, silica opal structure can be
formed on the substrate. PS precursor solution then infiltrates into the opal structure
forming a PS inverted opal structure after heat treatment and silica removal. The PS
inverted opal structures work as structure templates for preparation of metal oxide
opal structures. Obviously, both of them are very convenient methods to prepare 3D
nanostructures for gas-sensing applications. For instances, the doping and composi-
tion control can be easily realized by the precursor solutions, and the wall thickness
may also be tuned by processing parameters.

The first high-performance metal oxide conductometric gas sensor based on opal
and inverted opal structures was reported by Scott et al. [55]. Figure 14.10a, b
shows the as-prepared SnO2 opal and inverted opal structures. The hollow spheres
in inverted opals are connected to each other through empty channels, which orig-
inate from the sphere-to-sphere contact points in the PS opal structures. And the
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Fig. 14.9 Schematics of fabrication processes of opal and inverted opal structures

spaces between the metal oxide spheres in the opals also formed connected network
of channels. These channels allowed gases diffused into the inner part of the struc-
ture. The diameters of PS and silica spheres used in the opal structures were about
250 nm, which defined the feature size of the opal and inverted opal structures. The
sensing responses to CO in dry or humidity environment have been presented in
Fig. 14.10c. The devices showed similar responses in dry and humidity environ-
ment, implying resistance to the interference from humidity. As shown in Fig. 10d,
the characteristic parameters, prefactor and response order, were extracted from the
experimental data following the empirical response formula

G = APβ

where G is the sensing response, P is the partial pressure of testing gas, A is the
prefactor, and β is the response order. The inverted opals, which can be treated
as 3D network of thin bridges with numerous interconnected junctions and gas
diffusion channels, presented nearly “ideal” gas-sensing behavior. Baratto et al. fur-
ther presented a doping process when creating 3D metal oxide nanostructures with
opal templates [53]. The sensors were tested with several environmental gases. The
sensing responses to reducing gases (CO and methanol) are negligible when the
operating temperature was set to 200◦C. The device showed significant responses
to NO2, and the lowest detection limit is less than 1 ppm. By comparing with pure
SnO2 inverted opal structures, it can be concluded that the dopant introduced with
the precursors can further increase the device performance.
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Fig. 14.10 (a) SEM image of as-prepared SnO2 inverted opal structure. (b) SEM image of
SnO2 opal structures. (c) Sensing responses toward CO at 400◦C. (d) Prefactor and response
order deduced from experimental data for the evaluation of sensor performance. Reprinted with
permission from [55]

14.3 Sensor Arrays Based on 3D Nanostructured Gas Sensors

In this section, we introduce sensor arrays based on 3D nanostructures for gas dis-
crimination. Before the invention of the electronic nose, major research of selective
detection had been focused on the development of sensing materials, through which
the sensor responds specifically to a particular gas of interest. This method is gen-
erally referred to as the traditional “lock-and-key” approach [56]. A gas sensor
with good selectivity requires the sensor to respond to one specific gas and to be
inert to other gases. This is a very strict requirement and difficult to be realized,
especially when discrimination between two active gases with similar properties is
needed. Unlike the “lock-and-key” approach, the biological olfactory systems use
cross-reactive behaviors of individual olfactory receptors. The selective responses
of olfactory receptor are not strictly required, while the strong ability of gas dis-
crimination is realized through a massive variety of chemical properties of olfactory
receptors [5, 57–59]. Mimicking the cross-reactive detection of olfactory systems,
sensor arrays consisting of several gas sensors with different materials were used
to create electronic noses for gas discrimination [60–66]. Recently, the research
of electronic noses has been extended to nanomaterials utilizing carbon nanotubes
[63], metal oxide nanowires [64], etc. However, the major obstacle to an electronic
nose based on 3D nanostructures is the availability of 3D nanostructured gas-sensing
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materials. In the last section, several template methods were introduced, which can
be used as a general route to prepare 3D metal oxide nanostructures.

The growth of ZnO nanowire arrays has been studied extensively and well-
aligned ZnO nanowire arrays have been fabricated by various methods [67–71] with
high reproducibility and excellent alignment. ZnO nanowire arrays can function
as structural templates for the growth of gas-sensing metal oxide nanowire arrays.
Figure 14.11 shows the schematics of the procedures for the preparation of metal
oxide nanowire arrays using ZnO nanowire arrays as structural templates. Following
Xu’s method [71], the core ZnO nanowire arrays were first grown by combining
e-beam lithography patterning and hydrothermal growth. The e-beam lithography
defines the growth position of the nanowires, as shown in Fig. 14.11a. After the
hydrothermal process, ZnO nanowires grew from the PMMA windows that were
patterned by e-beam lithography (Fig. 14.11b). The ZnO nanowire arrays were then
loaded into a thin-film deposition system for shell layer coating. Various methods
can be used to prepare the shell metal oxide layer, including dc/rf sputtering, pulsed
laser deposition, sol–gel method, or other wet chemical methods. Since most of
these methods are well developed and have strong capability for stoichiometry con-
trol, they can prepare most of the known gas-sensing materials. Similarly, the widely
used catalytic metal nanoparticles can also be deposited [26]. After the shell layer
coating (Fig. 14.11c), the top electrode was prepared by the methods mentioned
before (Fig. 14.11d).

Figure 14.12 provides the structural analysis of ZnO nanowire arrays before
and after the SnO2 and Pd nanoparticles were coated with RF sputtering. Obvious
changes in surface roughness of the nanowire arrays indicate successful coating of
the nanoparticles. Detailed structural characterizations were observed by transmis-
sion electron microscopy. It is important to point out that finely controlled deposition
parameters are needed for the vapor-phase deposition methods (sputtering and PLD)
to achieve homogeneous coating. The deposition species generally reach the side-
wall of nanowires with a glancing angle, which may induce special structures in the
coating layers [71, 73].

Three devices with different catalytic metal coatings (Pd, Pt, and Au) were used
to form a sensor array for gas discrimination. The configuration of the sensor array
system is shown in Fig. 14.13. I–V characteristics were first obtained for all three
sensors, which confirmed the contact properties between the metal electrodes and
the metal oxide nanowires. The conductivity of all the sensors was monitored con-
tinuously with a sourcemeter and a switch module when the air-diluted testing gases
were introduced into the testing chamber sequentially. For this specific system, sens-
ing responses toward H2S, NO2, NH3, CO, and H2 with serial concentrations were
obtained. The response data form a knowledge base that describes the gas discrim-
ination capability of the sensor array and can also be used as reference data for
future gas detection [5]. Many statistical methods, categorized as supervised and
unsupervised methods, can be used to analyze the response data. In most elec-
tronic nose systems, supervision methods have been used for gas discrimination,
including principal component analysis (PCA), partial least squares (PLS), multiple
linear regression (MLR), principal component regression (PCR), and discriminant
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Fig. 14.11 Schematic diagrams showing the fabrication procedures of 3D nanosensors using ver-
tically aligned nanowire array as a template. (a) e-Beam-patterned PMMA windows defined the
growth position of the nanowires. (b) Nanowires grew from the PMMA windows forming the core
nanowire array as the template. (c) Gas-sensing layer was coated onto the nanowire arrays, which
can be realized through various methods, such as sputtering, PLD, and sol–gel. (d) Nanowire array
sensors can be prepared by microfabrication

function analysis (DFA) [74]. PCA is widely used in electronic noses based on
nanostructured materials because it is an unsupervised method that requires no or lit-
tle prior knowledge. The PCA data for the first two principal components (PC1 and
PC2) are plotted in Fig. 14.14a. The cumulative variance of the principal compo-
nents is 98.80%, indicating that the 2D plot preserves the major part of information
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Fig. 14.12 FESEM images of (a) as-grown ZnO nanowire array and (b) nanowire array after SnO2
and Pd coatings. (c) TEM image on the edge of the nanowires showing the column structure of the
SnO2 coating. (d) Selected area electron diffraction pattern from the nanowire along ZnO [011̄0]
zone. The diffraction rings are identified as rutile SnO2. (e) X-ray energy dispersive spectrum of
the nanoparticle-coated nanowires (unpublished data)

in the response data. From the plot, one can find that the sensor array shows a strong
discrimination capability for these gases. There are some clusters (H2S and NH3;
CO and H2) with overlapping regions, bringing ambiguity for discrimination of
these gases. This problem may be solved by introducing new response variables
such as response speed or recovery time. Figure 14.14b shows the plot after includ-
ing the response speeds as z-axis, indicating improved selectivity between all of the
tested gases.

As mentioned before, the sensing material library with 3D nanostructures is
still not fully explored. Only a small part of these materials have been presented
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Fig. 14.13 Diagrams of sensor array testing system. The conductivity of three sensors is monitored
simultaneously by a sourcemeter and a switch module. The bottom-right inset is a cross-sectional
FESEM image of a nanowire array sensor. The scale bar is 2 μm

Fig. 14.14 (a) PCA analysis of the sensing responses of the sensor array. The data points from
same gas are grouped. (b) Plot after incorporating response speeds with the PCA data (unpublished
data)

and characterized compared to their counterparts of ceramic, thin films, or lateral
nanostructures. The template methods that use nanowire arrays or opal structures
are feasible ways to access the full material library and will benefit the preparation
of cross-reactive electronic noses based on 3D nanostructures.
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14.4 Conclusion Remarks

The intrinsic properties of nanostructures, such as large surface-to-volume ratio and
feature sizes close to the Debye length, have proved to be beneficial for improving
the sensing performance of metal oxide gas sensors. Their 3D structures may further
increase the sensor performance due to their tremendous surface area and porous
structures. However, there are several demonstrations of gas sensors based on 3D
nanostructures due to the difficulty and stability of 3D nanostructure fabrication and
device integration. In this review, we introduced several successful fabrications of
gas sensors based on 3D nanostructures. The device performance is promising in
terms of sensitivity, selectivity, operation temperature, etc. General routes for 3D
nanostructure fabrication have also been reviewed, which can make full use of the
library of gas-sensing materials. We also mentioned several template-based methods
for the fabrication of 3D nanostructures. Because the gas-sensing applications only
require the functional materials to be polycrystalline and sometimes the boundaries
of polycrystalline materials may also improve the sensing performance, many meth-
ods can be used to create the 3D nanostructures based on a pre-defined 3D template.
The capabilities of sol–gel, wet chemistry, sputtering, and pulsed laser deposition
for this purpose were demonstrated.

In comparison with lateral nanostructured gas sensors, the applications of 3D
nanostructures in gas detection are still limited. There are lots of work that can be
done in the future:

(1) The structure parameters (nanowire diameters, inter-nanowire distances, spac-
ing between opal structures, etc.) should be finely tuned to obtain optimized
factors for gas sensing.

(2) More gas-sensing materials should be included in the future for 3D nanostruc-
ture fabrication. For example, incorporating dopant or catalyst into the known
materials or preparing 3D nanostructures of complex metal oxides.

(3) The recovery time of 3D nanostructured gas sensors is generally much longer
than the response speed. This may be attributed to the larger surface areas of
the 3D structures that induce fast adsorption and slow desorption. Some new
approaches for device recovery, such as UV exposure, may be investigated.

(4) New techniques may be developed for 3D nanostructured fabrication. A recent
example is to prepare gas sensors using several or even individual standing
nanowires [75]. These gas sensors have a miniaturized form factor, high sen-
sitivity (ppb level), and room temperature detection capability, which can be
applied in portable platform such as mobile phone and handheld detectors.

(5) Using multiple 3D nanostructure gas sensors to form cross-reactive sensor
arrays is another trend for future research. This would be based on a fully
explored 3D nanostructured material library.

The pursuit of a man-made gas detection system superior to biological olfac-
tory systems is an interdisciplinary topic that not only involves materials and sensor
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research but also relies on technology and fundamental scientific research on signal
transmission, processing, and neuroscience.
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Chapter 15
Quantum Dot-Sensitized, Three-Dimensional
Nanostructures for Photovoltaic Applications

Jun Wang, Xukai Xin, Daniel Vennerberg, and Zhiqun Lin

15.1 Introduction

As one of the major renewable energy sources, solar energy has the potential to
become an essential component of future global energy production. Commercially
available single-crystalline silicon solar cells exhibit a power conversion efficiency
(PCE) of ∼15%; however, these first generation devices suffer from the high cost
of silicon fabrication [1]. Although polycrystalline silicon solar cells offer dramat-
ically reduced fabrication costs than do their single-crystalline counterparts, their
PCE is markedly lower [1]. Despite having high solar-to-electric energy conversion
efficiency, the use of silicon-based solar cells is restricted by their lack of flexibil-
ity, high manufacturing and installation cost, and heavy weight. As a result, many
research efforts have been made to utilize tailored nanostructured semiconduc-
tors, including conjugated polymers, carbon nanotubes, and quantum dots (QDs),
for the development of next generation light-weight, low-cost, high-efficiency
solar cells. For example, by using ruthenium dye to sensitize titania nanoparticle
films, a PCE higher than 10% has been achieved [2]; Coakley et al. [3–5] stud-
ied organic/inorganic bulk heterojunction (BHJ) photovoltaic cells by infiltrating
semiconducting conjugated polymer, poly(3-hexylthiophene) (P3HT), into meso-
porous titania film with perpendicular pores throughout the film. Alivisatos et al.
[6–11] fabricated hybrid solar cells by spin coating thin films of a mixture of CdSe
nanocrystal and conjugated polymer and studied the effects of nanocrystal shape,
film morphology, and post-treatment on the device performance. Advincula [12],
Xu et al. [13], and Skaff et al. [14] directly grafted conjugated polymer on the
QDs, showing enhanced charge transfer at the organic–inorganic interface. Ma et al.
[15–17], Xue et al. [18–21], and Mutolo et al. [22] studied the solar cells made by
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physically mixing conjugated polymer and fullerene. However, to date, the PCE of
these solar cells is still low due to the inefficient charge transport to the electrode
and significant charge recombination before reaching the electrodes. In this con-
text, improving the solar-to-electric energy conversion efficiency has been one of
the biggest issues in solar energy research. Dye-sensitized solar cells (DSSCs), one
of the most promising of several alternative cost-effective concepts for solar energy
conversion, have received considerable attention over the past decade [2]. To fur-
ther improve the PCE of DSSCs, much research has been performed to optimize
three constituents: the photosensitizer, electron-collecting semiconductor, and hole-
conducting electrolyte. Owing to their outstanding optical properties, QDs have
been utilized for application in solar cells with the possibility of obtaining a PCE
exceeding the traditional Shockley–Queisser limit of efficiency of 32% [23, 24].
Among several schemes of QD solar cells, QD-sensitized solar cells, which are the
focus of this chapter, have the most potential to increase the maximum attainable
conversion efficiency of solar energy. There are a number of advantages to utiliz-
ing QDs as sensitizers, not least being their capacity for multiple exciton generation
(MEG) [25–36]. When incident energy is higher than the bandgap, instead of dis-
sipation in terms of heat loss, as in p–n junction solar cells, QDs (e.g., PbSe [36])
have been shown to generate many excitons per photon. This is an efficient way
to increase photocurrent, and thus enhance power conversion efficiency. Next, QDs
have tunable optical properties as a function of particle size, which facilitate the
absorption of sunlight. Finally, QDs exhibit better heterojunction formation with
solid hole conductors. To date, various QDs (e.g., CdSe, CdS, CdTe, InAs, InP, and
PbSe) have been demonstrated as a substitute for ruthenium dye in conventional
DSSCs [23, 37–40]. Another important modification to conventional DSSCs lies
in the photoanodes (e.g., TiO2 or ZnO). Large bandgap semiconductor nanowires
and nanotubes have recently been employed as photoanodes and exhibited attractive
potential for high-performance solar cells. Unlike the commonly used sintered TiO2
nanoparticle film, the precise orientation of the crystalline nanowires and nanotubes
makes them excellent electron percolation pathways for vectorial charge transfer
between interfaces [41], thereby reducing the chance for charge recombination [42–
50]. This is in sharp contrast to TiO2 nanoparticle film, where the structural disorder
at the contact between adjacent TiO2 nanoparticles leads to the increased scattering
of electrons (i.e., trapping/de-trapping for charge hopping) and reduced electron
mobility.

In this chapter, recent progress in QD-sensitized, three-dimensional nanostruc-
tures for use in photovoltaic applications is discussed, including the synthesis
and surface functionalization of colloidal QDs, chemical bath deposition of QDs,
and QD-sensitized, three-dimensional nanostructures (including semiconductor
nanoparticles, nanowires, and nanotubes). This treatment of QD nanostructure fab-
rication is followed by an investigation of electronic interactions between QDs and
large bandgap semiconductors. The chapter concludes with an outlook on the future
of QD-sensitized solar cells.
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15.2 Quantum Dot-Sensitized Solar Cells

15.2.1 Overview

Semiconductor nanocrystals, known as QDs (e.g., CdSe, CdS. CdTe, InAs, InP, and
PbSe), absorb visible to near-IR light and inject electrons into large bandgap semi-
conductors (e.g., TiO2 and ZnO). They show the promising potential to substitute
for ruthenium-based dyes in conventional DSSCs [23, 37–40]. QDs possess tunable
band edge, efficient visible absorption, and MEG capability [23, 25, 28, 30–35]
and thus have been studied, both theoretically and experimentally, for use in solar
energy conversion. Theoretical calculation shows that as many as seven excitons can
be generated upon absorption of one photon by QDs at a certain energy level [34],
and an ideal PCE higher than 40% can be expected [23, 39].

QDs are usually synthesized via colloidal chemistry and chemical bath deposi-
tion. Colloidal chemistry yields QDs with well-defined size, shape, and chemical
composition, as well as good solvent solubility due to the fact that the surface is
capped mostly by a hydrophobic ligand. Surface functionalization on QDs is neces-
sary to enhance their filling into hydrophilic nanoporous films and to promote the
interaction between QDs and electron acceptor surface, thereby increasing the pho-
tocurrent in QD-sensitized solar cells. A commonly adopted approach for surface
functionalization of QDs is ligand exchange, i.e., replacing the original hydrophobic
ligand with bifunctional molecules. QDs made by chemical bath deposition render
much better filling of QDs in nanoporous films. However, control over the size and
shape of QDs needs to be further investigated and optimized.

To date, in most QD-sensitized solar cells, mesoporous TiO2 films are used as
electron acceptors (i.e., photoanode). QD-sensitized solar cells have been assem-
bled by infiltrating QDs or by chemical bath deposition into these mesoporous
electron acceptor films. Hole transport electrolytes are injected between the QD-
doped photoanode and the counter electrolyte (e.g., Pt-coated conductive substrate).
High-efficiency light absorption by QDs, efficient filling of QDs, good interac-
tion between QDs and the electron acceptor, and high-performance electrolyte are
the keys to fabricating highly efficient QD-sensitized solar cells. Large bandgap
semiconductor nanowires and nanotubes have recently been developed to replace
mesoporous TiO2 film in order to achieve better electron transport and reduce charge
recombination.

15.2.2 Synthesis of Quantum Dots and Surface Functionalization

QDs are highly emissive, spherical nanoparticles that are a few nanometers in diam-
eter [51, 52]. They provide a functional platform for a new class of materials for use
in solar cells [7, 8, 11], LEDs [53, 54], tunable lasers [55], optical storage media
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[56], nonradiative energy transfer [56–58], biosensors [59–63], and bioimaging [64,
65]. For QDs such as CdSe [66, 67], variation of particle size provides continuous
and predictable changes in light absorption and fluorescence emission due to their
quantum-confined nature. An appropriate surface passivation with a monolayer of
coordinating ligands is crucial to ensuring the solubility and miscibility of QDs with
the host environment and to retaining the spectroscopic properties of the materials
by preventing QDs from aggregating. Ligand exchange permits derivatization with
a broad range of functional groups.

Among all the synthetic approaches, colloidal synthesis is the most widely
used technique for preparation of high-quality QDs. These colloidal semiconductor
nanocrystals are usually synthesized from precursor compounds dissolved in solu-
tions. The synthesis is based on a three-component system composed of precursors,
organic surfactants, and solvents [57]. By tuning the reaction conditions, QDs with
controlled size, shape, and chemical composition can be readily obtained [68–71].
Figure 15.1 shows examples of CdSe/CdS core/shell QDs of different shapes [68].

QDs synthesized through conventional organometallic high-temperature growth
procedures are functionalized with hydrophobic ligands (e.g., trioctylphosphine
oxide, TOPO) [69, 71]. However, on many occasions, it is desirable to prepare
water-soluble QDs for use in bioimaging, biosensors, and QD-sensitized TiO2
nanocrystal solar cells. In the latter context, due to the size-dependent optical prop-
erties and MEG capability [25–28, 32], QDs can be exploited as the sensitizer in
QD-sensitized TiO2 solar cells. Placing the water-soluble QDs in intimate direct
contact with the hydrophilic TiO2 nanocrystals is expected to facilitate the efficient
charge transfer from QDs to TiO2 in QD-sensitized TiO2 solar cells. This can be
realized by utilizing both QDs (e.g., dithiocarbamate-functionalized QDs with the
carboxyl group on the surface [72]) and TiO2 (e.g., the hydroxyl group on the TiO2
surface [50, 73, 74]) with complementary functional groups, which allow them to
react with each other under mild conditions.

Bifunctional molecules with the thiol and carboxyl groups at each end (e.g.,
mercaptopropionic acid, MPA [38, 44, 74]) have been used as effective ligands
to prepare water-dispersible QDs. The thiol group provides the chemical affinity

Fig. 15.1 TEM images of CdSe/CdS core/shell QDs of different shape: (a) nanodots, (b)
nanorods, and (c) tetrapods; scale bars, 20 nm (reprinted with permission from [68]. Copyright
© American Chemical Society)
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to QDs, while the carboxyl group imparts the water solubility. Notably, the use of
thiols suffers from their instability against oxidation [75–77]. This drawback has
recently been overcome by using dithiocarbamate moieties as ligands due to their
strong chelate-type binding to metal atoms [78, 79]. The resulting dithiocarbamate-
functionalized QDs exhibited improved resistance against photooxidation. However,
to obtain the dithiocarbamate ligand, a multi-step synthesis was needed. Later
on, a spontaneous assembly of dithiocarbamate on a gold surface was demon-
strated by simply exposing gold to carbon disulfide (CS2) and secondary amine
[80]. This approach was then successfully extended to CdSe/ZnS QDs to tune the
surface properties of QDs [76]. Basically, TOPO-functionalized CdSe/ZnS QDs
were added to the solution containing equivalent amount of CS2 and glycine (an
amino acid-based ligand), followed by stirring at room temperature for several
hours to convert CdSe/ZnS–TOPO to dithiocarbamate-functionalized CdSe/ZnS
[76]. Glycine, dissolved in the mixture of chloroform and methanol (CHCl3:MeOH
1:1), provides both a source of amine group for the formation of dithiocarbamate
via its reaction with CS2 and a source of carboxyl group for aqueous solubility.
It is noteworthy that only very dilute CdSe–TOPO QD concentrations (i.e., 10–3

M) were used in the ligand exchange due to the limited solubility of glycine in
the CHCl3/MeOH mixture [76]. Thus, the yield of D-CdSe QDs was rather low.
However, for the use of water-soluble QDs in bioimaging and solar cells, and also
from a cost-effective point of view, a route to large-scale production of QDs is
highly desirable. Moreover, these dithiocarbamate-functionalized CdSe/ZnS QDs
were formed via the ligand exchange in one phase (i.e., in the CHCl3/MeOH
mixture). As a result, additional steps (i.e., precipitation and redissolution) were
necessary to obtain the CdSe/ZnS QD aqueous solution [76]. To this end, a simple
biphasic ligand exchange approach has recently been developed to prepare water-
soluble, dithiocarbamate ligand-capped CdSe QDs on a large scale. This approach
takes advantage of the good solubility of glycine in water [72]. Figure 15.2 shows
the successful transformation of TOPO-functionalized CdSe in chloroform from
water insoluble to water soluble by replacing TOPO with dithiocarbamate moi-
eties. Other approaches, including the use of polyelectrolytes as surface-capping
ligands, were also developed to transfer hydrophobic QDs into water [81]. It is
worth noting that the terminal functional groups (i.e., carboxyl group) offer the
possibility to further control the surface properties of QDs or link to functional
molecules.

Chemical bath deposition (CBD) is another way to deposit QDs onto semicon-
ducting metal oxide electron collectors, dispensing with need for the use of surface
ligand-capped QDs [38–40, 44, 82]. A much better interface between QDs and an
electron-accepting semiconductor and more efficient filling of QDs into mesoporous
film can be achieved using CBD. In a CBD process, anionic and cationic precursors
react slowly under a given condition. Traditional CBD adds two ionic precursors
together and controls the reaction rate, usually by controlling the pH of solution to
adjust the ionic concentration [83–86]. A new means to the rate control is to separate
cationic and anionic precursors and mix them by immersing the metal oxide alterna-
tively into two precursor solutions [37, 87]. This method is called successive ionic
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(a)

(b)

Vigorous Stirring
Room Temperature

Fig. 15.2 (a) Transformation of hydrophobic CdSe QDs in chloroform into hydrophilic QDs
in water. (b) Schematic illustration of the ligand exchange with dithiocarbamate (reprinted with
permission from [72]. Copyright © The Royal Society of Chemistry)

layer adsorption and reaction (SILAR). Compared to the traditional CBD method,
the SILAR process is more efficient (less than 1 h as opposed to several hours to
overnight process), well controlled in terms of the density and size of the QDs, and
selective with respect to only acting on the metal oxides (in comparison to on all
surrounding parts, including the container surface), making SILAR the best process
to deposit QDs on mesoporous metal oxides [37, 82, 88, 89].

SILAR has been successfully employed for the preparation of various QDs (e.g.,
PbS, CdSe, and CdTe) of II to VI elementals on semiconductor electron collectors
(usually TiO2) with photocurrent yields up to 70% [37]. Two solutions, one con-
taining anions and the other containing cations, are prepared and the metal oxide
electron collector (e.g., TiO2) is immersed into one of the ionic solutions. Trace
amount of ion adsorbs to the surface of the metal oxide. After rinsing with water
or ethanol, the metal oxide is soaked into the other oppositely charged ion solution.
The residual ion on the metal oxide surface reacts with the oppositely charged ion in
the solution to form a thin layer of semiconductor QDs. QDs with desired thickness
can be achieved by repeating the deposition cycles several times.

One obstacle for the SILAR process is the preparation of ionic solution, espe-
cially metal anionic solution, as it is very easily oxidized in air. To date, most of the
SILAR experiments are based on metal sulfide QDs, for example, PbS and CdS [48,
89–91], due to the high stability of sulfide ions. Recently, a breakthrough has been
made by Gratzel et al. [88]. Unstable selenide and telluride anion solutions were
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stabilized by adding a reducing agent, NaBH4, into an ethanol solution containing
selenium oxide or tellurium oxide, as described below.

SeO2/TeO2 + 2NaBH4 + 6C2H5OH → Se2−/Te2− + 2Na + + 2B(O2H5)3
+ 5H2 + 2H2O

Obvious color change can be observed during the process, indicating the reduction
reaction from Se4+/Te4+ to Se2–/Te2–. Subsequently, the SILAR process was carried
out under an inert gas atmosphere to avoid oxidization by air [88].

15.2.3 Quantum Dot-Sensitized Nanoparticle Films

Mesoporous TiO2 films, consisting of nanocrystalline TiO2 particles, have been
extensively used as photoanodes and sensitized with ruthenium dyes in conventional
dye-sensitized solar cells (DSSC) [2]. Due to the large surface area to volume ratio
in these films, efficient dye loading and incident light absorption are achieved. The
film is prepared from pre-synthesized TiO2 colloid solution via the “doctor blade”
technique, followed by annealing at high temperature to yield a crystalline anatase
phase. The nanoparticles can be synthesized by a variety of methods, including
hydrolysis of a Ti organic complex (e.g., Ti tetraisopropoxide [2, 38, 92]), templated
synthesis [93, 94], and microemulsion process [95]. In addition to using ruthenium
dyes as photosensitizers, QDs have recently been exploited to sensitize TiO2 for use
in solar cells. Because of their unique optical properties and MEG characteristic,
QD-sensitized solar cells have exhibited great potential for solar energy conversion.
Typically, two approaches have been employed to deposit QDs into mesoporous
TiO2 films, that is, the solution deposition of pre-synthesized colloidal QDs and
chemical bath deposition of QDs. As previously discussed, QDs produced from
colloidal chemistry possess well-controlled size, shape, chemical composition, and
surface properties; however, efficient infiltration of QDs into the mesopores and
effective electronic interaction between QDs and TiO2 remain a challenge. By con-
trast, chemical bath deposition of QDs provides efficient filling of the mesopores
through the atomic-scale add-up process, but the size and shape of deposited QDs
cannot be well controlled.

In early studies, pre-synthesized colloidal QDs were deposited on mesoporous
TiO2 films to yield QD-sensitized solar cells. Although the PCE of these solar
cells is low, considerable knowledge have been gained regarding the optimization of
device performance [96–98]. Low bandgap QDs, such as InP and InAs, have been
investigated as photosensitizers due to their high absorption coefficient and opti-
mized bandgap for the full spectral absorption of sunlight [39, 40]. The photovoltaic
performance of InP and InAs QD-sensitized solar cells is shown in Fig. 15.3.

The low PCE can be attributed to the following: (1) insufficient filling of
hydrophobic QDs into hydrophilic mesoporous TiO2 films; (2) less effective elec-
tronic interaction between QDs and TiO2 surfaces; and (3) rapid corrosion of
QDs by iodide-based electrolyte. Thereafter, efforts have been made to optimize
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(a) (b)

Fig. 15.3 (a) Current–voltage characteristic of InP-sensitized TiO2 solar cells. Inset shows the
photocurrent performance. InP QDs of size of 6.5 nm were used (reprinted with permission for
[40]. Copyright © American Chemical Society); (b) current–voltage characteristic of InAs QD-
sensitized TiO2 solar cells, exhibiting a PCE of 1.74% under 5 mW/cm2 illumination and 0.3%
under 100 mW/cm2 illumination; InAs QDs of size of 3.4 nm were used (reprinted with permission
from [39]. Copyright © American Chemical Society)

QD-sensitized solar cells. For example, Co redox electrolyte [39, 82, 88, 89] and
polysulfide electrolyte [38] have been used to provide long-term stability for QDs
in the devices; in addition, QDs and TiO2 surfaces have been engineered to promote
electronic interaction (i.e., charge injection from QDs to TiO2) [38, 43, 50, 96, 98].
Chemical bath deposition has also been used for high-efficiency deposition of QDs
into mesopores [83, 85, 87, 88, 90, 99–101].

Since pre-synthesized QDs are usually capped with hydrophobic ligand, for
example, TOPO, surface functionalization of QDs is a commonly used approach to
control surface properties [81]. Surface functionalization not only provides desired
surface properties but also influences the intrinsic physical properties of QDs. For
example, enhanced quantum yield of CdSe QDs was observed upon ligand exchange
with dithiocarbamate ligand [72]. In order to increase loading of QDs and improve
electronic interaction between QDs and TiO2, one widely used method is to use
bifunctional molecules (e.g., mercaptopropionic acid, MPA) as the linker to obtain
molecular linking between QDs and TiO2 [38]. As shown in Fig. 15.4, CdSe QDs
are chemically linked to mesoporous TiO2 films. The TiO2 surface was first func-
tionalized with molecules that have carboxyl and thiol groups at each end. The
carboxyl groups were preferentially attached to the TiO2 surface, while the termi-
nal thiol groups were anchored to the CdSe QD surface via ligand exchange with
TOPO [38]. A scheme illustrating charge injection, charge transport, and charge
recombination upon the visible light excitation of CdSe QDs that are linked to TiO2
is given in Fig. 15.5. By using bifunctional molecules as the linker, CdSe QDs can
be effectively assembled on the TiO2 surface, thereby facilitating efficient electron
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Fig. 15.4 Schematic illustration of chemical linking of CdSe QDs to TiO2 surface using bifunc-
tional molecules, for example, mercaptopropionic acid (MPA) (reprinted with permission from
[38]. Copyright © American Chemical Society)

Fig. 15.5 Schematic illustration of the charge injection, charge transport, and charge recombina-
tion in CdSe QD-sensitized mesoporous TiO2 films at (a) low and (b) high excitation intensities
(reprinted with permission from [38]. Copyright © American Chemical Society)

injection from the conduction band of QDs to TiO2, which was confirmed by fem-
tosecond transient absorption and emission quenching characterizations [38]. It is
worth noting that higher incident light intensities can lead to increased scattering
as well as charge recombination due to the accumulated carriers in TiO2 domains,
which results in low overall PCE [38, 39].

Oleic acid-capped CdSe QDs have been used as a substitute for TOPO-capped
CdSe QDs in QD-sensitized solar cells. It was found that surface capping with oleic
acid increased the loading of QDs in mesoporous TiO2 film, extended the absorption
range, and possibly suppressed the surface charge recombination [96]; the TiO2
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Fig. 15.6 (a) Schematic illustration of the ligand exchange between oleic acid and MPA, and
TOPO and MPA. (b) Absorption spectra of oleic acid-capped and TOPO–capped, CdSe QD-
sensitized films over a 5-μm-thick transparent TiO2 layer. Inset shows the TEM of 3-nm oleic
acid-capped CdSe QDs (reprinted with permission from [96] Copyright © American Institute of
Physics)

film was functionalized with the bifunctional molecule MPA prior to loading the
QDs. The ligand exchange between oleic acid and MPA, TOPO and MPA, and the
absorption spectra of TiO2 films infiltrated with oleic acid and TOPO-capped CdSe
QDs are shown in Fig. 15.6. The difference between two capping ligands is the
bonding strength to CdSe surface. The weak bonding between the carboxyl group
and CdSe allowed for the formation of strong bonding between MPA and CdSe
upon the ligand exchange, leading to a high rate of ligand exchange between oleic
acid and MPA. On the other hand, TOPO molecules interact strongly with CdSe,
preventing MPA from approaching the CdSe surface, which results in a low rate of
ligand exchange between TOPO and MPA. As a result, improved loading of CdSe
QDs and extended absorption were achieved, and the overall PCE of QD-sensitized
solar cells with oleic acid-capped CdSe showed 64% improvement over those with
TOPO-capped CdSe [96].

According to a recent investigation of the charge injection rate from QDs to TiO2
using transient absorption technique, the size-dependent optical properties of QDs
make it possible to engineer the semiconductor bandgap [74]. It was found that as
the QD’s size decreases (i.e., larger bandgap), the electron transfer rate from QDs
to TiO2 increases, which is due to the increased energy difference between the con-
duction band of CdSe and that of TiO2 (Fig. 15.7). As a result, the fastest electron
transfer rate was observed from 2.4-nm CdSe QDs. A recent study on the modu-
lation of electron injection in CdSe–TiO2 system revealed that medium alkalinity
affects the energetic band position of TiO2, and thus influences the charge injection
process between CdSe QDs and TiO2 [102]. Figure 15.8 shows the pH-dependent
emission spectra, emission response of CdSe on the TiO2 film, and emission life-
time response of CdSe on the TiO2 and SiO2 films. SiO2 is an inert substrate and
does not directly influence the radiative recombination process in CdSe; therefore it
was used as the control experiment. It was clearly shown that a mild acidic medium,
if favorable for the electron injection from CdSe QDs to TiO2, exhibits a nearly
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Fig. 15.7 (a) The transient recovery recorded at the bleaching maximum following 387 nm laser
pulse excitation of CdSe QDs in 1:1 ethanol/THF-containing mercaptopropionic acid (a) without
and (b) with linked TiO2 particles. (b) Schematic illustration of the principle of electron trans-
fer from quantized CdSe into TiO2 and (c) the dependence of electron transfer rate constant on
the energy difference between the conduction bands. Top axis represents assumed CdSe conduc-
tion band energy positions (reprinted with permission from [74] Copyright © American Chemical
Society)

fivefold increase in the apparent electron transfer rate constant upon decreasing the
pH from 12 to 5.5 based on the emission lifetime measurement [102]. This result
is of great importance for promoting charge injection from QDs by controlling the
pH of the medium. It is worth nothing that the change in the emission response is
reversible, making it possible to use CdSe–TiO2 system for sensing the pH of the
medium [102].

One challenge in QD-sensitized solar cells is to capture photogenerated electrons
as quickly as they are generated and subsequently transport them to the electrode
in an efficient manner [103]. Recently, QD–C60 composite film was deposited
on mesoporous TiO2 films for the efficient capture of a photogenerated electron
[103, 104]. C60 and its derivatives have been widely used in organic thin-film solar
cells because of their outstanding electron-accepting property [105]. Electrophoretic
deposition of CdSe–C60 composites provides better interaction between CdSe and
C60 by encapsulating CdSe QDs with C60 clusters. Emission quenching and emis-
sion lifetime measurements showed that C60 can efficiently capture the electrons
from photoexcited CdSe QDs, which was further confirmed by the photoelectro-
chemical experiment, i.e., the observed photocurrent generation efficiency within
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Fig. 15.8 (a) Emission spectra and (b) emission response of CdSe on TiO2 film at three different
pH values. Distilled water was flowed through the cell before changing pH. (c and d) Emission
lifetime responses of CdSe on TiO2 and SiO2 films at varying pH, respectively (reprinted with
permission from [102] Copyright © American Chemical Society)

CdSe–C60 films is two orders of magnitude greater than that of the CdSe films
alone (Fig. 15.9). Other carbon nanostructures, owing to their unique electronic
and optical properties, can also be used for efficiently capturing photogenerated
electron in QDs, for example, stacked-cup carbon nanotubes (SCCNT) [104].
Electrophoretic deposition can efficiently deposit SCCNT–CdSe on the TiO2 elec-
trode; ultrafast electron transfer from photoexcited CdSe QDs to SCCNT was
achieved and confirmed by emission quenching and transient absorption measure-
ment. Moreover, it was found that decreasing the size of QDs further increased the
charge transfer rate [104]. These observations suggested that integrating CdSe QDs
with carbon nanostructures may be a promising direction toward the development
of high–performance, QD-sensitized solar cells.

Infiltrating QDs into mesoporous TiO2 films remains a challenge in QD-
sensitized solar cells, mainly because the size of QDs is much larger than that of
ruthenium dye molecules and non-polar solvent (i.e., toluene) for dispersing QDs
cannot wet the hydrophilic surface of TiO2. Chemical bath deposition (CBD), unlike
the pre-synthesized colloidal QDs capped with ligand, involves the successive ionic
deposition and reaction of metal ions on the TiO2 surface. Anionic and cationic
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Fig. 15.9 (a) Dependence of the incident photon to current generation efficiency (IPCE) on the
incident wavelength and (b) the photocurrent response of electrodes to ON–OFF cycles of illumi-
nation: (a) C60, (b) CdSe QDs, and (c) CdSe–C60 clusters on SnO2 film electrodes. The electrolyte
was 0.1 M Na2S in water (reprinted with permission from [103] Copyright © American Chemical
Society)

precursors are usually prepared in aqueous or polar solvent, which can wet the
hydrophilic TiO2 surface, thereby achieving a higher degree of filling. In addition,
CBD of QDs provides intimate contact between QDs and the TiO2 surface, resulting
in much better charge transfer efficiency. In the conventional CBD process, anionic
and cationic precursors react slowly under a given condition. Two ionic precursors
are usually put together and the reaction speed can be controlled by the pH value
of the solution and the ionic concentration [83–86]. Recently, a new way to control
the reaction rate has been developed by simply immersing the electrode alternately
into two precursor solutions [37, 87]. This method, as discussed above, is called
successive ionic layer adsorption and reaction (SILAR). Various QDs have been
successfully prepared by CBD technique [37, 82, 87–89]. The most recent advances
in the preparation of stable Se2– and Te2– precursors make it possible to deposit
CdSe and CdTe QDs onto mesoporous TiO2 films [88]. The absorption spectra, the
digital image of mesoporous TiO2 films after SILAR deposition of CdSe QDs, and
TEM images on the CdSe–TiO2 particles are shown in Fig. 15.10. As the deposition
cycles increased, the color of the TiO2 film became deeper, indicating the increased
amount of CdSe and increased size of CdSe QDs. The UV–vis absorption spec-
tra also confirmed the successive deposition of QDs onto mesoporous TiO2. From
TEM and HRTEM characterizations, it is clear that SILAR-deposited CdSe QDs
had intimate contact with TiO2 nanoparticles, thereby providing effective electronic
interaction between CdSe and TiO2 without the use of any molecular linkers (e.g.,
MPA).

It is worth noting that a thin terminating layer of CdTe could dramatically
increase charge collection efficiency. Transient photovoltage and photocurrent
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Fig. 15.10 Absorption spectra of 2-μm-thick film made of 20-nm TiO2 after the SILAR depo-
sition of CdSe QDs (1–6 cycles) and photographs of the corresponding films (inset; left). TEM
images of CdSe QDs/TiO2 particles after six cycles of the SILAR process (reprinted with
permission from [88] Copyright © American Chemical Society)

decay measurements suggested a lower charge recombination with the existence of a
thin CdTe terminating layer, which served as a barrier layer and retarded the recom-
bination between photogenerated electrons and the oxidized cobalt electrolyte [88].
As a result, a longer electron diffusion length could be achieved, exhibiting an over-
all PCE over 4% under 100 W/m2 illumination. Upon optimizing the structure of
QD-sensitized solar cells, a cascade electrode of TiO2/CdS/CdSe has recently been
developed for solar cell applications, in which the reorganization of energy levels
between CdS and CdSe formed stepwise band-edge levels to facilitate the electron
injection and hole recovery of CdS and CdSe QDs; in addition, CdS and CdSe QDs
have a complementary effect in the light harvesting. In the end, an overall PCE
of 4.22% was obtained under AM1.5G illumination, which is the highest reported
value for QD-sensitized solar cells [87].

15.2.4 Quantum Dot-Sensitized Nanowire Arrays

As discussed above, the most commonly used semiconductor electrode for sensi-
tized solar cells are mesoporous TiO2 films composed of crystalline TiO2 nanopar-
ticles. However, the random dispersion of TiO2 nanoparticles in thin film leads to
increased scattering of free electrons and electron trapping at the interfaces between
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nanoparticles, thereby reducing electron mobility [106]. In this context, the use of
aligned, single-crystalline, wide bandgap semiconductor nanorods and nanowires
in DSSCs allows for direct electron transport along the long axis of nanorods
and nanowires that are normal to the electrode [42, 45, 106–109]. Recently, ZnO
single-crystalline nanowires have been extensively studied in terms of synthesis and
application in DSSCs [110]; the vectorial electron transport along the nanowire axis
resulted in improved charge collection efficiency. However, due to its poor chem-
ical stability, limited PCE has been achieved in ZnO nanowire-based sensitized
solar cells. Due to their unique optical properties and MEG capability, QDs show
the potential to enhance the performance of ZnO nanowire-based sensitized solar
cells [44].

An array of ZnO nanowires were grown vertically from a fluorine-doped tin
oxide (FTO)-conducting substrate (Fig. 15.11). Subsequently MPA-functionalized
CdSe QDs were chemically anchored to the ZnO nanowire surface via the interac-
tion of a terminal carboxyl group on functionalized CdSe and the hydroxyl group
on the ZnO surface. Upon photoexcitation, excitons were generated in CdSe QDs,
and then electrons were injected from CdSe QDs to ZnO nanowires. On the ini-
tial attempt, the grafting density of MPA-capped CdSe QDs to ZnO nanowires
was low. This was increased by modifying the ZnO surface with oxygen plasma
prior to the QD adsorption. Oxygen plasma treatment may charge the nanowire
surface, create dangling bonds through ion bombardment, remove surface contami-
nants, and saturate the surface hydroxyl groups [44, 49], which in turn contributed
to the increased grafting of QDs onto ZnO nanowires. Photoelectrochemical results
showed that both the PCE (0.4% under AM1.5G illumination) and short-circuit
current density of the quantum dot-sensitized solar cells assembled using the oxy-
gen plasma-treated ZnO nanowires were more than an order of magnitude higher

Fig. 15.11 Schematic of the
quantum dot-sensitized solar
cell. An array of ZnO
nanowires, grown vertically
from an F-doped SnO2/glass
substrate and decorated with
CdSe QDs, serve as the
photoanode. A second
F-doped SnO2/glass
substrate, coated with a
100-Å layer of Pt, is the
photocathode. The space
between the two electrodes is
filled with a liquid electrolyte
(reprinted with permission
from [44]. Copyright ©
American Chemical Society)
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than those assembled using non-treated nanowires [44]. Single-crystalline TiO2
nanowires were directly grown on a transparent conductive substrate via a solvent
thermal technique, and their application in DSSCs has recently been demonstrated
[42, 45]. These single-crystalline TiO2 nanowire arrays are also promising pho-
toanodes for quantum dot-sensitized solar cells. Moreover, TiO2 has much better
chemical stability than does ZnO, making it suitable for stable, high-performance
solar cells.

Although the performance of quantum dot-sensitized nanowire solar cells is low,
further optimization, including the size and chemical composition of QDs, the selec-
tion of surface-capping ligand, chemical bath deposition (CBD) of QDs, and the
high-performance hole transport electrolyte, is expected to enhance the PCE of this
type of solar cell.

Recently, photocurrent in silicon nanowires or quantum walls induced by non-
radiative resonant energy transfer (NRET) from adjacent layers of lead sulfide
QDs was observed using time-resolved photocurrent measurements [108, 111]. This
NRET between efficient photo absorbers (e.g., QDs) and adjacent quantum channels
with high charge transport mobility may offer a viable alternative to the limita-
tions of carrier transport and collection faced by excitonic solar cells (e.g., quantum
dot-sensitized solar cells).

15.2.5 Quantum Dot-Sensitized Nanotube Arrays

Highly ordered, vertically oriented, TiO2 nanotube arrays of different aspect ratios
and surface qualities have recently been fabricated as alternative nanoscale archi-
tectures to substitute for sintered TiO2 nanoparticle films in DSSC [46, 49, 112].
They also exhibited promising performance for use in gas sensors [113–115], water
splitting [112, 116–118], photocatalysts [119, 120], and cell separation [121, 122].

In an electrochemical anodization process, TiO2 nanotube arrays were formed
via self-organization of TiO2 as a result of a delicate balance of electrochemical
oxidation of Ti into TiO2, electrical field-induced dissolution of TiO2, and the chem-
ical dissolution of TiO2 by fluorine ions as the fluorine ions quickly react with TiO2.
Therefore, it has been a challenge to grow highly ordered TiO2 nanotube arrays with
high aspect ratio [112, 123–128]. Recently, by adjusting the pH of the electrolyte,
using fluorine-containing buffer solution, or applying nonaqueous electrolyte, TiO2
nanotube arrays with film thickness greater than 1000 μm have been obtained.
By tuning the electrochemical anodization conditions (i.e., electrolyte, tempera-
ture, and anodization potential, etc.), highly ordered TiO2 nanotube arrays with pore
diameters ranging from 20 to 100 nm, tunable wall thicknesses, and variable film
thicknesses can be obtained [41, 129, 130].

It is noteworthy that due to the weak connection between the TiO2 nanotubes and
the Ti substrate through the TiO2 “barrier layer,” a thick freestanding TiO2 nanotube
film can be readily obtained by mechanically detaching it from the Ti substrate via
a mild ultrasonication [131, 132]. Alternatively, selective chemical etching of the
metallic Ti substrate using a bromine-containing methanol solution also yielded
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freestanding TiO2 nanotube arrays; however, the employed etching solution was
highly corrosive [119]. After a long anodization time (e.g., 60 h), the top sur-
face of the TiO2 nanotube arrays was covered by a thin layer of TiO2 nanowires,
which formed due to the electric field-induced chemical etching of nanotubes in a
“bamboo-splitting” mode [133]. This thin layer of nanowires can be readily removed
by ultrasonication, exposing the nanotubes buried underneath [131].

The ability to produce a freestanding TiO2 nanotube film makes it possible to
transfer the film to a variety of substrates (e.g., Si or transparent, conductive, FTO-
coated glass). On the other hand, the poor mechanical strength of the freestanding
film makes it difficult to handle, especially in the case of a very thin TiO2 film.
Therefore, it is crucial to grow the TiO2 nanotubes directly from a desired substrate
(e.g., transparent FTO-coated glass). For example, for the use of TiO2 nanotube
arrays in DSSCs, it is more advantageous to exploit TiO2 nanotubes obtained by
anodization on a transparent, conductive substrate than those formed on a metal-
lic Ti substrate. In the so-called frontside-illuminated DSSC, the incident light
directly illuminates the dye-sensitized TiO2 nanotubes through the FTO-coated
glass. However, in the “backside-illuminated” mode, the incident photons have
to pass through the semi-transparent top electrode and the redox electrolyte (e.g.,
I3

–/I–) before reaching the dye-sensitized TiO2 nanotube, leading to a significantly
less efficient absorption of the incident light.

In comparison to transferring a freestanding TiO2 nanotube film onto the trans-
parent, conductive substrate for use in DSSCs, an intimate contact between TiO2
nanotube arrays and the transparent conductive substrate is readily present when
anodizing Ti thin film that is predeposited on the substrate by sputtering [e.g.,
radio frequency (RF)-sputter deposition] [134, 135]. Interestingly, the as-prepared
black TiO2 nanotube film obtained after anodization transforms into a transparent
film after high-temperature annealing to induce crystallinity [130, 135]. The opti-
cally transparent TiO2 nanotube arrays have also been used as sensing elements for
hydrogen sensing, exhibiting very promising performance compared to the nanotube
arrays formed on Ti substrates [136]. It is worth noting that the attainable thickness
of TiO2 nanotube arrays is restricted to only a few hundred nanometers because of
limitations on the ability to deposit thicker, high-quality Ti on the substrate under
current experimental conditions (e.g., 360-nm-thick TiO2 nanotubes obtained from
anodization of 500-nm-thick pure Ti film deposited on the substrate) [46, 135]. Very
recently, an elegant study has demonstrated that a 1000-nm-thick TiO2 nanotube
film can be fabricated by anodizing the deposited Ti film in an ethylene glycol
electrolyte [137].

TiO2 nanotube arrays are amorphous directly after anodization. Many potential
applications require the use of crystallized TiO2 because of its unique electrical
and optical properties. Furthermore, specific crystalline phases are ideal for differ-
ent applications; the anatase phase of TiO2 is preferred in DSSC and photocatalysis,
whereas the rutile form is mostly used in the area of dielectrics and high-temperature
oxygen gas sensors [138]. To transform the amorphous TiO2 into the crystalline
phases (anatase, rutile, etc.), thermal annealing is often carried out. Notably, the
TiO2 nanotubular structures are retained after annealing at high temperature, and
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the phase conversion has been confirmed by X-ray diffraction. Additionally, Raman
scattering can also be performed to determine the crystalline phases of TiO2 nan-
otubes due to different crystalline phases having specific Raman signatures. For
example, the anatase phase has Raman peaks at 145, 198, 399, 516, and 640 cm–1,
while the rutile phase has Raman peaks at 143, 240, 447, and 612 cm–1. The
amorphous TiO2 nanotube arrays showed a broad spectrum; by contrast, the TiO2
nanotubes annealed at 500◦C in air exhibited characteristic peaks of the anatase
phase [131, 139]. Thermal stability studies on the TiO2 nanotube arrays showed
that the nanotubular structure was stable with annealing temperature up to 600◦C;
with thermal treatment at higher temperatures, the nanotubular structure collapsed
due to the expansion of crystalline domains in the nanotube walls [139]. When the
annealing temperature was higher than 700◦C, the crystalline phase transformed
from anatase to rutile, as confirmed by Raman scattering [139]. According to the
systematical studies on crystalline formation in TiO2 nanotube arrays, an optimal
annealing temperature was between 400 and 600◦C. This heat treatment allowed
the formation of highly crystalline anatase TiO2 while maintaining the nanotubular
structures [139]. Figure 15.12 shows the SEM characterization of highly ordered
TiO2 nanotube arrays and the formation of anatase phase as revealed by Raman
scattering [49].

Fig. 15.12 Structural characterization of highly ordered TiO2 nanotube arrays: (a) SEM topology,
scale bar, 1 μm; (b) SEM cross-sectional view, scale bar, 10 μm; (c) SEM cross-sectional view,
scale bar, 1 μm; and (d) Raman spectra of amorphous (black curve) and crystalline (red curve)
TiO2 nanotube arrays, where the Raman peaks at 145, 196, 399, 516, and 640 cm–1 suggest the
formation of anatase TiO2 (reprinted with permission from [49]. Copyright © American Chemical
Society)
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As noted above, highly ordered TiO2 nanotube arrays have been used as a substi-
tute for conventional TiO2 nanoparticle films in DSSCs [43, 50, 73, 112, 129, 140,
141]. A 2.9% PCE was achieved using 360-nm-thick transparent TiO2 nanotube
arrays to assemble DSSCs in a frontside illumination mode [73]. A PCE as high as
6.89% has recently been achieved in a backside illumination mode using TiO2 nan-
otube arrays that were grown on Ti foil with film thicknesses of 20 μm [112]. Very
recently, the efficiency of dye-sensitized TiO2 nanotube solar cells has been further
improved to 7.37% upon TiO2 surface treatment with TiCl4 and oxygen plasma [49].
In highly ordered TiO2 nanotube arrays, each nanotube orients perpendicular to the
film surface and goes through the entire film, thus providing a separate channel for
electron transport. Compared to the TiO2 nanoparticle film-based DSSCs, enhanced
charge collection efficiency and enhanced light scattering in TiO2 nanotube array-
based DSSCs were observed [50]. From the dye loading measurement, it was found
that the dye loading in both TiO2 nanotube arrays and TiO2 nanoparticle films was
similar for identical film thicknesses [50].

When CdSe QDs were used to sensitize TiO2 [38, 74], higher PCE was obtained
by using highly ordered TiO2 nanotube arrays to replace the TiO2 nanoparticle films
[43]. Pre-synthesized CdSe QDs were molecularly linked to TiO2 nanotube sur-
faces using the bifunctional molecule, MPA. Compared to mesoporous TiO2 films,
the difference in TiO2 morphology had little effect on the charge injection rate but
influenced the electron transport within the film. The maximum IPCE obtained with
CdSe/TiO2(NT) (45%) is greater than that with CdSe/TiO2(NP) (35%). The nan-
otubular TiO2 architecture provides a better scaffold for the construction of QD
solar cells, and the photovoltaic performance can be further improved by fabricating
rainbow QD-sensitized solar cells, in which QDs of different sizes are successively
deposited into highly ordered TiO2 nanotubes to render a full spectrum absorption
of sunlight (Fig. 15.13) [43].

Chemical bath deposition (CBD) of CdS QDs was also carried out on highly
ordered anodic TiO2 nanotube arrays [48]. The CBD approach possesses several
advantages, including sufficient filling of QDs in the nanotubes and intimate contact
between QDs and the TiO2 surface, as revealed by TEM imaging of the TiO2

Fig. 15.13 A rainbow solar
cell assembled with
different-sized CdSe QDs on
a TiO2 nanotube array
(reprinted with permission
from [43]. Copyright ©
American Chemical Society)
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Fig. 15.14 Schematic illustration of the CdS-modified TiO2 nanotube film electrode and charge
transfer process between CdS and TiO2 (reprinted with permission from [48]. Copyright ©
American Chemical Society)

nanotube after CBD deposition of CdS QDs [48]. Figure 15.14 shows the scheme
of CdS QD-modified TiO2 nanotube arrays and the charge transfer process between
CdS and TiO2. A cell efficiency of 4.15% was obtained from the CdS-modified TiO2
nanotube arrays [48].

By taking advantage of recent advances in the preparation of stable Se2– and Te2–

precursors, CdSe, PbSe, and CdTe QDs can be deposited into TiO2 nanotube arrays
through the SILAR process. Due to the flexibility of tuning the structural parameters
of TiO2 nanotube arrays, it is possible to obtain optimized filling of QDs as well as a
balance between light absorption and charge transport. Thus enhanced solar energy
conversion efficiency can be expected from using QDs to sensitize highly ordered
TiO2 nanotube arrays.

15.2.6 Investigation of Charge Injection in Quantum
Dot-Sensitized Solar Cells

15.2.6.1 Generation of Excited Electrons

According to the quantum mechanics theory, the energy of an electron outside an
atom is not continuous but quantized. There is a finite number of different energy
levels available for an electron to reside in. These energy levels correspond to given
atomic orbitals. When the atoms are bound together to form a large structure, such
as a molecule, these atomic orbitals will interact with each other and split into new
orbitals. The total number of the split orbitals is equal to the sum of the original
atomic orbitals. When an extremely large number of atoms, for instance, 1020, are
bound together, the number of split orbitals is also extremely large. Therefore, the
energy difference between two orbitals will be extremely small, and the finite energy
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levels can be considered as continuous bands. The band filled with valence electrons
is called the valence band, while the unoccupied band is termed the conduction band.
The Pauli exclusion principle indicates that only two electrons with different spin
momentum can occupy one orbital. In the stationary (ground) state, which is the
most stable state, the total energy of an atom reaches a minimum. All the electrons
will stack from the lowest energy orbital to a higher energy orbital. The highest
orbital occupied by an electron in the stationary state is called the highest occupied
molecular orbital (HOMO) and the lowest unoccupied orbital is called the lowest
unoccupied molecular orbital (LUMO). The energy difference between the HOMO
and the LUMO is the bandgap.

For a semiconducting QD, such as CdSe, photons encounter atoms inside the
semiconductor and transfer the energy to the atoms. If the energy of an incident
photon is higher than the bandgap of atoms inside the QD, one of the electrons which
absorbs the photon’s energy will be excited from the valence band to conduction
band, generating an excited electron and a hole. In order to absorb the visible light,
the bandgap of semiconductor should be around 1–2 eV.

In general, the bandgap is intrinsically dictated by the material in question. For
example, TiO2 has a bandgap of 3.4 eV and ZnO has a bandgap of 3.3 eV [92].
Figure 15.15 shows the bandgaps of several semiconductors in contact with aque-
ous electrolyte at pH 1. Since QDs have small particle sizes, their bandgaps exhibit
a strong size dependence. This phenomenon is attributed to the quantum confine-
ment effect, which can be observed when the diameter of a particle is of the same
magnitude as the wavelength of the electromagnetic wave incident upon it [142].
Since the number of orbitals is proportional to the number of atoms in the semi-
conductor nanoparticles, a smaller particle size will induce a smaller number of
orbitals, which distances the energy between different orbitals, making the energy
band discrete. As a result, the bandgap of QDs will be increased as the particle size
decreases. Therefore, the smaller the size of QDs is, the larger energy the photons
should have to excite the electrons inside the particle, i.e., a blueshift of the absorp-
tion spectrum occurs as the QD size decreases. An empirical sizing curve of CdX
(X = S, Se, Te) QDs is shown in Fig. 15.16. The size of ultrasmall CdSe [143] and
CdS [144] QDs was obtained by XRD characterization, and others were obtained
by TEM measurement. The empirical fitting functions of the curves in Fig. 15.16
are given as follows [145]:

CdTe: 9.8127 × 10−7λ3 − 1.7147 × 10−3λ2 + 1.0064λ − 194.84

CdSe: D = 1.6122×10−9λ4−2.6575×10−6λ3+1.6242×10−3λ2−0.4277λ+41.57

CdS: D = −6.6521 × 10−8λ3 + 1.9557 × 10−4λ2 − 9.2352 × 10−2λ + 13.29

where D (nm) is the size of the QDs and λ (nm) is the wavelength of the first
absorption peak of the sample.
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Fig. 15.15 Energy levels of several semiconductors in contact with aqueous electrolyte at pH 1
(reprinted with permission from [92]. Copyright © Nature Publishing Group)

In addition to tunable optical properties, QDs have the ability to utilize hot
electrons [146] and generate multiple electrons upon absorption of a single pho-
ton of sufficient energy (i.e., MEG characteristic) [25, 30–34, 147]. The electron
is multiplied through the impact ionization, which is the inverse process of Auger
recombination (AR) [29, 31, 148]. In the AR process, when an excited electron is
recombined with a hole, the energy transfers to an adjacent excited electron and
pushes the latter electron to a higher excited position; while in the opposite pro-
cess, one electron at a higher excited position relaxes to a lower excited position
and transfers its energy to an electron at stationary state, thus exciting the stationary
electron. Therefore, one photon with an energy level high enough to generate excited
electrons at higher positions would have the ability to produce two or more excited
electrons. MEG has been considered as an efficient way to increase photocurrent in
QD-sensitized solar cells.

15.2.6.2 Recombination and Transportation of Excited Electrons

When an electron is excited from the valence band to the conduction band, a hole is
generated in the valence band. The hole has a positive charge and strongly attracts
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Fig. 15.16 Sizing curve of
CdTe, CdSe, and CdS QDs
(reprinted with permission
from [145]. Copyright ©
American Chemical Society)

an excited electron, forcing the electron to recombine with it. In this case, the elec-
tron would stay inside the QD and not transfer to the electron acceptor. The very
high IPCE of QDs (up to 80%) and relatively low external power conversion effi-
ciency (EPCE) (less than 4%) indicates that only a very small amount of electrons
generated in QDs can actually be transferred to the acceptor, and the rest recombine
with holes inside the QDs. Since the recombination process needs the presence of
both electrons and holes, charge separation is needed to decrease the recombination
rate by separating the excited electrons and holes [66, 149–151].

Spontaneous charge separation at the donor–acceptor interface is the electron
injection from QDs to the electron acceptor. The transfer rate of electrons from QDs
to the acceptor is determined by several parameters, among which the difference
of the level of conduction bands between QDs and the acceptor is the most impor-
tant. The charge transfer rate can be estimated by comparing the lifetime of excited
electrons inside QDs with and without the electron acceptor [74]:

k = 1

τQD + Electron Acceptor

− 1

τQD
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The kinetics of the electron transfer can be described using Marcus theory [152,
153] in a nonadiabatic reaction in the classical activation limit, which implies the
electron transfer rate is exponential to a quadratic function of the driving force, i.e.,
the difference of the Gibbs free energy between QDs and the acceptor. The charge
injection rate from QDs to the electron acceptor exhibits a strong size-dependent
characteristic according to the transient absorption measurement [74]. The energy
difference between QDs and the acceptor is determined by the difference of their
conduction band energies. The larger the difference, the stronger the driving force,
and, in turn, the faster the electron transfer rate [74].

Since the mass of an electron is much less than that of a hole, the shift in the
conduction band is more significant than the shift in the valence band in QDs [154].
Therefore the conduction band energy can be expected to become more negative
with a decrease in the QD size, as shown in Fig. 15.17 [1]. The electron transfer rate
increases as the energy difference increases. The change of CdSe QD size from 7.5
to 2.4 nm resulted in a change in the energy difference from 0.3 to 0.8 eV, resulting
in as high as three orders of magnitude increase in the transfer rate, i.e., from 107

to 1010 s–1 (Fig. 15.17) [1]. The average electron lifetime in the 2.4-nm CdSe QDs
is 83 ps (in the CdSe/TiO2 system) as compared to 2–50 ps in the CdS/TiO2 and
CdSe/TiO2 systems [155, 156].

In addition to the efficient electron injection from QDs to the acceptor, the
removal of holes in QDs can also promote charge separation. While the electrons
transfer from the higher to lower conduction band, the holes transfer from the lower
to higher valance band under the same driving force of Gibbs free energy. Although
the size variation cannot influence the valance band level as much as the conduction
band level, the design toward using different materials with different energy levels to
yield a core/shell or multilayer structure has been introduced to facilitate the charge
separation by efficient extraction of holes in the valence band [87, 88]. Figure 15.18

Fig. 15.17 Left: The dependence of electron transfer rate constant on the energy difference
between the conduction bands of QDs and TiO2. Right: Schematic illustration of the principle
of electron transfer from two different-sized CdSe QDs to TiO2 nanoparticles (reprinted with
permission from [1]. Copyright © American Chemical Society)
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Fig. 15.18 Energy diagram
of the bulk band offsets in the
TiO2/CdSe/CdTe system
(reprinted with permission
from [88]. Copyright ©
American Chemical Society)

shows an example of utilizing a thin layer of CdTe QDs to effectively extract holes
in CdSe QDs, thereby allowing for enough time for the electron injection from CdSe
QDs to TiO2 [88]. The level of conduction bands for CdTe, CdSe, and TiO2 is –3.7,
–4.1, and –4.2 eV, respectively; thus the electrons generated in CdSe transfer to
TiO2. On the other hand, the level of valence bands for CdTe, CdSe, and TiO2 is
–5.0, –5.2, and –6.0 eV, respectively; therefore, the holes generated in CdSe trans-
fer to CdTe. Compared to the CdSe/TiO2 system with only the electron transfer,
the extraction of holes by CdTe in the CdTe/CdSe/TiO2 system lowered the con-
centration of holes in CdSe. As a result, the electron and hole recombination rate
decreased.

Core/shell QDs have also been introduced for efficient charge separation [157].
In the case of CdSe/ZnS core/shell QDs, the conduction band of ZnS is higher than
that of CdSe, while the valance band is lower, suggesting that both the electron and
the hole generated from CdSe would have less chance to transfer outside the QDs
through the ZnS barrier (Fig. 15.19). They are trapped inside the CdSe core. This
trapping effect is not advantageous for charge separation and photocurrent genera-
tion. However, the ZnS shell works as a protection layer, increasing the half-life of
the CdSe core from 2.4 to 84.1 min; a total of 21.2% initial efficiency is retained
even after 20 h of continuous illumination, as compared to 90% loss during 2 h
illumination of the CdSe core [157].

Fig. 15.19 Energy band
position of CdSe/ZnS
core/shell QDs (reprinted
with permission from [157].
Copyright © American
Chemical Society)
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Fig. 15.20 Schematic
representation of
QD-sensitized solar cells
based on nonradiative energy
transfer (reprinted with
permission from [158].
Copyright © American
Chemical Society)

In order to take advantage of the protective ability of ZnS and increase the pho-
tocurrent, a novel design of QD-sensitized solar cells based on nonradiative Forster
resonance energy transfer (FRET) has been proposed (Fig. 15.20) [158]. The excited
electron and the hole within QDs are considered as an oscillating dipole donor, and
the energy can be transferred to a nearby dipole acceptor (organic dye in this design)
through resonance effects without direct contact of the two dipoles [159]. This trans-
fer requires a short distance between the donor and the acceptor, typically 1–10 nm,
to sustain the interaction. The excited donor is treated as an oscillating dipole, which
transfers its energy to another dipole with the same resonance frequency. Namely,
the fluorescence emission spectrum of the donor overlaps the absorption spectrum
of the acceptor. CdSe was used as the donor QD, and unsymmetrical squaraine dye
was used as the acceptor. The ZnS barrier prevented direct electron injection from
the CdSe core to nanocrystalline TiO2; thus all excited electrons in the CdSe donor
were trapped, recombined, and transferred energy to the acceptor dye molecules.
As a result, the dye was excited and transferred excited electrons to nanocrystal-
lized TiO2 through a thin layer of amorphous TiO2 [158]. FRET may also take
place at a QD film with a single composition but different size [160]. When QDs of
different sizes are closely packed together, which may happen due to uncontrollable
size under chemical bath deposition, the smaller QDs that have a larger bandgap
and therefore higher emission energy would serve as donors to transfer energy to
the acceptors (i.e., larger QDs) that have smaller bandgaps and lower absorption
energies.

15.3 Outlook

QD-sensitized solar cells have the transformative potential to increase the maximum
attainable conversion efficiency of solar energy because of the outstanding optical
properties and MEG capability of QDs. However, optimization of QD-sensitized
solar cells is needed to achieve higher PCE and long-term stability. Developing
viable, revolutionary strategies to organize QD assemblies on electrode surfaces is
important to improve the performance of QD-sensitized solar cells. These include
the use of QD/carbon nanostructures to promote the electron injection from QDs to
TiO2; the deposition of more than one QD onto the TiO2 surface to not only increase
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the light absorption but also facilitate the charge separation by efficient extraction
of excited electrons and holes; the novel, efficient deposition techniques, such as
SILAR, to better control the deposition process and QD quality; the use of highly
ordered nanostructures for electron transport to enhance the charge collection effi-
ciency while reducing the chance of charge recombination; the surface modification
and activation of TiO2 surfaces to further enhance the electronic interaction between
QDs and electron acceptors; and the novel design (e.g., QD-sensitized solar cells
based on FRET) to enhance the performance of the resulting solar cells. Therefore,
future efforts should be focused on high-efficiency light absorption by QDs, efficient
deposition/impregnation of QDs, improved electronic interaction between QDs and
electron acceptors, high-performance hole-transporting electrolytes, etc. All these
are the key to yielding ultimate high-efficiency QD-sensitized solar cells. With
increased interest in solar-to-electric energy conversion, and recent advances in QD
synthesis and fabrication of novel three-dimensional nanostructures, we envision
breakthroughs in developing QD-sensitized solar cells with enhanced performance
at reduced cost.
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Chapter 16
Three-Dimensional Photovoltaic Devices Based
on Vertically Aligned Nanowire Array

Kai Wang, Jiajun Chen, Satish Chandra Rai, and Weilie Zhou

16.1 Introduction

The development and application of nanotechnology in renewable energy has
opened up new ways to pursue next-generation solar cells which can deliver high
efficiency at an economically viable cost [1–2]. A number of nano-photovoltaic
(PV) concepts based on semiconductor nanowires have been developed or pro-
posed in recent years, with either inorganic–organic hybrid [3–6] or all-inorganic
approaches [7–11]. Among these concepts, of great importance is the use of quasi-
one-dimensional nanowire/nanorod array to construct three-dimensional architec-
tures as building blocks for solar light harvesting. For photogenerated carrier
collection, the quasi-one-dimensional system structure is perhaps the optimized
choice for optoelectronic devices such as solar cells and photodetectors, because it
allows for maximally taking the advantages of reduced dimensionality while retain-
ing the last and only needed conduction channel. Besides the possibility of exploring
quantum effects when reaching the nanoscopic scale [9–10], even in the mesoscopic
scale where the lateral size falls below the carrier diffusion length, the quasi-one-
dimensional system could be superior to the bulk material, for instance, by reducing
the non-radiative recombination and carrier scattering loss [12–13], through elim-
ination of the unnecessary lateral transport and the resulting recombination loss
[14–15].

More importantly, the efficiency of photon capture in the nanowire array struc-
ture, namely the light absorption, could be significantly improved by suppressing
the reflection. In principle, when illuminated by the sunlight, the high-density
nanowire array with the subwavelength scale in dimension can effectively trap inci-
dent light due to multiple scattering [16]. Meanwhile, the geometrical features of
the wire array enable to harvest the sunlight over a wide range of spectral region
and incidence angles. In this regard, nanowire array can act as efficient antireflec-
tion coatings (ARCs), in analogy with the specially designed texturing surfaces in

W.L. Zhou (B)
Advanced Materials Research Institute, University of New Orleans, New Orleans, LA 70148, USA
e-mail: wzhou@uno.edu

447W.L. Zhou, Z.L. Wang (eds.), Three-Dimensional Nanoarchitectures,
DOI 10.1007/978-1-4419-9822-4_16, C© Springer Science+Business Media, LLC outside
the People’s Republic of China, © Weilie Zhou and Zhong Lin Wang in the People’s Republic
of China 2011



448 K. Wang et al.

most thin film PV devices [17–18]. In addition, tailoring the light absorption of
the nanowire array can be achieved by deliberately choosing appropriate materials
and varying the parameters of nanowire including the wire dimensions (length and
diameter), shapes, arrangements, and filling ratios [19–20]. Specifically, by simulat-
ing the silicon nanowire with a diameter of 50 nm in light harvesting, longer silicon
nanowire with large filling ratio was predicted to enhance absorption of lower energy
photons [21].

Additionally, the use of vertically aligned nanowire array as an active layer
is predicted to reduce the stringent requirements of material purity, volume, and
processing difficulty, holding the promise to produce low-cost freestanding PV
devices on various flexible substrates. Novel techniques, especially peeling off the
nanowire array from substrates, offer the opportunities to recycle the expensive sub-
strates for nanowire synthesis and improve the mechanical stability of the devices
[20, 22].

In the past several years, the nanowire arrays have emerged as the building blocks
for fabricating various PV devices with different operation mechanisms in differ-
ent device prototypes. Most of the work has been focused on dye-sensitized solar
cells (DSSCs) and quantum dot-sensitized solar cells (QDSSCs) based on wide
bandgap semiconductor nanowire/nanotubes array, such as TiO2 [23–26] and ZnO
[2, 27–28], addressing the functionalities of nanowire array as the ideal channel for
effective carrier transport and the large aspect ratio medium for sensitizers/absorbers
adsorption. In this chapter, we will primary focus on the development of all-
inorganic three-dimensional PV devices based on the vertically aligned nanowire
array, with particular emphasis on the synthesis and PV devices of type II core–
shell nanowire array conducted by our group. The achievements, challenges, and
prospects of DSSCs, QDSSCs, and other electrochemical (PEC) solar cells pro-
cessed from nanowire array, which could be referred in related reviews [29–32], are
not covered. Depending on the device configurations, subtopics will be addressed
by four different types of PV devices: (i) nanowire array integrated with the sub-
strate, (ii) nanowire array with axial junctions, (iii) nanowire array embedded in
thin film, and (iv) core–shell nanowire array. The four types of devices, as schemat-
ically illustrated in Fig. 16.1, can also be classified as the axial junction PV devices
(Fig. 16.1a, b) and radial junction PV devices (Fig. 16.1c, d). The challenges and
prospects involved in exploration of the three-dimensional PV devices are also
discussed.

16.2 Photovoltaic Devices Based on Nanowire Array Integrated
with the Substrate

In addition to the enhanced light absorption, the integration of a vertically aligned
nanowire array on the heteroepitaxial growth substrate could benefit from the single-
crystal nature and aligned geometry of nanowire array, which facilitates a fast and
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Fig. 16.1 Schematic configuration of three-dimensional PV devices based on (a) nanowire array
integrated with the substrate, (b) nanowire array with axial junctions, (c) nanowire array embedded
in thin film, and (d) core–shell nanowire array

direct conduction of the photogenerated carrier. Despite the challenges remaining
in materials synthesis, of special interest is the integration of III–V nanowire arrays
on silicon substrate because of the possibility of absorption spectra engineering by
material selections. Recently, the realization of direct heteroepitaxial growth of ver-
tically aligned III–V nanowire arrays, such as GaN, InP, GaAs, and InAs [33–35],
on silicon substrate paves the way to succeed in integrating the nanowires and the
substrate for PV devices fabrication. Tang et al. have fabricated p–n heterojunction
PV cells by integrating a vertically aligned Mg-doped GaN nanorods epitaxially
grown on n-type Si substrate [36]. Single-crystalline GaN nanorod array was found
to act effectively as an antireflection coating to reduce the reflection in visible spec-
tral region and a window layer to enhance spectral response at short-wavelength
region (see Fig. 16.2a). The device exhibited well-defined rectifying behavior in
the dark with low reverse leakage current and presented a high open-circuit volt-
age (Voc) of ∼0.95 V and a short-circuit current density (Jsc) of ∼7.6 mA/cm2.
The fill factor (FF) and the conversion efficiency (η) were calculated to be ∼0.38
and ∼2.73%, respectively, under AM1.5G condition. The conversion efficiency is
expected to be further improved by optimizing the electrode thickness because only
half of the light would transmit the top electrodes. p–n heterojunction PV devices
processed from vertically p-type InAs nanowire array grown heteroepitaxially on
n-type silicon substrate were also demonstrated, showing a broad spectral response
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Fig. 16.2 (a) Reflectance
measurements of the GaN
nanorod array on Si substrate
and the bare Si substrate,
showing the GaN nanowire
array suppresses the
reflectance over a broad
wavelength region. (b)
Schematic illustration of the
separation of photogenerated
minority carriers from
majority carriers by the
built-in electric field across
the heterojunction. Adapted
with permission from [36]
(Copyright 2008 American
Chemical Society)

from the visible to the infrared region. The energy conversion efficiency of the typ-
ical device was achieved as 2.5% at 110 K and the open-circuit voltage showed
temperature-dependent characteristic [37]. In addition, direct integration of p-type
GaAs nanowire array on n-type GaAs substrate as PV device was also reported [38].
The device performance was highly dependent on the morphology and doping pro-
file of the nanowire array, which were influenced by the molecular beam epitaxy
(MBE) growth temperature. The maximum conversion efficiency was determined
as 1.65 % and it is anticipated to be further enhanced by manipulating the beryllium
(Be) doping level.

In general, integration of the III–V semiconductor nanowire array with the Si
substrate, forming semiconducting heterojunctions, can absorb a different wave-
length of the solar spectrum [39]. Significantly, one distinguished feature of this
device configuration is that it can easily be incorporated into the existing microelec-
tromechanical systems (MEMS) based on the well-developed silicon technology
without complicated procedures. However, before being collected by the electrodes,
the photoexcited carrier still travels long distance (see Fig. 16.2b). In other words,
the recombination in this device configuration cannot be substantially suppressed,
similar to the planar junction solar cells.
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16.3 Photovoltaic Devices Based on Nanowire Array
with Axial Junctions

Currently, despite the success on PV devices processed from a single nanowire
with axial junction [40–41], there are few reports about PV devices based on axial
nanowire array, partly because of the limitations of the geometry in charge collec-
tions and the challenges in most gas phase routes for materials synthesis. Similar
to the device configuration of the nanowire array integrated with the substrate, the
charge recombination was not efficiently suppressed during transportation to the
corresponding electrodes. The sharp axial p–n junctions and precisely controlled
doping level are highly required for efficient charge separation and transportation
in this device configuration, which still remains a problem in most of the gas phase
routes for nanowire growth. The chemical electrodeposition, which is a promising
method in fabrication of the axial junction nanowire array by alternating deposition
of the target materials in anodic aluminum oxide (AAO) templates, might suffer
from relatively low crystalline quality. Consequently, chemical etching of the initial
wafer with predetermined doping level was considered an efficient way to obtain the
axial nanowire array. Of particular interest is the silicon nanowire array obtained
by metal-assisted chemical etching route with silver, gold, and platinum as cata-
lysts. V. Sivakov et al. reported the optical properties and cell performances based
on axial junction silicon nanowires on glass fabricated by wet electroless chemical
etching of multicrystalline p+-n-n+-doped silicon layers [42]. The procedures for
silicon nanowire array fabrication were schematically shown in Fig. 16.3. To form
multicrystalline silicon layers, the p+, n, and n+ amorphous silicon layers were sub-
sequently deposited by electron beam evaporation (EBE) and crystallized by a laser
beam, respectively. Compared with the polished silicon substrates, the etched silicon
nanowire array exhibits less reflectance in the range of 300–1000 nm in wavelength,
following the same tendency in PV devices based on vertically aligned nanowire
arrays. Under AM1.5 illumination, the PV devices showed the best performance of
open-circuit voltage, current density, and efficiency as 450 mV, 13 mA/cm2, and
1.4 %, respectively.

Fig. 16.3 Schematic cross-sectional view of the mc-Si p–n junction layer stack on a glass substrate
(left) and the Si nanowire array after wet chemical etching (right). Reprinted with permission from
[42] (Copyright 2009 American Chemical Society)
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16.4 Photovoltaic Devices Based on Nanowire Array Embedded
in Thin Film

Nanowire array embedded in a thin film of the material having a matching energy
band gives rise to an architecture where light absorption and charge carrier sepa-
ration can be achieved in an orthogonal direction. P. D. Yang’s group developed
an all-oxide solar cell composed of a vertically aligned n-type ZnO nanowire array
covered by p-type Cu2O nanoparticles, aiming at low-cost, environmentally benign,
and stable PV devices [43]. The device performance was found highly dependent
on the thickness, morphology, and phase of the nanoparticles, which was originally
determined by the process condition. The charge transport through the Cu2O film
could be improved by increasing the grain size in the film. More significantly, it
was observed that introducing an immediate insulating layer (i.e., blocking layer)
between the absorber and the electrodes directly contacted with the nanowires could
greatly improve the overall conversion efficiency. With the atomic layer deposition
(ALD) of ∼10 nm TiO2 between Cu2O and transparent electrode, the device showed
an efficiency of 0.053 %, which is 50 times higher than that of the one without
the blocking layer. In general, filling the nanowire array by absorbing material to
contract the nanowire-based PV device will result in a shunt pathway. The device
performance, therefore, will be degraded, especially in the case that the absorber
possesses a relatively low resistivity. These observations offer a crucial hint for
designing and optimizing the configurations of PV device processed from nanowire
directly assembled on the electrode.

Single-crystalline compound semiconductor nanowire arrays have the potential
in fabrication of next-generation PV devices, but the requirement of the epitaxial
match with substrate is not cost worthy when it comes to practical solar mod-
ules. Nonetheless, non-epitaxial catalytic growth of randomly oriented nanowires
by the vapor–liquid–solid (VLS) method limits the realization of the novel three-
dimensional device structures and the consequent improved performances. Template
assisted VLS growth of highly ordered single-crystalline compound semiconductor
nanowires have been proven to be an efficient way to overcome the above-mentioned
limitations [22]. Figure 16.4a shows a realization of an n-CdS nanopillar array

Fig. 16.4 (a) Cross-sectional schematics of CdS nanopillars array embedded in CdTe film. (b)
Schematic diagram of a bendable CdS/CdTe PV device embedded in PDMS. Adapted with
permission from [22] (Copyright 2009 Macmillan Publishers Ltd)
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embedded in p-CdTe film. Specifically, an efficiency of ∼6% is obtained under
AM1.5G illumination. To date, this efficiency value is higher than the previously
reported values of the devices fabricated to utilize the same concepts of orthogo-
nal architecture for light absorption and charge carrier separation. Moreover, this
efficiency value can be, in principle, further improved by optimizing several syn-
thetic and device fabrication processes. This can be achieved by increasing the
transparency of the top electrode, decreasing the inter-pillar spacing of the CdS
nanopillar array, coating with antireflection layer and reducing the parasitic resis-
tances of the contacts. Additionally, the stable PV devices can be achieved by
embedding the semiconductor nanopillar array in a layer of polydimethylsiloxane
(PDMS) (see Fig. 16.4b).

In nanowire array embedded in thin film structures, the film quality affects the
cell efficiency severely and a proper adjustment of conductivity and thickness is
rather crucial to achieve novel PV devices. The parasitic resistances generated by
contact electrodes and the increased reflectivity due to contact material may limit
the efficiency. Further optimization of these factors remains a challenge. However, a
PV device based on nanowire array embedded in thin film has the potency for future
practical solar cell modules.

16.5 Photovoltaic Devices Based on Nanowire Array
with Core–Shell Structure

Radial p–n/p–i–n junction PV devices processed from individual core–shell
nanowire have been intensively studied [44–47]. The core which is generally
exposed by dry/wet etching and the shell are bridged across two metal electrodes
with different work functions. The key advantage of the radial structure is facilitat-
ing the charge collection by suppressing the recombination. The radial p–n junction
core–shell nanowire array is, therefore, expected to improve the efficiency by tak-
ing additional advantage of the geometry of array for light trapping. Depending on
the operation mechanisms, the radial junction PV devices are typically classified
as p–n core–shell homojunction and type II core–shell heterojunction. In practical
PV devices, combining two operation mechanisms will allow a greater flexibility in
optimizing the cell performance.

16.5.1 p–n Core–Shell Homojunction Photovoltaic Devices

Single-crystalline silicon nanowire array has emerged as a promising candidate for
solar PV applications [48–49]. The physical model of the device using vertically
aligned Si nanowire array with core–shell structure for p–n junction solar cells was
first developed in 2005, and the corresponding simulated conversion efficiency was
14.5% [50]. The first Si nanowire array PV device with core–shell structure was
demonstrated on stainless steel foil, exhibiting a low efficiency of ∼0.1% [49]. The
p–n junctions incorporated in the array were formed by depositing a thin amorphous
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n-type silicon layer on the quasi-aligned p-type silicon nanowire array. The factors
affecting the performance, for instance, the impurities and junction qualities, were
discussed, which should be taken into account for improving performance of the p–
n junction nanowire array PV devices. Garnett and Yang reported a low-temperature
wafer-scale etching and thin film deposition method for fabricating silicon n–p
core–shell nanowire array PV device [51]. The core–shell Si array was obtained
by two-step procedures. Large-area n-type Silicon nanowire array was first obtained
by chemically etching the Si substrate, followed by chemical vapor deposition of a
p-type Si layer. The devices were fabricated after annealing the core–shell nanowire
array at an elevated temperature. The schematics and the cross-sectional SEM image
of the core–shell structure are shown in Fig. 16.5a, b. The typical cell had a Voc of
0.29 V, a Jsc of 4.28 mA/cm2, and an FF of 0.33 for an overall efficiency of 0.46%.
The reasons for the relatively low efficiency lie in severe interfacial recombination
and the higher series resistance, which can be overcome by surface passivation and
conductance improvement. In contrast, a novel Si nanohole solar cell incorporating
radial p–n junctions was demonstrated with an overall efficiency of 9.51%, proving
superiority to those of its counterparts based on Si NWs, planar Si, and pyramid-
textured Si [52]. The wafer-scale ordered Si nanohole array was achieved by the
combination of deep ultraviolet lithography and metal-assisted etching of p-type Si
(Fig. 16.5c). The continuous n-shell layer, schematically shown in Fig. 16.5d, was
subsequently formed by phosphorus diffusion on the exposed external and internal
surfaces of the Si nanoholes. The final structure of the nanohole array resembles

Fig. 16.5 (a) Cross-sectional SEM of a completed device silicon nanowire solar cell structure.
(b) Schematic cell design with the single-crystalline n-Si NW core and the polycrystalline p-Si
shell. (c) Cross-sectional view of silicon nanoholes. (d) Schematics of the Si nanoholes array with
radial p–n junctions. Adapted with permission from [51, 52] (Copyright 2009 & 2010 American
Chemical Society)
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the core–shell nanorod/microrod array with radial p–n junctions. The improved
efficiency in Si array solar cells was attributed to the homojunctions via thermal
diffusion which facilitate the migration of photoexcited minority carriers across
interfaces, and hence reduced interfacial recombination, and the possible optical
coupling effect between the nanohole array and the incident light [52–53].

In comparison with silicon, III–V semiconductors in solar applications have more
advantages including broader spectra response, higher absorption coefficient, and
higher irradiation impedance, which, therefore, could offer more possibilities to
achieve higher energy conversion efficiency PV devices. GaAs, with the bandgap
of 1.45 eV, is the III–V semiconductor whose absorption is best matched with the
solar spectrum. J. Czaban et al. reported the synthesis of core–shell GaAs nanowire
array and the influence of the doping process on the operating characteristic of the
devices [54]. Vertically aligned GaAs nanowires were grown on GaAs(111)B sub-
strates by the VLS method in a gas source molecular beam epitaxy (MBE) system.
Te and Be were used for n and p doping, respectively. Te doping was found to pro-
mote radial growth at the expense of axial growth. Cell parameters of the GaAs
nanowire device exhibited an Isc of 201 μA, a Voc of 0.2 V, and a fill factor of 0.27.
The conversion efficiency of the device was measured as 0.83 % and it degraded
with increasing the duration of Te-doping processes, suggesting that the morpholo-
gies and dopants distribution impact significantly on the device performances. In
addition to the GaAs core–shell nanowire array, a periodic arrangement of InP core–
shell nanowire array was also investigated as a p–n homojunction solar cell [55].
The arrangement of the dense nanowire, i.e., the directions and locations, was con-
trolled by catalyst-free selective-area metal organic vapor phase epitaxy method,
while Zn and Si were chosen as the dopant to form p-type core and n-type shell.
The nanowires were mainly perpendicular to the p-type InP (111)A substrate. The
average diameter of the core and the thickness of the shell were 135 nm and 74 nm,
respectively. The device exhibited open-circuit voltage, short circuit current, and fill
factor levels of 0.43 V, 13.72 mA/cm2, and 0.57, respectively, under AM1.5G illu-
mination. The solar power conversion efficiency was determined as 3.37 %, which is
higher than that of Si core–shell nanowire array possibly because of the uniformity
of the array, absence of the impurities (catalysts), as well as the differences in the
optical absorption coefficient and bandgap between InP and Si.

In contrast to the heteroepitaxial growth of the nanowire arrays on silicon sub-
strate, direct homoepitaxial growth of III–V semiconductor nanowire arrays on
the substrate can minimize lattice-matching strain. In the above cases, however,
the substrates also facilitate the light absorption and then carrier transport. To
exclude the contribution of the substrate to the overall efficiency in the current
device configuration and reuse the expensive substrate, the peel-off technique is
highly required [20]. One of the key advantages in III–V semiconductors for solar
harvesting is the tunable bandgap realized by varying the compositions. The sin-
gle nanowire device composed of n-GaN/i-InxGa1–xN/p-GaN coaxial junctions has
demonstrated enhanced conversion efficiency [45]. Therefore, exploiting array of
such composition-tuned III–V semiconductors for solar application is a promising
direction to boost the efficiency further.
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16.5.2 Type II Core–Shell Heterojunction Photovoltaic Devices

In nano-architecture PV devices, the charge separation is often facilitated by a type
II or staggered energy alignment of a heterojunction, constructed by two materials
for which both the valance and conduction bands of one component lie, respec-
tively, lower in energy than those of the other component. Because the lowest energy
states for the electrons and holes are in different semiconductors, the energy gra-
dient existing at the interfaces tends to spatially separate electrons and holes on
different sides of the heterostructure (Fig. 16.6). Such heterojunctions have been
intensively investigated for solar cell applications, including DSSCs [56], QDSSCs
[57–59], nanocrystal–polymer hybrid [60], and bilayer nanocrystal films [61]. To
improve the carrier transport within the type II scheme, semiconductor nanowires
have already been used to serve as the electron transporter in the inorganic–organic
hybrid approach [2–4, 6] and a core–shell all-inorganic nanowire architecture has
been proposed to improve the carrier transport for both the electron and hole
and simultaneously the device stability, using the well-known II–VI and III–V
binary semiconductors, such as ZnO/ZnS, ZnO/ZnSe, ZnO/ZnTe, GaN/GaP, and
GaN/GaAs [9–10]. Here the type II transverse heterojunction functions similarly as
a radial p–n junction [11, 50] but without having to deliberately dope the nanostruc-
ture. In addition, the type II core–shell structure may extend the absorption profile
to a wavelength longer than that defined by the bandgap of any of the components
through a relatively weak interface transition (see Fig. 16.6) [9–10, 62]. When the
core–shell nanowire is in the quantum mechanical scale, the “interfacial” absorp-
tion occurs between hole states more confined in one component and electron states
more confined in the other component; thus, the absorption will be enhanced as
compared to the case when both components are in the mesoscopic scale [9–10].

Figure 16.7 depicts the band alignment of the selected II–VI and III–V semicon-
ducting materials, which are commonly employed to construct type II heterojunc-
tion for harvesting solar energy. In all of these semiconductors, ZnO is the most
attractive materials because it is environmental friendly, composed of abundant and

Fig. 16.6 Type II band edge
alignment at the
heterointerface between two
semiconductors tends to
spatially separate the electron
and holes on different sides of
the heterointerface. The
emission energy is
determined by Eg12
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Fig. 16.7 Electronic energy levels of selected II–VI and III–V semiconductors showing the
materials selection to construct type II heterojunctions

chemically stable elements. Additionally, intensive work has been devoted to syn-
thesizing various ZnO nanowire arrays on different substrates by hydrothermal,
chemical vapor deposition (CVD), pulsed laser deposition (PLD), metal organic
chemical vapor deposition (MOCVD), etc. [63–66], providing the opportunities to
construct three-dimensional PV device by taking advantage of the unique geometry
and the possible quantum size effects. Variation in nanowire length, diameter, seed
layer, and tip tapering has a great effect on the antireflection layer performance,
which has already been demonstrated theoretically and experimentally [19, 67–68].
In fact, the ZnO nanowire array has been used as an efficient antireflection layer
in Si and copper indium gallium selenide (CIGS) thin film solar cell [69–70]. The
goal of this section is to discuss recent efforts made to synthesize core–shell struc-
tures based on ZnO nanowire arrays for constructing three-dimensional PV device
involving type II heterojunctions [15, 71].

16.5.2.1 Synthesis of ZnO/ZnSe and ZnO/ZnS Core–Shell Nanowire Array

Vertically aligned nanowire array with the entire nanowire surface well exposed
provides an ideal platform for further engineering. In order to fabricate core–shell
nanowire structures, most of the vapor phase thin film fabrication techniques can
be used for shell layer deposition. However, some techniques with strong direc-
tional particle trajectory, such as evaporation, have a severe shadow effect that will
result in uneven coating. PLD is a versatile, effective, and scalable technique in thin
film deposition. During PLD, many experimental parameters including wavelength,
pulse duration, repetition rate, target-to-substrate distance, substrate temperature,
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background gas, and pressure can be altered to modify the thin film growth. The
core–shell nanowire arrays on indium–tin–oxide (ITO) glass were obtained by two-
step synthetic procedures combining chemical vapor deposition for ZnO nanowire
array growth and pulsed laser deposition for the shell coating. In this regard, ZnO
nanowire array acts as a “substrate” for the shell layer deposition.

To synthesize large-area ZnO nanowire array, a piece of thin zinc foil was used to
generate high-pressure zinc vapor in a tube furnace. The Zn foil and ITO substrate
were sequentially laid down with a distance of 5 mm in a ceramic boat, which was
then transferred to the center of a 2 in. diameter quartz tube furnace. The quartz
tube was first evacuated to 10 mtorr, and a 40 sccm argon was introduced into the
tube, which was then heated to 600◦C at a rate of 30◦C/min. When the temperature
exceeded 420◦C (the melting point of Zn), a 70 sccm air flow was also introduced
into the quartz tube. The reaction was maintained for 30 min after the temperature
reached 600◦C. By controlling the pumping rate, the pressure was kept at 8 torr
throughout the nanowire synthesis. The tube furnace was naturally cooled down to
room temperature in 3 h. A white-yellowish layer was then harvested on the ITO
substrate [64].

The as-synthesized ZnO nanowire array taken as a template was then trans-
ferred to hot-wall PLD chamber for ZnSe and ZnS coating. The neodymium-doped
yttrium–aluminum–garnet (Nd:YAG) laser was used to ablate the disc target. The
laser wavelength, energy density, and pulse frequency were 266 nm, 130 mJ/cm2,
and 2 Hz, respectively. The distance from the target to the ITO substrate with a ZnO
nanowire array was 5 cm. Before the deposition, the vacuum system was first evac-
uated to 1 × 10−3 torr. After the deposition performed at 400◦C for 20 min, the
sample was annealed at 500◦C for 1 h. The room temperature PLD for ZnSe shell
coating was also performed in the same system at 27◦C for 20 min without any fur-
ther annealing. In the case of ZnS coating, the parameters were kept the same as that
of ZnSe deposition except the deposition temperature was changed to 500◦C.

16.5.2.2 Structural and Optical Properties of ZnO/ZnSe Core–Shell
Nanowire Array

As shown in Fig. 16.8a, the as-synthesized ZnO nanowire array presented a uniform
perpendicular growth of ZnO nanowires on the ITO substrate with an average length
of 10 μm and diameters of 80–120 nm. After the PLD followed by annealing, the
final nanowires, as shown in Fig. 16.8b, exhibit increased wire diameters and rough
surfaces, indicating that ZnSe was successfully deposited on the ZnO nanowires.

A typical low-magnification TEM image of a ZnO/ZnSe core–shell nanowire
shows a sharp interface between the core and shell and the ZnSe shell grows directly
in the radial direction from the surface of ZnO nanowire with a thickness of 5–8 nm
(Fig. 16.8c). At the interface, an epitaxial growth of ZnSe from the ZnO core is
observed. The epitaxial growth relationship of the WZ ZnO core and ZB ZnSe shell
has been identified as [0001]ZnO//[100]ZnSe and (21̄1̄0)ZnO//(011)ZnSe, respectively,
which was further confirmed by the fast Fourier transform (FFT) patterns of ZnO
core and ZnSe shell (Fig. 16.8d). Defects were also observed at the interface along
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Fig. 16.8 (a) SEM image of a well-aligned ZnO nanowire array grown on ITO substrate by CVD.
The average length of the nanowires is about 10 μm and the diameters are about 100 nm. (b)
SEM image of well-aligned ZnO/ZnSe core–shell nanowire array prepared by PLD. (c) Low-
magnification TEM micrograph of a ZnO/ZnSe core–shell nanowire. A thin layer of ZnSe was
coated on the ZnO nanowire. (d) High-resolution TEM image of the interface of the core–shell het-
erostructure, enlarged from the rectangular area in (c), showing the epitaxial growth relationship of
ZnO wurtzite core and ZnSe zinc blende shell. Fast Fourier transfer (FFT) patterns of rectangular
areas in (d). (e) EDS nanoprobe line-scan on elements Zn, Se, and O, across the ZnO/ZnSe core–
shell nanowire, indicated by a line shown in (a). Reproduced with permission from [15] (Copyright
2008 Wiley-VCH Verlag GmbH & Co. KGaA)

the c-axis of ZnO due to the large lattice mismatch, 8.8% along the nanowire axis
between c = 0.521 nm for ZnO and a = 0.567 nm for ZnSe. The spatial distributions
of the atomic composition across the ZnO/ZnSe core–shell nanowire reveal that
the ZnO nanowire was homogeneously coated, as shown in Fig. 16.8e. It was also
found that epitaxial growth only occurred during high-temperature deposition and
no epitaxial growth was found at room temperature deposition, indicating that the
epitaxial growth between ZnO and ZnSe demands favorable thermodynamic as well
as kinetic conditions. The stability of the epitaxial growth also highly depends on the
interplay between the surface energy and mismatch strain. In the case of deposition
performed at room temperature, the initial deposited atoms, without gaining enough
migrating energy from the system, condense at the very site they arrive at the surface
of ZnO and then aggregate with the following deposit atoms, forming a thick layer
of polycrystalline ZnSe [15].
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The transmission, photoluminescence, Raman, and photoresponse measurements
were employed to investigate the optical properties of the ZnO/ZnSe core–shell
nanowire. In the typical transmission spectra (Fig. 16.9a), only one absorption
peak corresponding to ZnO is observed for bare ZnO nanowires. In contrast, two
excitonic absorption peaks are clearly observed at respective excitonic bandgaps
(3.31 eV for WZ ZnO and 2.70 eV for ZB ZnSe) in that of ZnO/ZnSe core–
shell nanowires, indicating good crystallinity of both core and shell. Figure 16.9b
shows the PL spectra of ZnO, ZnO/ZnSe core–shell nanowires. Without any inten-
tional surface passivation effort, for the bare ZnO nanowire array, the PL peak
(at 3.235 eV) near the band edge of ZnO is found to be surprisingly very strong.
Additionally, the ZnO nanowire array also shows a weak visible emission band
(at ∼2.49 eV, ∼1.5% of the band edge peak). On the one hand, the high PL

Fig. 16.9 (a) Transmission
spectra of ZnO nanowires and
corresponding ZnO/ZnSe
core–shell nanowires. Two
vertical lines indicate the
excitonic bandgap of bulk
ZnO and ZnSe, respectively.
(b) Photoluminescence
spectra of ZnO and
ZnO/ZnSe nanowire arrays
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intensity indicates high interior crystal quality of the nanowires; on the other hand,
two photonic crystal-related effects might contribute to the high external quantum
efficiency: (1) the waveguide effect of the nanowire eliminates the lateral propa-
gation [72] and (2) a smaller effective dielectric constant of the array, as a result
of averaging between the ZnO and air, than the bulk ZnO facilitates the escaping
of light from the sample. For the core/shell nanowire array, the band edge emis-
sion remains strong but is shifted to 3.295 eV, although reduced by roughly a factor
of 300 from that of the bare ZnO nanowire array or ∼50 from that of the bulk
ZnO reference. There could be several possible reasons for the reduction: (1) the
charge separation between the core and shell (namely, the hole relaxes into the
shell but the electron remains in the core), (2) non-radiative recombination at the
possible defect sites of the core–shell interface, and (3) the absorption of the shell
to the excitation and emission photons. Although the ZnSe shell is relatively thin
and the absorption of a single path is relatively small (∼5% per 10 nm), the mul-
tiple scattering in the nanowire array could significantly increase the absorption.
Further investigation on the carrier dynamics associated with the core–shell inter-
face and growth optimization is definitely needed, but we could at least conclude
that the interface defects are not as detrimental as one might expect for such highly
mismatched heterostructure [15].

16.5.2.3 Photoresponse of ZnO/ZnSe Nanowire Array

Photoresponse measurements were performed on a very preliminary device: a single
core–shell nanowire sitting on two Au electrodes at the two ends. Since the contacts
are symmetric, the device is not expected to function as a single nanowire solar
cell [44], and a bias is needed to generate the photocurrent. Figure 16.10 shows the
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Fig. 16.10
Photoconductivity spectra for
a single ZnO/ZnSe nanowire
measured under different bias
voltages and at different days.
The inset shows the SEM
picture of the single-nanowire
device for photoresponse
measurements. Copyright
2008 Wiley-VCH Verlag
GmbH & Co. KGaA.
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photoresponse spectra under positive and negative bias (switching the polarity of the
bias voltage). A standard procedure for solar cell quantum efficiency measurement
was followed, but with a bias; thus, the result should be considered as photocon-
ductivity gain. Despite the photocurrent being rather small (a few picoamperes
maximum) and the gain being significantly smaller than what has been reported
previously for pure ZnO nanowires with more robust contacts [73], the result is
repeatable, stable, and perhaps more significantly the response shows an extension
to the wavelength region below that of ZnO bandgap. The existence of the photocon-
ductivity in the ZnSe spectral region indicates that the carriers are not fully depleted
by either defects at the ZnO/ZnSe interface or the ZnSe surface, despite the ZnSe
shell being fairly thin [15].

16.5.2.4 Morphologies, Structure and Optical Properties of ZnO/ZnS
Nanowire Array

Figure 16.11a shows a typical low-magnification SEM image of an as-synthesized
large-area ZnO nanowire array, revealing perpendicular growth of ZnO nanowires
on the ITO glass. The ZnO nanowire array, as shown in Fig. 16.11b, has an aver-
age length of ∼7 μm and diameters in the range of 50–120 nm. SEM image of the
nanowire array after the pulsed laser deposition of ZnS is presented in Fig. 16.11c.
Compared with the bare ZnO nanowire, a noticeable increase in the diameter and
rough surface for the ZnO/ZnS nanowires was also observed. Only the strong hexag-
onal ZnO(0002) diffractive peak was observed in X-ray diffraction (XRD) patterns
(Fig. 16.11d) for the bare ZnO nanowire array, indicating strong preferred orien-
tation along the c-axis of wurtzite (WZ) ZnO. No additional diffraction peak was
observed in the pattern of ZnO/ZnS nanowires, perhaps because the ZnS layer is
fairly thin. However, a slight position shift of the ZnO peak to a lower angle and
the increased intensity of the (0002) peak were observed for the ZnO/ZnS core–
shell structure, which indicates the possible annealing effect during the deposition
process and the presence of lattice expansion caused by the strain [71].

Similar to the ZnO/ZnSe core–shell nanowire, the sharp interface between the
core and shell clearly suggests that the ZnO nanowire is fully sheathed along the
entire length. The ZnS layer is ∼12 nm thick and has a rough surface (Fig. 16.12).
Further detailed investigations reveal that the marked inter-planar d spacings of
0.31 and 0.52 nm correspond, respectively, to the (1̄11̄) lattice plane of ZB ZnS
with the [011] zone axis and the (0001) lattice plane of WZ ZnO with the [21̄1̄0]
zone axis. Therefore, the core and shell are determined as epitaxial growth with the
growth relationship of [0001]ZnO//[1̄11̄]ZnS and [011̄0]ZnO//[211̄]ZnS, in contrast to
that for the previously studied ZnO/ZnSe system, where [0001]ZnO//[100]ZnSe was
observed [15]. The epitaxial growth of WZ ZnS and ZnO has been reported in many
nanoheterostructures in the planar form even though a large mismatch (∼20%)
exists [74–76]. Here, though the lattice mismatch between the WZ ZnO and ZB
ZnS is still fairly large (∼19%), it appears that various factors, including perhaps
the geometry of the “substrate” (the ZnO nanowire), size of the core, growth tem-
perature, and non-thermal equilibrium condition, play roles in successfully growing
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Fig. 16.11 (a) Low-magnification SEM image of a well-aligned ZnO nanowire array grown
on ITO substrate by chemical vapor deposition. (b, c) Magnified SEM images of bare ZnO
and ZnO/ZnS core–shell nanowire arrays, respectively. (d) XRD patterns of ZnO and ZnO/ZnS
nanowire arrays. Reprinted with permission from [71] (Copyright 2010 American Institute of
Physics)

such a epitaxial core–shell heterostructure that is unlikely to be feasible in the pla-
nar form. However, due to the large lattice mismatch, the structure defects, such
as stacking faults and lattice distortion, inevitably exist in order to release strain
energy when the shell layer grows thicker. Furthermore, the formation of the rough
external surface of the ZnS shell could be understood as a transition from the initial
cylindrical growth to the island growth in core–shell nanowire system [77].
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Fig. 16.12 Structural characterization of ZnO/ZnS core–shell nanowire array. (a) Low-
magnification TEM micrograph of a ZnO/ZnS core–shell nanowire, showing a thin layer of ZnS
coated on the ZnO nanowire. (b) High-resolution TEM image of the interface of the core–shell
heterostructure, enlarged from the rectangular area in (a). (c, d) Atomic resolution images of the
core and shell areas taken from the rectangular areas in (a), respectively. The insets in (c) and (d)
represent the corresponding fast Fourier transfer patterns. (e) EDS nanoprobe line scan across the
core–shell interface. Reprinted with permission from [71] (Copyright 2010 American Institute of
Physics)
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Fig. 16.13 Room
temperature
photoluminescence spectra of
ZnO and ZnO/ZnS core–shell
nanowire arrays. Inset shows
the resonant Raman features
of ZnS shell

The optical properties of the ZnO/ZnS core–shell nanowire were investigated
by photoluminescence (PL) spectrum and resonant Raman scattering. Figure 16.13
shows the PL spectra of ZnO and ZnO/ZnS nanowire arrays measured at room tem-
perature. The PL spectrum of the bare ZnO nanowire array consists of two emission
peaks at 3.228 and 2.450 eV, respectively. Compared with the bare ZnO nanowire
array, the peak position of the UV emission in ZnO/ZnS sample shows a small blue
shift, and the intensity is reduced by a factor of 63. The intensity of the visible peak
is also reduced, but to a much lesser extent (by ∼30%). In principle, one should
expect that the charge separation effect quenches, instead of enhancing, the PL sig-
nal, because the type II core–shell structure should result in depletion of the holes
in the ZnO core. That the reduction is relatively small for the visible peak and much
more significant for the UV peak may suggest that the visible emission could be
from the bulk part of the ZnO nanowire, whereas the UV emission could be surface
related and thus more sensitive to the coating that has modified the electronic struc-
ture of the bare ZnO nanowire surface, either by introducing non-radiative centers or
inducing the transfer of holes to the ZnS shell from the surface-bound excitons [71].
Resonant Raman features with up to fifth-order longitudinal optical (LO) phonons
were observed in the same PL measurement in the ZnO/ZnS nanowire array. The
spectrum is included in Fig. 16.13. Following the observation of the resonant Raman
features in bulk ZnS crystal [78], such features have also been reported for ZnS hol-
low microspheres [79]. The observation of the multiple orders of resonant Raman
features may indicate the good crystalline quality of the material.

16.5.2.5 Photovoltaic Effect of ZnO/ZnS Nanowire Array

The configuration of the PV device, as shown schematically in Fig. 16.14, employs
the ZnO/ZnS core–shell nanowire array as the active layer and carrier transport
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Fig. 16.14 Schematic
structure of the PV device
based on a type II core–shell
nanowire array. Reprinted
with permission from [71]
(Copyright 2010 American
Institute of Physics)

medium, while ITO and gold as the anode and cathode, respectively. In theory,
once the incident photon with energy greater than the bandgap of the type II het-
erojunction is absorbed, the photoexcited electron–hole pair will be generated and
immediately separated into the ZnO core and ZnS shell due to the quasi-electric
field near the interface. The ZnO nanowire cores and ZnS shells then serve as the
transport channels to deliver the carriers to the counterelectrodes. PV devices based
on ZnO/ZnS core–shell nanowire array were fabricated using a modified technique
of fabricating three-dimensional nanodevices based on vertically aligned nanowire
arrays [36, 80]. In brief, the air space of the ZnO/ZnS nanowire array was first filled
with photoresist (Shipley 1813) by spin coating, followed by several-second acetone
etching to expose the tips of the nanowires (Fig. 16.15a). For electrodes fabrication,
a 50 nm thick gold layer was sputtered onto the exposed nanowire tips to form the
top electrode, and the bottom (ITO) electrode was exposed by removing the ZnO
nanowire near the edge of the substrate via diluted hydrochloride (10 %). Finally,
the photoresist was removed by dipping in acetone for several seconds. To maintain
the same active area, the top gold electrodes of the devices were sputtered using
the same mask. The cross-sectional SEM image of the final device was shown in
Fig. 16.15b.

Without applying external bias, the photocurrent generated in the PV device
based on ZnO/ZnS core–shell nanowire array increased/decreased faster and rep-
resented 30 times stronger than that observed in the device composed of a bare ZnO
nanowire array with the same active area, as the incident light (AM1.5G) was turned
on/off (Fig. 16.16a). The slow response and the small gain in the ZnO device may
be attributed mainly to a heating effect or surface-related adsorbates (O2

–) [81]. The
enhanced photocurrent and faster response observed in ZnO/ZnS, together with the
quenching of the UV emission, could indicate the realization of the key feature of
the type II heterostructure – the charge separation, although other possibilities (such
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Fig. 16.15 (a) A typical
top-view SEM image of the
ZnO/ZnS nanowire array
before electrode deposition,
revealing that the tips of
nanowires were exposed after
the chemical etching. Note
that some of the nanowires
were still covered by
photoresist due to the
inhomogeneous photoresist
layer and the different etching
depth. (b) A typical
cross-sectional SEM image of
PV device based on ZnO/ZnS
nanowire array

as the ZnS/Au contact is different from ZnO/Au) cannot be completely excluded.
However, because of the large thickness of the nanowire layer, the light absorption
occurs mostly in the bulk part of the ZnO nanowire core, the core–shell interface has
to serve the function of separating the electrons and holes [68]. Figure 16.16b shows
the current–voltage (I–V) curve of the device under an illumination of 1000 W/m2

.
The Voc is 0.09 V, with an FF of 0.28. The energy efficiency could not be given
because of the uncertainty of the actual device area. Although the device perfor-
mance is far from satisfactory, this prototype device demonstrated the feasibility of
fabricating a core–shell nanowire solar cell based on the type II heterostructure and
a whole array of such devices. Several possible reasons exist for the low perfor-
mance, including (1) defect formation at the heterostructure interface, (2) quality
of the shell material, and (3) quality of the top contact (between the ZnS shell and
cathode). Because of the relatively large core nanowire size and the large bandgaps
for both materials, this particular device cannot be expected to deliver high-energy
efficiency, even in the ideal situation. Further investigation will address these issues
and will explore other material combinations that form type II heterojunctions, but
with less lattice mismatch and smaller bandgaps.
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Fig. 16.16
(a) Time-dependent
photocurrent of bare ZnO and
ZnO/ZnS core–shell nanowire
arrays without external bias.
(b) Current (I) vs voltage (V)
for the solar cell in the dark
and under simulated AM1.5G
illumination with intensity of
1000 W/m2, showing the PV
effect

To conclude, a large-area well-aligned air-stable ZnO/ZnSe and ZnO/ZnS core–
shell nanowire array was fabricated directly on ITO substrate by combining CVD
and PLD techniques. Morphologies and structure studies showed that the ZnO
nanowire array was uniformly and perpendicularly grown on the ITO substrate and
the shell with a thickness of 5–10 nm was epitaxially grown on the ZnO nanowire
core. The charge separation in the ZnO/ZnS nanowire array was investigated by the
PL and photoresponse based on the type II heterojunction-based device. Although
the device performance is far from satisfactory at current stage of development,
the PV device demonstrated here would expand the opportunities for designing and
optimizing nanoscale PV and other optoelectronic devices beyond the conventional
p–n junction approach.
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16.6 Summary and Perspectives

In this chapter, we have reviewed the recent progress in nanowire array-based PV
devices, which were divided into four different PV device configurations: nanowire
array integrated with the substrate, nanowire array with axial junctions, nanowire
array embedded in thin film, and core–shell nanowire array. Although each con-
figuration has its own advantages and disadvantages in charge collections, all the
devices composed of nanowire array have demonstrated enhanced light absorption,
which are superior to those of their counterparts based on bulk or thin film materials.

Table 16.1 summarizes the device performances of current nanowire array PV
devices measured under AM1.5G condition. Despite tremendous works dedicated
to this field, nanowire array PV devices have to date exhibited poor performance
mostly due to the severe surface and interface recombination arising from the large
aspect ratio of nanowire array. Moreover, poor controllability of morphologies, inef-
ficient device prototype for carrier collection, and challenging manipulation in the
electrical properties further deteriorate the expected conversion efficiency improve-
ment. Additionally, the potential quantum effect, especially the size quantization
property, in this system was not fully exploited because currently the diameters of
the nanowires are far bigger than their corresponding Bohr radii.

To improve the overall conversion efficiency, both theoretical and experimen-
tal work on optical engineering, electrical manipulation, and material and device
design need to be conducted. For optical engineering, recent work has shown that
novel structures of arrays, such as nanohole, tapered nanorod, nanodomes, and
nanopillars, could noticeably enhance the light absorption [53, 82]. Future work
will need to be centered on optimization of various dimensional parameters includ-
ing the length, diameter, arrangement, fill ratio, and other unique features, to further
tailor the light absorption spectrum and reduce the material consumption. For exam-
ple, on the one hand, periodic arrangement of nanowire apparently could enhance
the overall light absorption, superior to the quasi-aligned or random-distributed
nanowires. On the other hand, the periodic arrangement will also create low absorp-
tion center owing to the angular absorption profile [20]. Detailed investigations
of the nanowire arrangement would clarify the above-mentioned confusions and
determine the optimal arrangement. Along with the effort to develop novel archi-
tecture, theoretical calculation and modeling on the optical coupling have to be
carried out on specific materials in different geometry, which may predict the opti-
mal nanowire diameter to achieve maximum photons absorption. So far, apart from
silicon nanowires and nanoholes array, there is little theoretical work focused on
other nanostructures, which hinders the development of other nanowire array PV
devices beyond silicon. In addition, to push the envelope of the photons collection,
traditional concepts, such as antireflective coating, could also be incorporated in the
nanowire array PV devices, even though the nanowire array itself could reduce the
reflection.

Regarding the efficient carrier collection, first of all, fundamental issues about
carrier dynamics in nanoscale need to be fully understood to determine the diameter
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or shell thickness in core–shell structure for efficient minority carrier collection.
Particularly, reducing the diameter of nanometer for suppressing light scattering
or extending light response spectrum will, however, pose challenges to the carrier
transportation due to the possible full wire depletion. Second, selection of appropri-
ate semiconductor materials with lower surface recombination velocities, together
with the surface passivation of the devices, could greatly suppress the surface
recombination. In particular, II–VI semiconductors present lower surface recom-
bination velocities, which are believed to be promising platforms better than silicon
and III–V semiconductors [83]. With respect to type II PV device, constructing
heterojunction from two semiconductors with less lattice mismatch, for example,
ZnTe/CdSe and GaN/GaP, might significantly suppress the interface recombina-
tion arising from the surface-induced defects. Furthermore, controllability of doping
concentration and homogeneity, which is crucial in tuning the bandgap and electrical
properties of materials, has to be fully explored to achieve broader absorption spec-
tra and lower series resistance. Additionally, novel device design is highly expected
to reduce the shunt and contact resistance, which could further improve the charge
collection. So far, most of the nanowire array PV devices employ the array as
efficient carrier channels, posing stringent requirements on the conductivity of the
nanowire and hence the synthesis techniques. The nanodome solar cells developed
by Yi Cui’s group provided an alternative route to collect carriers by subsequently
depositing metal and active layers on a nanocone quartz substrate [82].

Currently, the lack of low-cost, large-size, and high-quality nanowire array still
remains an obstacle. Thus, more effort is required to exploration of new synthetic
routes to obtain large-area nanowire arrays. Given the multiple functionalities of the
nanowire and their possible coupling effects, such as piezoelectricity [84] and ther-
moelectricity [85], the use of nanowire arrays for three-dimensional PV applications
is still a burgeoning field with outstanding potential.
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Chapter 17
Supercapacitors Based on 3D Nanostructured
Electrodes

Hao Zhang, Gaoping Cao, and Yusheng Yang

Climate change, the decreasing availability of fossil fuels vs. the increasing demand
for them, and atmospheric pollution caused by combustion engines of automotive
systems require society to move toward sustainable and renewable resources [1]. As
a result, we observe an increase in renewable energy production from sun and wind,
as well as the development of electric vehicles or hybrid electric vehicles with low
CO2 emissions. Because the sun does not shine at night, the wind does not blow on
command, and we expect to drive an autonomous car for at least a few hours, energy
storage systems are starting to play a larger part in our lives [1, 2]. In response to
the needs of modern society and emerging ecological concerns, it is now essen-
tial that new, low-cost, and environmentally friendly energy conversion and storage
systems are found. At the forefront of these electrochemical energy storage systems
are lithium–ion batteries [3, 4], fuel cells [5], solar cells, and supercapacitors (SCs)
[6, 7].

High performance of such technologies is mainly achieved through designed
sophisticated device structures with multiple materials, for example, carbon nan-
otube array-based composite electrodes in SCs [8]. As the performance of these
devices also depends intimately on the properties of their materials, considerable
attention has been paid to the research and development of key materials. However,
we still need to improve materials’ performance substantially to meet the higher
requirements of future systems, ranging from portable electronics to hybrid electric
vehicles and large industrial equipment. Now SCs have low energy and moderate
power density largely resulting from poor charge and mass transport properties
of electrodes. New electrode materials that possess unique nanostructures and/or
are chemically modified through molecular or atomic engineering would offer
significantly enhanced properties for high-density energy/power storage devices.

In a word, the development of new-generation SCs depends on the development
of innovative 3D nanostructured electrodes and materials and on advancing our
understanding of electrochemical interfaces at the nanoscale. Further breakthroughs
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in electrode structures and materials, not incremental changes, hold the key to new
generations of energy storage and conversion devices.

This chapter aims to give a concise and useful survey of recent progress on the
development and application of nanostructured electrode materials for SCs, starting
with a brief overview on SCs and electrode materials.

17.1 Supercapacitors

Lithium-ion batteries were introduced in 1990 by Sony, following pioneering work
by Whittingham, Scrosati, and Armand (see [9] for a review). These batteries,
although costly, are the best in terms of performance, with energy densities that
can reach 180 Wh/kg. Although great efforts have gone into developing high-
performance Li-ion and other advanced secondary batteries that use nanomaterials
or organic redox couples [10–12], SCs have attracted less attention until very
recently. Because Li-ion batteries suffer from a somewhat slow power delivery or
uptake, faster and higher power energy storage systems are needed in a number
of applications, and this role has been given to the SCs [13]. Also known as elec-
trochemical capacitors or ultracapacitors, SCs are power devices that can be fully
charged or discharged in seconds; as a consequence, their energy density (about
5 Wh/kg) is lower than in batteries, but a much higher power delivery or uptake
(10 kW/kg) can be achieved for shorter times (a few seconds) [6]. They have had
an important role in complementing or replacing batteries in the energy storage
field, such as for uninterruptible power supplies (backup supplies used to protect
against power disruption) and load leveling. A more recent example is the use of
SCs in emergency doors (16 per plane) on an Airbus A380, thus proving that in
terms of performance, safety, and reliability SCs are definitely ready for large-scale
implementation. A recent report by the US Department of Energy assigns equal
importance to supercapacitors and batteries for future energy storage systems [14],
and articles on supercapacitors appearing in business and popular magazines show
increasing interest by the general public in this topic.

It is undoubted that SCs offer another option to store electrical energy, but with
a different balance of performance metrics: energy density is an order of magni-
tude lower than that of batteries, while power density is several orders of magnitude
higher [15]. SCs offer significantly higher energy density than conventional electro-
static capacitors, making them attractive for peak power demands, which require a
combination of energy and power densities [6]. Unlike electrostatic capacitors, SCs
store energy in a layer of ions that assemble at the interface between the electrolyte
and the electrode (with its excess or deficit of surface electronic charge), thereby
creating an electrochemical double layer. In addition to the capacitance of the elec-
trochemical double layer, which tracks the surface area of the electrified interface,
some materials exhibit pseudo-capacitance arising from surface redox reactions.
The magnitude of energy that can be stored per area or volume or mass of the elec-
trode concomitantly increases by the addition of stored electronic charge to yield
higher specific capacitance. Although faradic processes occur, the current–voltage
characteristics mimic the featureless curves seen for double layer capacitance.
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From the introduction above, several types of SCs can be distinguished, depend-
ing on the charge storage mechanism as well as the active materials used.
Electrochemical double layer capacitors (EDLCs), the most common devices at
present, use carbon-based active materials with high surface area. A second group of
SCs, known as pseudo-capacitors or redox supercapacitors, uses fast and reversible
surface or near-surface reactions for charge storage. Transition metal oxides as well
as electrically conducting polymers are examples of pseudo-capacitive active mate-
rials. Hybrid capacitors, combining a capacitive or pseudo-capacitive electrode with
a battery electrode, are the latest kinds of ECs which benefit from both the capacitor
and the battery properties.

Here we give an overview of recent findings as well as an analysis of what the
future holds for nanostructured SCs.

17.2 Electrochemical Double Layer Capacitors Based on 3D
Nanostructured Electrodes

EDLCs are electrochemical capacitors that store the charge electrostatically using
reversible adsorption of ions of the electrolyte onto active materials that are elec-
trochemically stable and have high accessible specific surface area (SSA). Charge
separation occurs on polarization at the electrode–electrolyte interface, producing
what Helmholtz described in 1853 as the double layer capacitance C:

C = εrε0/Ad or C/d = εrε0/A (17.1)

where εr is the electrolyte dielectric constant, ε0 is the dielectric constant in vac-
uum, d is the effective thickness of the double layer (charge separation distance),
and A is the electrode surface area. This capacitance model was later refined by
Gouy and Chapman, and Stern and Geary, who suggested the presence of a diffuse
layer in the electrolyte due to the accumulation of ions close to the electrode sur-
face. The double layer capacitance is between 5 and 20 μF/cm2 depending on the
electrolyte used [16]. Specific capacitance achieved with aqueous alkaline or acid
solutions is generally higher than in organic electrolytes, but organic electrolytes
are more widely used as they can sustain a higher operation voltage (up to 2.7 V
in symmetric systems). Because the energy stored is proportional to the square of
voltage according to

E = 1/2CV2 (17.2)

a three-fold increase in voltage, V, results in about an order of magnitude increase
in energy, E, stored at the same capacitance. As a result of the electrostatic charge
storage, there is no faradic (redox) reaction at EDLC electrodes. A supercapacitor
electrode must be considered as a blocking electrode from an electrochemical point
of view. This major difference from batteries means that there is no limitation by



480 H. Zhang et al.

the electrochemical kinetics through a polarization resistance. In addition, this sur-
face storage mechanism allows very fast energy uptake and delivery and then better
power performance.

The absence of faradic reactions also eliminates the swelling in the active mate-
rial that batteries show during charge/discharge cycles. EDLCs can sustain millions
of cycles whereas batteries survive a few thousand at best. Finally, the solvent of the
electrolyte is not involved in the charge storage mechanism, unlike in Li-ion batter-
ies where it contributes to the solid–electrolyte inter-phase when graphite anodes or
high-potential cathodes are used. This does not limit the choice of solvents, and elec-
trolytes with high-power performances at low temperatures (down to –40◦C) can be
designed for EDLCs. However, as a consequence of the electrostatic surface charg-
ing mechanism, these devices suffer from a limited energy density. This explains
why today’s EDLC research is largely focused on increasing their energy perfor-
mance and widening the temperature limits into the range where batteries cannot
operate [7].

The key to reaching high capacitance by charging the double layer is in using
high SSA blocking and electronically conducting electrodes. As more SSA leads
to larger capacitance, the electrodes in EDLCs are necessarily high surface area
objects; they are designed as porous structures and use various high surface area car-
bons as active materials. Graphitic carbon satisfies all the requirements for EDLC
application, including high conductivity, electrochemical stability, and open poros-
ity [17, 18]. Activated, templated, and carbide-derived carbons [19, 20], carbon
fabrics, fibers, nanotubes [21], onions [22], and nanohorns [23] have been tested
for EDLC applications [17]. In addition, a morphological variety of carbons includ-
ing powders, nanofoams (such as aerogels), nanofibers, nanotubes, cloths, and
nanosheets have been investigated in aqueous and nonaqueous electrolytes: capaci-
tance values as high as 300 F/g have been realized [24–26]. As ions need to approach
and be expelled from the electrified interface during charge–discharge, the rate of
electrolyte mass transport through the pore network of the electrode structure plays
a critical role in determining the magnitude of the normalized capacitance, the fre-
quency of the capacitive response, and thus the power density. Therefore, either the
energy density or the power density of EDLCs relies on the nanostructures of carbon
materials and the nanoarchitectures of electrodes.

Based on the nanostructure (pore structures) of electroactive carbons and the
nanoarchitecture of electrodes, the EDLC electrodes are divided into four categories
and expatiated as follows.

17.2.1 Electrodes Based on Activated Carbons and Activated
Carbon Fibers: Powdered Carbons with Disordered
Pore Structures

The first patent describing the concept of an electrochemical capacitor was filed
in 1957 by Becker, who used activated carbon (AC) with a high SSA coated on
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a metallic current collector in a sulfuric acid solution. Now even after more than
a half-century, activated carbons are still the most popular electrode materials for
SCs. ACs are the most widely used EDLC materials today, because of their high
SSA and moderate cost. ACs are derived from carbon-rich organic precursors by
carbonization (heat treatment) in inert atmosphere with subsequent selective oxida-
tion in CO2, water vapor, or KOH to increase the SSA and pore volume. Natural
materials, such as coconut shells, wood, pitch, or coal, or synthetic materials, such
as polymers, can be used as precursors. A porous network in the bulk of the car-
bon particles is produced after activation; micropores (<2 nm in size), mesopores
(2–50 nm), and macropores (>50 nm) can be created in carbon grains. Accordingly,
the porous structure of carbon is characterized by a broad distribution of pore size.
Longer activation time or higher temperature leads to larger mean pore size. The
double layer capacitance of AC reaches 100–150 F/g in organic electrolytes; this
value can exceed 150–350 F/g in aqueous electrolytes, but at a lower cell voltage
because the electrolyte voltage window is limited by water decomposition. A typ-
ical cyclic voltammogram of a two-electrode EDLC laboratory cell is presented in
Fig. 17.1. Its rectangular shape is characteristic of a pure double layer capacitance
mechanism for charge storage according to

I = C × dV/dt (17.3)

where I is the current, (dV/dt) is the potential scan rate, and C is the double layer
capacitance. Assuming a constant value for C, for a given scan rate the current I
is constant, as can be seen from Fig. 17.1, where the cyclic voltammogram has a
rectangular shape.

Generally, the larger the specific surface area of carbons, the higher the ability
for charge accumulation in the electrode/electrolyte interface. It is well known that
micropores (<2 nm in size, as mentioned previously) play an essential adsorption

Fig. 17.1 Cyclic
voltammetry of a
two-electrode laboratory
EDLC cell in 1.0 M
tetraethylammonium
tetrafluoroborate in
acetonitrile-based electrolyte,
containing activated carbon
powders coated on aluminum
current collectors. Cyclic
voltammetry was recorded at
room temperature and
potential scan rate of 5 mV/s.
Inset is a picture of EDLC
cells
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role for the formation of the electrochemical double layer. However, these micro-
pores must be electrochemically accessible for ions; therefore, the presence of
mesopores (2–50 nm) is necessary for efficient charge propagation to the bulk of
the electrode material, allowing the so-called frequency response to be fulfilled, i.e.,
the energy to be extracted at higher frequencies (e.g., 1 Hz). Hence, the availabil-
ity and wettability of pores, with dimensions adapted to the size of solvated anions
and cations which have to be transported from the electrolytic solution, is crucial
for high capacitor performance [18]. It can often be found in the literature that the
higher the BET specific surface area, the higher the capacitance values. However, for
a wide variety of ACs, this trend is not perfectly followed. In fact, the narrow micro-
pores may not contribute to the total double layer capacitance due to a sieving effect
whose extent depends on the size of the electrolyte ions [27–29], which explains the
absence of proportionality with BET surface area [30]. In addition, the larger values
in aqueous electrolyte are essentially justified by a smaller size of solvated ions and
a higher dielectric constant than in organic media.

Both ACs and activated carbon fibers (ACFs) are micropore-dominated materi-
als, which is attributed to the activation process. There are also a small quantity of
meso- and macropores in these materials [31]. A pore size distribution (PSD) curve
of a typical AC is shown in Fig. 17.2. The pore structure of AC and ACF is irregular,
i.e., the pores are connected with each other randomly, and some of them are closed
pores. These structures will hinder the ion transfer during charge/discharge process
and lead to inferior performance, especially under high-power operations.

The microstructure of electrodes based on AC and ACF is also disordered.
Because the conductivity of AC and ACF is moderate, conductive additives must
be added into the electrode to ensure high electronic conductivity of electrode. It is
well known that electrochemical performance is strongly affected by the property
of conductive additives. Effects of conductive additive on electrochemical perfor-
mance of battery have been fully studied [32–34]. SEM image of carbon black
clusters, AC particles, and composite electrodes with 5 wt% carbon black is shown
in Fig. 17.3. Carbon black clusters are formed by sub-micrometer primary particles
and the diameter of carbon black clusters ranges from 2 to 10 μm. The diameter
of AC particles ranges from 2 to 20 μm. The morphology and microstructure of

Fig. 17.2 A pore size
distribution curve of a typical
activated carbon
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Fig. 17.3 SEM images of (a) carbon black, (b) AC, composite electrodes with (c) 5 wt% carbon
black (from Solid State Ionics). Reprinted with permission from [34]. Copyright 2008 (Elsevier)

the composite electrodes vary with the carbon black contents. Figure 17.3c is a
SEM image of an electrode with moderate carbon black (5 wt%). It is obvious
that carbon black particles fill the voids among AC particles. The conductive
network is formed by both AC and carbon black particles. Carbon black has good
electronic conductivity; thus, the composite electrode’s electronic conductivity is
increased. And there are pores between AC and carbon black particles. However,
the conductive paths in these composite electrodes are irregular and zigzag, and
the contact points among AC/carbon black particles are overmany, leading to poor
conductivity (see Fig. 17.4). The pore structure formed by the accumulation of
AC and carbon black particles is also irregular, hindering the ion transfer during
charge/discharge process.

17.2.2 Electrodes Based on Carbon Foams, Carbon Aerogels,
and Other Monolithic Carbon: Monolithic Carbon
with Disordered Micropores

From the viewpoint of many practical applications, monolithic carbons are easier to
handle than powdered materials. They also present developed conductive paths at
macroscopical scale, leading to better power performance when used as electrodes.

The shaping of carbon materials is often rather difficult, owing to the elastic
properties of the grains, and therefore, direct shaping of the materials during their
generation can be highly advantageous. In general, carbon monoliths are fabricated
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Fig. 17.4 The schematic representation of the microstructure of AC/carbon black composite
electrodes

by extrusion or, directly, by wet chemistry (e.g., sol–gel process) [35, 36]. However,
fine-tuning of the pore structure of the carbon monoliths is difficult to achieve using
these pathways, and they also have the disadvantage of needing binders and addi-
tives in the case of extrusion or supercritical drying/freeze-drying during the sol–gel
process [37]. In comparison, the nanocasting pathway from shaped precursors pro-
vides an opportunity to create monolithic carbons with an ordered or hierarchical
structure, and the pore sizes are tailor-made to some extent, if the integrity of the
template can be maintained in the cast carbon [38–40]. Monolithic mesoporous car-
bon with a bicontinuous cubic structure (Ia3d symmetry) was prepared by using
mesoporous silica monoliths as the hard template [41]. This monolithic carbon
shows a concentrated pore size of 4.6 nm and a surface area of 1530 m2/g. The
difficulty in preparing such carbon monoliths is, in fact, in the preparation of the
noncracked silica monoliths needed as templates. Owing to the stresses involved in
the preparation, cracking of the structures can occur at different stages, the most sen-
sitive ones being the drying stage, due to capillary forces, and the calcination stage,
due to the temperature-induced stress and/or pressure developing inside the mono-
liths during the decomposition and combustion of the organic material in the pore
system. Thus, the preparation of monolithic mesoporous carbon with an ordered
mesostructure is still a great challenge.

Related to the synthesis proposed by Nakanishi [42], silica monoliths with a hier-
archical structure containing macropores and mesopores can be prepared by adding
poly(ethylene glycol) and/or hexadecyltrimethylammonium bromide as a porogen
[43]. Using such silica monoliths as templates and furfuryl alcohol or sucrose as
a carbon precursor, carbon monoliths with well-developed porosity are accessi-
ble [41–46]. Interestingly, the pore system of the nanocast carbon monoliths can
be varied to three- or four-modal porosity by varying the loading amount of fur-
furyl alcohol in the one-step impregnation. Regardless of loading with the carbon
precursor, the obtained carbon monolith is a positive replica of the silica monolith
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Fig. 17.5 Scanning electron microscopy (SEM) images (upper), photograph (lower, left), and
TEM image (lower, right) of silica and carbon monoliths (from Adv. Mater.). Reprinted with
permission from [46]. Copyright 2006 (Wiley)

on the micrometer scale, and a negative replica on the nanometer scale, as shown
in Fig. 17.5. Combined volume and surface templating, together with the controlled
synthesis of the starting silica monoliths used as the scaffold, provides a flexible
means of pore size control on several length scales simultaneously [40, 44].

Carbon aerogels, i.e., a monolithic 3D mesoporous network of carbon nanopar-
ticles, are obtained by the pyrolysis of organic aerogels based on resorcinol-
formaldehyde (RF) or phenol-furfural (PF) precursors via a sol–gel process. The
gel composition (catalyst, precursor, solid ratio) and the pyrolysis temperature deter-
mine the microtexture of the final product, especially the particle size and the pore
distribution. In order to simplify their production, a supercritical drying of the RF
gels is favored with a very low catalyst concentration, with high molar resorcinol
to catalyst (R/C) ratios. The catalyst concentration controls the particle sizes, and
the degree of dilution determines the density of the material. The special poros-
ity of aerogels is based on the interconnection of carbon nanoparticles of the same
size, leading to a concentrated mesoporous distribution with a specific surface area
between 500 and 900 m2/g and a high pore volume (0.4–2.6 cm3/g). Carbon aerogels
with pore diameters in the range from 3 to 13 nm pointed out the best voltammetry
characteristics and the highest capacitance values (70–150 F/g).
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Fig. 17.6 A SEM image of a
pitch-derived carbon foam

Fig. 17.7 The schematic representation of the microstructure of monolithic carbon electrodes

Carbon foam is another carbon monolithic carbon. Although pitch-based carbon
foam (Fig. 17.6) presents developed conductive paths, its SSA is very low, leading
to a low specific capacitance. Overall, the conductive network is developed in mono-
lithic carbons. However, their PSD should be optimized to enhance the ionic transfer
and the SSA should also be enhanced to obtain high capacitance (see Fig. 17.7).

17.2.3 Electrodes Based on Template Carbons, Graphene,
Carbide-Derived Carbons, and Hierarchical Porous
Carbons: Powdered Carbons with High Mesopore Ratios
or Reasonable PSD

Although monolithic carbons present regular conductive paths, their pore size and
pore structure need to be optimized. Template method (also called nanocasting) is a
powerful method for creating porous materials that are more difficult to synthesize
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Fig. 17.8 TEM images of
ordered nanoporous carbon
graphitized under argon at
2500◦C (from J. Am. Chem.
Soc.). Reprinted with
permission from [53].
Copyright 2005 (American
Chemical Society)

by conventional processes. Especially, this method is very powerful for the fabrica-
tion of mesopore-dominated carbons with regular pore structures. Figure 17.8 shows
TEM images of ordered nanoporous carbon prepared by template methods.

The nanocasting pathway to create nanostructured materials involves three main
steps: (i) formation of the template; (ii) the casting step with target precursors,
including the conversion of the precursor, which is typically molecular, to a solid;
and (iii) removal of the template, as shown in Fig. 17.9. Inorganic, ordered porous
solids are mostly used as the nanoscale hard template in the first step. For instance,
zeolites [47], alumina membranes [48], ordered mesoporous silica [49], ordered
mesoporous carbon [50], or, for somewhat larger structure sizes, the assembly
structure of colloidal spheres have been employed as a true template to replicate
other materials [51]. The pore structures of these parent materials can be trans-
ferred to the solid structure of the generated porous materials, while the walls
of the parent become the voids of the replica. In order to be able to control the
morphology and structural parameters of the replicas, templates with a control-
lable morphology and structure are highly advantageous. One of the most versatile
hard templates is ordered mesoporous silica, since it can be prepared in shapes
as diverse as noodle-like, spherical, fibrous, rod-like, and even with chiral mor-
phologies [52–54]. Another requirement for the template is the ability to remove it
without affecting the cast. Possibilities are leaching with different agents, melting,

Fig. 17.9 Schematic illustration of the nanocasting pathway (from Adv. Mater.). Reprinted with
permission from [46]. Copyright 2006 (Wiley)
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or combustion, which is possible with a carbon template. The successful synthe-
sis of carbon with an ordered pore structure was first achieved by Ryoo’s group
in 1999, whereby MCM-48 was used as a template to create a carbon material
(CMK-1) [49]. Previous attempts to replicate the narrower pore systems of zeolites
had given indications that a replication should be possible, but the materials lacked
the perfection of the CMK-1 structure. Starting with the initial publication from the
Ryoo group, many studies were carried out to synthesize mesoporous carbons with
ordered structures.

Compared with ACs, template carbons obtain higher rate performance and com-
parable capacitance, attributed to their higher mesopore ratio and high surface areas
[55]. The pore volumes of template carbons are larger than that of ACs, leading to
the fact that their packing density is lower than the latter. Therefore, the pore size
distribution of template carbons should be further optimized.

Graphene is a novel functional material; its fabrication, microstructure, and appli-
cation in energy storage have been hot topics these years. Graphene can be prepared
by both chemical method and physical method (such as arc discharge method).
They present high conductivity and open mesoporous structure (see Fig. 17.10),
leading to superior power performance. However, the SSA of graphene is moder-
ate, leading to low specific capacitance. We prepared a graphene material by arc
discharge method and studied its pore structures and electrochemical capacitive
properties. This graphene presents developed and open mesopore structure (see
Fig. 17.10), and its specific surface area and mesopore ratio are 77.8 m2/g and
74.7%, respectively. When used as an electrochemical capacitor electrode mate-
rial, graphene gets a capacitance of 12.9 F/g, its cyclic voltammograms show
rectangular shape even under a high scan rate of 200 mV/s, and the f0 on the elec-
trochemical impedance spectroscopy is as high as 18.5 Hz, exhibiting excellent rate
capability.

Fig. 17.10 TEM and
high-resolution TEM (inset)
images of graphene
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Carbon-derived carbons (CDCs) are another high-performance electrode mate-
rial with concentrated pore size distributions. These are porous carbons obtained by
extraction of metals from carbides (TiC, SiC, etc.) by etching in halogens at elevated
temperatures [56]:

TiC + 2Cl2 → TiCl4 + C (17.4)

In this reaction, Ti is leached out from TiC, and carbon atoms self-organize
into an amorphous or disordered, mainly sp2 bonded [57], structure with a pore
size that can be fine-tuned by controlling the chlorination temperature and other
process parameters. Accordingly, a narrow unimodal pore size distribution can be
achieved in the range 0.6–1.1 nm, and the mean pore size can be controlled with
sub-ångström accuracy [58]. These materials were used to understand the charge
storage in micropores using 1 M solution of NEt4BF4 in acetonitrile-based elec-
trolyte [59]. The normalized capacitance (μF/cm2) decreased with decreasing pore
size until a critical value close to 1 nm was reached and then sharply increased
when the pore size approached the ion size [60, 61]. The TEM micrographs of TiC-
CDC synthesized at various temperatures are shown in Fig. 17.11. High-resolution
TEM analysis of TiC-CDC and ZrC-CDC shows a logical progression of increasing
order with increasing synthesis temperature occurring roughly in these tempera-
ture regimes. At 600◦C, both TiC and ZrC-CDCs are amorphous (Fig. 17.11a, d).
At 800◦C, the structures contain highly curved graphene planes (Fig. 17.11b, e).
TiC-CDC produced at 800◦C has a higher content of fullerenic shell-type struc-
ture than ZrC-CDC synthesized at the same temperature and looked similar to
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Fig. 17.11 TEM micrographs of TiC-CDC synthesized at (a) 600◦C, (b) 800◦C, and (c) 1200◦C
and ZrC-CDC synthesized at (d) 600◦C, (e) 800◦C, and (f) 1200◦C (from J. Power Sources).
Reprinted with permission from [61]. Copyright 2006 (Elsevier)



490 H. Zhang et al.

the onion-like structures obtained by Zheng et al. [33]. For a synthesis temper-
ature of 1200◦C, straight graphite fringes having interlayer spacing approaching
that of pristine graphite (0.335 nm) are clearly visible. It is obvious that CDCs
present regular micropore structures. Compared with ACs, CDCs obtain higher
packing density because of their optimized PSD. In addition, CDCs present good
rate performance, such as a TiC-based CDC with 130 F/g under a current density of
100 mA/cm2.

As previously mentioned, porous carbon-based SCs are known to suffer from
electrode kinetic problems that are related to inner-pore ion transport. The exact
mechanism of ion transport within porous textures is very complex, because the
tortuosity, connectivity, size distribution, and shape of the pores, as well as the
nature of the electrolyte and the solid/liquid interface, all have to be considered [6,
62–64]. Among these factors, the inner-pore ion-transport resistance and the dif-
fusion distance are the most important ones. Large values of these two parameters
lead to a significant electrode potential drop (IR drop) and a low ion-accessible
surface area at large current values, thus severely reducing the performance of the
EDLCs. Microporous activated carbons and CDCs have a long diffusion distance
and a high ion-transport resistance, which lead to a large IR drop and a small Saccess
at high current values. On the other hand, ordered mesoporous carbons prepared
by template method have mesoporous channels (of about 4–6 nm) with a lower
ion-transport resistance and smaller particles (exhibiting a size of 1–2 mm) with a
shorter diffusion route. However, the porous texture of mesoporous carbons can-
not fulfill high-rate (<2 s) SC applications, where larger mesopores (>10 nm) and
nanometer-scale diffusion distances (<100 nm) are required [65].

Recently, Cheng and coworkers reported the electrochemical performance of 3D
aperiodic hierarchical porous graphitic carbon (HPGC) as a promising electrode
material for high-rate SC applications [65]. The 3D hierarchical porous texture
combines macroporous cores, mesoporous walls, and micropores. The physico-
chemical properties of the electrolyte in the macropores are similar to those of
the bulk electrolyte with the lowest resistance [62]. Ion-buffering reservoirs can
be formed in the macropores to minimize the diffusion distances to the inte-
rior surfaces. Furthermore, the mesoporous walls provide low-resistant pathways
for the ions through the porous particles [66–70], and the micropores strengthen
the electrochemical double layer capacitance [59, 71]. This 3D architecture com-
posed of macroporous cores and mesoporous walls is self-supported and can
overcome nanoparticle aggregation. In this design, three electrochemical processes
are involved, namely buffering ions in the macroporous cores, transporting ions
through the mesoporous walls, and confining ions in the micropores. Moreover, the
localized graphitic structure can enhance the electric conductivity. The experimen-
tal results show that both the energy and the power densities at high rate are greatly
improved when HPGC replaces AC or mesoporous carbons as the EDLC electrode
material.

HPGC can be fabricated by multi-template method or active template method
[72]. The microstructure of a typical HPGC is shown in Fig. 17.12. The SEM
image (Fig. 17.12a) shows the texture of the macroporous cores, which have a
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Fig. 17.12 (a) SEM image of
the macroporous cores of the
HPGC material, (b) TEM
image of the mesoporous
walls, (c) TEM image
showing the micropores,
(d) high-resolution TEM
(HRTEM) image of the
localized graphitic mesopore
walls, and (e) schematic
representation of the 3D
hierarchical porous texture
(from Angew. Chem. Int.
Ed.). Reprinted with
permission from [65].
Copyright 2008 (Wiley)

diameter of about 1 mm; these cores extend into the particles, thus forming ion-
buffering reservoirs. The thickness of the walls around them is less than 100 nm.
When the macroporous cores are immersed in the electrolyte, the thin walls around
them are covered by it, thus giving a diffusion distance shorter than 50 nm.
The TEM image (Fig. 17.12b) reveals the mesoporous texture of the walls. The
mesopores have diameters between 10 and 50 nm, and they can provide a short
ion-transport pathway through the walls, with a minimized inner-pore resistance.
There are micropores around the mesopores (Fig. 17.12c), and the mesopore walls
consist of localized graphitic structures, which leads to an enhanced electric con-
ductivity (see Fig. 17.12d). The pore sizes determined from TEM measurements
agree well with those derived from nitrogen adsorption analysis. A schematic
illustration of a 3D hierarchical porous texture is shown in Fig. 17.12e. The
characteristics of a 3D self-supporting macroporous network, including meso–
microporous walls and localized graphitic structures, make HPGC materials more
convenient than hollow carbon foams or mesoporous carbons (which do not contain
3D macropores) and ordered macroporous carbons (which do not have meso-
pores or graphitic structures). The new HPGC, which is unique in its structure,
shows promise as a good electrode material for advanced EC technology. The new
material exhibits high energy and power densities in both aqueous and organic
electrolytes.



492 H. Zhang et al.

Fig. 17.13 The schematic representation of the microstructure of template carbon electrodes

In a word, template carbons, graphene, carbide-derived carbons, and hierarchi-
cal porous carbons present ordered structure at microscopical scale, ensuring to
obtain high capacitance or low ion transfer resistance; however, they are powered
materials, which are harder to handle than monolithic carbons for the fabrication
of the electrodes (see Fig. 17.13). The electrode materials with both controllable
pore structure and developed conductive paths at macroscopical scale are highly
desired.

17.2.4 Electrodes Based on Carbon Nanotubes: Monolithic
Carbons with Developed Mesoporous Structures

Due to their nanometer size and outstanding properties, carbon nanotubes (CNTs)
are of great interest for many applications, namely batteries [73], storage of hydro-
gen [74], flat panel displays [75, 76], chemical sensors [77], and EDLCs [78].
Several researchers [79–82] have explored CNT-based EDLC electrodes, in which
most of the CNTs possess entangled structures. Thus, the CNT electrodes have had
irregular pore structures that would not facilitate the fast transfer of electrolyte ions
and thereby limit any improvement in the electrochemical performance of EDLCs.
Compared with entangled CNT (ECNT), carbon nanotube arrays (CNTAs) have
more regular pore structures and conductive paths and, therefore, higher effective
SSAs [83] and lower ion diffusion resistances. A CNTA can be grown directly or
pasted on a current collector to obtain an EDLC electrode [84]. The latter process is
also called “transfer technique” [85].

Figure 17.14 illustrates the procedures for the transfer technique. First, a CNTA
on silica or silicon substrates, which are the most suitable substrates for CNTA
growth, was prepared by chemical vapor deposition (CVD) [86–89]. Second, the
CNTA was detached from the original substrate by either cutting or other methods
(such as HF etching or surface tension gradient achieved by introducing hot water)
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Fig. 17.14 Schematic
diagram of the transfer
technique for CNTA electrode
fabrication (from Energy
Environ. Sci.). Reprinted with
permission from [87].
Copyright 2009 (The Royal
Society of Chemistry)

[90, 91]. Then, the pure CNTA was reattached onto arbitrary surfaces, including Ni
foil, Cu foil, Al foil, stainless steel, and other current collectors, by binders (such
as graphite milk) [84, 85], solders (such as Sn/Pb, Sn/Au, and Sn/Ag/Cu) [92, 93],
or just surface tension [90] to fabricate CNTA electrodes. The SWNT-like CNT
presented in Fig. 17.14 can represent either MWNTs or SWNTs. CNTs can also be
integrated onto gold surfaces by chemical bonds through a self-assembly process
[94, 95]; however, these CNTAs may not be suitable for energy storage applications
due to the complicated procedures involved in their fabrication.

CNTA electrode has a lower equivalent series resistance and a better rate capa-
bility than activated carbon electrode. This is due to the fact that CNTA possesses
a larger pore size and a more regular pore structure. Compared with the trans-
fer technique, growing CNTA directly on current collectors is more attractive and
powerful due to its one-step procedure, low electric resistance between CNTA and
substrate, and the formation of robust CNT–metal contacts during growth [96, 97].
Usually, CNTA can be grown either by using thin catalyst layers predeposited on
substrates or through vapor-phase catalyst delivery. A 10–30 nm Al2O3 buffer layer
can effectively increase the efficiency of CNT growth by avoiding undesired chem-
ical interaction between catalyst and substrate [86]. This buffer layer also alters
the catalyst–support interactions and enhances the growth rate of CNTs [98]. Our
results also indicate that the properties of CNTAs are mainly determined by CVD
parameters and the properties of Al2O3 buffer layers [88, 89, 98], not by the sub-
strates. In addition, the nonconductive Al2O3 buffer layer can hardly influence the
contact between the CNTA and the substrate, a result of annealing in H2 which very
much affects the Al2O3 morphology, creating many holes on the Al2O3 surface [88]
which ensures the contacts between the substrate and the catalyst particles trapped
in these holes, and thus the contacts between the CNT grown from these catalyst
particles and the substrate are established.
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We carefully investigated the difference between the microstructure, capacitive
properties, and energy storage characteristics of a CNTA electrode and an ECNT
electrode in ionic liquid electrolytes [99]. The two electrodes were both 1 mm
thick and the apparent areas were the same. In addition, the crystalline quality
and inherent conductivity of CNTs in ECNT electrode were similar to that in
the CNTA electrode. The results obtained from cyclic voltammetry, galvanostatic
charge/discharge, and ac impedance showed that the CNTA electrode had higher
capacitance, lower resistance, and better rate performance than the ECNT electrode.
The mechanism of energy storage in both electrodes comes from the charge sepa-
ration at the electrode/electrolyte interface, leading to a double layer capacitance.
Theoretically, electrode material with high SSA gives high capacitance. Contrary to
this, although the SSA of the ECNT electrode (283 m2/g) is much larger than that
of the CNTA electrode (111 m2/g), the capacitance of the ECNT electrode is lower,
which suggests that the SSA utilization of the CNTA electrode is more effective than
that of the ECNT electrode. The outer surface of CNTs mainly contributes to the sur-
face area of these two electrodes because the inner space of CNTs is easily blocked
by the bamboo-like structures of the inner graphite sheets [100]. These graphite
sheets curve inward periodically to form cross walls in the CNT, just like the inner
structure of a bamboo; thus, the pores in CNT electrodes are formed by CNT stack-
ing. The N2 adsorption results indicate that the pore size of the ECNT electrode
shows a remarkable decrease compared to ECNT powder [99]. The average pore
diameters of ECNT powder and electrode are 36 and 14 nm, respectively. The rea-
son for this pore size decrease is because the nanotubes in the ECNT electrode
form bundles easily through the electrode molding process. In addition, polyte-
trafluoroethylene (PTFE) binder fills up the voids among nanotubes and forms large
nanotube/PTFE agglomerates, which result in pore shrinkage and effective surface
area loss. Although the pore size distribution (PSD) of the ECNT electrode ranges
from 1.1 to 70 nm, the majority of the surface area of the ECNT electrode is con-
tributed by micropores, which are not easily penetrated by big ionic liquid ions,
especially at high charge/discharge rates. On the contrary, the surface area of the
CNTA electrode is mainly supplied by mesopores. Ion diffusivity plays a key factor
to realize EDLCs with good power performance. As shown in Fig. 17.15, the ECNT
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Fig. 17.15 SEM images of an entangled CNT (a) and a CNT array (b). (c) Schematic model com-
paring the microstructure, ion diffusion, and electron conduction in ECNT and CNTA electrodes
(from Energy Environ. Sci.). Reprinted with permission from [87]. Copyright 2009 (The Royal
Society of Chemistry)
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electrode possesses a large ion diffusion barrier in the inner region of the electrode
because of small pore size and irregular pore structure which lead to high internal
resistance and inferior power performance. In contrast, CNTs in the CNTA electrode
regularly align, giving an electrode with regular pore structure and large pore size.
Therefore, compared to the ECNT electrode, the CNTA electrode possesses better
ion diffusivity and higher capacitance.

The inherent conductivity of CNTs in CNTA and ECNT is similar; thus, the
equivalent series resistance difference is mainly attributed to the electronic resis-
tance difference related to the electrode microstructures and the ion diffusion
difference. The CNTA electrode presents lower ion diffusion resistance than the
ECNT electrode. Furthermore, each nanotube in the CNTA electrode is contacted
directly to the current collector and the nanotubes in CNTA are much longer than
that in ECNT; thus, the conductive paths in the CNTA electrode are more regular
and shorter than those in the ECNT electrode. The conductive paths in the ECNT
electrode form zigzags (by tens) of short CNTs. Every conductive path (from the
current collector to the top of the electrode) not only is much longer than 1 mm
(electrode thickness) but also contains tens of contact points. This kind of difference
in conductive paths has been illustrated by Lira-Cantu and Gonzalez-Valls [101]. In
addition, the insulative PTFE binder further increases the resistance of the ECNT
electrode. In summary, the CNTA electrode presents lower ion diffusion resistance,
higher electronic conductivity, larger pores, and more regular pore structure than the
ECNT electrode; thus, the CNTA electrode has higher capacitance, lower resistance,
and better rate performance.

CNTA electrodes present good rate performance. We fabricated a button-like
device to evaluate the power performance of CNTA-based EC. CNTAs were grown
directly on Ta and stainless steel (SS) substrates by chemical vapor deposition [98].
These two electrodes were used as cathode and anode to fabricate a button-like
EC (see Fig. 17.16); 1.0 M Et4NBF4/PC was the electrolyte. Electrochemical per-
formance measurements indicate that the CNTA-based EC presents high working
voltage (3.5 V), long life cycle, and good rate capability. The power and energy
densities are 928 kW/kg and 69 Wh/kg, respectively (based on the mass of CNTA),
showing that CNTA-based SC is a promising candidate for power applications.

Fig. 17.16 Image of CNTA
electrodes used to fabricate
the button-like EC. Insets are
SEM images of CNTAs (from
Energy Environ. Sci.).
Reprinted with permission
from [87]. Copyright 2009
(The Royal Society of
Chemistry)
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It is obvious that the superior power performance of CNTA electrode is attributed
to its ordered 3D nanostructures: developed ionic and electronic conductive paths.
Recently Yang and coworkers reported all CNT thin films created by layer-by-layer
(LBL) assembly of surface functionalized MWNTs [102]. Negatively and positively
charged MWNTs were prepared by surface functionalization, allowing the incor-
poration of MWNTs into highly tunable thin films via the LBL technique. The
pH-dependent surface charge on the MWNTs gives this system the unique char-
acteristics of LBL assembly of weak polyelectrolytes, controlling thickness and
morphology with assembly pH conditions. These MWNT thin films have randomly
oriented interpenetrating network structure with well-developed nanopores using
AFM and SEM, which could be an ideal structure of functional materials for vari-
ous applications. In particular, electrochemical measurements of these all-MWNT
thin film electrodes show high electronic conductivity in comparison with polymer
composites with single-wall nanotubes and high capacitive behavior with precise
control of capacity.

Figure 17.17 shows the microstructure of CNT electrodes fabricated by (a) nor-
mal deposition method and (b) LBL method. The cast film of raw MWNTs shows
aggregation and alignment of bundles of MWNTs due to van der Waals interactions
and capillary forces. These films exhibit weak mechanical integrity, poor control of
thickness, and dense packing, leading to a decrease of the available surface area of
the MWNTs. On the other hand, the LBL-assembled MWNT films yield randomly
oriented individual MWNTs with well-developed nanoscale pores, making MWNT
thin films an ideal electrode structure with mixed ionic/electronic conducting chan-
nels. These differences come from the electrostatic repulsion between nanotubes
that act against van der Waals interactions that yield close packed aggregates and
the electrostatic cross-linking between positively and negatively charged MWNTs
during the LBL process that leads to randomly oriented, kinetically driven CNT
arrangements in the film. Since the MWNTs have intrinsically high electrical con-
ductivity and higher surface area, these porous network structures can work as fast

Fig. 17.17 Comparison of the topology of MWNTs using scanning electron microscopy (SEM)
images. (a) Deposition of raw MWNT solution on silicone wafer after 2 h sonication. (b) LBL-
assembled MWNT thin film (from J. Am. Chem. Soc.). Reprinted with permission from [102].
Copyright 2009 (American Chemical Society)
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electronic and ionic conducting channels, providing the basis for design of the ideal
matrix structure for energy conversion as well as energy storage devices.

17.3 Pseudo-capacitors Based on 3D Nanostructured Electrodes

Some SCs use fast, reversible redox reactions at the surface of active materials, thus
defining what is called the pseudo-capacitive behavior. Metal oxides such as RuO2,
Fe3O4, or MnO2 [103, 104], as well as electronically conducting polymers [105],
have been extensively studied in the past decades. The specific pseudo-capacitance
exceeds that of carbon materials using double layer charge storage, justifying inter-
est in these systems. But because redox reactions are used, pseudo-capacitors, like
batteries, often suffer from a lack of stability during cycling. Ruthenium oxide,
RuO2, is widely studied because it is conductive and has three distinct oxidation
states accessible within 1.2 V. The pseudo-capacitive behavior of RuO2 in acidic
solutions has been the focus of research in the past 30 years [6]. It can be described
as a fast, reversible electron transfer together with an electro-adsorption of protons
on the surface of RuO2 particles, according to Eq. (17.5), where Ru oxidation states
can change from (ii) up to (iv):

RuO2 + xH+ + xe− ↔ RuO2−x(OH)x (17.5)

where 0 ≤ x ≤ 2. The continuous change of x during proton insertion or de-insertion
leads to a capacitive behavior with ion adsorption following a Frumkin-type
isotherm [6]. Specific capacitance of more than 600 F/g has been reported [106],
but Ru-based aqueous electrochemical capacitors are expensive, and the around
1.0 V voltage window limits their applications to small electronic devices. Less
expensive oxides of iron, vanadium, nickel, and cobalt have been tested in aqueous
electrolytes, but none has been investigated as much as manganese oxide [107]. Its
charge storage mechanism is based on surface adsorption of electrolyte cations C+

(K+, Na+, . . .) as well as proton incorporation according to the reaction

MnO2 + xC+ + yH+ + (x + y)e− ↔ MnOOCxHy (17.6)

MnO2 micro-powders or micrometer-thick films show a specific capacitance of
about 150 F/g in neutral aqueous electrolytes within a voltage window of ≤1 V.
Accordingly, there is limited interest in MnO2 electrodes for symmetric devices,
because there are no oxidation states available at less than 0 V. However, it is suitable
for a pseudo-capacitive positive electrode in hybrid systems. Other transition metal
oxides with various oxidation degrees, such as molybdenum oxides, should also be
explored as active materials for pseudo-capacitors.

Many kinds of conducting polymers (polyaniline, polypyrrole, polythiophene,
and their derivatives) have been tested in SC applications as pseudo-capacitive
materials and have shown high gravimetric and volumetric pseudo-capacitance in
various nonaqueous electrolytes at operating voltages of about 3 V [105, 108, 109].
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When used as bulk materials, conducting polymers suffer from a limited stability
during cycling that reduces the initial performance. Research efforts with conduct-
ing polymers for supercapacitor applications are nowadays directed toward hybrid
systems.

Given that nanomaterials have helped to improve Li-ion batteries [110], it is
not surprising that nanostructuring has also affected pseudo-capacitors. Because
pseudo-capacitors store charge in the first few nanometers from the surface, decreas-
ing the particle size increases active material usage. Thanks to a thin electrically
conducting surface layer of oxide and oxynitride, the charging mechanism of
nanocrystalline vanadium nitride (VN) includes a combination of an electric dou-
ble layer and a faradic reaction (ii/iv) at the surface of the nanoparticles, leading
to specific capacitance up to 1200 F/g [111]. A similar approach can be applied to
other nano-sized transition metal nitrides or oxides. In another example, the cycling
stability and the specific capacitance of RuO2 nanoparticles were increased by
depositing a thin conducting polymer coating that enhanced proton exchange at the
surface [112]. The design of specific surface functionalization to improve interfacial
exchange could be suggested as a generic approach to other pseudo-redox materials.
MnO2 and RuO2 films have been synthesized at the nanometer scale. Thin MnO2
deposits of tens to hundreds of nanometers have been produced on various substrates
such as metal collectors, carbon nanotubes, or activated carbons. Specific capaci-
tances as high as 1300 F/g have been reported [113], as reaction kinetics were no
longer limited by the electrical conductivity of MnO2. In the same way, Sugimoto’s
group has prepared hydrated RuO2 nanosheets with capacitance exceeding 1300 F/g
[114]. The RuO2 specific capacitance also increased sharply when the film thick-
ness was decreased. The deposition of RuO2 thin film onto carbon supports both
increased the capacitance and decreased the RuO2 consumption [115, 116]. Thin
film synthesis or high SSA capacitive material decoration with nano-sized pseudo-
capacitive active material offers an opportunity to increase energy density. Particular
attention must be paid to further processing of nano-sized powders into active films
because they tend to re-agglomerate into large-sized grains. An alternative way to
produce porous films from powders is by growing nanotubes, as has been shown for
V2O5 [117], or nanorods. These allow easy access to the active material, but can
only be produced in thin films so far, and the manufacturing cost will probably limit
the use of these sophisticated nanostructures to small electronic devices.

17.3.1 Nanostructured Metal Oxide Electrode Materials

Among the various pseudo-capacitive materials investigated, X-ray amorphous
hydrous ruthenium oxide offers the highest capacitance value. The capacitance
value of RuO2·xH2O depends sensitively on the water content and the degree of
crystallinity. The excellent performance of hydrous ruthenium oxide as a pseudo-
capacitive material arises because it is an innate nanocomposite with a high
mobility phase for electron transport, due to metallic conduction along a percola-
tion network of nanocrystalline rutile RuO2 coupled to high proton mobility along
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water structured at the rutile network [118]. Operational stability of the device
is further enhanced by the chemical stability of RuO2 in acidic and basic elec-
trolytes. The major issue with RuO2 is the prohibitively high cost and limited
availability of Ru. With an aim to lower cost while increasing the power density
relative to carbon-based SCs, a number of transition metal oxides in which the
metal ions can support multiple valences (e.g., amorphous or nanostructured MnO2
and V2O5) have been pursued to replace RuO2 [119, 120]. Manganese oxides have
been thoroughly investigated because of their importance in industrial applications,
such as catalysis and energy storage [121–123]. Over the years various nanostruc-
tured manganese oxides, including dendritic clusters, nanocrystals with different
shapes, nanowires, nanotubes, nanobelts, and nanoflowers, have been synthesized
[124–131]. A SEM image of manganese oxide dendritic clusters composed of nan-
otetragonal prisms with square cross-section obtained from hydrothermal reaction
is shown in Fig. 17.18. Substitution of less expensive elements such as V and Cr
for Ru in RuO2 as well as composites consisting of RuO2 on amorphous WO3 and
Na0.37WO2·xH2O have also been found to exhibit 550–700 F/g at a reduced cost
[132, 133].

Many synthesis methods have been reported for the synthesis of nanostruc-
tured metal oxides. Among them, solution-based methods are well known for
their advantages in tailoring the size and morphology of the nanostructures. It
is the uncomplicated sol–gel processing (soft chemistry) method in combination
with template synthesis or hydrothermal treatment that produces the most desir-
able nanostructures with remarkable reliability, efficiency, selectivity, and variety.
Template synthesis is a general method for preparing ordered arrays of nanostruc-
tures with nanorods/nanotubes/nanocables protruding from the underlying current

Fig. 17.18 SEM images of OMS-2 dendritic clusters composed of nanotetragonal prisms with
square cross-section obtained from hydrothermal reaction at 120◦C, 12 h. (a–c) Detailed views of
the same cluster with higher magnifications (from J. Am. Chem. Soc.). Reprinted with permission
from [124]. Copyright 2005 (American Chemical Society)
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collector [134]. Hydrothermal synthesis is another powerful tool to transform tran-
sition metal oxides into high-quality nanostructures. Other fabrication methods of
nanostructures include the reverse micelle technique, and the size of nanostructures
can be tuned easily by keeping the freshly made nanorods in the micellar solution
[135].

It is clear that nanostructured metal oxides offer improved energy storage capac-
ity and charge–discharge kinetics, as well as better cyclic stabilities, owing to their
huge surface area for redox reaction, short distance for mass and charge diffusion, as
well as the added freedom for volume change that accompanies reaction. However,
they are powered materials (just like nanostructured template carbons), which are
hard to handle for the fabrication of the electrodes (see Fig. 17.13). The electrode
materials with both controllable pore structure and developed conductive paths at
macroscopical scale are highly desired.

17.3.2 Nanostructured Conducting Polymer Electrode Materials

Conductive polymers exhibit several interesting and important properties, such as
metallic conductivity and reversible convertibility between redox states. When the
redox states have very different electrochemical and electronic properties, their
interconversion gives rise to changes in the polymers’ conformations, doping lev-
els, conductivities, and colors, useful attributes if they are to be applied in displays,
energy storage devices, actuators, and sensors. Unfortunately, the utilization ratio
and the reaction speed are low. One approach to enhancing these properties is
decreasing the diffusion distance for the counterions in the polymer. For exam-
ple, it has been found that nanotubular structures are good candidates for realizing
rapid switching between redox states because the counterions can be readily doped
throughout the thin nanotube walls.

Over the years much attention has been paid to synthesis of conducting polymers
with high electroactive regions by controlling microstructures, and different mor-
phologies of polymers have been obtained [136–140]. Electrochemical deposition
and template method are effective for the fabrication of nanostructured polymers.
Highly conducting polyaniline (PANI) nanowires have been synthesized in high
yield using a very simple electrochemical technique. The morphology of typical
PANI nanowires prepared directly on current collectors by deposition method is
shown in Fig. 17.19. The formation of such nanowires can be explained invoking
seedling growth process. Polyaniline nanowires of different morphologies can be
synthesized using appropriate experimental conditions.

A possible growth process of such nanowires is proposed as shown in Fig. 17.20.
The polyaniline nanowires are expected to grow via seedling growth process, in
which further polyaniline is deposited on the initially deposited nano-sized gran-
ules (Fig. 17.20a). As the deposition progresses, an aligned nanowire network is
formed. A further deposition results in extended length and in the misalignment
of nanowires and cross-links are formed. From there, the secondary growth of
polyaniline begins as the incoming polyaniline is distributed along the elongated
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Fig. 17.19 A SEM image of
the polyaniline nanowires
prepared by electrodeposition

Fig. 17.20 (a)–(d) Schematics of the possible growth process of the polyaniline nanowires in the
order of increasing polyaniline content

surface of the nanowires which results in their corn-like structure as shown in
Fig. 17.20c. Polyaniline continues to deposit on the network of the nanowires such
that all porous area is filled, as shown in Fig. 17.20d. The final situation is similar
to that shown in Fig. 17.19.

The combination of electrochemical deposition and template method is more
effective for the preparation of nanostructured polymers. Although the synthesis
of conductive polymer nanotubes can be performed using electrochemical tem-
plate synthesis, the synthetic techniques and underlying mechanisms controlling
the nanotube morphologies are currently not well established. The applied poten-
tial, monomer concentration, and base electrode shape all play important roles in
determining the nano-polymers’ morphologies. A mechanism based on the rates of
monomer diffusion and reaction allows the synthesis of nanotubes at high oxida-
tion potentials; a mechanism dictated by the base electrode shape dominates at very
low oxidation potentials. The SEM and corresponding TEM images of polypyr-
role nanostructures obtained at various potentials are shown in Fig. 17.21 [141].
The morphology of nanostructures electrochemically grown in the template pores
was predicted by considering the diffusion and reaction kinetics as well as the
interaction between pore wall and polymers at high oxidation potentials. However,
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Fig. 17.21 SEM and corresponding TEM images of polypyrrole nanostructures synthesized at (a)
low, (b) middle, and (c) high potentials (0.7, 1.4, and 1.8 V, respectively) (from Acc. Chem. Res.).
Reprinted with permission from [141]. Copyright 2008 (American Chemical Society)

the base electrode shape plays an important role in determining nanotube mor-
phology at very low oxidation potentials. This elaborated mechanism is applicable
to other conductive polymers and inorganic materials and helpful for fabrication
of composite structures such as nanotube/nanotube, nanotube/nanowire, or nan-
otube/nanoparticles. The controlled synthetic technique for nanotubular structures
made it feasible to investigate the performances of nanotube-based electrochem-
ical devices. The supercapacitor of poly(3,4-ethylenedioxythiophene) (PEDOT)
nanotubes provided high energy density at high power demand.

Just like nanostructured metal oxides, nanostructured polymers offer improved
energy storage capacity and charge–discharge kinetics, as well as better cyclic sta-
bilities, owing to their huge surface area for redox reaction, short distance for mass
and charge diffusion, as well as the added freedom for volume change that accom-
panies reaction. However, they are powered materials. The electrode materials with
both controllable pore structure and developed conductive paths through electrodes
can further enhance the electrochemical performance.

17.4 Hybrid Capacitors Based on 3D Nanostructured Electrodes

Various nanostructured carbon materials present large surface area and developed
ionic and electronic conductive paths and some of these carbons have even mono-
lithic structures; therefore, they show high rate capability than any other electrode
materials. However, their capacitances are moderate, i.e., less than 300 F/g, which is
lower than a lot of pseudo-capacitive materials, because of the double layer mecha-
nism. Pseudo-capacitive materials, such as conducting polymers and metal oxides,
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have high theoretical capacitance. However, their utilization ratios are low lead-
ing to moderate capacitance. Although nanostructured pseudo-capacitive materials
can get high utilization due to their high SSA and small particle size, the power
performance of pseudo-capacitive materials is poor due to their moderate conduc-
tivity. In addition, the life cycle of both conducting polymers and metal oxides
is much shorter than carbon-based materials because structure or volume change
during redox reactions leads to the loss of active materials. In order to greatly
increase the electrochemical performance of conducting polymers and metal oxides,
a hierarchical porous structure with high electronic conductivity must be considered
[65, 142].

How to fabricate advanced materials obtaining the advantages of both carbons
and pseudo-capacitive materials? Doping the latter into the pores of highly conduc-
tive and stable carbons is effective to improve their power and cycle performance
[143–146]. Considering that some carbons (such as CNTA) have regular pore struc-
ture, high SSA, homogeneous property (binder free), and superior conductivity [86,
147], depositing pseudo-capacitive materials on these carbons’ (also take CNTA
as an example, see Fig. 17.22) electrodes is a promising method for the fabrica-
tion of novel composite electrodes with superior capacitive properties. Recently,
researchers reported the preparation, microstructure, and capacitive properties of
these carbon/pseudo-capacitive material based composite materials. These novel
materials can be divided into two categories: metal oxide/carbon electrodes and
conducting polymer/carbon electrodes.

Fig. 17.22 A schematic diagram illustrating how pseudo-capacitive materials may be deposited
on CNTA electrodes for novel CNTA-based composite electrodes (from Energy Environ. Sci.).
Reprinted with permission from [87]. Copyright 2009 (The Royal Society of Chemistry)
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17.4.1 Nanostructured Electrodes Based on Metal
Oxides/Carbon Composite

Compared with the powdered carbons, it is obvious that monolithic carbons are
more suitable for the deposition of pseudo-capacitive materials. Carbon aerogel,
carbon nanotube array, and carbon foam are all suitable to be the substrates of these
composite materials.

As mentioned previously, the electrochemical performance of metal oxides is
largely affected by its morphology. In the composite materials, not only the distri-
bution of metal oxide but also the structure of the carbon substrate is an important
consideration. For example, physical properties of the substrate such as morphology
and microstructure, surface area, and pore size affect the nature of the deposited
metal oxides as well as the electrochemical properties of the final hybrid device.

Carbon aerogels and related sol–gel-derived nanoarchitectures are particularly
attractive for electrochemical capacitor applications due to their inherent structural
characteristics that include high specific surface areas, through-connected networks
of mesopores and/or macropores, tunable pore sizes ranging from nanometers to
micrometers, durable monolithic, moldable forms, and reasonable electronic con-
ductivity (10–40 S/cm) [148]. These same characteristics make carbon aerogels a
useful platform for modification with metal oxides. For example, the surface area,
porosity, and pore sizes of carbon aerogels can be tuned in order to maximize the
weight loadings of incorporated metal oxides. In this way, the hybrid architecture
combines the desirable structural and electronic characteristics of the native aerogel
with the built-in electrochemical capacitance of metal oxide.

Long and coworkers describe the electroless deposition of manganese oxide
under controlled pH conditions within and onto commercially available carbon
aerogel substrates [149]. In this general method, the carbon substrate serves as a sac-
rificial reductant and converts aqueous permanganate (MnO4

–) to insoluble MnO2,
as described previously for MnO2 deposition on other powdered carbons. Although
this approach offers a straightforward processing protocol, careful control of the
reaction is required in order to achieve nanoscale MnO2 deposits throughout a 3D
monolithic carbon architecture. Achieving such non-line-of-sight control is partic-
ularly challenging when modifying macroscopically thick porous carbon substrates
because the supply and flux of permanganate is likely to be inhomogeneous between
the electrode exterior and interior, thereby favoring deposition at the exterior bound-
ary. Moreover, preservation of the native carbon template pore structure is vital for
electrochemical performance in order to facilitate electrolyte infiltration and ion
transport throughout the internal volume of the hybrid electrode. Such hybrid elec-
trode structures can be produced by using deposition methods that are inherently
self-limiting, as recently demonstrated for the electrodeposition of conformal, ultra-
thin poly(o-methoxyaniline) coatings on carbon nanofoam templates [150]. The
TEM image of a neutral-deposited MnO2–carbon aerogel composite is shown in
Fig. 17.23. The nanoscale structure of the neutral-deposited composite architecture
reveals the presence of layered birnessite MnO2 ribbons and rods that permeate the
carbon nanofoam substrate. Such a 3D design exploits the benefits of a nanoscopic
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Fig. 17.23 Transmission
electron micrographs of a
neutral-deposited
MnO2–carbon (from Nano
Lett.). Reprinted with
permission from [149].
Copyright 2007 (American
Chemical Society)

MnO2–carbon interface to produce an exceptionally high area-normalized capac-
itance (1.5 F/cm2), as well as high volumetric capacitance (90 F/cm3). Varying
the carbon template pore structure, particularly targeting larger pore sizes (100–
200 nm) and higher overall porosity, could result in higher mass loadings of MnO2
and utilization of more internal pore volume.

Considering that CNTA presents larger pores and more regular pore structures
than carbon aerogels, we tried to combine the manganese oxide active material with
CNTA frameworks and obtained a novel nanostructured electrode with good capac-
itive properties [151]. Our strategy was to first grow a vertically aligned CNTA on
a Ta foil directly by chemical vapor deposition at 800◦C and then to electrode-
posit manganese oxide on a CNTA “scaffold” by a potentiodynamic method. The
SEM image (left inset of Fig. 17.24) shows manganese oxide particles, around
150 nm in diameter, well dispersed on CNTA. The TEM image (right inset of
Fig. 17.24) reveals that nanostructured manganese oxide particles are composed
of hundreds of surfboard-shaped nanosheets, and the nanosheets of each individual
particle originate from the same core, forming a dandelion-like flower. The length
and thickness of each surfboard-shaped “petal” are about 50 and 3 nm, respec-
tively. The manganese oxide particle size, distribution, and microstructure can be
controlled by electrodeposition parameters, such as CV cycle number and potential
range. In brief, more CV cycles and higher upper limit of the potential range result
in larger manganese oxide particles and denser particle distribution, respectively,
which has a profound effect on the morphology and the electrochemical properties
of MnOx/CNTA composites. The SSA of the manganese oxide nanoflower is as
high as 236 m2/g. Compared with pure CNTA, the MnOx/CNTA composite exhibits
more developed micropores, which can mainly be attributed to the numerous gaps
between manganese oxide nanosheets. Besides the micropores in manganese oxide,
there are a great many macropores among CNTs. The micropores in manganese
oxide and the macropores between CNTs compose a hierarchically porous structure.



506 H. Zhang et al.

Fig. 17.24 Schematic
representation of the
microstructure and energy
storage characteristics of
MnOx/CNTA composite. The
left and right insets show a
SEM image of MnOx/CNTA
composite and TEM image of
MnOx nanoflower on CNTs,
respectively (from Energy
Environ. Sci.). Reprinted with
permission from [87].
Copyright 2009 (The Royal
Society of Chemistry)

In addition, manganese oxide nanoflowers are apt to form at the junctions of CNTs,
attributed to manganese oxide tending to nucleate at the junctions of CNTs, rather
than at the curved surface of CNTs during electrodeposition. Generally, manganese
oxide deposits readily form planar nanosheets on flat substrates [152, 153]. The
dandelion-like nanostructure may be due to the manganese oxide deposit nucleat-
ing at the junctions of CNTs and then growing radically from the junctions. On
this basis, the growth process of the MnOx/CNTA composite is different from that
of the manganese oxide/nanocarbon composite, which is prepared by coating the
surface of a carbon aerogel with a thin layer of manganese oxide through a self-
limiting reaction. Electrochemical impedance spectroscopy and CV results show
that the MnOx/CNTA electrode has low equivalent series resistance, low charge-
transfer resistance, and highly capacitive nature with good ion response [151]. In
addition, this electrode retains 97% of its capacitance after 20,000 consecutive
cycles, indicative of good electrochemical stability. Good electrochemical stabil-
ity is an advantage of MnOx/CNTA composites compared to conducting polymers,
whose life cycles are less than 5000 cycles [140, 154].

We electrodeposited manganese oxides on an ECNT electrode and an activated
carbon electrode for comparison. Compared with the MnOx/ECNT composite, the
MnOx/CNTA composite showed not only higher capacitance but also better rate
capability [151], attributed to the fact that the MnOx deposited on ECNT is not
uniform and readily forms MnOx/CNT agglomerates (see Fig. 17.25), resulting
in worse electrochemical accessibility and lower ionic conductivity. Furthermore,
the conductive paths in the ECNT electrode are inferior to that in the CNTA elec-
trode [99], leading to lower electronic conductivity. Although the capacitance of
MnOx/activated carbon is 201 F/g, the rate performance of this composite is poor,
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Fig. 17.25 SEM and TEM
images (inset) of the
manganese oxide/ECNT
composite (from Nano Lett.).
Reprinted with permission
from [151]. Copyright 2008
(American Chemical Society)

that is, 24% capacitance retention at 10 A/g, attributed to the low conductivity
of the activated carbon substrate [155, 156]. The energy storage characteristics of
MnOx/CNTA composite are illustrated in Fig. 17.24. Manganese oxide nanoflowers
are grown directly on nanostructured current collector (CNTA). This geometry has
several advantages. First, each manganese oxide nanoflower is connected directly
with the current collector (Ta foil) by two or more electron “superhighways”
(CNTs); thus, this superior conducting network allows for efficient charge transport
and enhances significantly the electronic conductivity of the composite. Second, the
high SSA and nanometer size, which reduces the diffusion length of ions within the
manganese oxide phase during charge/discharge [140], ensures a high utilization of
electrode materials and a high specific capacitance. Third, a hierarchically porous
structure enhances greatly ionic conductivity of the composite. Fourth, the use of
CNTs with exceptional mechanical properties as a support and the geometry of the
manganese oxide nanoflower can remove the cycle degradation problems caused
by mechanical problems or volume changes and can overcome nanoparticle aggre-
gation [157, 158]. In addition, as every manganese oxide particle is connected to
the conducting framework, the need for binders or conducting additives, which add
extra contact resistance or weight, is eliminated. Thus, the MnOx/CNTA composite
electrode presents the best electrochemical capacitive performance.

Broughton reported that adding acetate into a MnSO4 precursor solution can
decrease the scale of MnOx deposits [159]. We added 0.1 M acetate (manganese
acetate) into the precursor solution for the preparation of MnOx/CNTA. The new
MnOx deposits showed different morphology, i.e., flake-like deposits covering the
CNTs. These MnOx flakes present higher capacitance (302 F/g) than nanoflower-
like deposits, attributed to higher SSA (322 m2/g). These results indicate that
the microstructure and capacitive properties of MnOx/CNTA can be modified and
improved by additives, such as acetates and cobalt and nickel salts. Considering
that nickel oxides, cobalt oxides, magnetite, and other metal oxides can also be
prepared by electrodeposition, other metal oxide/CNTA composite electrodes with
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novel nanostructure and good capacitive performance can be prepared by electrode-
position with careful control of the preparation parameters. Metal oxide/CNTA
composites can also be fabricated by sputtering deposition and colloidal methods
[160, 161].

17.4.2 Nanostructured Electrodes Based on Polymers/Carbon
Composites

Conducting polymers, such as PANI, polypyrrole, and polythiophene, have the
advantages of low cost, high conductivity, high doping/dedoping rate during
charge/discharge process as well as facile synthesis through chemical and elec-
trochemical methods [140, 162]. Over the years much attention has been paid
to synthesis of conducting polymers with high electroactive regions by control-
ling microstructures, and different morphologies of conducting polymers have been
obtained [136–139]. However, in order to further increase capacitive performance
of conducting polymers, a smaller scale and hierarchically porous structure must
be considered [163]. Like metal oxides, much smaller size can greatly reduce the
diffusion length and ensure higher utilization of electrode materials.

Xia and coworkers reported the growth of ordered whisker-like polyaniline on
the surface of mesoporous carbon by a chemical synthesis process. The preparation
process mainly involves (1) immersing mesoporous carbon in 20% ethanol solution
(containing aniline and H2SO4) while stirring under vacuum for 1 h; (2) adding an
equal volume of 20% ethanol solution (which does not contain aniline or H2SO4)
to the above-mentioned solution quickly with intensive stirring; and (3) then adding
ammonium persulfate drop by drop to the solution mentioned in step 2 while stir-
ring at 0◦C. The first step of the preparation process can introduce guest precursor
(20% ethanol solution containing some aniline and H2SO4) to mesoporous carbon
(Fig. 17.26, after process a). During the second step of the preparation process, after
an equal volume of 20% ethanol solution has been added to the solution mentioned
in the first step quickly with intensive stirring, the concentration of aniline or H2SO4
outside of the mesopores is reduced quickly. However, the concentration decrease of
solution inside the mesopores is not as quick as outside. The reason is that the nar-
row and long mesopores (the average diameter of these channels is 3–4 nm and their
length is about 1 μm) limit the diffusion process. Furthermore, intensive stirring
does not affect the solution inside these mesopores. Accordingly, a concentration
gradient is produced between the solution inside the mesopores and the solution
outside of the mesopores (Fig. 17.26, after process b). When ammonium persulfate
is added to this solution, PANI precipitates will first be formed close to the exter-
nal surfaces of mesoporous carbon, where the concentration of aniline or H2SO4
is higher (Fig. 17.26, after process c). These initial precipitates provide nucleation
centers that result in the extending growth of PANI (Fig. 17.26, after process d).

The nanometer-sized PANI thorns and thus formed “V-type” nanopores yield
a high electrochemical capacitance performance. Why such a structured electrode
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Fig. 17.26 Scheme showing the preparation of whisker-like PANI on the surface of mesoporous
carbon. Reprinted with permission from [140]. Copyright 2006 (Wiley)

material shows the best capacitance performance can be summarized as follows
(Fig. 17.27). First, the nanopores provide numerous “V-type” channels inside the
active material, which facilitates the fast penetration of the electrolyte. In other
words, these channels ensure that enough ions contact the surface of the active
material in a short time. Second, the diffusion length L of ions within the electrode
during the charge–discharge process can be estimated as (Dt)1/2, where D and t are
the diffusion coefficient and time, respectively. The value of t decreases rapidly at

Fig. 17.27 Schematic representation of how the required diffusion length is reduced in superca-
pacitor electrodes with numerous V-like channels (from Adv. Mater.). Reprinted with permission
from [140]. Copyright 2006 (Wiley)
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high charge–discharge current density. Therefore the nanometer-size, which greatly
reduce the diffusion length (L), will ensure the high utilization of electrode mate-
rials. Third, the high conductivity of active material and support greatly reduces
the energy loss and power loss due to IR loss (where I and R are charge–discharge
current and resistance, respectively) at high charge–discharge current density. The
specific capacitance of the PANI/mesoporous carbon composite is as high as 900
F/g at a charge–discharge current density of 0.5 A/g (or 1221 F/g for PANI based on
the pure PANI in the composite). This value is even higher than that of amorphous
hydrated RuO2 (840 F/g). Furthermore, the capacitance retention of this composite
is higher than 85% when the charge–discharge current density increases from 0.5 to
5 A/g, indicating its high-power performance.

Compared with powdered mesoporous carbon, carbon monolith is a more
attractive substrate for the fabrication of composite electrode materials. Fan and
coworkers adopted a strategy to enhance the capacitive performance of active mate-
rials by electrodeposition of PANI onto a hierarchically porous carbon monolith
(hereafter abbreviated as HPCM) [164]. HPCM can be used as both a current col-
lector and a high-surface support for conducting polymers (the inset of Fig. 17.28a
shows a photograph of a typical HPCM); thus, it enables an intimate contact
between the active material and the current collector. Carbon monoliths with large
sizes and porosities tailored by parent templates and precursors are much easier to
handle than powdered carbon (e.g., activated carbon and carbon nanotubes). Unlike
other powdered carbon materials, carbon monoliths do not require any binder or
conductive agent (e.g., carbon black) during preparation of the electrode. Also, the
limited pore space (e.g., mesopore diameter is ca. 7 nm) in a HPCM can limit the
grain growth of the active materials, thus, leading to a high specific capacitance.
As a porous support, the network of comparatively large pore sizes can render the
electrolyte diffusion into the bulk of the electrode material facile and hence pro-
vides fast transport channels for the conductive ions. The advantages of this material
are (i) easy handling compared with powdered carbon; (ii) binder-free and conduc-
tive agent-free electrode preparation; (iii) facile and fast synthesis; (iv) controlled
growth of active materials by limited pore spaces; and (v) excellent performance
(specific capacitance, power and energy densities, excellent cycling stability). All
these characteristics demonstrate that HPCM can be used as a versatile support for
electroactive materials. Of course, there is still much room to further improve the
electrode performances by tuning the porosity and composition of the porous carbon
monoliths.

In order to further increase capacitive performance of conducting polymers, a
smaller scale and hierarchically porous structure must be considered. Much smaller
size can greatly reduce the diffusion length and ensure higher utilization of elec-
trode materials. A hierarchically porous structure can facilitate ionic motion and
enhance the rate performance of electrode [65, 143]. We realize a desired structure,
i.e., a nanobrush-like PANI/CNTA composite electrode, by the combination of a
CNTA framework and electrodeposition techniques [142]. The preparation process
involves (i) growing a 35 μm high vertically aligned CNTA on a Ta foil directly by
chemical vapor deposition (CVD) at 800◦C [98] and (ii) electrodepositing a 7 nm



17 Supercapacitors Based on 3D Nanostructured Electrodes 511

Fig. 17.28 Scanning electron microscopy (SEM) images of (a, b) HPCM-1 at low and high mag-
nification, respectively; (c, d) PANI+HPCM-1 at low and high magnification, respectively; (e)
NPCM; (f) PANI+NPCM. Insets of (a) show a photograph of a typical HPCM rod and SEM
images of the surface and cross-section of the whole piece of HPCM after cutting (from Adv.
Funct. Mater.). Reprinted with permission from [164]. Copyright 2007 (Wiley).

PANI nanolayer on a CNTA “template” prepared in step one by the CV method.
SEM images of the PANI/CNTA composite (left inset of Fig. 17.29) illustrate that
there are no PANI shells or agglomerates formed on the top or in the compos-
ite, indicating that the PANI deposits are well distributed. A high-resolution TEM
image (right inset of Fig. 17.29) clearly illustrates that the graphite structural CNT
is covered by a uniform and compact PANI nanolayer, forming a tube-covering-
tube unique microstructure. The thickness of this PANI nanolayer is only 7 nm,
which is very desirable for SC applications. Moreover, the thickness of the PANI
nanolayer can be controlled by electrodeposition parameters, e.g., CV sweeping
cycle number (more CV cycles result in thicker PANI layers). The PANI nanolayer
is composed of numerous nanoclusters with diameters of about 0.5 nm [142], which
implies that this nanolayer is composed of PANI units (0.59 × 0.44 × 0.43 nm3)
[165]. Compared with CNTA, the PANI/CNTA composite exhibits more developed
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Fig. 17.29 Schematic
representation of the
microstructure and energy
storage characteristics of the
PANI/CNTA composite. Left
and right insets are a SEM
image of a PANI/CNTA
composite and a TEM image
of a PANI-covered CNT in
the composite, respectively
(from Energy Environ. Sci.).
Reprinted with permission
from [87]. Copyright 2009
(The Royal Society of
Chemistry)

micropores (<2 nm), which can be mainly attributed to the gaps between PANI units
(see right inset of Fig. 17.29). A developed microporous structure results in the
SSA of the composite (352 m2/g) being higher than the SSA of CNTA (201 m2/g).
Besides micropores in the PANI nanolayer, there are a great many macropores,
larger than 50 nm, in the composite nanotubes (see left inset of Fig. 17.29). The
micropores in the PANI nanolayer and the macropores between CNTs compose
a hierarchical porous structure. The capacitance of the PANI/CNTA composite at
low current density is 1030 F/g, which is contributed by both double layer capaci-
tance and pseudo-capacitance, and is higher than other PANI materials [166]. The
PANI/CNTA composite still presents 978 and 789 F/g at current densities as high
as 118 and 294 A/g, respectively, and the corresponding capacitance retention ratios
are 95 and 77%, indicating that high capacitance can be maintained under high-
power operations. The capacitance loss of the composite after 5000 consecutive
cycles was only 5.5%, which is the best of the conducting polymers and can be
attributed to good electrochemical stability of the CNTA/Ta foil substrate in acidic
solution and good mechanical properties of the CNTA support. Furthermore, the
7 nm PANI nanolayer allows for better accommodation of the large volume changes
during charge/discharge without the initiation of fracture that can occur in bulk-
or micron-sized materials [157]. Besides acid resistance and robust property of the
CNTA/Ta substrate and the 1D nanostructure of the PANI phase, PANI may form
chemical bonds or other strong affinity (such as p–p stacking) with the CNT surface,
which needs further investigation [167].

Why the PANI/CNTA composite presents good capacitive performance is illus-
trated in Fig. 17.29. The nanometer-sized PANI layer coats every CNT in the CNTA
uniformly. This geometry has several advantages. First, the PANI nanolayer is con-
nected directly with the current collector (Ta foil) by electron “superhighways”
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(CNTs); thus, this superior conducting network allows for efficient charge transport
and enhances the electronic conductivity of the composite significantly. Second, the
high SSA and nanometer size, which reduce the diffusion length of ions in the PANI
phase during charge/discharge, ensure a high utilization of electrode materials and a
high specific capacity. Third, the hierarchically porous structure enhances the ionic
conductivity of the PANI/CNTA composite greatly. Physicochemical properties of
the electrolyte in macropores are similar to those of the bulk electrolyte with low-
est resistance [62]. Ion-buffering reservoirs can be formed in macropores between
nanotubes to minimize the diffusion distances to the interior surfaces of the PANI
phase. Fourth, the use of CNTs with exceptional mechanical properties as a support
and the geometry of the nanometer-sized PANI layer can release the cycle degrada-
tion problems caused by mechanical problems or volume changes and can overcome
nanoparticle aggregation [168, 169]. In addition, as the PANI phase is connected
to the conducting framework, the need for binders or conducting additives, which
add extra contact resistance or weight, is eliminated. Considering that polypyrrole,
polythiophene, and other conducting polymers can also be prepared by electrode-
position, it is expected that these conducting polymer/CNTA composite electrodes
with novel nanostructure and good capacitive performance can be prepared by elec-
trodeposition by carefully controlling the preparation parameters. Some pioneering
work in this area is reported [141, 170].

17.5 Conclusions and Perspectives

In conclusion, the nanoarchitectures of electrodes, pore structures, surface area,
and morphology of materials control the properties and performance of superca-
pacitors. A notable improvement in performance has been achieved through recent
advances in the development of nanostructured materials. Especially, the CNT-
based electrodes, hierarchically porous carbons, nanostructured manganese oxides
and conducting polymers, and the combination of nanostructured metal oxides and
polymers with monolith carbons show superior capacitive properties. Through the
development of these novel electrodes, it is concluded that electrodes with 3D
ordered/aperiodic architectures and suitable pore size distribution, high surface area,
and developed conductive paths are desirable for next-generation supercapacitors.

In the near future, redesign of materials on the nanoscale and novel chemical syn-
thesis and processing approaches to control the nanostructure will have a significant
impact in advancing the commercial feasibility of SC technology; incorporating
a massively parallel current collector in 3D and on the nanoscale to maximize
electron and ion mobility affords an immediate improvement. In addition, develop-
ment of new composite material/structure combinations should be pursued. Many
transition metal oxides exhibit high pseudo-capacitance, in combination with elec-
trochemically active polymers, and can be combined with the novel high SSA
micro-/nanostructured carbon frameworks providing high electrical conductivity.
Optimization of the electrode nanostructure and interfacial chemistry should be
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pursued to allow the recording of higher capacitance and fast ion transport in the
system for high energy density and fast charge/discharge times. Finally, robustness
of the system design and materials (stability to multiple charge/discharge cycles
and long-term performance degradation) needs to be addressed, especially for the
novel pseudo-capacitor-based systems. One goal of these electrode materials will
be to reach capacitance values that approach those for hydrous ruthenium oxide
while decreasing the material cost relative to ruthenium-based SC by orders of
magnitude.

In the long term (>10 years), controlled 3D integration of opposing electrified
interfaces (i.e., cathode and anode), structured ionic layers, and mobile ions within
redesigned nanoarchitectures and pore structures will create advanced SCs based on
novel composite electrodes that should achieve power densities typical of carbon-
based SCs and energy densities comparable to the lithium-ion batteries.
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Chapter 18
Aligned Ni-Coated Single-Walled Carbon
Nanotubes Under Magnetic Field for Coolant
Applications

Haiping Hong, Mark Horton, and G.P. Peterson

18.1 Introduction

The discovery of carbon nanotubes (CNTs) has inspired significant interest in recent
years, due to the tremendous promise related to their thermal, electrical, mechanical,
and functional properties. For example, it has been reported that fluids contain-
ing single-walled carbon nanotubes exhibit a thermal conductivity ranging from
2,000 to 6,000 W/mK [1] under ideal circumstances. By contrast, typical heat trans-
fer fluids such as water and oil have thermal conductivity values of only 0.6 and
0.2 W/mK, respectively.

These carbon nanotube fluids, referred to as nanofluids, exhibit substantially
improved thermal conductivity values [2–3]. However, a simple composite structure
turned out to be ineffective in enhancing the thermal conductivity of the nanofluids.
At low nanotube concentrations, no significant improvements in thermal conductiv-
ity were reported. At a nanotube loading of 1 vol.%, CNTs (∼1.4 wt%), there is an
∼10–20% increase in the thermal conductivity as reported by different groups [4–6].
However, at these high concentrations, the fluid has already lost most of its fluidity
and becomes “mud like,” which makes the fluid much less useful for coolant and
lubricant applications.

A possible explanation for this lack of appreciable thermal conductivity enhance-
ment through compositing with carbon nanotubes may be attributed to the lack of
particle alignment and orientation in the fluids. When carbon nanotubes are dis-
persed in a fluid, there are only random and infrequent chances for them to contact
each other to form a percolation network. As a result, only very high concentrations
of CNTs produce noticeable thermal conductivity improvements. Therefore, there
is a need to introduce nanotube–nanotube physical contacts in the fluids in order
to increase the thermal (and electrical) conductivity significantly while keeping the
nanotube concentration relatively low to ensure a desirably low fluid viscosity.
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A composite fluid containing high thermal conductivity CNTs and magnetic
field-responsive magnetic nanoparticles was prepared with the aim to increase the
thermal conductivity of the fluid. Such fluids with enhanced thermal conductivity
are useful for a variety of applications, such as heat transfer coolants and lubricants
[7, 8]. Magnetic particles in a liquid medium can have a variety of configurations
depending on the nature of magnetic particles and the magnetic field strength [9, 10].
Under a relatively strong magnetic field, small magnetic particles form connected
networks and also tend to be oriented toward the field direction, which also draws the
carbon nanotubes closer and induces more physical contacts. Thus, improved ther-
mal conductivity is anticipated. In a previous investigation, carbon nanotubes and
magnetic field-sensitive nanoparticle Fe2O3 were combined in water under a mag-
netic field, and the results confirmed this assumption [11]. Also, enhanced thermal
conductivity was observed in the magnetically polarizable nanofluid that consisted
of a colloidal suspension of magnetic nanoparticles with an average diameter of
6.7 nm [12].

Based on the above results, it was estimated that magnetically sensitive, metal-
encapsulated carbon nanotubes [13] dispersed in water, water/ethylene glycol, or oil,
with the help of appropriate chemical surfactant, could also significantly increase the
thermal conductivity under an applied magnetic field. The coated layer configuration
of the magnetic material could be more beneficial than the presence of isolated
magnetic nanoparticles as small magnetic particles tend to be superparamagnetic
with a weak response to an applied magnetic field.

Investigation of nanofluid systems containing 0.01, 0.02, and 0.05 wt% of
nickel-coated (Ni-coated) magnetically sensitive nanotubes in water under different
magnetic field strengths is currently planned, in addition to observation of real-time
images of Ni-coated single-walled carbon nanotubes in water and poly-α-olefin and
polyester oils under magnetic field by high-speed microscopy [14]. Understanding
the behavior of the thermal conductivity of such a composite material system
in an applied magnetic field would be valuable in the analysis and synthesis of
nanofluids.

18.2 Experiment

Single-walled carbon nanotubes (SWNTs) were obtained from Helix Material
Solutions, Inc. (Helix, Richardson, TX). A chemical surfactant, sodium dodecyl-
benzene sulfonate (SDBS), was purchased from Sigma Aldrich.

Ni-coated SWNTs were prepared using the following methodology:

1. Oxidation: HNO3:H2SO4 (3:1) reflux at 110◦C for 6 h.
2. Sensitization and activation: Immersion in 0.1 M SnCl2–0.1 M HCl for 30 min

and immersion in 0.0014 M PdCl2–0.25 M HCl for 30 min.
3. Electroless plating: Introduction into electroless bath for 25 min with composi-

tion as listed in Table 18.1.
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Table 18.1 Electroless bath
conditions Chemical Concentration (g/L)

NiSO4·6H2O 25
Na3C6H5O7·2H2O 5
NaH2PO2·H2O 15
NH4Cl 60
Pb(NO3)2 2.5
Bath temperature 20◦C
pH (adjusted with NH4OH) ∼8.0

The Ni-coated SWNTs were placed into the water together with an appropri-
ate amount of chemical surfactant, sodium dodecylbenzene sulfonate (SDBS). The
poly-α-olefin-based nanofluid was made with appropriate surfactant. Sonication of
the samples was performed using a Branson Digital Sonifier, Model 450. The mag-
netic field was provided by a pair of Ba ferrite magnet plates (10.2 cm × 15.2 cm
× 2.5 cm), and the magnetic field intensity was recorded by a FW Bell Gauss
Meter, Model 5060. The thermal conductivity of the samples was obtained by a
Hot DiskTM thermal constant analyzer (for detailed information, see www.hotdisk.
se). All thermal conductivity measurements were conducted at room temperature
with a kapton-covered, double spiral nickel sensor with a radius of 3.189 mm. The
measurements were taken at a power of 0.012 W, which was applied for 15 s. The
temperature coefficient of resistivity (TCR) was 0.0471 K–1 for the nickel sensor.

Microscope images were recorded by a Motion Scope (Redlake MASD Inc., San
Diego, CA), Model PCI 2000S. The parameters were set as follows: record rate 250,
shutter 1/250, and trigger 70%. The lenses used were WHB 10×/20 and MPlan
10×/0.25. Scanning electron microscopy (SEM) images were acquired using the
backscattered electron detector on a Zeiss Supra 40 VP variable pressure system.
Transmission electron microscopy (TEM) images were acquired with a Hitachi H-
7000 FA.

18.3 Results and Discussion

18.3.1 Thermal Conductivity of Nanofluids Containing
Ni-Coated Nanotubes

The thermal conductivity versus time plot for various concentrations of Ni-coated
nanotubes (0.01 and 0.02 wt%) in applied magnetic fields (two different intensi-
ties) is shown in Fig. 18.1. Without a magnetic field, the thermal conductivity value
of Ni-coated, SWNT-loaded nanofluids is around 0.63–0.64 W/mK and is mostly
independent of time. Because of very few contacts between Ni-coated carbon nan-
otubes, the thermal conductivity value of the nanofluid is essentially the value of the
DI water itself. Figure 18.1a shows the thermal conductivity versus time plot with

www.hotdisk.se
www.hotdisk.se
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Fig. 18.1 Thermal conductivity versus time plot in different concentrations at two different
magnetic field intensities. (a) 51-mm gap (0.62 kG) and (b) 91-mm gap (0.38 kG)

a 51-mm gap between the two magnets (0.62 kG magnetic field) with two concen-
trations of Ni-coated SWNT (0.01 wt% and 0.02 wt%) and Fig. 18.1b shows the
thermal conductivity versus time plot with a 91-mm gap (0.38 kG) with the same
particle concentrations. Under the applied magnetic field, the thermal conductivity
of the nanofluid shows very interesting behavior. The thermal conductivity initially
increases with time but eventually reaches a peak. When holding the sample in the
magnetic field for longer times, the Ni-coated nanotubes gradually move and form
bigger clumps of CNTs, and a decrease in the thermal conductivity is seen. The
maximum thermal conductivity is approximately 1.10 W/mK for the 51-mm gap
(0.62 kG) experiment at 0.02 wt% and 1.01 W/mK for the 91-mm gap (0.38 kG)
experiment at 0.02 wt% or about 75 and 60% higher than the thermal conductivity
of DI water, respectively. For both the 51-mm and the 91-mm gaps, the thermal con-
ductivity of 0.02 wt% nanofluids is obviously higher than that of 0.01 wt% sample,
and the peak of maximum thermal conductivity is slightly left shifted versus time.

These results strongly support our hypothesis that good alignment and orien-
tation of the conducting material in a fluid is critical to the thermal conductivity
enhancement of the composite fluid. However, in the case of nanoparticle-containing
composite fluids, the thermal conductivity enhancement ratio is not as significant
due to the thermal contact resistance in the nanofluid [15].

The next step was to determine what happens to the thermal conductivity of
nanofluids containing Ni-coated single-walled carbon nanotubes if the external mag-
netic field is reduced and maintained at a much smaller field once the thermal
conductivity reaches a maximum. Figure 18.2 is a plot of thermal conductivity ver-
sus time in a nanofluid containing 0.01 wt% Ni-coated SWNTs; (A) after placing
the nanofluid in a 0.62 kG magnetic field for 2–3 min to reach the maximum ther-
mal conductivity, the magnetic field was reduced to 0.18 kG and maintained; (B)
after placing the nanofluid in a 0.62 kG magnetic field for 2–3 min to reach the
maximum thermal conductivity, the magnetic field was removed completely; and
(C) after placing the nanofluid in a constant 0.18 kG magnetic field. It is clearly
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Fig. 18.2 Thermal conductivity versus time plot in 0.01 wt% Ni-coated, SWNT-loading nanoflu-
ids. (A) After putting fluids in 0.62 kG magnetic field for 2–3 min to reach the maximum thermal
conductivity and then reducing the magnetic field to 0.18 kG; (B) after putting fluids in 0.62 kG
magnetic field for 2–3 min to reach the maximum thermal conductivity and removing the magnetic
field; and (C) after putting the fluids in a constant 0.18 kG magnetic field

seen from Fig. 18.2 that reducing the applied magnetic field strength after the ther-
mal conductivity of the nanofluid reaches its maximum, rather than removing the
magnetic field completely, results in a higher thermal conductivity over time. These
results indicate that the gradual magnetic clumping was the cause of the decrease in
thermal conductivity. To better understand this, measurements of the thermal con-
ductivity versus time in a constant weak magnetic field (0.18 kG) were conducted,
(see sample C in Fig. 18.2). This resulted in a relatively low thermal conductivity
value. Further optimization or time-dependent programming of the applied mag-
netic field is likely to yield more desirable thermal conductivity as a function of
time.

It is interesting to note that if one extrapolates the curves A and B to zero time,
the two curves would come to a similar starting point, around 1.00 W/mK. Actually,
this more or less coincides with the maximum thermal conductivity value of the
nanofluid under 0.62 kG magnetic field.

Also, it is interesting to note that different magnetic field strengths influence the
maximum thermal conductivity of the nanofluid, the time to reach the maximum,
and the shape of the thermal conductivity versus time curve. Figure 18.3 shows the
thermal conductivity versus time at different magnetic field strengths (as adjusted by
changing the distance between the pair of magnets as shown in Table 18.2). It is seen
that the shorter the gap distance (the higher the applied magnetic field), the shorter
the time to reach the maximum thermal conductivity. At a 35-mm gap, it is impossi-
ble to observe the maximum thermal conductivity value. This is as anticipated since
the shorter distance means a stronger magnetic field, which causes the nanotubes to
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Fig. 18.3 Thermal
conductivity versus time plot
at different gap distances
between two magnets
(different magnetic field
intensities) at 0.02 wt%
concentration. (A) 51-mm
gap, (B) 91-mm gap, and (C)
141-mm gap

Table 18.2 Magnetic field dependence of the time to reach peak thermal conductivity and the
value of thermal conductivity maximum at the concentration of 0.02 wt% Ni-coated SWNT

Magnet gap (mm) Magnetic field (kG)
Time to reach maximum
TC (min)

TC maximum value
(W/mK)

35 0.86 <2 N/A
51 0.62 2 1.10
91 0.38 5 1.01

141 0.18 7 0.95

quickly assemble and align at a rate quicker than we are able to measure the thermal
conductivity with our current equipment.

The quantitative data correlating the magnetic field intensity, the time to reach
thermal conductivity maximum, and the thermal conductivity value at different gap
distances between the two magnets are listed in Table 18.2.

In order to make sure that alignment process dominates thermal conductivity
enhancement rather than micro-convection, the magnet height and positions were
altered (and hence the magnetic field intensity and orientation) during the time-
dependent thermal conductivity measurements to increase particle motion in the
fluids. However, no significant differences were observed for the thermal conduc-
tivity data. Magnetic field direction was also reversed manually by switching the
magnets during the experimental period to see if enhanced tangling and contacts
among the magnetically coated nanotubes could be obtained. Again, the ther-
mal conductivity data did not show a significant difference. This illustrates that
the thermal conductivity enhancement could be observed along the applied mag-
netic field direction, but not along the perpendicular direction (data not shown). If
the micro-convection assumption is true, then thermal conductivity enhancement
in all directions should be comparable. Normally, micro-convection effect only
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lasts several minutes. The longer timescale thermal conductivity enhanced phe-
nomenon is also strong evidence that thermal conductivity enhancement is not due
to micro-convection [16].

18.3.2 Evidence of Magnetic Alignment of Ni-Coated Nanotubes

Evidence of the effective magnetic alignment of Ni-coated nanotubes was seen
in a variety of methods. Microscope images of 0.05 wt% Ni-coated SWNT in DI
water are shown in Fig. 18.4a before magnetic field was applied and in Fig. 18.4b
after magnetic field was applied for 30 min. It is clearly seen in the high-speed
microscope video that before the magnetic field, Ni-coated nanotubes are randomly
dispersed in water. Like pristine nanotubes, Ni-coated nanotubes also entangle and
look like scattered dots (most of these dots are much less than 30 μm in diameter)
in the microscope image. With the addition of an external magnetic field, the Ni-
coated nanotubes start to stretch, vibrate, and enlarge. Eventually, these randomly
dispersed dots form short lines, indicating that aggregated and entangled nanotubes
form aligned chains and clusters. It is intuitive that the particles would move toward
the direction of magnetic field. However, the Ni-coated nanotubes do not show sig-
nificant movement under the magnetic field. Instead, they start to precipitate after
some time. The lines of black particles along the magnetic field at the bottom of the
vessel are clearly observed.

This observed phenomenon coincides very well with the time-dependent thermal
conductivity results of Ni-coated nanotubes in water, shown in Figs. 18.1, 18.2, and
18.3. Without a magnetic field, the thermal conductivity value of the nanofluids
containing Ni-coated SWNT is around 0.63–0.64 W/mK, which is essentially the
thermal conductivity value of DI water. A reasonable explanation could come from
the microscope image; too few contacts among these randomly dispersed Ni-coated
carbon nanotubes exist to enhance the heat transfer of the fluid.

Fig. 18.4 Microscope image of 0.05 wt% Ni-coated SWNT in DI water. (a) Before magnetic field
is applied and (b) after magnetic field (0.62 kG) is applied



530 H. Hong et al.

Under the magnetic field, the thermal conductivity of the nanofluid shows very
interesting behavior. The thermal conductivity initially increases with time but even-
tually reaches a peak (1.10 W/mK) after 2–4 min of magnetic field exposure, as
shown in Table 18.2. These results can be explained by the nanotube alignment
process. Microscopic video shows that it takes some time for the nanotubes to be
completely oriented. As time in the magnetic field increases, the thermal conduc-
tivity decreases. This is due to the excessive agglomeration of nanotubes into larger
particles which then start to precipitate or sediment. This was confirmed by the
microscopic examinations.

Evidence of Ni-coated nanotube alignment in water-based nanofluids under an
applied magnetic field was also obtained through backscattered electron SEM imag-
ing. From Fig. 18.5, it is clearly seen that, under the magnetic field, the nanotubes
align well in the magnetic field direction due to the magnetic moment of the Ni
coating. The red arrow represents the magnetic field direction. The black mate-
rial represents the carbon nanotubes. The small bright particles are images from
some portion of the coated Ni metal. Since Ni is much heavier than carbon, Ni
appears brighter in the backscattered electron image. Energy-dispersive X-ray anal-
ysis showed that the bright particles contain nickel. To prepare the SEM sample,
drops of nanofluids containing Ni-coated nanotubes were placed on a SEM sample
holder and left to dry under the magnetic field. Since it was shown that longtime
exposure to a magnetic field will reduce the thermal conductivity value, the samples
were placed under a magnetic field only for a short period of time (2–4 min).

Microscope images of 0.05 wt% Ni-coated SWNT in poly-α-olefin (PAO) oil
are shown in Fig. 18.6a before magnetic field is applied and Fig. 18.6b after mag-
netic field is applied for 30 min. Similar Ni-coated SWNT images before and after
external magnetic field exposure have been observed in DI water (Fig. 18.4). The
alignment of Ni-coated CNTs in PAO oil appears to be less pronounced or slower

Fig. 18.5 Backscattered
electron SEM image of 0.01
wt% Ni-coated single-walled
carbon nanotubes aligned
with magnetic field. Scale bar
is 500 μm. Red arrow is
magnetic field direction
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Fig. 18.6 Microscope image of 0.05 wt% Ni-coated SWNT in poly-α-olefin (PAO) oil. (a) Before
magnetic field is applied and (b) after magnetic field (0.62 kG) is applied for 30 min

as compared with that of less viscous water. To better understand how the viscos-
ity could influence the thermal conductivity and alignment process, time-dependent
thermal conductivities of Ni-coated nanotubes in various oils with different viscosi-
ties were measured after 2–6 min exposure to the magnetic field. The data are listed
in Table 18.3. It is clearly seen that, in all samples, the thermal conductivity values
increase under the applied magnetic field. However, the viscosity of the fluid does
influence the thermal conductivity enhancement ratio. It was seen that the more vis-
cous the fluid, the less the thermal conductivity ratio was enhanced. Water has the
lowest viscosity (1 cP) and the highest thermal conductivity enhancement (∼80%),
while the PAO oil has the highest viscosity (40 cP) and the lowest thermal con-
ductivity enhancement (∼11%). The reasonable explanation is that a highly viscous
fluid would make it difficult for the Ni-coated nanotube to stretch and move toward
alignment.

The macro-geometrical effect of the applied magnetic field on the nanofluid con-
taining 0.05 wt% Ni-coated SWNT was evaluated by taking digital camera images,
as shown in Fig. 18.7a in DI water and in Fig. 18.7b in poly-α-olefin (PAO). It is
clearly observed that black particles form the lines along the magnetic field at the
bottom of the vessel as shown in Fig. 18.7a. While the trend of alignment is the
same for the PAO-based nanofluid, it takes more time for Ni-coated nanotubes to
align or precipitate to the bottom of the vessel, due to the relatively high viscosity of

Table 18.3 Thermal conductivity maximum values and enhancement ratios for 0.02 wt% Ni-
coated SWNT in water and oils under magnetic field strength of 0.38 kG after 2–6 min

Fluid brand names Component
Viscosity
(cP)

TC maximum
value (W/mK) TC increase ratio

De-ionized water H2O 1 1.10 0.80
Durasyn 166 Poly-α-olefin 40 0.21 0.11
Royco 500 Polyester 39 0.22 0.16
Royco 800 Polyolester 16 0.24 0.26
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Fig. 18.7 Macroeffect of magnetically aligned, 0.05 wt% Ni-coated SWNT taken by digital
camera. (a) In DI water and (b) in poly-α-olefin (PAO)

the PAO. The effect of base fluid viscosity is also reflected in the respective thermal
conductivity enhancements shown in Table 18.3.

In order to make sure that all of these interesting results are solely due to the
Ni-coated SWNT and not by Ni particles detached from the nanotubes, several
transmission electron microscopy (TEM) pictures were taken. Figure 18.8 shows

20 nm

A B 

C 

Fig. 18.8 TEM images of carbon nanotube. (a) As-received, uncoated, (b) Ni-coated nan-
otube sample before the magnetic field experiment, and (c) Ni-coated nanotube sample after the
experiment. The scale bar is 20 nm



18 Aligned Ni-Coated Single-Walled Carbon Nanotubes Under Magnetic Field for . . . 533

TEM images of (a) an as-received, uncoated carbon nanotube, (b) a Ni-coated car-
bon nanotube before the experiment, and (c) a Ni-coated carbon nanotube after the
experiment. It is clearly seen that the Ni particles are still attached to the nanotube
surface after the magnetic field experiment. This confirms that the results reflect the
magnetically guidable nature of the Ni-coated SWNT.

18.4 Conclusion

In summary, we have successfully demonstrated that the thermal conductivity
of heat transfer nanofluids containing Ni-coated single-walled carbon nanotubes
(SWNTs) can be significantly enhanced in the presence of an applied magnetic
field. The explanation for these interesting results is that Ni-coated nanotubes form
aligned chains under an applied magnetic field, resulting in improved contacts and
improved thermal conductivity. When holding the sample in the magnetic field for
longer times, the nanotubes gradually form large clumps of nanotubes and pre-
cipitate, thus decreasing the thermal conductivity. The experiment that magnetic
field strength was reduced and maintained at a much smaller field right after the
maximum thermal conductivity was reached showed enhanced thermal conduc-
tivity values for longer times, compared to the case of complete magnetic field
removal. Also, time-dependent thermal conductivity experiments indicate that the
alignment process dominates the thermal conductivity enhancement rather than
micro-convection.

Meanwhile, we have observed the real images of Ni-coated single-walled car-
bon nanotube in water and oils under magnetic field by high-speed microscopy and
confirmed the magnetic alignment process. Initially, the nanotubes are randomly
dispersed in the fluid. Upon longer exposure to the magnetic field, the nanotubes
gradually stretch out linearly and finally align. The chain length in the images is
around 30–150 μm, which is much longer than the real length of an individual
nanotube, 5–40 μm. This indicates that nanotubes are aligned but form chains and
clusters. Because of the semi-continuous nature of magnetic nickel nanoparticles, as
well as the viscosity resistance of the fluid itself, it takes some time for the Ni-coated
nanotubes to respond to the applied magnetic field and align. SEM images show that
the Ni-coated nanotubes are aligned well under the influence of a magnetic field.
TEM images also indicate that nickel remains attached onto the nanotubes after the
magnetic field exposure and nanotube movement.

Further research is underway to improve the morphology, the configuration, and
the volume of magnetic nanoparticles to make nanofluids with enhanced thermal
properties, low viscosity, and longtime stability for coolant applications.

Acknowledgments The financial support of Army Research Lab (Cooperative agreement
W911NF-08-2-0022) and NASA EPSCoR (award No. NNX09AU83A) is acknowledged. The
author would also like to recognize the following people for their contributions to this
chapter: Dustin Thomas and Brian Wright, SDSM&T Department of Materials and Metallurgical
Engineering, for their help with thermal conductivity measurements; Lori Groven and Jan
Puszynski, SDSM&T Department of Chemical and Biological Engineering, for their help with



534 H. Hong et al.

the preparation of the Ni-coated nanotubes; Edward Duke, SDSM&T Department of Geology and
Geological Engineering, for his help with SEM imaging; Chen Li, Department of Mechanical
Engineering, University of South Carolina; and Bo Shi, Department of Mechanical Engineering,
University of Colorado Boulder, for their help on high-speed microscope image recording. Finally,
the author would like to thank Sungho Jin, Department of Mechanical & Aerospace Engineering,
University of California San Diego, for his foresight, initial magnetically sensitive nanotube
samples and many technical comments.

References

1. S. Berber, Y.K. Kwon, D. Tománek, Unusually high thermal conductivity of carbon nanotubes.
Phys. Rev. Lett. 84, 4613 (2000)

2. X. Wang, X. Xu, S. Choi, Thermal conductivity of nanoparticle-fluid mixture. J. Thermophys,
Heat Trans. 13(4), 474 (1999)

3. S. Choi, Z. Zhang, W. Yu, F.E. Lockwood, E.A. Grulke, Anomalous thermal conductivity
enhancement in nanotube suspensions. Appl. Phys. Lett. 79(14), 2252 (2001)

4. B.H. Kim, G.P. Peterson, Effect of morphology of carbon nanotubes on thermal conductivity
enhancement of nanofluids. J. Thermophys, Heat Trans. 21, 451 (2007)

5. H. Xie, H. Lee, W. Youn, M. Choi, Nanofluids containing multiwalled carbon nanotubes and
their enhanced thermal conductivities. J. Appl. Phys. 94(8), 4967 (2003)

6. H. Hong, J. Wensel, S. Peterson, W. Roy, Disperse the carbon nanotube into polyalphaole-
fine oils (DURASYN 166) for heat transfer application. Polymeric Mater. Sci. Eng. 95, 1076
(2006)

7. H. Hong, J. Wensel, F. Liang, W.E. Billups, W. Roy, Heat transfer nanofluids based on carbon
nanotube. J. Thermophys, Heat Trans. 21, 234 (2007)

8. P. Keblinski, J.A. Eastman, D.G. Cahill, Nanofluids for enhanced thermal transport. Mater.
Today 8(6), 36 (2005)

9. S. Jin, M. McCormack, Dispersoid additions to a Pb-free solder for suppression of microstruc-
tural coarsening. J. Electron. Mater. 23, 8 (1994)

10. X.R. Ye, C. Caraio, C. Wang, J.B. Talbot, S. Jin, Room temperature solvent-free synthesis of
monodisperse magnetite nanocrystals. J. Nanosci. Nanotechnol. 6, 852 (2006)

11. H. Hong, B. Wright, J. Wensel, S. Jin, X. Ye, W. Roy, Enhanced thermal conductivity by the
magnetic field in heat transfer nanofluids containing carbon nanotube. Synthetic Met. 157,
437 (2007)

12. J. Philip, P.D. Shima, B. Raj, Nanofluid with tunable thermal properties. Appl. Phys. Lett. 92,
043108 (2008)

13. Y. Zhang, N.W. Franklin, R.J. Chen, H. Dai, A study of metal coating on suspended carbon
nanotubes: towards elucidating metal-tube interactions. Chem. Phys. Lett. 331, 35 (2000)

14. M. Horton, H. Hong, C. Li, B. Shi, G.P. Peterson, S. Jin, Magnetic alignment of Ni-coated
single wall carbon nanotubes in heat transfer nanofluids. J. Appl. Phys. 107, 104320 (2010)

15. B. Wright, D. Thomas, H. Hong, L. Groven, J. Puszynski, E. Duke, X. Ye, S. Jin, Magnetic
field enhanced thermal conductivity in heat transfer nanofluids containing Ni coated single
wall carbon nanotubes. Appl. Phys. Lett. 91, 173116 (2007)

16. P.D. Shima, J. Philip, B. Raj, Magnetically controllable nanofluid with tunable thermal
conductivity and viscosity. Appl. Phys. Lett. 95, 133112 (2009)



Index

A
Anodic alumina template, 89
Anodic aluminum oxide templates, 98, 101,

107–109, 266, 451
Arc discharge, 194, 261–262, 264, 276, 488
Atomic layer deposition, 49, 98, 232, 452

B
Bias sputtering, 266
Bio-inspired process, 29–57
Biomineralization, 47–48, 269

C
Carbon nanotube, 5, 55, 98, 111, 194–195,

205, 213, 216, 217, 235, 261–281, 403,
413, 424, 477, 492–498, 504, 510,
523–534

Carbon nanotube array, 55, 261–281, 477, 492,
504

Carbon, 2, 4, 10, 29, 62, 133, 136, 146, 151,
167, 190–196, 201, 205, 261–281,
293–284, 294, 298, 305, 417, 479–499,
502–510, 513, 523–534

Catalysts, 89, 100–101, 179, 262–264,
266–269, 273, 276, 394, 428, 451, 455

Charge Injection, 420–423, 431–438
Charge Recombination, 414–415, 420–421,

426, 439, 451
Chemical vapor deposition, 64, 93, 120, 147,

150, 167, 178, 194–195, 198, 250, 261,
264–266, 395, 399, 454, 457–458, 463,
492, 495, 505, 510

Circuit stacking, 71
Compound eye, 67–69, 83
Conductive electrode, 54
Conductive film, 482
Consecutive nanoimprint, 82
Contact printing, 212, 221–224, 233, 238–239,

241

Core-shell structures, 98, 197, 457
Cyclic voltammograms, 279, 488

D
Defect mode, 80–82
Diamond-like carbon (DLC), 62, 65
Dielectrophoresis, 121, 206, 215–218, 221,

236
Diffractive optics, 70–71, 83
Diffusion flame deposition, 261
Directional nanotube growth, 95
Directional nanowire growth, 227
3D manufacturing, 238
3D nanoarchitecture, 29–57
3D nanostructure, 1–23, 63–82, 124, 195,

205–243, 392, 394–397, 399, 401,
403–408, 477–514

Double-side nanoimprint, 80
Drop-drying deposition, 207–209, 212
3D template, 59, 63–66, 69, 70, 82–83, 408

E
Electrical properties, 10, 93, 205, 228, 261,

273–276, 317, 319, 353, 469, 471
Electro-beam lithography, 11, 19, 63, 110–111,

264, 347, 404
Electrochemical etching, 266, 268
Electrochemical synthesis, 104, 261, 263
Electrodeposition, 89–90, 94, 96, 98–100,

103, 105–107, 110, 451, 501, 504–507,
510–511, 513

Electrodes, 89, 93, 97, 100, 105, 134, 136–146,
148, 150–151, 154, 161, 216–218,
226–227, 231, 233, 236–237, 262–263,
269, 277, 279, 335, 337, 339–340, 379,
399, 404, 414, 425, 427, 449–450,
451–453, 461, 466, 477–514

Electron field emission, 265
Electronic nose, 403–405, 407

535W.L. Zhou, Z.L. Wang (eds.), Three-Dimensional Nanoarchitectures,
DOI 10.1007/978-1-4419-9822-4, C© Springer Science+Business Media, LLC outside
the People’s Republic of China, © Weilie Zhou and Zhong Lin Wang in the People’s Republic
of China 2011



536 Index

Electrophoretic deposition, 266, 423–424
Epitaxial growth, 206, 228–229, 250, 258,

448–449, 455, 458–459, 462

F
FESEM, 93, 95, 100, 109, 395, 397–398,

406–407
Field emission, 93, 265, 274–276
Field screening, 275
Flexible substrate, 230, 243, 369, 448
Focused-ion beam lithography, 12, 64, 110,

167, 170, 195
Fowler-Nordheim plot, 275–276
Functional properties, 523

G
GaAs, 15–17, 249–254, 256–257, 345,

449–450, 455–456, 470
Gas sensors, 93, 391–397, 399–408, 428–429
Glass fiber drawing, 124

H
Helical nanostructures, 167–202
Heterogeneous material, 1
Heterojunction, 94, 249–250, 257, 333, 336,

345–347, 349, 351, 413–414, 449–450,
453, 456–457, 466–468, 471

Heterojunctions, 249–250, 336, 349, 351, 450,
456–457, 467

Hetero-material deposition, 16
Heteromaterial device, 1
Hierarchical, 5, 11, 29–30, 50–51, 55, 63, 82,

205–243, 340, 484, 486–492, 503, 505,
507–508, 510, 512–513

Hydrogen generation, 133–161
Hydrogen storage, 276–278

I
InGaAs, 251–253, 256–257
Integrated nanowire or nanotube device, 206,

240, 278
Intensity enhancement, 252–254
Interlayer dielectric (ILD), 66–67

L
Langmuir-Blodgett method, 214, 368
Large area assembly, 458
Laser ablation, 194, 261–264
Laser, 33, 118, 194, 201, 249, 252, 256–257,

261–264, 266, 275, 317–333, 337, 339,
351–352, 354, 356, 404, 408, 415, 423,
451, 457–458, 462

Layer-by-layer deposition, 98
Light emitting diode, 69, 93, 98, 249, 317, 333,

345–350, 356, 372, 415
Liquid-crystal ordering, 206–207, 212–214
Lithium intercalation, 279
Lithography, 11, 19, 21, 33, 47, 52, 59–67,

70–71, 76, 78–80, 83, 101–102, 107,
110–111, 220, 264, 266–269, 347, 364,
366, 404, 454

M
Magnetic field, 32, 90–91, 105–106, 269–270,

273, 310–311, 523–534
Material deposition, 384
Mechanical property, 73
Membranes, 14, 54, 68, 89, 93, 98, 100–101,

103–104, 106–107, 128–130, 249–254,
256–257, 272, 287, 400, 487

Metal oxides, 135–139, 145–146, 149, 160,
393–394, 396, 400–401, 408, 418, 479,
497, 499–500, 502–508, 513

Micro/nanochannels, 12, 125, 127–130
Micro/nanowires, 120–124
Microtube array, 250
Microtube resonator, 249–258
Microtube ring cavity, 254–258
Microtube, 249–258
Microwave characterization, 201
Microwave transistor, 64
MOCVD, 93, 250, 399, 457
Molecular patterning, 219
Molecular rotors, 287–311
Monolayer deposition, 290
Moth-eye, 69–70
Multi-layer device, 237–240
Multi-layer fabrication, 238–239
Multi-layer, 63, 70–71, 74–76, 78–79, 82–83
Multi-level, 63–65, 70, 74, 80, 82–83
Multi-walled carbon nanotubes(MWNTs), 56,

261–263, 269–271, 276–277, 279, 493,
496

N
Nanodevices, 46, 52, 106, 149, 281, 287, 289,

308, 311, 395, 466
Nanofluids, 523–530, 533
Nanoimprint, 59–84
Nanomaterial

alignment, 208–209, 217
composite, 523
growth, 89–111
integration, 240
interface, 398, 458



Index 537

manipulation, 33, 170–171
patterning, 20, 71, 107, 221
placement, 221, 225
processing, 394, 498
surface interaction, 222
surface modification, 439
surface treatment, 77, 431
synthesis, 167–202
transfer, 152, 159, 161, 206, 211, 498

Nanomedicine, 330, 336
Nanoparticle

alignment, 153–154, 158–159, 210, 269,
404, 526

ordering, 121, 212
Nanophotonics, 31–46, 319, 384–388
Nanosphere lithography, 111, 266, 268–269,

366
Nanotechnology, 23, 57, 205, 211, 227, 287,

318, 366, 388, 447
Nanotube

alignment, 530
array, 55, 94–95, 98, 136, 138–146,

261–281, 395, 399–401, 428–432, 477,
492, 504

growth, 95
placement, 194
surface interaction, 533
transfer, 139, 206, 211, 214, 235–236, 267
Metal, 5, 89, 93, 98–99

Nanowire
alignment, 14, 154
array, 208, 370, 372, 405, 452
growth, 107, 227–229, 233, 396, 451
placement, 330
sensor, 105, 107, 201–202, 206, 240–241,

319–320, 335, 391, 394–408
surface interaction, 10, 222
transfer, 107, 139, 153–154, 233, 322, 369,

428
nonlinear, 170–171, 174–175, 201, 231,

318–319, 332, 356, 393

O
Olfactory receptors, 391–392, 403
One-dimensional material, 133–161
Optical resonance mode, 254–256
Optical ring resonance, 254–255
Optoelectronic, 93, 127, 174, 176, 317–318,

330, 333, 347, 353, 356, 372, 447, 468
Origami, 7–9, 20
Oxides, 49, 53, 135–139, 145–146, 149, 160,

340, 393–394, 396, 400–401, 408, 418,
479, 497–500, 502–504, 506–508, 513

P
Particle sorting, 78
Photodetector, 241, 317, 333–334, 336–337,

354–356, 372, 447
Photoelectrochemical cell, 134–135, 137,

143–145, 153–154
Photolithography, 61, 64, 101–102, 107, 110,

220, 266–268
Photoluminescence, 98, 253–254, 320–321,

324, 330, 460, 465
Photonic crystals, 31–43, 83, 365, 401
Photovoltaic device, 279–280, 356, 364, 388,

447–471
Piezo-phototronic, 318, 352–356
Piezopotential, 352–355
Plasma enhanced chemical vapor deposition,

266
Poly(dimethylsiloxane) (PDMS), 62, 67–68,

77–78, 209, 224–226, 452–453
Poly(methyl methacrylate) (PMMA), 62,

73–78, 81, 110, 119, 130, 212, 222,
226, 264, 348, 396, 404–405

Poly(vinyl alcohol) (PVA), 62
Polycarbonate (Pc), 62, 73, 89, 93, 104
Polymer nanostructure, 96–98
Polymer, 63–70, 75, 81, 96–98, 225, 278,

500–502, 508–513
Polystyrene (PS), 3, 62, 103, 268, 401
Pore structures, 89, 103, 480–483, 487–488,

490, 492, 505, 513–514
Principal component analysis, 404
Process yield, 62, 67, 74, 77–78, 80, 84
Programmable matter, 6, 207–208
Pulsed laser deposition, 266, 404, 408,

457–458, 462

Q
Quantum Dot, 11, 137, 146, 152–160, 252,

254, 256–257, 273, 322, 334, 336,
413–439, 448

Quantum well, 252–254, 256, 336, 351

R
Resonator, 33, 249–258, 319
Reversal nanoimprint, 61, 63, 70, 72, 83
Reverse micelle method, 266–267
Room temperature fabrication, 78, 124

S
Scanning tunneling microscopy (STM),

287–311
Screen printing, 266
Self rolled-up, 249–258



538 Index

Self-assembly, 1–23, 29, 33, 47, 57, 183, 219,
308, 395

Self-folding, 20
Self-ordering, 20
Self-rolling, 15, 249, 251, 257
Semiconductor nanowire, 93, 123–125,

414–415, 447–448, 450, 452, 455–456
Semiconductors, 15, 61, 74, 89, 93–95, 98–99,

107, 117, 119, 123–125, 134–144,
146–149, 152, 155–157, 160–161,
168–191, 201, 223, 230, 233–234,
237–238, 249–258, 318–320, 322–323,
325, 330, 332–333, 335, 339, 345–346,
350, 352–353, 356, 393, 413–418, 422,
427, 433–434, 447–448, 450, 452–453,
455–457, 471

Sensor, 43, 53, 93, 101, 110, 241, 320, 335,
391–392, 394, 396–408, 525

Sequential stacking, 70–83
Single-walled carbon nanotubes, 261, 523–533
Solar cell, 69, 152, 280, 317, 341, 356, 365,

376, 378–379, 383, 389, 426–428, 431,
452–457, 461–462, 467–468

Sol-gel method, 266, 269, 404
Solution deposition, 419
Specific heat capacity, 271
Sputtering, 100, 107, 146, 232, 266, 268, 399,

404–405, 408, 429, 508
Stamp transfer, 221, 224–226, 236–237,

239–240
Strain-induced bandgap shift, 253, 257
Strain-induced, 201, 249–258, 356
Subwavelength, 318–322, 336–337, 381, 388,

447
Supercapacitor applications, 279, 498
Supercapacitors, 279, 477–514
Surface Functionalization, 4–6, 219–221, 335,

394, 414–420, 496, 498

T
TEM, 10, 12, 93, 98–99, 101, 103, 169,

176–192, 194–197, 228, 264, 266–267,
406, 416, 422, 425–426, 431, 433,
458–459, 464, 485, 487–489, 491,
501–502, 504–507, 511–512, 525,
532–533

Temperature programmed desorption, 276–277
Templated deposition, 419
Thermal conductivity, 95–96
Thermal nanoimprint, 60–62
Thermal property, 84, 261, 271–273, 280, 533
Thermo-differential, 77
Thin-film deposition, 404
Thin-film transistor, 206, 230–237
Three dimensional Nanostructures, 413–439
Three-dimensional device, 452
Three-dimensional transistor, 206, 237
Transfer bonding, 61, 70–83
Transistor, 206, 233, 238, 241–242
Transparent device, 93, 143
T-shaped, 64–66, 83, 306
Tube, 15, 17–18, 45, 117–118, 120–123, 126,

129, 131, 143–145, 168, 176, 178, 188,
190, 192, 194, 197, 236, 250–257,
262–263, 273, 275, 277, 279, 399, 458,
511

U
UV nanoimprint, 63, 66–67

V
Vertical nanotube, 229, 243
Vertical nanowire, 242–243
Vertically aligned, 37, 110, 125, 140–141, 143,

146–147, 159, 226, 264–266, 269, 273,
405, 447–471, 505, 510

W
Water splitting, 133–135, 137–138, 140, 143,

147–148, 150–151, 153, 428
Waveguide, 33, 37, 40–41, 45, 50, 67–68, 70,

103, 318–322, 343, 356, 386–387, 461
Whispery gallery mode, 254
Wrap-around gate, 242

Y
Young’s Modulus, 251, 270–271

Z
ZnO nanowire, 141–142, 149, 151, 153–157,

224, 226, 317–356, 399, 404, 406, 427,
452, 457–468, 470


	Cover
	Three-Dimensional Nanoarchitectures: Designing Next-Generation Devices
	ISBN 978-1-4419-9821-7
	Contents
	Contributors

	1 Building 3D Nanostructured Devices by Self-Assembly
	1.1 The Pressing Need for 3D Patterned Nanofabrication
	1.2 Self-Assembly Using Molecular Linkages
	1.2.1 Three-Dimensional Self-Assembly Using Protein Linkages
	1.2.2 Three-Dimensional Self-Assembly with DNA Linkages

	1.3 Three-Dimensional Self-Assembly Using Physical Forces
	1.4 Three-Dimensional Patterned Nanofabrication by Curving and Bending Nanostructures
	1.4.1 Curving Hingeless Nanostructures Using Stress
	1.4.2 Three-Dimensional Nanofabrication by Bending Hinged Panels to Create Patterned Polyhedral Nanoparticles

	1.5 Conclusions
	References

	2 Bio-inspired 3D Nanoarchitectures
	2.1 Introduction
	2.2 Historical Perspective
	2.3 Bio-inspired Nanophotonics
	2.3.1 Photonic Crystals
	2.3.2 Color Mine in Nature
	2.3.3 Natural Photonic Crystals
	2.3.3.1 Spine of Sea Mouse
	2.3.3.2 Diatom
	2.3.3.3 Butterfly Wings
	2.3.3.4 Beetles
	2.3.3.5 Weevil

	2.3.4 Other Natural Photonics
	2.3.4.1 Brittle Star
	2.3.4.2 Glass Sponge


	2.4 Bio-inspired Fabrication of Nanostructures
	2.4.1 Biomineralization
	2.4.2 Biological Fine Structure Duplication
	2.4.2.1 Replication by Surface Coating
	2.4.2.2 Replication by Atom Exchange


	2.5 Bio-inspired Functionality
	2.6 Conclusion
	References

	3 Building 3D Micro- and Nanostructures Through Nanoimprint
	3.1 Introduction to 3D Structure Fabrication Through Nanoimprint
	3.2 Overview of Nanoimprint Lithography
	3.2.1 Fundamentals of Nanoimprint Lithography
	3.2.2 Materials for Nanoimprint Lithography

	3.3 Building 3D Nanostructures by Nanoimprint
	3.3.1 Direct Patterning of 3D Structures in One Step
	3.3.1.1 Replicating 3D Polymer Structures from 3D Templates
	3.3.1.2 Applications of 3D Polymer Structures by One-Step Nanoimprint

	3.3.2 Building 3D Nanostructures by Transfer Bonding and Sequential Layer Stacking
	3.3.2.1 Principles of Transfer Bonding and Sequential Layer Stacking
	3.3.2.2 3D Structures Built by Transfer Bonding and Sequential Layer Stacking
	3.3.2.3 Defect Modes and Process Yield of Transfer Bonding and Sequential Layer Stacking

	3.3.3 Building 3D Nanostructures by Two Consecutive Nanoimprints

	3.4 Summary and Future Outlook
	References

	4 Electrochemical Growth of Nanostructured Materials
	4.1 Magnetic Nanomaterials
	4.2 Semiconductor Nanostructures
	4.3 Thermoelectric Nanomaterials
	4.4 Conducting Polymer Nanostructures
	4.5 Nanotube and CoreShell Nanostructures
	4.6 Porous Au Nanowires
	4.7 Modification of Nanowires
	4.8 Functionalization of Nanowires
	4.9 Nanostructure Arrays on Substrates
	4.10 Patterning of Nanowires
	References

	5 Three-Dimensional Micro/Nanomaterials Generated by Fiber-Drawing Nanomanufacturing
	5.1 Introduction
	5.2 Fiber Draw Tower
	5.3 Materials Selections
	5.4 Drawing Process
	5.5 Size Design
	5.6 Three-Dimensional Assembling
	5.7 Metallic Nanowires
	5.8 Semiconductor Nanowires
	5.9 Glass Microchannel Array
	5.10 Differential Etching of Glasses
	5.11 Glass Microspike Array
	5.12 Hybrid Glass Membranes
	5.13 Textured Structure of Encapsulated Paraffin Wax Microfiber
	5.14 Conclusions
	References

	6 One-Dimensional Metal Oxide Nanostructures for Photoelectrochemical Hydrogen Generation
	6.1 Introduction
	6.1.1 Photoelectrochemical Hydrogen Generation
	6.1.2 Challenges in Metal Oxide-Based PEC Hydrogen Generation
	6.1.3 One-Dimensional Nanomaterials for Photoelectrodes

	6.2 Pristine Metal Oxide Nanowire/Nanotube-Arrayed Photoelectrodes
	6.2.1 Nanowire-Arrayed Photoelectrodes
	6.2.1.1 Hematite ((α-Fe2O3)
	6.2.1.2 Titanium Oxide (TiO2) and Zinc Oxide (ZnO)
	6.2.1.3 Tungsten Trioxide (WO3)

	6.2.2 Nanotube-Arrayed Photoelectrodes

	6.3 Element-Doped Metal Oxide 1D Nanostructures
	6.3.1 TiO2 Nanostructures
	6.3.2 ZnO Nanostructures
	6.3.3 Hematite ((α-Fe2O3) Nanostructures

	6.4 Quantum Dot Sensitizations
	6.4.1 Background
	6.4.2 Quantum Dot-Sensitized ZnO Nanowires
	6.4.3 Quantum Dot-Cosensitized Nanowires
	6.4.4 Double-Sided Quantum Dot Sensitization

	6.5 Synergistic Effect of Quantum Dot Sensitization and Elemental Doping
	6.6 Concluding Remarks
	References

	7 Helical Nanostructures: Synthesis and Potential Applications
	7.1 Introduction
	7.2 Semiconductor Nanohelices
	7.2.1 ZnO Nanohelices
	7.2.1.1 Superlattice-Structured ZnO Nanohelices
	7.2.1.2 Superelasticity, Nanobuckling, and Nonlinear Electronic Transport of Superlattice-Structured ZnO Nanohelices
	7.2.1.3 Other ZnO Nanohelices

	7.2.2 SiO2 Nanohelices
	7.2.3 CdS Nanohelices
	7.2.4 InP Nanohelices
	7.2.5 Ga2O3 Nanohelices

	7.3 Carbon-Related Nanohelices
	7.3.1 Helical Carbon Nanoribbon/Nanocoil
	7.3.2 Helical Carbon Nanotube
	7.3.3 Tungsten-Containing Carbon (WC) Nanospring

	7.4 Other Nanohelices
	7.4.1 Helical SiC/SiO2 Core--Shell Nanowires and Si3N4 Microcoils
	7.4.2 MgB2 Nanohelices
	7.4.3 Si Spirals

	7.5 Potential Applications
	7.6 Summary
	References

	8 Hierarchical 3D Nanostructure Organization for Next-Generation Devices
	8.1 Introduction
	8.2 Fluidic Flow-Assisted Assembly
	8.2.1 Drop-Drying
	8.2.2 Channel-Confined Fluidic Flow
	8.2.3 Blown Bubble Film Transfer

	8.3 Nematic Liquid Crystal-Induced Assembly
	8.4 LangmuirBlodgett Assembly
	8.5 Dielectrophoresis Assembly
	8.6 Chemical Affinity and Electrostatic Interaction-Directed Assembly
	8.7 Contact Transfer
	8.7.1 Shear-Assisted Contact Printing
	8.7.2 Stamp Transfer

	8.8 Directed Growth
	8.8.1 Horizontal Growth
	8.8.2 Vertical Growth

	8.9 Device Applications
	8.9.1 Thin-Film Transistors
	8.9.1.1 Performance Considerations for NW- or NT-Based TFTs
	8.9.1.2 Transparent Nanowire-Based TFTs
	8.9.1.3 CNT-Based TFTs

	8.9.2 3D Multilayer Device Structures
	8.9.3 Sensors
	8.9.4 Vertical Nanowire Field-Effect Transistors (FETs)

	8.10 Conclusion
	References

	9 Strain-Induced, Self Rolled-Up Semiconductor Microtube Resonators: A New Architecture for Photonic Device Applications
	9.1 Introduction
	9.2 Formation Process
	9.3 Photonic Applications of Rolled-Up Semiconductor Tubes
	9.3.1 Spontaneous Emission from Quantum Well Microtubes: Intensity Enhancement and Energy Shift
	9.3.2 Optical Resonance Modes in Rolled-Up Microtube Ring Cavity
	9.3.3 Optically Pumped Lasing from Rolled-Up Microtube Ring Cavity

	References

	10 Carbon Nanotube Arrays: Synthesis, Properties, and Applications
	10.1 Introduction
	10.2 Carbon Nanotube Synthesis
	10.2.1 Arc Discharge
	10.2.2 Laser Ablation
	10.2.3 Electrochemical Synthesis
	10.2.4 Diffusion Flame Synthesis
	10.2.5 Chemical Vapor Deposition

	10.3 Carbon Nanotube Arrays
	10.3.1 CNTA Synthesis Using Patterned Catalyst Arrays
	10.3.1.1 Pulsed Laser Deposition
	10.3.1.2 Anodic Aluminum Oxide (AAO) Templates
	10.3.1.3 Reverse Micelle Method
	10.3.1.4 Photolithography
	10.3.1.5 Electrochemical Etching
	10.3.1.6 Sputtering
	10.3.1.7 Nanosphere Lithography
	10.3.1.8 Sol--Gel Method

	10.3.2 CNTA Synthesis by Other Methods
	10.3.3 Horizontal Arrays of CNTs

	10.4 Mechanical Properties
	10.5 Thermal Properties
	10.6 Electrical Properties
	10.7 Applications of CNTs and CNTAs
	10.7.1 Hydrogen Storage
	10.7.2 CNTs as Sensors
	10.7.3 CNTs for Battery and Supercapacitor Applications
	10.7.4 CNTs for Photovoltaic Device

	10.8 Conclusions
	References

	11 Molecular Rotors Observed by Scanning Tunneling Microscopy
	11.1 Introduction
	11.2 Solution-Based and Surface-Mounted Molecular Machines
	11.3 Single Molecular Rotors at Surfaces
	11.3.1 A Monomolecular Rotor in Supramolecular Network
	11.3.2 Gear-Like Rotation of Molecular Rotor Along the Edge of the Molecular Island
	11.3.3 Thermal-Driven Rotation on Reconstructed Surface Template
	11.3.4 STM-Driven Rotation on Reconstructed Surface Template
	11.3.5 Molecular Rotors with Variable Rotation Radii
	11.3.6 Rolling Motion of a Single Molecule at the Surface

	11.4 Array of Molecular Motors at Surfaces
	11.5 Outlook
	11.6 Conclusion
	References

	12 Nanophotonic Devices Based on ZnO Nanowires
	12.1 Introduction
	12.2 Pure Optical Devices Based on ZnO NWs
	12.2.1 ZnO NW Subwavelength Waveguides and Their Applications
	12.2.2 Optically Pumped Lasers in ZnO NWs
	12.2.3 Nonlinear Optical Devices Based on ZnO NWs

	12.3 Optoelectronic Devices Based ZnO NWs
	12.3.1 ZnO NW Ultra-sensitive UV and Infrared PDs
	12.3.2 Dye-Sensitized Solar Cells Based on ZnO NWs
	12.3.3 Single ZnO NW and NW Array Light-Emitting Diodes
	12.3.4 Electrically Pumped Random Lasing from ZnO Nanorod Arrays

	12.4 Piezo-phototronic Devices Based on ZnO NWs
	12.4.1 Optimizing the Power Output of a ZnO Photocell by Piezopotential
	12.4.2 Enhancing Sensitivity of a Single ZnO Micro-/NW Photodetector by Piezo-phototronic Effect

	12.5 Conclusions
	References

	13 Nanostructured Light Management for Advanced Photovoltaics
	13.1 Introduction
	13.2 Fabrication of Nanowire and Nanocone Arrays
	13.2.1 Method
	13.2.2 Shape Control: Nanowires and Nanocones
	13.2.3 Diameter and Spacing Control
	13.2.4 Large-Scale Process

	13.3 Photon Management: Antireflection
	13.3.1 Nanowires
	13.3.2 Nanocones

	13.4 Photon Management: Absorption Enhancement
	13.4.1 Different Mechanisms
	13.4.2 Nanodome Structures

	13.5 Solar Cell Performance
	13.6 Fundamental Limit of Light Trapping in Nanophotonics
	13.7 Summary and Outlook
	References

	14 Highly Sensitive and Selective Gas Detection by 3D Metal Oxide Nanoarchitectures
	14.1 Introduction
	14.2 Highly Sensitive Gas Detection by Stand-alone 3D Nanosensors
	14.2.1 Metal Oxide Nanowire/Nanotube Array Gas Sensors
	14.2.1.1 Nanowire Arrays
	14.2.1.2 Nanotube Arrays

	14.2.2 Gas Sensors Based on Opal and Inverted Opal Nanostructures

	14.3 Sensor Arrays Based on 3D Nanostructured Gas Sensors
	14.4 Conclusion Remarks
	References

	15 Quantum Dot-Sensitized, Three-Dimensional Nanostructures for Photovoltaic Applications
	15.1 Introduction
	15.2 Quantum Dot-Sensitized Solar Cells
	15.2.1 Overview
	15.2.2 Synthesis of Quantum Dots and Surface Functionalization
	15.2.3 Quantum Dot-Sensitized Nanoparticle Films
	15.2.4 Quantum Dot-Sensitized Nanowire Arrays
	15.2.5 Quantum Dot-Sensitized Nanotube Arrays
	15.2.6 Investigation of Charge Injection in Quantum Dot-Sensitized Solar Cells
	15.2.6.1 Generation of Excited Electrons
	15.2.6.2 Recombination and Transportation of Excited Electrons


	15.3 Outlook
	References

	16 Three-Dimensional Photovoltaic Devices Based on Vertically Aligned Nanowire Array
	16.1 Introduction
	16.2 Photovoltaic Devices Based on Nanowire Array Integrated with the Substrate
	16.3 Photovoltaic Devices Based on Nanowire Array with Axial Junctions
	16.4 Photovoltaic Devices Based on Nanowire Array Embedded in Thin Film
	16.5 Photovoltaic Devices Based on Nanowire Array with CoreShell Structure
	16.5.1 p--n Core--Shell Homojunction Photovoltaic Devices
	16.5.2 Type II Core--Shell Heterojunction Photovoltaic Devices
	16.5.2.1 Synthesis of ZnO/ZnSe and ZnO/ZnS Core--Shell Nanowire Array
	16.5.2.2 Structural and Optical Properties of ZnO/ZnSe Core--Shell Nanowire Array
	16.5.2.3 Photoresponse of ZnO/ZnSe Nanowire Array
	16.5.2.4 Morphologies, Structure and Optical Properties of ZnO/ZnS Nanowire Array
	16.5.2.5 Photovoltaic Effect of ZnO/ZnS Nanowire Array


	16.6 Summary and Perspectives
	References

	17 Supercapacitors Based on 3D Nanostructured Electrodes
	17.1 Supercapacitors
	17.2 Electrochemical Double Layer Capacitors Based on 3D Nanostructured Electrodes
	17.2.1 Electrodes Based on Activated Carbons and Activated Carbon Fibers: Powdered Carbons with Disordered Pore Structures
	17.2.2 Electrodes Based on Carbon Foams, Carbon Aerogels, and Other Monolithic Carbon: Monolithic Carbon with Disordered Micropores
	17.2.3 Electrodes Based on Template Carbons, Graphene, Carbide-Derived Carbons, and Hierarchical Porous Carbons: Powdered Carbons with High Mesopore Ratios or Reasonable PSD
	17.2.4 Electrodes Based on Carbon Nanotubes: Monolithic Carbons with Developed Mesoporous Structures

	17.3 Pseudo-capacitors Based on 3D Nanostructured Electrodes
	17.3.1 Nanostructured Metal Oxide Electrode Materials
	17.3.2 Nanostructured Conducting Polymer Electrode Materials

	17.4 Hybrid Capacitors Based on 3D Nanostructured Electrodes
	17.4.1 Nanostructured Electrodes Based on Metal Oxides/Carbon Composite
	17.4.2 Nanostructured Electrodes Based on Polymers/Carbon Composites

	17.5 Conclusions and Perspectives
	References

	18 Aligned Ni-Coated Single-Walled Carbon Nanotubes Under Magnetic Field for Coolant Applications
	18.1 Introduction
	18.2 Experiment
	18.3 Results and Discussion
	18.3.1 Thermal Conductivity of Nanofluids Containing Ni-Coated Nanotubes
	18.3.2 Evidence of Magnetic Alignment of Ni-Coated Nanotubes

	18.4 Conclusion
	References

	Index



