




.



Maria Stepanova l Steven Dew
Editors

Nanofabrication

Techniques and Principles

SpringerWienNewYork



Editors
Dr. Maria Stepanova
National Institute for Nanotechnology
National Research Council of Canada
Saskatchewan Drive 1142
T6G 2M9 Edmonton Alberta
Canada
maria.stepanova@nrc-cnrc.gc.ca

This work is subject to copyright.
All rights are reserved, whether the whole or part of the material is concerned, specifically those
of translation, reprinting, re-use of illustrations, broadcasting, reproduction by photocopying
machines or similar means, and storage in data banks.

Product Liability: The publisher can give no guarantee for all the information contained in
this book. The use of registered names, trademarks, etc. in this publication does not imply,
even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.

# 2012 Springer-Verlag/Wien

SpringerWienNewYork is a part of Springer Science+Business Media
springer.at

Typesetting: SPi, Pondicherry, India

Printed on acid-free and chlorine-free bleached paper
SPIN: 80025917

With 250 Figures

Library of Congress Control Number: 2011941772

ISBN 978-3-7091-0423-1 e-ISBN 978-3-7091-0424-8
DOI 10.1007/978-3-7091-0424-8
SpringerWienNewYork

Dr. Steven Dew
University of Alberta
Electrical and Computer Engineering
2nd Floor ECERF
T6G 2V4 Edmonton Alberta
Canada
steven.dew@ualberta.ca



Preface

This book came about from a realization that a gap had emerged in our collective
library of techniques for structuring matter. The well-established but nonetheless still
rapidly evolving field of microelectronics fabrication has given us a rich set of tools
for depositing, patterning and etching thin layers of semiconductors, insulators and
metals. These tools are well documented and continue to be invaluable to the
emerging nanotechnology industry. However, in addition to these old standby
methods, a new set of tools has emerged specifically around the structuring of matter
with near nanometer precision. Some of these, such as atomic layer deposition, are
already appearing in production microelectronics facilities. Others, such as helium
ion beam nanomachining, are unlikely to hit high volume production in the foresee-
able future, but nonetheless are emerging as powerful tools for producing nanoscale
devices the likes of which we have not yet imagined. In between lies a set of
techniques that have heretofore not been part of a standard microfabrication hand-
book, and hence we felt a need to produce a reference dealing with these techniques
whose common thread is the structuring of matter with near atomic scale control.
The intent is to complement more traditional works dealing with the state-of-the-art
processing of CMOS integrated circuits. The exclusion of CMOS processing is not
because it is not ‘true nanofabrication’, but because it is more evolutionary and more
familiar and covered in many other works.

The book provides a balance of the fundamental principles and example applica-
tions of nanofabrication techniques. The intended audience is the process engineer in
industry, the academic researcher, or the graduate or senior undergraduate student
who is finding himself or herself drawn into learning about these new methods for
nanostructuring matter. While not necessarily so intended, it could well serve as a
text for a one term graduate course in nanofabrication.

In selecting authors for the individual sections, we have drawn on both local and
international experts in their respective areas. In all, eight countries are represented
across the 13 chapters. Each set of authors drew on their own respective commu-
nities to bring different perspectives and a highly authoritative treatment of the topic.
As editors, we were exceptionally fortunate to have such dedicated professionals
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to work with. We are extremely grateful for their hard work and outstanding
contribution.

We are also very grateful to our local community for its support. We are happy
to acknowledge the staff of the University of Alberta NanoFab, the Integrated
Nanosystems Research Facility, the Alberta Centre for Surface Engineering and
Science, and the National Institute for Nanotechnology. Equally important are
our respective teams of graduate students and researchers and colleagues who
have provided the intellectual environment (and the hard work) to build up our
own expertises in the field. In addition, we would like to thank our publisher,
Springer Verlag, for believing and enabling this project. Finally, we both sincerely
acknowledge the support of our respective families who have put up with us as we
have travelled down the path that has made this book possible.

Edmonton, Canada Maria Stepanova
(Maria.Stepanova@nrc-cnrc.gc.ca)

Steven Dew
(steven.dew@ualberta.ca)

.
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Directions in Nanofabrication 1
Steven K. Dew and Maria Stepanova

Abstract

Nanotechnology is dependent on nanofabrication techniques to structure matter

at the 1–100 nm lengthscale. In this book, a variety of nanofabrication techniques

are described, including those for lithography using electron and helium ion

beams or nanoimprint lithography; for deposition using atomic layer deposition,

surface monolayer formation, block copolymers, or electroepitaxy; and for

etching using chemical mechanical polishing, ion beam induced reactions,

laser nanopatterning, or anodic oxide templating. In each case, principles, meth-

odology, equipment and process parameters are described, along with

capabilities and example applications. Taken together, these represent a powerful

toolbox of the rapidly evolving pool of nanofabrication techniques.

1.1 Nanofabrication

Nanotechnology is about the controlled assembly and structuring of matter at a

lengthscale of approximately 1–100 nm in order to exploit unique properties that

manifest at these dimensions. It is well recognized that this field will enable a vast

range of new capabilities for healthcare, new materials for transportation, new

categories and capabilities of consumer products, new processes for industry, new
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devices and sensors for information technology, and more [1]. An estimate of the

expected annual global economic impact of nanotechnology by 2020 is $3 trillion

US dollars [2]. Nanofabrication is about the tool box that makes this exquisite

control of matter at the nanoscale possible. It is the set of techniques to pattern,

grow, form and remove material with near nanometer control, repeatability and

precision.

This book is about the techniques for nanofabrication. It is intended for the

practitioner, the researcher or the student who wishes to learn more about the major

techniques that are driving the nanotechnology revolution. The toolbox is both

diverse and growing rapidly, so we have been forced to choose just the most

important set of tools to present here. There are other excellent books and sources

that have taken different approaches or that focus solely on a particular topic at a

high level of detail, and we recommend the reader consider them as well [3–9].

Notwithstanding these existing works, however, we felt there was still a strong need

for a book that explored both the capabilities and underlying principles of the most

important set of nanofabrication techniques. We also felt that the area of micro-

electronics, while itself incredibly important to the field of nanofabrication, drives a

set of requirements that are highly specialized and exclusive of a large range of non-

CMOS related applications. Hence, we felt there was a need for a resource that

explored a broader range of nanofabrication techniques, to the exclusion of con-

ventional microelectronics ones, if necessary. This book is our attempt to respond to

that need.

Consisting of topical chapters written by international experts from eight

countries, this book is divided into three parts. Crudely speaking, these are

nanolithography, nanoscale deposition, and nanoscale etching and pattern transfer.

The divisions are somewhat arbitrary as a number of the topics covered do require

capabilities from two or more of these categories or can be used in more than one

way. For example, ion beams can be used for lithography, for localized etching, or

for deposition, thereby spanning all three areas. Nonetheless, the paradigm of

deposition, lithography and etch is well-ingrained in the field of micro- and

nanofabrication, and it is hard to break out of the mold.

1.2 Nanolithography

Lithography is a process whereby an arbitrary (usually 2D) pattern can accurately

and reproducibly be generated in a specialized layer of material called the resist.

Typically, that pattern is then transferred to another functional layer through a

traditional etching or lift-off process. Conventionally, this is done with ultraviolet

(UV) radiation modulated by opaque patterns on an otherwise transparent mask,

converting the solubility of a polymer resist material. Through adaptations such as

high numerical aperture optics and immersion lenses, deep UV excimer laser

sources, phase shifting masks, optical proximity correction and double patterning

approaches, conventional optical lithography has pushed well into the nano-

scale. However, extension to the deep subnanometer lengthscales, especially for
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non-microelectronic applications that cannot necessarily tolerate the high costs,

high volume and high planarity requirements, other lithography techniques are

required. Extreme UV and x-ray lithography can extend to lower dimensions, but

their very high costs will preclude their use for most non-microelectronic

applications, at least for a while. That leaves three lithographic choices for ‘low-

cost’, highly flexible, deep nanoscale lithography: electron beam, ion beam and

nanoimprint lithography. These techniques are covered over four chapters in the

first part of the book.

In Chap. 2, we cover the principles and major mechanisms of electron beam

lithography (EBL). This technique has been the mainstay of nanolithography from

the outset and will continue to be used to produce masks and templates even if

volume production ultimately relies on other techniques (EUV or NIL). This

chapter covers the effects of the various parameters (energy, dose, development

temperature and time, etc.) and their impacts on resolution, sensitivity, line-edge

roughness, and process windows.

Simulation and modeling is an essential component of understanding and

optimizing processes at the nanoscale, and Chap. 3 addresses the modeling needs

for electron beam lithography. Here, Ioannis Raptis and George Patsis take us

through the essential steps of EBL simulation, including electron transport and

energy deposition in the resist accounting for forward and backscattering, proximity

correction, thermal processing and development, line edge roughness and stochastic

effects. Different simulation approaches are presented, such as Monte Carlo and

analytic treatments, continuous and discretized resist representations, and macro-

scopic and mesoscopic models. Existing commercial software available for EBL

simulation is summarized.

Despite its flexibility and widespread acceptance, EBL does face important

limitations on resolution, especially related to its proximity effect. With the recent

development of sub-nanometer spot sizes, helium ion beam lithography (HIBL) has

a potential advantage on this score. Chapter 4 describes the principle and

capabilities of HIBL. Emile van der Drift and Diederik Maas compare EBL and

HIBL explaining the higher sensitivity, reduced scattering, and improved proximity

and resolution that the latter technique can achieve. Principles of He+ beam

generation and control are discussed along with ion-matter interactions and the

implications for substrate damage. Various resists are explored including conven-

tional HSQ and PMMA as well as inorganic Al2O3.

Perhaps the most promising approach in terms of ‘low cost’ solutions to

nanolithography is nanoimprint lithography (NIL). In this technique, a prepatterned

mask with features down to a handful of nanometers is held in contact with the

resist material, and the pattern transferred using heat or UV radiation. In Chap. 5,

Christophe Peroz, Vincent Reboud, and Clivia Sotomayor Torres describe the

principles, capabilities and parameters of NIL. Thermal and UV NIL are described,

including the challenges of resist flow when the stamp is brought into contact,

stamp deformation, anti-sticking coatings, demolding, and resist materials. Full-

wafer and step-and-print strategies are discussed as well as creation of 3D patterns.

Applications to a variety of areas are briefly summarized.
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1.3 Deposition at the Nanoscale

In conventional microfabrication, deposition involves processes such as evapora-

tion, sputter deposition, chemical vapor deposition, or electrochemical deposition

to add layers of a variety of conducting, insulating, semiconducting and other

functional materials to the substrate. With care, all of these techniques can still

find application to fabricating nanoscale structures. However, a new set of

techniques also emerges for adding nanostructured materials. These rely heavily

on wet chemistry, rather than more traditional vapor deposition.

The first of these techniques is atomic layer deposition (ALD). While the

deposited layers are not nanostructured, they are deposited with monolayer control

which is clearly of tremendous value in nanofabrication. This performance is

achieved by using two self-limiting adsorption reactions which, when used in

sequence, result in the addition of a monolayer of film to the surface. Because the

adsorption step is to saturation, it is possible to deposit conformal layers over

extremely high aspect ratio and complex topography. In Chap. 6, Ken Cadien and

Ali Foroughi-Abari explain these principles in detail and provide an overview of

some capabilities and applications of ALD. The development of ALD is

summarized, along with the fundamental principles, equipment and variations

such as plasma ALD. A discussion of precursors is presented including in the

context of various applications, including the coating of anodized alumina

nanopores (see Chap. 13), the formation of high-k gate dielectrics and diffusion

barriers, and the formation of nanoparticles on surfaces and nanotubes.

Also in the domain of self-limiting monolayer deposition is the topic of surface

functionalization. Here only one molecular layer is deposited, but it generally adds

a highly specific affinity for a target biomolecule or other biologic function. This is

an enabling capability for a whole spectrum of health and security related

applications of nanotechnology. In Chap. 7, Adam Bergren and Richard McCreery

discuss the importance of surfaces in the nanoscale, and how they can be tailored to

provide a specific function. Aspects of the surface that can be controlled include

wettability (by water and other materials), coverage and morphology, chemical

reactivity, passivation, electronic activity, and thermal stability. Monolayer forma-

tion techniques such as Langmuir-Blodgett and self-assembled monolayers

(SAM’s) on metal, silicon and carbon surfaces are discussed, as are techniques to

form multilayer nanomolecular coatings.

The immiscibility of certain polymers can be exploited to take advantage of the

highly regular and reproducible 2D and 3D structures that can be produced using

block co-polymers. In Chap. 8, Bhoje Gowd, Mallikarjuna Shroff Rama and

Manfred Stamm present the various structures that can emerge including spheres,

cylinders and lamellae and the principles and phase diagrams that govern their

formation in bulk solutions and in thin films. Techniques for orienting structures in

films are presented. Application of block copolymer films as templates and supra-

molecular assembly are also discussed.

In Chap. 9, the topic is the specialized one of epitaxial electrodeposition of

metals on semiconductors. This is a low-cost technique to form arrays of metal
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crystals using the underlying substrate as a template, and is highly relevant to

nanofabrication both for the exquisite nanostructures it can produce, as well as an

important technique for forming electrical contact to semiconductor materials for

both electronic and sensing applications. Karen Kavanagh summarizes the

techniques of electrodeposition including the impact of various process parameters.

Details are provided for both silicon and GaAs substrates. Application of the

technique to form Cu and Au nanowires is presented.

1.4 Nanoscale Etching and Patterning

The final part of this book deals with the use of etching and other removal

techniques to provide nanoscale structures or control. These range from techniques

for producing the atomically flat surfaces necessary as a starting point for many

nanoscale structures, to laser and ion bombardment to machine or modify highly

localized areas, to anodization of ‘valve metals’ to produce highly controlled

nanoporous materials both for their own right or as templates for the formation of

even more exotic materials.

Chemical mechanical polish (CMP) has been used for decades as a final step to

polish silicon wafers, but its use as a fabrication step is more recent, first for

dielectric planarization of SiO2, then for tungsten plug and copper damascene

formation in modern microelectronics structures. The technique is useful beyond

microelectronics, however, as many fabrication steps involving nanoscale control

will also require a starting surface which is very nearly atomically flat. CMP offers

this level of controllability through a combination of chemical surface softening

and mechanical abrasion. In Chap. 10, Lucy Nolan and Ken Cadien discuss the

main principles, parameters, and requirements to achieve the level of control

required to enable many examples of nanofabrication.

In Chap. 11, we return to highly focused helium ion beams. However, this time

they are not modifying the structure and solubility of resist materials. Rather, they

are providing the energy to initiate a highly localized etching, deposition, or other

chemical reaction involving reactive gases injected near the substrate. In this

chapter, Paul Alkemade and Emile van Veldhoven explore the capabilities and

limitations of ion induced deposition and etching as the ultimate nanomachining

tool. The necessary equipment and techniques are described. The role of precursor

gas injection, transport and decomposition, ion sputtering, proximity, secondary

electron generation, and their governing relations are discussed. Rate, structure and

composition of deposited films are presented.

We continue the nanomachining concept in Chap. 12, but now using laser pulses.

As discussed by Robert Fedosejevs, Ying Tsui, Zhijiang Chen and Shyama

Banerjee, the main benefit here is that the pulses can be varied from femtosecond

duration to continuous wave, providing control over interaction times and resulting

energy transport lengthscales down to below the nanoscale. This allows, for exam-

ple, ablation or recrystallization with near monolayer levels of control. Laser

induced forward transfer also presents opportunities for deposition control on

similar scales. Frequency multiplication, microlenses and near field optical
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techniques are also possible, yielding nanoscale lateral control, as well. In addition,

multiphoton adsorption provides an approach to 3D writing, adding to the versatil-

ity of laser patterning.

Finally, in Chap. 13, Karthik Shankar discusses the use of anodization of alumi-

num and titanium. Under the correct conditions, the nonlinear behavior of this

process results in the production of highly regular, evenly spaced nanoscale pores

that can extend microns or even millimeters deep. Of themselves, these can be useful

for certain examples of nanoscale behavior. Further, however, they can serve as

templates for the growth of nanorods and nanowires of a variety of materials that

cannot easily be produced any other way. Further, the nanopore arrays can serve as a

mask for etching and deposition reactions, providing another pathway for

nanostructuring other materials. This chapter explores the key parameters, the main

approaches to applying the nanopores, and some of the application areas of the

overall technology.

1.5 Summary

Nanofabrication requires an extension of the set of microfabrication tools beyond

traditional optical lithography, vapor deposition, and reactive ion etching. Through

a set of focused chapters written by international experts, this book discusses the

key technologies that are available to meet these requirements and enable the

fabrication of complex systems and materials structured at the nanoscale.

Acknowledgements The authors are grateful for the support of the Natural Sciences and

Engineering Research Council of Canada, the National Institute for Nanotechnology, and the

University of Alberta NanoFab. As editors, we are also grateful for the hard work, vast expertise

and professional manner of the contributing authors who have taken time out of their very busy

schedules to write an excellent set of chapters on a fascinating topic.

References

1. Roco MC, Mirkin CA, Hersam MC. Nanotechnology research directions for societal needs in

2020, retrospective and outlook. Heidelberg Dordrecht London New York: Springer; 2011.

ISBN 978-94-007-1167-9.

2. Roco M, Presentation on the national nanotechnology initiative 2. Washington, DC; 2010.

3. Cui Z. Nanofabrication: principles, capabilities and limits. Berlin: Springer; 2008. ISBN

0387755764.

4. Ampere A. Nanofabrication: fundamentals and applications. Singapore: World Scientific

Publishing; 2008. ISBN 9812700765.

5. Wiederrecht G, editor. Handbook of nanofabrication. Amsterdam: Elsevier; 2010. ISBN

0123751764.

6. Ohtsu M, editor. Nanophotonics and nanofabrication. Darmstadt: Wiley-VCH; 2009. ISBN

9783527321216.

7. Ostrikov K, Xu S. Plasma-aided nanofabrication: from plasma sources to nanoassembly.

Darmstadt: Wiley-VCH; 2007. ISBN 9783527406333.

8. Wang M, editor. Lithography. Vukovar: Intech; 2010. ISBN 9789533070643.

9. Kumar Challa, editor. Nanostructured thin films and surfaces. Darmstadt: Wiley-VCH; 2010.

ISBN 9783527321551.

8 S.K. Dew and M. Stepanova

http://dx.doi.org/10.1007/978-3-7091-0424-8_13


Part II

Nanolithography



Fundamentals of Electron Beam Exposure
and Development 2
Mohammad Ali Mohammad, Mustafa Muhammad, Steven K. Dew,
and Maria Stepanova

Abstract

Electron Beam Lithography (EBL) is a fundamental technique of

nanofabrication, allowing not only the direct writing of structures down to

sub-10 nm dimensions, but also enabling high volume nanoscale patterning

technologies such as (DUV and EUV) optical lithography and nanoimprint

lithography through the formation of masks and templates. This chapter

summarizes the key principles of EBL and explores some of the complex

interactions between relevant parameters and their effects on the quality of the

resulting lithographic structures. The use of low energy exposure and cold

development is discussed, along with their impacts on processing windows.

Applications of EBL are explored for the fabrication of very small isolated

bridge structures and for high density master masks for nanoimprint lithography.

Strategies for using both positive and negative tone resists are explored.

2.1 Introduction

With its ability to form arbitrary two-dimensional patterns down to the nanometer

scale, electron beam lithography (EBL) is one of the most important techniques in

nanofabrication. In short, it involves the exposure by a highly focused electron
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beam to dramatically modify the solubility of a resist material during a subsequent

development step, see Fig. 2.1.

EBL was originally developed using scanning electron microscopes to which a

pattern generator and beam blanker was added to control which areas of the viewing

field are exposed [1–3] (see Fig. 2.2a for a schematic description of an EBL

system). Modern EBL tools are fully dedicated patterning systems (Fig. 2.2b) that

employ high brightness electron sources for faster throughput and high resolution

mechanical stages to be able to expose step-by-step large substrates under the

relatively narrow field of focus of the electron beam. These direct write systems

have the advantage of extremely high resolution and the ability to create arbitrary

patterns without a mask. Their disadvantage is the long times taken to write large,

complex patterns. Efforts to overcome this challenge include projection EBL [4, 5]

and the use of massively parallel beams [6]. Due to the developmental stage of these

latter techniques, however, this chapter will focus on the single beam, direct write

EBL technique.

The key objectives of EBL writing are to achieve arbitrary patterns in the resist

with high resolution, high density, high sensitivity and high reliability. These

characteristics are interrelated in a complex fashion. The key determinants will

be the quality of the electron optics (e.g., the ability to create a finely focused spot),

the choice of resist, substrate and developer, and the process conditions: electron

beam energy and dose, and development time and temperature. Factors that com-

plicate these objectives are delocalization of electrons due to forward and back-

scattering (proximity effects), collapse of the pattern due to swelling and capillarity

forces, and fluctuations in the sizes of features (line edge roughness).

Fig. 2.1 Outline of EBL

process steps to form a

nanoscale pattern in a

positive-tone resist layer

Fig. 2.2 Electron beam exposures systems: (a) schematic diagram, (b) Raith 150TWO commercial

EBL system (used with permission [7])

12 M.A. Mohammad et al.



2.1.1 Electron Transport

The first requirement for a high quality beam is a stable, high brightness electron

source, such as one employing thermal field emission. The quality of the spot is

determined by the electron optics and degree of focus. It is necessary to have high

positional accuracy with limited astigmatism and small spot size [8]. The electron

column is under vacuum to reduce gas scattering of the beam, but divergence of the

beam does result from mutual electrostatic repulsion by the electrons. This effect is

more pronounced at higher currents and lower energies. Notwithstanding this,

commercial EBL systems can usually deliver a spot size of just a few nanometers

[7, 9, 10]. Unfortunately, other factors such as scattering will usually limit the final

resist pattern to a larger size.

As the electrons enter the resist, they begin a series of low energy elastic

collisions, each of which will deflect the electron slightly. This forward scattering

broadens the beam by an amount that increases with thickness, and this effect is

more pronounced at low incident energies [11, 12] (see also Fig. 2.3).

In addition to forward scattering, there is also backscattering to consider [13].

Typically, most of the electrons pass entirely through the resist and penetrate deeply

into the substrate. Some fraction of those electrons will eventually undergo enough

large angle collisions to re-emerge into the resist at some distance from the point at

which they left it (see Fig. 2.4). At higher energies, these backscattered electrons

may cause exposure microns away [14, 15] from where the beam entered. This

leads to the so-called proximity effect [16–18] where electrons writing a feature at

one location increase the exposure at a nearby feature, causing pattern distortion

and overexposure. The density of features becomes an important factor in deter-

mining necessary exposure levels. Backscattering can be minimized by exposing on

a thin membrane substrate.

Another electron transport consideration is secondary electrons [1]. These are

low energy (a few to a few tens of eV) electrons produced by ionizations resulting

from inelastic collisions by the primary incident electrons [19]. Because of their

Fig. 2.3 Electron beam broadening due to forward scattering in the resist at (a) 3 keV and

(b) 10 keV of incident energy. Shown is a predicted cross-section of resist exposure for two

parallel lines
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energy, secondary electrons have short range (several nanometers) but may ulti-

mately limit the resolution possible with EBL.

A final transport issue is electrostatic charging, particularly if writing onto an

insulating substrate. If there exists no pathway for the absorbed electrons to dissi-

pate, charge will build up and defocus the electron beam. In such cases, a thin metal

[1] or conductive polymer [20] layer is required above or below the resist.

2.1.2 EBL Resists

Inelastic collisions of electrons with the resist result in ionization (secondary

electron generation), which is accompanied by physico-chemical changes in the

resist. Just as with optical lithography, EBL can employ two classes of resist.

Positive tone resists undergo a conversion from low to high solubility upon expo-

sure to electrons. The classic example is PMMA (poly-methyl methacrylate) which

is a long chain polymer (Fig. 2.5a) that is broken into smaller, more soluble

fragments by the electron beam (Fig. 2.5b) [21]. Another common positive resist

is ZEP 520 which also consists of a long chain polymer [22, 23].

In a negative tone resist, the electrons convert the material to low solubility. The

prime example here would be HSQ (hydrogen silsesquioxane) which undergoes a

cross-linking reaction to combine smaller polymers into larger, less soluble ones

[24]. Several other negative resists have been recently compared [25].

The most common positive resist, PMMA, consists of very long polymer chains

with masses of 496 and 950 kDa being common. With such long chains, it takes

many scission events before the resulting fragments become significantly soluble.

Fig. 2.4 Forward and

backscattering of electrons in

the resist and substrate

leading to beam broadening

and proximity effects

Fig. 2.5 (a) Polymer sub-

unit of poly (methyl

methacrylate), and (b)
scission of the polymer chain

during EBL exposure
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Hence, the distribution of fragment sizes becomes an important factor in under-

standing the relationship between exposure dose and development behavior.

Figure 2.6a shows the distribution of PMMA fragment sizes and exposure dose

[26]. As dose increases, the average fragment size decreases and solubility in the

developer increases. Of course, dose varies spatially because of scattering, so the 3D

distribution of scission events (Fig. 2.6b) becomes an important component to this

total picture. Similar considerations also apply to other resists – positive or negative.

2.1.3 Resist Development

After exposure, the resist is typically immersed in a liquid developer to dissolve the

fragments (positive tone) or non-crosslinked molecules (negative tone). Tempera-

ture and duration become important parameters here as the hotter/longer the

development, the farther along the continuum of solubility the dissolution extends.

For example, cold development of PMMA (discussed below) freezes out the

development of all but the very smallest fragments, resulting in very high resolution

as much of the scattered electrons cause insufficient exposure to reach this

threshold.

During development, the solvent penetrates into the polymer matrix and starts to

surround the fragments. As the molecules start to interact, a gel is formed (see

Fig. 2.7). The thickness of the gel layer will depend on the amount of fragmentation

and the strength of the solvent. Swelling of the polymer can also result. Once

completely surrounded by solvent, the fragments detach from the matrix and diffuse

into the solvent. Longer fragments are less mobile and more strongly bound to the

matrix and take longer to dissolve [27–29]. More powerful solvents will remove

longer fragments which is not always desirable if high resolution is required.

Exposure and development are interrelated as short exposure with long or aggres-

sive development can be equivalent to heavier exposure with short development.

Fig. 2.6 (a) Calculated distribution of PMMA fragment sizes for various doses at 10 keV [26].

(b) Spatial distribution of the volume fraction of small (less than 10 monomers) fragments within

the resist due to exposure at a single point
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This can lead to some ambiguity between the terms underdeveloped and

underexposed or overdeveloped and overexposed. As will be discussed further

below, the kinetics of the dissolution process becomes quite important to the

optimization of EBL necessitating understanding of these factors at a detailed

level. Often a mix of solvents (such as 1:3 methyl isobutyl ketone with isopropyl

alcohol for PMMA) is used to tailor dissolution behavior.

An issue that arises if the resist is overdeveloped is the degradation of the resist-

substrate bond and the capillarity forces that result as the solvent is removed. These

lead to the mechanical failure of the resist structure resulting in pattern collapse

[30]. Adjacent linear features are particularly vulnerable to this problem, especially

for thick resists. Figure 2.8 shows examples of pattern collapse, along with

underexposed/underdeveloped structures in PMMA.

2.1.4 Process Parameters

As has been implied above, there is a large number of parameters affecting the EBL

process in a complex, interacting fashion. A partial list is given in Table 2.1. This

Fig. 2.7 Positive resist

during development.

Polymer-solvent interactions

can result in gel formation

and swelling

Fig. 2.8 PMMA grating structures in cross-section (top) and plan view (bottom). Shown are

underexposed/underdeveloped (left), quality structures (middle) and collapsed patterns (right) [31]
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excludes secondary factors such as resist polymer chain length which can impact

sensitivity and contrast, or the use of techniques such as ultrasonic agitation

[32–34] to reduce development times and improve clearance, or the use of critical

point drying [35–37] to minimize pattern collapse. Of course, the objective of

manipulating these parameters is to achieve a high resolution, high quality, high

throughput result with large process windows to maximize yield and

reproducibility.

An example of some of these process dependencies can be seen in Fig. 2.9 which

shows the effect of dose on a single pixel line grating. While the structures are well-

resolved at all three doses, the size of the final structures varies significantly.

Similarly, Fig. 2.10 summarizes the aspect ratio (height:width) of the features

resulting as a function of dose. The complexity of these interactions drives the

need for better understanding and modelling techniques (see Chap. 3) for the

optimization of EBL processes.

2.2 Process Windows with PMMA Resist

As requirements for lithography have progressed toward the sub-20 nm regime,

major challenges have emerged for introducing controllable radiation-induced

changes at molecular-size scales. Novel EBL processes that would extend

capabilities of the technology significantly into the deep nanoscale regime entail

Table 2.1 Parameters affecting the EBL process

Parameter Process impact

Exposure energy Resolution, sensitivity, proximity

Exposure dose Pattern quality

Pattern density Proximity, pattern quality

Resist material Sensitivity, resolution, contrast

Resist thickness Sensitivity, resolution, pattern quality

Developer Sensitivity, resolution, development window

Development temperature Sensitivity, resolution, exposure window

Development time Sensitivity, resolution, exposure window

Fig. 2.9 Cross sectional profiles in 70 nm pitch PMMA gratings fabricated using 30 keV voltage

and various line doses. The samples were developed at �15�C for 15 s, and the initial PMMA

thickness was 55 nm [38]
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new approaches to resist design, exposure strategies, and development techniques

[31, 38–43]. To achieve this will require thorough, systematic understanding of the

limiting factors [44] involved in both the electron-resist interaction and in the

polymer dissolution (development), as well as the corresponding intricate interplay

of the numerous process control parameters including the accelerating voltage,

exposure dose, and development conditions.

Due to the proximity effect, this becomes particularly demanding when dense

patterns with closely positioned features must be fabricated. Figure 2.11 presents an

example of nanoscale morphologies after exposure and development of high-

density gratings with various interline distances (pitches) in PMMA resist on a

silicon wafer [38, 43]. From the figure, it is evident that the potential to fabricate a

quality grating is strongly dependent on both the exposure dose and the interline

distance. Thus, for 70 nm pitch, all the images present well developed gratings, with

the exception of Fig. 2.11d that corresponds to the high area dose of 125 mC/cm2.

For 40 and 50 nm gratings, promising morphologies are seen in Fig. 2.11n, o, k for

the doses from 50 to 75 mC/cm2. For 30 nm interline distance, only Fig. 2.11m for

60 mC/cm2 exhibits a promising morphology. The other images in Fig. 2.11 show

various damaging influences. For example, underexposure, when the clearance

depth of exposed lines is insufficient to generate a grating pattern, is manifested

by a low contrast in Fig. 2.11m, q, r. The other extreme regime, overexposure, when

the pattern is damaged by excessive clearance of PMMA, is evident in Fig. 2.11a, b.

Mild signs of overexposure are also visible in Fig. 2.11c, e. Another common type

of morphology damage is the collapse of interline resist walls. Examples of

collapsed gratings are seen in Fig. 2.11d, f, g, and also to some extent in

Fig. 2.11j, k. It is noteworthy that collapse only occurs in gratings with 40 nm

and larger pitch. In 30 nm gratings the limiting mechanism is different as illustrated

in Fig. 2.11e, i. In these cases, the grating is partly or entirely destroyed by

redistribution of PMMA that tends to form islands at irregular locations. Formation

of such globular islands or percolation networks is known to occur in immiscible

liquids that undergo a phase transition. Since mixtures of PMMA fragments with

most common EBL developers have regimes of limited miscibility, a phase separa-

tion can occur [45, 46].

Fig. 2.10 Aspect ratios for

the interline gaps (triangles)
and PMMA lines (squares) as
a function of the exposure

dose, determined from cross-

sectional SEM images for

70 nm pitch gratings

fabricated using 30 keV

electrons. Other process

conditions were as

in Fig. 2.9 [38]
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Figure 2.12 summarizes the observed morphologic regimes for various grating

periods and exposure doses. In the low dose regime, the limiting factor is

underexposure, whereas at increased doses, the patterns degrade through phase

separation or collapse. The densest gratings, with periods of 20 and 30 nm, degrade

through phase separation, and the gratings with periods of 40 nm and larger rather

tend to collapse. At even higher doses, gratings become overexposed. It can be seen

30 nm grating

1 µm

125
µC / cm2

100
µC / cm2

75
µC / cm2

60
µC / cm2

50
µC / cm2

40 nm grating 50 nm grating 70 nm grating

a b c d

e f g h

i j k l

m n o p

q r s t

Fig. 2.11 SEM images of 30, 40, 50, and 70 nm gratings fabricated in a 65-nm thick PMMA layer

on a silicon substrate, with 10 keV exposure at various area doses. The gratings were developed for

5 s in a 1:3 MIBK:IPA solution at room temperature. The lateral size of all images is 1 mm � 1 mm
[43]. The average area doses are related with the line doses by darea ¼ dline/l, where l is the

interline distance (grating pitch)
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that the window of favourable exposure doses at which quality gratings can be

expected decreases rapidly when the grating pitch decreases.

The width of the applicable dose window represents the robustness of the

process [29, 38]. A large dose window means that the fabrication process has a

better reproducibility, and also has greater controllability over the line width and

aspect ratio. The minimum size of nanostructures for which a reasonable dose

window is attained characterizes the resolution. For example, from Fig. 2.12 it

follows that the highest resolution attainable at the experimental conditions consi-

dered corresponds to approximately 15 nm half-pitch representing the average line

width. The minimum applicable doses can be associated with the sensitivity of the

EBL process.

2.2.1 Temperature Dependence of Applicable Process Window

As already mentioned, the resist’s development occurs through the removal of

relatively low-weight fragments from the intensely exposed regions. This removal

can be described as a kinetic diffusion-like process, with a molecular mobility

represented by diffusivity, D � n�a exp �U kT=ð Þ, where U is the activation energy

and the factor n–a describes the mobility of fragments of size n in a medium whose

properties are represented by power a. In most polymers, a varies from 1 in dilute

solutions of small molecules to 2 for longer polymer chains in denser melts [27–29].

As noted in Fig. 2.6, in exposed PMMA, the average size of fragments <n> is a

function of both the exposure dose and location. For moderate exposure doses, the

mean size of fragments <n> is inversely proportional to the local probability of

Fig. 2.12 Diagram of the characteristic morphologies in PMMA for various grating periods and

area exposure doses using 10 keV voltage. Filled symbols represent experimental results from

Fig. 2.9: triangles denote the boundary for underexposure (insufficient clearance); diamonds
denote the boundary for overexposure (excessive clearance), and circles indicate the boundary

for collapse or phase separation producing micellized patterns. Open symbols show the results of

numerical modeling [43]
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scissions, which in turn is related with exposure dose d, so that<n> � 1=d, and the
diffusivity of fragments in exposed PMMA can be approximately described by,

D ¼ cda exp �A kT=ð Þ (2.1)

where c is a location-dependent model coefficient of proportionality [29].

In Refs. [29, 31], for an example of a dense periodic grating in PMMA, it was

demonstrated that the boundary applicable doses for quality nanofabrication, dmin
and dmax, depend on temperature as follows,

dmin;max ¼ drefmin;max exp � U

ak
1 T= � 1 T= ref
� �� �

(2.2)

where ‘ref’ indicates reference values for the minimum and maximum applicable

doses dmin and dmax. In Fig. 2.13, (2.2) is compared with the experimental tempera-

ture dependencies for the doses dmin and dmax in a 70 nm pitch grating exposed with

10 keV electrons, and developed at various temperatures for 5s and 20s. The

boundary doses determined experimentally for �15�C development were used for

reference in this example, and the estimated value U/a ¼ 0.22 eV was employed. It

can be seen that (2.2) describes very well the broadening of the applicable dose

window with the decrease of the development temperature. The lower boundary of

the applicable dose window dmin (shown by solid lines in Fig. 2.13) can be

interpreted as the dose at which PMMA fragments in the intensely exposed trenches

are mobile enough to be removed over the time of development. The maximum

applicable dose dmax (dashed lines) is, in turn, determined by molecular diffusion

processes occurring in the walls. From Fig. 2.13, it is evident that both boundary

doses dmin and dmax decrease with temperature, i.e. the process sensitivity increases

at higher temperatures of development.

The regions between the solid and dashed lines in Fig. 2.13 represent the

favorable dose windows where quality gratings may be fabricated. It can be seen

that the width of the applicable dose window, dmax – dmin, increases strongly with

Fig. 2.13 Comparison of

theoretical temperature

dependencies for minimum

(solid lines) and maximum

(dashed lines) applicable
exposure doses for a 70 nm

pitch grating in PMMA

exposed with 10 keV electrons.

The symbols show the

experimental data for

development times of 5 s

(stars) and 20 s (diamonds) [29]
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the decrease in the temperature of development. Thus, decreasing the development

temperature from room temperature (RT) to �15�C results in an increase in the

applicable line dose window by more than five times. This indicates a strong

improvement in the EBL process robustness when decreasing the development

temperature from RT to �15�C.
As an example of this increase in nanoscale resolution with decreasing tempera-

ture of development, Fig. 2.14 shows the highest resolution grating structures

obtained in Ref. [29] by exposing 47–55 nm thick layers of PMMA to 10 keV

electrons, for various development temperatures. It can be seen that RT develop-

ment yields 33 � 2 nm wide trench lines in a grating with a 70 nm pitch (a). With

�10�Cdevelopment, 20 � 2 nm lines in a 50 nmpitch grating could be fabricated (b).

This line width was further improved to 15 � 2 nm in a 40 nm pitch grating at�15�C
temperature (c).

One can conclude that the minimal resolved feature size significantly decreases

with decrease of the development temperature from RT down to �15�C. This is
consistent with the observed trend of broadening of the applicable dose windows,

and can be explained by the kinetics of fragment mobility during resist dissolution.

However, this advantage is accompanied by a drop in the process sensitivity.

Reaching increased resolution and high sensitivity at the same time requires a

trade-off involving co-optimization of several process conditions.

2.2.2 Interdependence of Exposure Dose
and Development Time

Considering the resist development as a kinetic process involving diffusion of

fragments from exposed resist into solvent, it is natural to expect the duration of

development to be a control factor. The trend is illustrated by Fig. 2.15a, where the

minimum (solid lines) and maximum (dashed lines) applicable doses, determined

experimentally in a 50 nm grating pattern in PMMA, are shown as functions of time

Fig. 2.14 Cross-section and top-view SEM micrographs showing examples of optimized dense

nanoscale gratings fabricated in PMMA using a Raith 150 system with 10 keV voltage, and

employing various development temperatures: (a) RT, 70 nm pitch; (b) �10�C, 50 nm pitch; and

(c) �15�C, 40 nm pitch [29]
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of development at various temperatures. It can be seen that both the minimum and

maximum boundaries show a moderate decrease with the development time.

A minor to moderate decrease of the applicable dose window with the development

time was also reported [38].

Figure 2.15b clarifies the interdependence of the exposure dose and development

time, employing the results of recent kinetic modeling [47]. The figure presents a

set of computed cross-sectional profiles in a grating with a 70 nm pitch, exposed

Fig. 2.15 (a) The applicable dose windows for 50 nm pitch gratings in PMMA showing

minimum (solid lines) and maximum (dashed lines) line doses for quality patterning. The symbols

indicate the temperature of development �5�C (crosses) and �15�C (diamonds) [29].

(b) Computed resist clearance profiles in a periodic grating with a 70 nm pitch exposed with

10 keV voltage with various line doses, and developed at �15�C for various durations. The width

of all boxes is 70 nm, and the height is 60 nm. White denotes undissolved PMMA, and black

denotes clearance [47]
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with various line doses, and developed during 0.5, 2, 8, and 32 s at�15�C. Some of

the profiles appear to be close in terms of trench width despite the different process

conditions. This is not surprising considering that assuming the Fick law for diffu-

sion, removal of the resist is associated with the diffusion length of PMMA fragments

(Dt)1/2, where the effective diffusivityD is given by (2.1). As a result, for the width of

the development trench Dx one can expect the proportionality Dx ~ d t1/2, where d is
dose and t is time. This indicates that optimal dose and time are related by an inverse

proportionality, and should be selected simultaneously for optimal performance of

EBL at the nanoscale.

2.2.3 The Exposure Voltage Factor

The initial energy of incident electrons plays an important role for the exposure

process due to several factors. First, the inelastic collision cross-section decreases

roughly in proportion to an increase in electron energy [19, 26, 48]. In positive

resists such as PMMA, this decreases the number of chain scissions per electron at

higher voltages. The resulting impact on the sensitivity of increasing the voltage

from 3 to 30 keV is illustrated in Fig. 2.16. Both the minimum and the maximum

applicable exposure doses increase approximately in proportion to the voltage,

resulting in a significantly lower sensitivity for 30 keV than for 10 and 3 keV. In

a general case, the decrease in sensitivity is an unwanted effect since it leads to

lower throughput.

However, Fig. 2.16 also shows that increasing the electron energy results in a

dramatic increase of the applicable dose windows. The reason for this is that

electrons with higher energies undergo less forward scattering and as a result,

the beam broadens less [11, 31]. This is illustrated in Fig. 2.3, which presents the

computed distributions of small (1–12 monomers) fragments in PMMA with

exposed parallel lines [38]. Cross-sectional profiles obtained in resists exposed

with different voltages are presented in Fig. 2.17. The grating exposed with

Fig. 2.16 Applicable line dose windows for 70 nm pitch gratings in for 3, 10, and 30 keV

exposure voltages and different durations of development at RT (a) and at �15�C (b) [38]. The
initial PMMA thickness was 55 nm. The meaning of the solid and dashed lines is as in Fig. 2.15

24 M.A. Mohammad et al.



3 keV shows pronounced undercuts because of strong forward scattering of

electrons, whereas 30 keV exposures produce almost straight interline walls. The

low voltage tapered structures are more susceptible to pattern collapse, leading to

reduced dose window. However, strong forward scattering of low energy electrons,

which is usually believed to be the major resolution-limiting factor, may alterna-

tively be employed to create nanoscale three-dimensional profiles in the resist [49]

as is also demonstrated in the next section.

One more aspect to be mentioned in relation to the voltage, is its impact on the

proximity effect. High energy electrons penetrate deeper into the substrate and can

spread laterally due to backscattering. This gives rise to a significant proximity

effect. The higher doses required at high energies compound this problem. In

contrast, ultra low voltage electrons in the 1–3 keV regime deposit most of their

energy within the resist, decreasing dramatically the proximity effect and also

resulting in less substrate damage [11, 48].

2.3 Optimized EBL Processes: Examples

2.3.1 Low-kV, Cold Development PMMA Processing

As described in Sect. 2.2.3, 3 keV and lower voltage EBL has the advantages of

higher sensitivity, lower substrate damage and proximity effect [11, 31, 48].

Furthermore, the strong forward scattering resulting in resist undercuts such as

seen in Fig. 2.17a can be turned in an important processing advantage for metalli-

zation and lift-off patterning [49]. Conventionally, bi-layer resist schemes were

used for metallization and lift-off at deep nanoscale [50–52]. A lower resolution

resist layer would be coated first, followed by a higher resolution resist layer on top.

When patterned, the resolution difference would yield a comparatively wider

opening on the bottom resist layer as illustrated in Fig. 2.18. After subsequent

metallization, this scheme would allow the solvent to access all areas of the trench

and lift-off the PMMA resist layers without leaving any resist scum sticking to the

substrate or deposited metal.

In contrast to using a bi-layer scheme, one can use a simpler single resist scheme

by exploiting the re-entrant profiles created by scattering of low energy electrons.

Using a single resist layer has two obvious advantages: (a) a thinner resist layer

Fig. 2.17 SEM images of cross- sectional profiles for 70 nm pitch gratings fabricated at 3 keV

(a), 10 keV (b), and 30 keV (c) voltages [31]
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allows a higher resolution since the aspect ratio requirement isn’t as demanding,

and (b) co-optimization of exposure doses and development conditions is

simplified.

The advantages of using low voltage EBL are overcast by a major limitation:

generally, the dose window for high-resolution, high-density gratings is very

narrow for even thin resist layers. This property greatly affects the robustness of

the EBL nanofabrication process i.e., small variations may lead to failure of the

process. A useful work-around to this limitation is the use of cold development [38].

Figure 2.19 compares the dose windows for a 70 nm pitch grating in a 55 nm thick

PMMA layer developed at room temperature and at �15�C. Cold development

results in a dramatic increase in the applicable dose window by approximately an

order of magnitude; however, this advantage is accompanied by a drop in the

exposure sensitivity.

Using low-voltage exposure of PMMA in conjunction with cold development

provides an extremely efficient and straightforward process of nanofabrication

[29, 31, 38]. For example, at a PMMA thickness of 55 nm, the smallest grating pitch

Fig. 2.18 Undercuts created in PMMA by using low-kV EBL enables replacement of bi-layer

resist schemes (left) with a simpler single-resist layout (right)

Fig. 2.19 Comparison of dose windows for 3 keV exposure voltages developed at room temper-

ature (triangles and circles) vs. at �15�C (diamonds and crosses). The grating pitch is 70 nm and

resist is 55 nm
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that our group could fabricate using 3 keVEBL at room temperature development was

70 nm. However, by using �15�C cold development, 50 nm pitch gratings could be

realized with sub-20 nm line features after metallization and lift-off. Figure 2.20a, b

shows sub-20 nm wide Cr lines in 60 and 50 nm pitch gratings, respectively,

fabricated by deposition of a 12 nm thick layer of chromium on patterned PMMA

features and subsequent lifted-off in acetone with ultrasonic agitation [53].

As described previously, one of the advantages of low-voltage EBL is the

reduction of proximity effect [11, 48]. To illustrate this, Fig. 2.20a shows a corner

of a Cr metallized grating array with uniform features at the edges of the pattern.

This demonstrates the ability to fabricate high-resolution structures using low-

voltage EBL in conjunction with cold development without the use of any proxim-

ity effect correction (PEC) routines [54–56]. The usage of low development

temperature also improves the resistance of nano-patterned PMMA against post-

exposure degradation such as wall collapse and fusion. In conclusion, cold devel-

opment provides a significant number of advantages to a low-voltage EBL process

such as higher resolution, larger dose window, pattern robustness, etc., at the

expense of some loss in resist sensitivity.

2.3.2 Taking Control of PMMA: Sub-20 nm Wide Bridge Designs

As an example of optimized, PMMA-based ultrahigh resolution lithographic device

fabrication, in this section we describe a recent improvement of existing silicon

carbon nitride (SiCN) bridge resonator fabrication technology [57, 58] employing a

low-voltage, cold development EBL process [53].

Figure 2.21 summarizes the improved process flow. In brief, an initial plasma

enhanced chemical vapour deposition step is used to deposit a 50 nm thick SiCN

layer followed by an anneal which sets the film to a tensile stress. A 45 nm thick

PMMA film is then spun-cast, exposed at 3 keV, and developed at�15�C in MIBK:

IPA 1:3. A 12 nm thick Cr layer is deposited by e-beam evaporation followed by an

Fig. 2.20 (a) 20 nmwide Cr lines in a 60 nm pitch grating, and (b) 15 nm wide Cr lines in a 50 nm

pitch grating, both fabricated by 3 keV exposure of a single layer of PMMA 950 K resist, and

developed at �15�C
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ultrasonically assisted lift-off in acetone for 3 min. The Cr layer is used as an etch

mask for the SiCN reactive ion etch (RIE) which is conducted with a 4:1 SF6:O2

recipe. Finally, after stripping the Cr layer, a wet release etch is conducted using hot

KOH. Further processing details can be found in Ref. [53]

As a result of the above process, large arrays of nanoscale SiCN double-clamped

bridge resonators could be fabricated with lengths between 1 and 20 mm. Figure 2.22

shows a representative micrograph of a 5 mm long bridge structure with a thickness

of 50 nm and a width of 16 nm. In general, the minimum achievable linewidth of the

bridge depended upon the desired length. The narrowest bridges with sub-15 nm

widths could only be fabricated for lengths of up to 2 mm; bridges with widths

between 14 and 18 nm could only be fabricated for lengths of up to 10 mm; and

beyond that widths of 20–28 nm were required. Bridges with more demanding

length to width aspect ratios failed due to mechanical fracture.

In Fig. 2.23 it can be seen that the bridge widths can be very finely controlled by

applied electron beam single pixel line (SPL) dose for 1 mm long resonators. As the

dose is reduced, the bridge width decreases: for doses of 2.0, 1.6, and 1.5 nC/cm,

16 � 2 nm wide, 13 � 3 nm wide, and 11 � 5 nm wide bridges are fabricated,

respectively. As the bridge widths decrease and approach 10 nm widths, the relative

width non-uniformity strongly increases. At the smallest widths, small etch

variations adversely affect the edge roughness.

An even more precise process control over the most critical part of the device,

the clamping point, can be achieved with the usage of numerical modeling. The

clamping point is a major factor in determining mechanical losses, so its fabrication

is a key step to ensuring high resonator performance. In particular, any overhang or

rounding at the corner is to be minimized. Considering the complexity of the

interplay of many factors contributing to the EBL technique, being able to simulate

Fig. 2.21 Process flow outlining the steps used to fabricate doubly-clamped SiCN bridge

resonators using a low voltage EBL and cold development process
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all or some stages of the EBL process replaces time consuming and expensive

cut-and-try experiments with a more efficient and rational, in-silico aided process

design.

Figure 2.24 shows the user interface of the modeling tool and outlines the

simulation procedure that was used to optimize the design of the clamping point

in the resonator. This EBL simulator allows visualization of the electron beam

exposure, fragmentation, and development of exposed positive tone resist, such as

PMMA, on conductive substrates. In particular, 3D spatial maps of PMMA main

chain scissions and 3D resist clearance profiles for given development conditions

(duration, temperature) can be generated. More details on the EBL simulator can be

found in Ref. [47].

Figure 2.25 demonstrates the results of the simulations and compares them to

experimentally obtained results. A typical resonator clamping point is sketched in

Fig. 2.25a and the results of simulation of the low-voltage exposure (3 keV) and

cold development (�15�C) are presented in Fig. 2.25b, c, respectively. It can be

seen that the numerically obtained results in Fig. 2.5c very accurately resemble the

developed PMMA resist profile shown in Fig. 2.5d. The rounding of the clamping

point seen in Fig. 2.25c, d arises because of the forward scattering of primary

electrons.

The clamping point rounding results in an increase the overhanging area where

undercuts occur after the final release etch. In Fig. 2.25e, the area where the SiCN

Fig. 2.22 A sub-20 nm wide, 5 mm long doubly-clamped SiCN resonator (a), and (b) a magnified

image of the bridge showing a width of 16 � 2 nm [53]

Fig. 2.23 Demonstrating control over the bridge widths: 1 mm long doubly-clamped SiCN

bridges measuring (a) 16 � 2 nm exposed at 2.0 nC/cm, (b) 13 � 3 nm exposed at 1.6 nC/cm,

and (c) 11 � 5 nm exposed at 1.5 nC/cm [53]
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overhangs appears as the brighter parts around the clamping point. Generally, such

overhangs contribute towards unwanted clamping losses and need to be avoided. To

reduce the overhang around the clamping point, a number of alternative clamping

designs were modelled and tested with the help of the EBL simulation tool.

Designing and testing alternative clamping geometries provides greater flexibility

than simple proximity effect correction (PEC) approaches, which are generally

used to optimize the doses when complex structures involving multiple length

scales are being fabricated.

Figures 2.26 and 2.27 illustrate two of the most successful designs. The first

design (Fig. 2.26a) aims to sharpen the clamping point by defining a gap between

the pad and resonator line at the design stage. This design exploits the movement

of the resist-developer interface (the dissolution front) at the development stage

such that the pad and resonator just connect yielding a sharp clamping point,

provided the pad-resonator gap is optimized. An optimized gap of 170 nm was

Fig. 2.24 Screen-shots of the EBL simulator user interface demonstrating the procedures of

graphic input, simulation of the exposure (chain scission) and development, and visualization of

the results. Further details on the simulation tool can be found in Ref. [47]

Fig. 2.25 (a) Sketch of a typical resonator clamping point design, (b) the computed yield of

scission (exposure plot), (c) the computed dissolution profile (development plot), (d) a SEM image

of the developed PMMA resist, and (e) a SEM image of the released SiCN resonator clamping

point [53]
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obtained by modelling, as shown in Fig. 2.26b, and experimentally realized, see

Fig. 2.26c. After the release-etch, there still is some rounding in the device layer

(Fig. 2.26d) as compared to the sharper corners seen in the resist layer in Fig. 2.26c;

however, the result is better in comparison with Fig. 2.25e. One can hypothesize

that the remaining rounding is due to the etchant contact angle and surface area

minimization effects at the release etch stage. The second design (Fig. 2.26a) aims

to isolate the resonator from the overhanging mass of the clamping point, and thus

overcome the issue of the clamping point rounding. This design allows tuning the

lengths of two sides such that an empty area is obtained around the beam. The two

sides are related by the relation y ¼ 1.618x. Through the help of the EBL simulator,

an optimized value of x ¼ 165 nm was obtained as shown in Fig. 2.26b and

fabricated, see Fig. 2.26g. In this case after the release-etch, the overhanging area

(the higher contrast and brighter part in Fig. 2.6d) is clearly disconnected from the

resonator bridge.

One can conclude that employing low-voltage, cold development PMMA-based

EBL process, complemented by in-silico aided optimization of the design, can be

extremely efficient for ultrahigh resolution device fabrication.

Fig. 2.26 (a) Diagram of an alternative clamping point design with an optimized gap of 170 nm

between resonator and pad, (b) the final dissolution profile compared with (c) a SEM image of the

developed PMMA resist showing sharper corners compared to Fig. 2.25d, and (d) a SEM image of

the released SiCN resonator clamping point [53]

Fig. 2.27 (a) Diagram of an alternative clamping point design with an optimized side width of

x ¼ 165 nm, (b) the final dissolution profile compared with (c) a SEM image of the developed

PMMA resist, and (d) a SEM image of the released SiCN resonator clamping point [53]
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2.3.3 Sub-10 nm Processing with HSQ

Employing polymer resist such as PMMA to fabricate sub-10 nm features in dense

array configurations, although possible in principle, approaches the limit related to

the size of the molecules, which challenges the attainable levels of uniformity and

reproducibility. In the last decade, there has been significant interest in the usage of

an alternative inorganic EBL resist hydrogen silsesquioxane (HSQ), which has

shown considerable potential at the 10-nm scale (see for example review paper

[59]). HSQ is a negative tone resist which cross-links to form an insoluble silica-

like structure, although at significantly higher doses than required to process

positive tone PMMA.

Many HSQ developers have been used such as TMAH – (CH3)4NOH [60–66],

NaOH [62, 66, 67], KOH [66, 68] and LiOH [66]. All of the above developer

solutions are hydroxides i.e., they are basic solutions. Some of the optimization

strategies included increasing developer strength from 2.38% TMAH to 25%

TMAH, increasing the development time to 1 min [60], increasing the TMAH

developer temperature to 50�C [63], adding NaCl solutions to NaOH [62, 67, 69]

adding various salt solutions to all the above developers etc. [66]. The aforemen-

tioned optimization strategies have all yielded contrast improvements.

Apparently, TMAH-based development simultaneously provides the highest

resolution while offering the greatest number of testable optimization strategies.

Table 2.2 features three development recipes based on TMAH. Recipe (A) is a

standard HSQ development recipe utilizing room temperature 25% TMAH devel-

oper diluted in water. Recipe (B) uses hot 50�C 25% TMAH developer [61–65].

Recipe (C) is a modified three step development recipe [70] in which a dilute

hydrofluoric acid dip is incorporated between two hot TMAH development stages.

Recipe (C) will be described in more detail later.

Figure 2.28 compares results for 50 nm pitch HSQ gratings exposed and

developed using two different strategies. The gratings shown in Fig. 2.28a were

exposed at 10 keV using a dose of 1.25 nC/cm and developed at room temperature.

The gratings shown in Fig. 2.28b were exposed at 30 keV using a dose of 4.2 nC/cm

and developed at 50�C. The images show that (a) the line resolution is superior to

what has been illustrated in Sect. 2.3.1 for PMMA, and (b) using a higher voltage

and hot development allows access to a sub-10 nm resolution at the cost of a

significant reduction in sensitivity. One can conclude that a higher (30 keV)

exposure and hot (50�C) development option appears as the baseline optimized

process to achieve sub-10 nm resolution for HSQ [71].

Table 2.2 Examples of development schemes useful for HSQ

Recipe Developer formulation

(A) 75 s dip in 25% TMAH

(B) 75 s dip in 50�C 25% TMAH

(C) 75 s dip in 50�C 25% TMAH

þ30–60 s dip in 2000:1 H2O:BOE

þ75 s dip in 50�C 25% TMAH
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While optimizing HSQ process, care must be taken regarding a number of

conditions during the exposure and development stages. Thus at the exposure

stage, beam step size is important. Since the resolution HSQ is superior to that of

PMMA, both the single pixel line (SPL) and area step sizes must be chosen less than

for PMMA. Figure 2.29a shows an arbitrary text written with a Raith 150TWO EBL

system using an area step size of 20 nm. As shown in the magnified image provided

in Fig. 2.29b, the rastering spots approx. 10 nm in diameter are visible. A continu-

ous exposure can be achieved with decreased step sizes of 2–10 nm.

After choosing a small enough beam step size, exposure dose selection is the

next step. Figure 2.30 shows an area dose test pattern with squares exposed at

successively higher doses. The dose factors are marked above each square. At the

extremes, either the dose is too low for pattern delineation, or the dose is too high

and the pattern is severely distorted. In the middle, a window of applicable doses

can be seen. In contrast to positive resists, selecting the minimum cross-linking

dose would not work if the pattern is intended to be used as a masking layer for

subsequent etching. In that case, the cross-link density may not be high enough to

be a suitable etch mask. Thus with negative tome resists, the preferred dose is often

the largest possible cross-linking dose before pattern distortion, as opposed to

selecting the minimum clearance dose for positive tone resists.

The selection of the largest possible cross-linking dose, however, has a downside

of the process of cross-linking becoming extremely sensitive to exposure by

Fig. 2.28 Comparison of a 50 nm pitch HSQ grating developed at (a) room temperature, and at

(b) 50�C, in 25% TMAH

Fig. 2.29 Arbitrary area

patterns (a) showing EBL

rastering, and (b) magnified

image of the rastering

showing 10 nm diameter dots
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secondary and backscattered electrons. These proximity effects may cause

unwanted partly-exposed siloxane-like scum [70–72] around pattern sidewalls

and dense features as shown in Fig. 2.31a. Since the siloxane-like scum consists

of an oxide, HSiOx, it can be etched away using dilute HF rinse [70] which is also

beneficial for the resist contrast as it prevents the development step from saturating

[70] and also trims the patterns which enhances the resolution even further [72].

Additionally, hot development has also been reported to remove these partly

cross-linked structures [63]. To solve the described issues, an alternative develop-

ment scheme has been developed recently [71], see recipe (C) in Table 2.2. In this

recipe, hot development is combined with HF-trimming or multi-step TMAH-HF-

TMAH development. This combination helps to clean up the unwanted siloxane-

like scum and also provide pattern trimming as shown in Fig. 2.31b. The trimming

is estimated to be as high as 20 nm/min.

2.3.4 HSQ Resist as Etching Mask: 8 nm Wide Bridge

Exploiting the optimized HSQ based nano-patterning techniques discussed in

Sect. 2.3.3, the SiCN resonator fabrication process discussed in Sect. 2.3.2 has

been further improved [71]. By using HSQ both as the resist layer and the masking

layer for the SiCN RIE, the resonator fabrication process has been simplified by

eliminating the chromium metal layer, and its resolution has been enhanced to

achieve sub-10 nm wide, microns long bridges. The highly optimized SiCN reso-

nator fabrication process [71] is summarized in Fig. 2.32.

Fig. 2.30 Dose test for HSQ

showing various exposure

regimes

Fig. 2.31 SEM images of un-released SiCN masking layer at the pad-resonator interface devel-

oped using (a) standard TMAH recipe (A) with centre width 48 � 5 nm, and (b) with modified hot

TMAH-BOE-TMAH recipe (C) with centre width 15 � 2 nm [71]
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After depositing and annealing a 50 nm thick SiCN layer on Si, a 25–30 nm thick

HSQ layer is spin on top. The HSQ layer is exposed by 30 keV EBL and developed

using the multi-step hot TMAH-HF-TMAH recipe (C) from Table 2.2 as described

in Sect. 2.3.3. The cross-linked HSQ layer is used as an etch mask for the SiCN RIE

and then is stripped off using a 30 s BOE. Finally the resonator is released in a 75�C
28.3% KOH bath saturated with IPA for short etch durations ranging from 30 to

45 s. Further details can be found in Ref. [71].

Figure 2.33a presents a SEM image of a typical sub-10 nm wide, 5 mm long

doubly-clamped SiCN resonator with SiCN layer thickness of 50 nm. The EBL area

and line doses used were 2.5 mC/cm2 and 9 nC/cm respectively. Figure 2.33b is a

magnified top-view SEM image of the bridge. The SEM image is taken from the

centre of the resonator shown in Fig. 2.33a. The measured width of the bridge is

9 � 1 nm. Bridges of similar resolution can also be obtained using single step room

temperature recipe (A) or hot development recipe (B); however, this is inferior

because a higher dose is required, the bridges are less uniform, and a presence of

siloxane-like scum in the clamping area.

Fig. 2.32 Process flow outlining the steps used to fabricate doubly-clamped SiCN resonators

using a HSQ mask (Adapted from Ref. [71])

Fig. 2.33 A sub-10 nm wide, 5 mm long doubly-clamped SiCN resonator: (a) overview image,

and (b) a magnified image of the bridge
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Figure 2.34a, b presents magnified SEM images of the resonator clamping point

fabricated using recipe C from Table 2.2. Both figures show that little or no residual

scum is visible at the clamping point and the surfaces and edges are very clean. The

areas around the clamping point show only a minor overhanging. The bridges are

suspended 400–600 nm above the silicon surface. Finally, both Figs. 2.33b and

2.34b show that the bridge width is uniform and less than 10 nm along its entire

length. This demonstrates that by co-optimization of exposure and development

conditions, proximity effects can be avoided or compensated without the use of

complicated correction algorithms.

2.4 Insulating Substrates

Application areas such photonics, nanoelectronics, and bio-nano-electromechanical

systems (bio-NEMS) often require fabrication of large, macroscopic-scale arrays of

nanoscale features. Nanoimprint lithography has emerged as an efficient and low

cost solution [73]. Ultraviolet nanoimprint lithography (UV-NIL), which involves

an optical exposure, requires fabrication of transparent nanostructured masters.

Dielectric materials appropriate for this purpose present a difficulty when

employing EBL for their nanostructuring. Unlike with conducting and semicon-

ducting substrates, polymeric resist layers such as PMMA on top of insulators

accumulate charge during EBL exposure, which deflects the beam and distorts the

pattern [74–76].

The solutions revolve largely around usage of conducting anti-charging layers. It

has been demonstrated that thin (from 5 nm) overlayers of light metals such as Al,

Cr, or Cu, can be functional when fabricating periodic grating patterns with a pitch

up to 150–200 nm [77]. Such coatings, however, result in electron beam scattering

in the metal layer and subsequent broadening of the exposure profile in the resist,

which limits the resolution at the deep nanoscale. The technique also tends to

decrease the process sensitivity [77].

Fig. 2.34 SEM images of the clamping point: (a) tilt-view showing clamping features and

release, and (b) top-view showing width uniformity
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An example of an alternative process where a metallic anti-charging layer is

located underneath the resist is given in Fig. 2.35 [78]. In brief, a UV transparent

fused silica (FS) substrates is coated with a sputtered 30 nm Al film, followed by

spin coating a 60 nm layer of PMMA resist. In this PMMA/Al/FS scheme, the Al

layer works as a charge conduction layer during e-beam exposure, and later, works

as hard mask for pattern transfer into the FS substrate via glass etching. After

10 keV EBL exposure with a Raith 150 system and development of the PMMA,

reactive ion etch (RIE) is carried out to transfer the pattern to the underlying Al

layer.

As the next step, The EBL features from the Al layer are transferred to the fused

silica substrate by a RIE process. The Al mask is then removed from the substrate.

Figure 2.36a, b shows the examples of an Al grating pattern with composed of

~40 nm lines with a ~60 nm interline distance, and a corresponding grating pattern

in fused silica, respectively. An edge roughness is visible that occurs because

nanocrystalline grains are formed during Al deposition by sputtering. Although

Fig. 2.35 NIL mask fabrication schemes: (a) glass substrate is coated with Al and PMMA.

(b) Patterns generated by e-beam exposure are realized in PMMA, (c) which is then transferred to
the Al layer using dry etch with PMMA acting as the etch mask. (d) Patterns are then transferred to
the glass substrate via glass etch process with the Al layer acting as hard mask. Finally the Al mask

is removed from the fused silica surface

Fig. 2.36 100 nm pitch gratings with less than 40 nm wide lines realized in the Al layer (a), and
released in a fused silica substrate (b). An edge roughness resulting from metal grains is visible
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the grain size can be deceased by carefully selecting the conditions of deposition

and the metal [79], the roughness in the released FS pattern caused by the metallic

grains is a quite common challenge of this approach.

A different solution is to use a layer of a conducting polymer instead of a metal

layer, in which case the polymer is usually deposited of top of the EBL resist [80].

Figure 2.37 presents an example of dense arrays of posts, only ~30 nm across and

with 50 nm pitch, released in fused silica [78]. In this process, a 90 nm thick film of

PMMA was coated with 70 nm of water soluble, conducting polymer (aquaSAVE

from Mitsubishi Rayon [81]), and the pattern was generated using 30 kV e-beam

exposure with a Raith 150TWO system. After removal of the anti-charging layer and

development of PMMA, an 8 nm film of Cr was sputter deposited and then lifted-off

in an ultrasonic bath. The patterns realized in Cr were then transferred to the FS

substrate by RIE. In comparison with metallic layers deposited on top of the resist,

polymers introduce less beam broadening, offering a stronger potential in an

increase of resolution at the deep nanoscale. The lift-off stage, however, turned

out to be somewhat pattern sensitive, with the quality of the released pattern of

same nominal size varied depending on the geometry [78]. Clearly, further process

optimization effort, including the insight from numerical modeling, is needed to

fully realize the potential of EBL on insulating substrates.

2.5 Summary

EBL is a complex process with many interacting parameters that affect the quality

of the resulting nanofabricated structures and the robustness of the process. An

approach has been presented for mapping regimes within which successful results

can be achieved, with a particular emphasis on PMMA as a model resist. An

analytic model of exposure and development has been presented as a tool to aid

this analysis. Use of low energy EBL has been explored to improve sensitivity and

Fig. 2.37 Array of posts

with 50 nm � 50 nm pitch

fabricated in a fused silica

substrate employing a

conducting polymer

aquaSAVE [81] of top of

PMMA as an anti-charging

layer
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reduce proximity effects. Cold development has been shown to improve process

windows and resolution, particularly in concert with low energy exposure. Appli-

cation of these tools and techniques to the improvement of an isolated nanoscale

bridge structure and a dense, insulating nanoimprint lithography master have been

presented.
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Simulation of Electron Beam Exposure
and Resist Processing for Nano-Patterning 3
Ioannis Raptis and George P. Patsis

Abstract

Electron beam lithography simulation is a powerful tool for the prediction of the

resist profile after a complete lithographic process and the process optimization

towards ultimate resolution and increased process latitude. In this chapter the

structure of such a simulation tool is presented and all core modules are

explained in detail along with all major approaches developed for each of

them (exposure, development, thermal treatment). Finally, two particular

examples are given from simulation of complex patterns in the deep sub-

100 nm regime along with experimental data that confirm the accuracy and

capabilities of the modern simulation tools.

3.1 Introduction

Electron beam lithography (EBL) is a very powerful lithographic technology able

to resolve in a repeatable and reliable way, sub-10 nm patterns over large areas.

Even though several other methodologies have been developed offering the same

performance, EBL remains the choice for mask making applications and for

prototyping. EBL is also used in the production of particular components such as

Read-Write hard disk heads and is considered as a competitor for the next genera-

tion of ASIC’s and Multi Project Wafers, replacing optical lithography. Even

though EBL has been around for decades, with the first vector scan tool developed

by IBM at the early 70s, EBL tools are very expensive and their writing speed is still

low or moderate if patterning very fine complex and dense structures. For those
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reasons, EBL machine time is in great demand and process optimization turn-

around time should be minimized in order to decrease the overall cost. EBL is

quite complicated, and includes several physical and chemical processing steps:

electron beam – matter interaction, thermal processing steps (in the Chemically

Amplified resists) and resist development. In order to decrease the process optimi-

zation time and cost, fast and accurate holistic simulation tools are needed based on

accurate physical and chemical models describing all phenomena taking place

during the various processing steps. Simulation outcomes should be multi-dimen-

sional with detailed and accurate 3D information on resist profile, actual feature

dimension and Line Edge Roughness (LER). Pattern dimension and LER define at a

great percentage the device electrical characteristics and the overall IC size. All

simulation features described above are common for all lithographic technologies.

Additionally in EBL, the proximity effect sets significant obstacles in the realiza-

tion of very fine and dense features. Proximity effect is the unwanted re-exposure of

the resist film from the backscattered electrons at distances several microns from

the point of initial incidence. This effect is one of the limiting factors for the

minimum dense features that could be produced with EBL. Furthermore simulation

should be able to process the original layout in terms of pattern dimensions and

exposure dose in such a way to produce the desired resist patterns. At the early days

of EBL simulation, its application was bound by the shortage of CPU power and by

the fact that critical structures in the layout were of moderate size and complexity.

However, nowadays layouts mastered by EBL are of high density, complexity and

are full of features with critical dimensions in the nanoscale. Thus, simulation

should be performed in reasonable times and offer very high accuracy.

Lithography simulation has progressed a lot since its infancy at the end of 80s.

Nowadays, lithography simulation is considered of great importance for the process

optimization and the development of the technologies required for the implementa-

tion of next generation lithography for the realization of the devices for the

forthcoming technology nodes, Fig. 3.1. The simulation software should predict

the resist profile and provide accurate information on dimensions and line edge

roughness. Furthermore, complete software should include the capability of com-

parison with experimental data (e.g. top-down and cross-section SEM images) for

automatic assessment of simulation results.

EBL simulation consists of several parts, each one of them dedicated to a

particular task. The major simulation components are

(a) Calculation of energy deposition initially from a point beam and, after convo-

lution with beam size and type, the energy deposition for the whole layout

(b) Simulation of thermal processing effect in the case of chemically amplified resists

Fig. 3.1 Core modules

of a complete lithography

simulation tool
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(c) Simulation of resist profile by taking into account the results from the previous

steps and the resist development algorithm

(d) Comparison with experimental results.

For the simulation needs, a series of information should be provided by the user,

such as layout (in GDS or CIF formats), electron beam energy, beam size and type,

exposure dose, layer stack details, and resist dissolution characteristics.

Overall the simulator should be able to

(a) Predict the resist profile in 3D with moderate CPU resources and

(b) Apply proximity effect correction through tuning of exposure dose

(fractioning) and if necessary layout adjustment.

3.2 Simulation Flow Chart

Due to the high cost of electron beam lithography in terms of machine price,

running costs, etc., it is necessary to optimize the entire process aiming at highest

possible resolution and process latitude to be achieved in short exposure times. This

quite challenging goal, especially in the nanoscale regime, can be achieved only

through fast, accurate, and user-friendly software tools. Several tools have been

developed by academia over the last decades and some of them matured to

commercial products, as will be presented later. In all cases, the simulation software

is structured into a set of modular components that allows the intermediate use of

particular results. This way the modules needing intense CPU power could be

executed separately, and the results can be used several times. The first software

that offered complete simulation of EBL exposure and development steps was

SAMPLE, developed at University of California Berkeley, that initially was written

for 2D simulation and later on was extended to 3D topology and lithography

simulation. In recent years, this simulation tool is offered in the Web through the

LAVA (Lithography Analysis through Virtual Access) platform [1]. A typical

simulation sequence is illustrated in Fig. 3.2.

In the first module (Energy Deposition), the energy deposition (Energy Deposi-

tion Function, EDF) due to an ideal “point” beam (with negligible beam diameter, a

delta function) is calculated. Even though electrons travel in three directions (x, y,

z), due to cylindrical symmetry, the calculation can be reduced to 2D (r, z),

resulting in the function EDF(r, z). Input for this module is (a) film stack i.e. the

composition in terms of density, mean atomic number and mean atomic weight and

film thicknesses and (b) beam energy. Interestingly, EDF(r, z) is independent of

beam type (Gaussian, Rectangular, Variable Shape) and size as well as writing

strategy and the layout to be written. Therefore the output of this module can be

used for all subsequent simulations where the stack of films and beam energy are

employed and for any layout and beam type/size. It should be noted that the

module’s accuracy is a dominant parameter for the resist profile prediction accu-

racy. The EDF(r, z) module accuracy is primarily dependent on the physical models

employed for the electron trajectory simulation. In certain cases, feedback from

experimental results could considerably improve prediction accuracy. However, in

3 Simulation of Electron Beam Exposure and Resist Processing for Nano-Patterning 45



this simulation module certain exposure characteristics, such as sample charging

and heating are difficult to simulate and for that reason are not taken into account.

Such phenomena are considered by subsequent modules.

In the second module (Spot Energy Deposition), the EDF(r, z) is used as input

along with beam type and size, and the Spot Energy Deposition Function, SEDF(x,

y, z), is calculated. Even though the cylindrical symmetry is applicable for Gaussian

beams and SEDF could be expressed in radius and depth, usually it is selected that

SEDF to be calculated in Cartesian coordinates to allow for easy coupling with the

layout and the next simulation steps. In general, SEDF(x, y, z) calculation is

performed through EDF(r, z) convolution with the beam profile, B(r). SEDF(x, y,

z) at the resist/substrate interface is the most convenient quantity for comparison

with experimental data as was shown in numerous studies e.g. [2, 3]. In this module,

the shot noise effect, which is related to the beam quality [4] should be taken into

account in order to allow for a reliable transfer to the layout level simulation.

However, certain beam shape issues such as resist heating, electron–electron

interaction in the beam and repelling electrical field due charging are very difficult

to be included. Such phenomena are usually studied with the use of specialized

software tools e.g. TEMPTATION [5] from abeam technologies [6].

At this point, the simulation path differentiates depending on the resist class –

conventional (e.g. PMMA) or Chemically Amplified (CA) resists. This differentia-

tion comes from the different effect of absorbed energy in conventional and CA

resists.

PEB conditions

Stack of films

Exposure
Conditions

Energy deposition
due to point e-

beam exposure,
EDF (r,z)

Layout

Layout energy
Deposition,
LEDF (x,y,z)

Single spot
exposure Energy

Deposition
SEDF (x,y,z)

Acid Profile due to
single spot
exposure,
SAF (x,y,z)

Resist Model

2-D or 3-D resit
Profile

Acid Profile in the
layout, LAF (x,y,z)

Layout

Fig. 3.2 Complete simulation sequence incorporating all lithography steps
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In the Layout Energy Deposition module and for the conventional resist case,

SEDF(x, y, z) is used as input along with the layout and finally the Layout Energy

Deposition Function, LEDF(x, y, z), is calculated, i.e. the energy absorbed in every

pixel in 3D. In order to accomplish this task, SEDF(x, y, z) and LEDF(x, y, z) grids

are matched by taking into account the nominal pattern size in the layout. This way

LEDF(x, y, z) is totally layout dependent, i.e. for 0.2 mm dense lines and 0.1 mm
isolated rectangles layouts, the same SEDF(x, y, z) can be used if the stack of films

and beam energy/shape are identical. This module consumes huge CPU power

especially for fine grids and complex layouts.

The next step in the case of conventional resists is the resist dissolution simula-

tion. This step is performed in 2D or preferably in 3D, by taking into account LEDF

(x, y, z) and resist dissolution rate R(E), where E is the local absorbed energy. By

applying this procedure, excellent simulation results have been obtained for com-

plex layouts with critical dimension in the nanoscale and with very good agreement

with experimental ones [7]. This simulation module is of critical importance for the

final resist profile. Thus, very accurate models on resist behaviors are necessary

which is very difficult to obtain and correlate with absorbed energy.

In the case of Chemically Amplified (CA) resists, processing is more compli-

cated. In the CA resist processing, acids released by the exposure radiation diffuse

during the Post Exposure Bake (PEB) step. These acids render surrounding polymer

soluble in developer. A single acid molecule can catalyze many such

“deprotections”; hence, fewer photons or electrons are needed. Acid diffusion is

important not only to increase photoresist sensitivity and throughput, but also to

limit Line Edge Roughness due to shot noise statistics. However, the acid diffusion

length is itself a potential resolution limiter. In addition, too much diffusion reduces

chemical contrast, leading again to more roughness. During the e-beam processing

of commercial CA resists, the following reaction [8] takes place:

e� þ photoacid generator ! e� þ acid cationþ sulfonate anion

The e� represents an electron that may react with other constituents of the

solution. It typically travels a distance on the order of many nanometers before

being contained. This parasitic exposure would degrade the resolution of the

photoresist.

Due to this extra and at the same time critical processing step, simulation also is

more complicated and as in the case of the resist dissolution module is very difficult

to measure experimentally. On the other hand this step affects dramatically overall

accuracy. The PEB effect on pattern dimensions and resist profile is either experi-

mentally calculated [9] or simulated by solving a two non-linear equation system

for the chemical reaction and the acid diffusion [10]. The solution of the system

requires knowledge of parameters related to the chemical reaction (activation

energy, reaction order) and the diffusion coefficient, e.g. [11]. These parameters

are obtained by various experimental methodologies including post-lithographic

measurements (single pixels [3], lines) and/or physicochemical and optical

measurements. In order to decrease the CPU power needed, the acid concentration

3 Simulation of Electron Beam Exposure and Resist Processing for Nano-Patterning 47



calculation is done on SEDF(x, y, z) rather than LEDF(x, y, z). Then, by taking into

account the layout of interest, the total acid concentration in every pixel of the grid

is calculated, LAF(x, y, z). This function later on is used in the resist development

module along with the development model to predict the actual 2D or 3D resist

profile.

3.3 E-Beam Exposure Simulation Module

One of the critical modules for the accurate prediction of the final output of the

electron beam lithography process is the simulation of the electron beam exposure

step. During the exposure step, the focused electron beam interacts with the sample;

both with the resist film but also with the layers underneath, if any, and the

substrate, Fig. 3.3. During this step the interaction volume of electrons with matter

is computed which significantly defines the final feature dimensions.

Due to the significance of electron beam – matter interaction in numerous

applications, this issue has been the subject of international research from the

early seventies, when the first electron beam tools were developed. At the same

time similar electron beam energies are used also in Scanning Electron

Microscopes (SEM), thus electron beam-matter interaction simulation finds appli-

cation in this technology also.

The electron beam – sample interaction is the core module for all e-beam

lithography simulators. In this module the energy deposited in the resist film is

calculated by taking into account all the necessary information about the sample

and the actual beam to be used. The electron beam can be of various shapes with

Fig. 3.3 Electron beam – matter interaction cross section
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Gaussian beams used most for R&D purposes while shaped beams are the choice

for production. All beams can be simulated as the convolution of a point beam with

the actual beam shape [12] i.e. the electron beam interaction with the sample is

reduced to the calculation of the interaction of the point beam with the sample.

Then the 2D or 3D energy profile is convolved with the actual beam profile and all

beam effects, such as noise, FWHM are taken into account in detail.

The sample in electron beam lithography consists of the resist film on the

substrate. In the simplest case, the substrate is a silicon wafer; however, there are

numerous applications where (a) several films exist between the resist film and the

substrate, or (b) the resist film consists of two or even three layers with different

dissolution properties. Furthermore, as will be explained later, in certain cases the

substrate is a thin film (membrane) in order to improve further the patterning

resolution.

3.3.1 Modeling Approaches

Numerous articles have been published during the last decades targeting the

simulation of the point beam interaction with the substrate. In the vast majority of

these publications, the sample consists of PMMA film deposited on bulk substrate

and the beam energy is in the 10–50 keV range e.g. [13–22]. This trend can be

explained by the fact that PMMA was the material of choice for high resolution

patterning for several decades and the beam energy range was the one offered by

most of the available tools. During the last two decades, simulation approaches

covering beam energies of 100 keV or higher and multilayer substrates were

developed, e.g. [7, 23–26].

The simulation approaches that have been developed for the modeling of the

energy dissipation during the electron trajectory are based on two principles: (a)

Monte Carlo and (b) analytical. The vast majority of the simulation tools are based

on Monte Carlo methods and only a small percentage are based on analytical

methods.

3.3.1.1 Monte Carlo Method
Monte Carlo methodology was the first approach adopted for the modeling of the

electron path in matter. The force that dominates in the electron trajectory is the

Coulomb force between the electron and the particles in the sample. The electron

deflects due to elastic scattering with nuclei and loses energy due to numerous

mechanisms such as ionization, Compton scattering, bremsstrahlung, etc. [27].

In most Monte Carlo methodologies, electron trajectories are handled by apply-

ing the following two assumptions [28]:

(a) Electron’s trajectory is defined by elastic scattering events only (scattering

angles in the 5–180
�
range) since inelastic scattering events cause deflections

at much smaller angles (<2
�
).

(b) Electron’s energy loss is approximated by utilizing the Continuous Slowing

Down Approximation (CSDA). In this approximation, the energy lost per unit
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path length (dT/ds) is a function of the energy and the atomic number and the

angular deflection and can be calculated by applying a differential scattering

cross section.

The core element of the Monte Carlo methodology is the description of a

scattering event. The coordinate system used in the electron track scattering

simulation is shown in Fig. 3.4. Initially, the electron’s direction is described by

two angles (yn, jn) and the electron has kinetic energy of Tn. When an elastic event

occurs, the electron is scattered to new angles (yn+1, jn+1) and the electron

continues through the target, ionizing atoms and losing energy until it undergoes

a new elastic scattering event. The distance between two elastic scattering events

can be chosen to be the mean free path length (l) or by an exponential distribution

of path lengths:

s ¼ �lln RNDð Þ (3.1)

where RND is a random number in the [0–1] range. The mean free path length (l) is
given by:

l ¼ 1:02bð1þ bÞAT2

ZðZ þ 1Þr ðmmÞ (3.2)

where Z is the atomic number, A the atomic mass number, and r the density. Bethe

[29] has derived the following expression, which gives the kinetic energy lost by a

nonrelativistic electron as it travels a path of length ds in matter

dT

ds
¼ �7:83

rZ
AT

� �
ln

174T

Z

� �
keV

mm

� �
(3.3)

Fig. 3.4 Coordinate system

used in the electron track

simulation. Between

successive scattering events,

energy loss is calculated from

the continuous slowing down

approximation
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where T(keV) is the electronic kinetic energy, r(g/cm3) the density of the target

material, A(g) the atomic weight of the target and Z the atomic number of the target.

The penetrating electrons are subject to a screened Coulomb potential

VðrÞ ¼ Zq2

r e�r=a; a ¼ a0
Z1=3

(3.4)

where q is the electron charge, r the distance between the colliding electron and the
nucleus, and a0 the Bohr radius of hydrogen. The a parameter in the exponential

factor approximately represents the screening of the nucleus by the orbital

electrons. This leads to the following shielded Rutherford cross-section

ds
dO

¼ ZðZ þ 1Þe4
p2u2

1

ð1� cos yþ 2bÞ2 ; b ¼ 0:25
1:12Z1=3�h

0:885pa0

� �2

(3.5)

where p ¼ m u is the electron momentum, and angle y represents the scattering

angle. The total screened cross-section, sΤ is found by integrating the above

expression over all solid angles.

An electron is followed in its trajectory into the solid target until its energy

becomes lower than the mean ionization energy J calculated in eV by:

J ¼ 9:76þ 58:8

Z1:19

� �
Z (3.6)

The expressions given so far are the fundamental ones for the Monte Carlo

calculation. A typical flow diagram of a Monte Carlo simulator is shown in Fig. 3.5.

The calculated electron trajectories in the case of 20 keV electrons incident on

200 nm PMMA film over bulk Si are shown in Fig. 3.6. A number of electrons

undergo either an elastic scattering event of large angle or a series of scattering

events of smaller angles and at the end are backscattered and re-expose the resist

film. The percentage of backscattered electrons is a typical criterion for the Monte

Carlo algorithm accuracy. In Fig. 3.7, the calculated backscattering coefficient is

compared with experimental data [30] for two cases: (a) for different substrates

covering a wide range of atomic numbers, and (b) for films of Ag and Mo and for a

wide range of film thickness. In all these cases, simulated backscattering coefficient

values are in very good agreement with experimental ones which is clear indication

of the particular Monte Carlo accuracy.

In general, the major disadvantage of the Monte Carlo approach is that it requires

much CPU time in order to obtain a result with sufficiently small statistical

fluctuations (typically 5,000–100,000 trajectories are used). In order to overcome

this drawback, special tricks are used (e.g. varying cell dimensions). This problem

becomes more intense in the case of multilayer substrates where a lot of boundary

conditions are involved and in surfaces with topographic discontinuities.
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Fig. 3.5 Monte Carlo flow

diagram

52 I. Raptis and G.P. Patsis



–200 –150 –100 –50 0 50 100 150 200 250

Width (nm)

500

400

300

200

100

0
D

ep
th

 (
nm

)

Resist

Si

Fig. 3.6 Electron trajectories in 200 nm PMMA on bulk Si substrate

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95100
0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.60

Mo

Au

Cr

Si

Ag

C

B
ac

ks
ca

tte
rin

g 
C

oe
ffi

ci
en

t, 
B

C

Atomic Number, Z

Monte Carlo and Experimental
(Literature)

Simulation, N = 10000e

0 50 100 150 200 250 300 350 400 450

0.15

0.20

0.25

0.30

0.35

0.40

0.45

B
ac

ks
ca

tte
rin

g 
C

oe
ffi

ci
en

t, 
B

C

Film Thickness, d (nm)

Ag/Si

Experimental (Literature)
Simulation,  N = 1000e
Simulation,  N = 10000e
Mo / Si
Simulation,  N = 1000e

a b

Fig. 3.7 (a) Electron backscattering coefficient vs. atomic number of bulk target material. Points

connected by line are both experimental and Monte Carlo data [28], for T0 ¼ 10 keV. Simulations

with N ¼ 105 and 104 electrons show the agreement with the published data. Backscattering

coefficient as a function of (a) atomic number of the target, (b) electron backscattering coefficient
vs. increasing Ag and Mo film thickness on top of Si bulk material. Points connected by line are

experimental data for T0 ¼ 20 keV. Simulations with N ¼ 105 and even 103 electron tracks, show

the agreement with the published data (squares and circles)
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3.3.1.2 Analytical Methodology
As alternatives to Monte Carlo algorithms are the analytical ones. In those models,

an analytical formula for the electron trajectory is applied, and thus the calculations

are free of statistical fluctuations. However, with those methodologies, it is very

difficult, if not impossible to handle surfaces with topographic discontinuities. The

most known approaches are the ones developed by Glezos et al. [31–33], Paul [34]

and recently by Stepanova et al. [22, 35].

In the analytical models, the fundamental quantity is the electron density func-

tion, r(r, z, E). In this function, z denotes the direction normal to the sample surface

and inwards, while r is the radial distance from this axis. From this function, in

combination with the Bethe energy loss function, the EDF(r) is calculated. For the

calculation of r(r, z, E), the Boltzmann transport equation must be solved but in the

case of multilayer substrates the analytical solution is not possible since it involves

an additional set of complicated boundary conditions at the interfaces of the layers.

Due to these problems, the electron density calculated as a function of depth and

energy, r(z, E), and the lateral distribution is calculated separately. The total

electron density is written as:

rðr; z;EÞ ¼ rðz;EÞ½rf ðrjz;EÞ þ rbdðrjz;EÞþ� þ rbsðr; z;EÞ (3.7)

where the slash (|) denotes correlated probabilities and the index f stands for

forward scattered, bd for backscattered due to a series of small angle scattering

events and bs for backscattered due to large angle scattering events.

Therefore, the energy deposition within the resist film consists of If, Ibd, and Ibs,

where the indices have the same meaning as in the electron density equation. In

Fig. 3.8a, these partial contributions are shown in the case of 0.5 mm PMMA resist

over bulk Si substrate for 50 keV and in Fig. 3.8b for 10 keV. These two energies

have been selected due to their importance for mask making (10 keV) and direct

writing (50 keV) applications. From both figures, it is obvious that the If part has the

smallest lateral spread. This contribution has a Gaussian form and the standard

Fig. 3.8 Partial energy deposition contributions in the case of 0.4 mm PMMA over bulk Si

substrates. In both cases, the Gaussian form of Ibd, If is apparent. Exposure energies shown are

(a) 50 keV and (b) 10 keV [7]
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deviation is the well-known proximity parameter a. On the other hand Ibd has very

wide lateral spread and its standard deviation is parameter-b. The third contribution
(Ibs) cannot be fitted with a Gaussian form, but it is possible to fit it with a simple

function.

It should be noted that very few publications have combined the study of both

exposure and resist dissolution. Only very recently, Stepanova and coworkers [22]

have published a work on the simulation of exposure and PMMA development

suitable for patterning simulation in the deep nano-size regime. In that work, the

exposure model employs kinetic transport theory to determine the distribution of

forward, back scattering and secondary electrons. First, generation and transport of

secondary, and higher electrons, produced by a point beam with energy EP moving

along a given direction, is described by the Boltzmann transport equation. Iterative

numerical solution of the Boltzmann equation produces a distribution function of

secondary electrons moving with energy E at a distance r from the primary beam,

fS Ep; r;E
� �

. The entire model system comprising both the primary beam and the

secondary electrons is given by the distribution function,

f En; r;Eð Þ ¼ fnd rð Þd E� EPð Þ þ fS En; r;Eð Þ (3.8)

where fp is a flux constant, and d is the Dirac delta function. The last equation is

further employed to compute the corresponding rate of scissions of the C-C bonds

in the main chain in PMMA,

Y Ep; r
� � ¼

Z
f EP; r;Eð Þv mtotc�cðEÞdE (3.9)

where v is the electron velocity and mtotc�c is the total cross-section of inelastic

collisions with valence electrons involved in backbone C-C bonds in PMMA.

The propagation of primary electrons has been factorized in such a way that

inelastic collisions decrease the energy of primary electrons in accordance with the

stopping power form, whereas elastic collisions change only the direction of motion

of the electrons, but not their energy. Broadening of the primary electron beam is

described through the classic diffusion approximation [33, 34]. For a point beam

traveling a distance z, the lateral broadening is given by

PP r; zð Þrdr ¼ 3l

zmax � zð Þ3 exp � 3lr2

2 zmax � zð Þ3
 !

rdr (3.10)

where z is depth (z ¼ 0 corresponds to the bottom of the resist interfacing the

substrate), zmax is the thickness of the resist, and l is the depth dependent elastic

transport mean free path. The resulting depth distribution PP r; zð Þ is then convolved
with the function w Ep; r

� �
, which produces a depth dependent radial distribution of

the yield of scissions in a planar layer of PMMA exposed to a point electron beam,

wP r; zð Þ. For the distribution of backscattered electrons over the emission angle y,
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the dependence cos(y), has been employed which is in reasonable agreement with

numerical and experimental results.

Adding together the local yields of scissions generated by forward and

backscattered electrons, wP r; zð Þ and wB r; zð Þ, provides the total depth dependent

radial distribution of the scissions of the main chain in a planar layer of PMMA

exposed by a point beam, wðr; zÞ ¼ wPðr; zÞ þ wBðr; zÞ. This distribution replaces

the conventional energy deposition function (EDF). The corresponding cross-

sections are intimately related to the molecular mechanisms involved, allowing

for clearer interpretations and more direct paths toward further improvement of the

model. Also the usage of the kinetic approaches favorably affects the efficiency of

the approach in comparison with direct Monte-Carlo simulations, particularly when

computing the contribution from backscattered electrons, at the same time allowing

for nano-scale resolution for the contribution from the forward beam.

3.3.2 Energy Deposition Function

Both simulation methodologies are capable of calculating the energy deposition

within the resist film. Due to the cylindrical symmetry of the electron trajectory, the

energy deposition can be expressed as EDF(r, z) instead of EDF(x, y, z), where r is

the radial distance from the point of incidence and z the depth in the resist film. EDF

(r, z) depends on numerous parameters such as electron energy, atomic number,

atomic mass and density of all layers in the sample. In Fig. 3.9, the energy deposited

as a function of radial distance for three different energies is illustrated when the

sample consists of a thin PMMA film on bulk Si wafer. Clearly the energy deposited

is higher in the short range for lower e-beam energy. This increased energy
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Fig. 3.9 EDF(r) at the resist/substrate interface for 10, 50 and 100 keV energies. Substrate

considered was bulk Si
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deposition is a killing factor for high resolution dense patterns and the application

of proximity effect corrections algorithms is necessary. On the other hand, energy

deposited is lower at long range for the low e-beam energies. In the case of 100 keV

the backscattering contribution remains almost flat even for few tens of

micrometers range. This uniform distribution of backscattered contribution allows

for easier realization of dense high resolution features at the expense of higher

exposure-longer exposure times needed. In Fig. 3.10 the parameter a is presented

with respect to resist depth for 10 and 50 keV. Clearly, forward scattering is higher

at 10 keV as well as its dependence on resist thickness. Therefore, for e-beam

exposure with low energies, the resist thickness should be also small to avoid any

problems with sloped resist profiles.

In Fig. 3.11, a comparison of simulated energy deposition with experimental

results is presented. The experimental data are from the Single Pixel Exposure

(SPE) method on PMMA resist over a Si substrate. The resulting pattern from a

single pixel exposure is a hole (positive resist case) and its diameter depends

strongly on the exposure dose (high dose results in large hole diameter, low dose

results in a small hole diameter). The differences observed between these two

curves are very small, despite the large range examined (0.1–8.0 mm). In order to

perform this and the following comparisons with the experimental results, the beam

Fig. 3.10 Forward scattered standard deviation dependence on resist depth for 10 and 50 keV

exposure. The resist material is 0.5 mm PMMA. Both series of simulation data could be fitted with

a power function
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diameter has been taken into account (SEDF(r)). Otherwise, since beam diameter is

comparable with a, the differences in the small distances regime (<0.5 mm) are

significant.

In Fig. 3.12, experimental data from SPE experiments for PMMA over 0.1 mm
Au film/0.04 mm Cr film over bulk Si (Au/Cr/Si) are presented along with the

corresponding simulations. It is obvious that the simulation results are very close to

the experimental ones. Also, in this case the SEDF(r) results are presented. From

Figs. 3.11 and 3.12, the decrease of b value and increase of Ibs contribution are

apparent for the multilayer case.

SPE tests have been applied also for a negative high resolution chemically

amplified resist, EPR [36]. In Fig. 3.13, experimental results for thin films of Au

and Ag on bulk Si are presented. Since EPR is a chemically amplified resist, the

Fig. 3.11 Comparison of

simulation results with

experimental data for PMMA

resist on bulk Si (single pixel

exposure). Experimental data

cover the range of radii

0.1–8.0 mm [7]

Fig. 3.12 Comparison of

experimental and simulated

EDF(r) for 0.1 mm Au/

0.04 mm Cr/Si. The difference

is very small in the

0.2–8.0 mm range.

Measurement of smaller

patterns was not possible due

to the flow from excess

heating during SEM

measurement [7]
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acid diffusion effect that occurs during PEB (Post Exposure Bake) must be taken

into account. From Fig. 3.13, it is clear that the simulation results are again in very

good agreement with the corresponding experimental ones. Specifically, the

simulated forward parameter a (since EPR is CAR, a contains the acid diffusion

effect) is almost identical to the experimental one. Additionally, very good agree-

ment exists for the large distance part where backscattering due to a series of small

angle scattering events dominates. In this range, acid diffusion is very small due to

the low level of acid concentration and the small space gradient.

In general, the EDF(r) for the Si substrate can be approximated very well with a

sum of Gaussians and in most cases two or three Gaussians are enough. However,

when the substrate is either bulk from a heavier material, or if a multilayer stack

exists between the resist and the substrate, then a sum of Gaussians is not enough,

and other functions such as exponentials should be also involved, e.g. [17].

3.3.3 Beam Profile Effect

Since a real beam is not a point beam, the Beam intensity is B(r) if the beam is

Gaussian and B(x, y) for other beam shapes. In order to calculate the Spot Energy

Deposition Function, SEDF(x, y, z), the EDF(r, z) should be convolved with B(r):

SEDFðx; y; zÞ ¼ BðrÞ � EDFðr; zÞ (3.11)

In most cases, this operation is performed through a Fourier transform.

However, B(r) should describe the real beam intensity, i.e. the statistical

variations that become very critical especially when low beam currents and fast

resists are used. For that reason, for optimum results B(r) is calculated for each time

conditions (beam current, exposure dose ¼ number of electrons) by applying a

random distribution of electron intensity that of course follows the Gaussian profile

of the actual FWHM (Full Width Half Maximum). In Fig. 3.14, an ideal Gaussian

Fig. 3.13 Single Pixel Exposures on 0.5 mm EPR (negative CAR). Comparison of simulation and

experiment where in the case of simulation results, PEB effect has been taken into account. (a)
Substrate was 0.18 mmAg over 0.04 mmCr on bulk Si, (b) substrate was 0.10 mmAu over 0.04 mm
Cr on bulk Si
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beam of FWHM ¼ 50 nm and the corresponding one for the same FWHM and for

2,000 electrons is shown.

3.3.4 Layout Simulation

For the calculation of LEDF(x, y, z), i.e. Layout Energy Deposition Function, the

SEDF(x, y, z) and the layout is used. For optimum usability, standard formats such

as CIF or GDS should be supported. In Fig. 3.15a, a simple layout of three

Fig. 3.14 (a) Ideal Gaussian beam with FWHM ¼ 50 nm and (b) statistical representation of a

Gaussian beam with FWHM and 2,000 electrons (12.8 mC/cm2)
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rectangles with 100 nm width, 150 nm pitch and 300 nm heights are shown. For the

writing of this particular layout, the e-beam steps in both directions at a beam step

s (s ¼ 10 nm for the present study), Fig. 3.15b. Therefore, for the LEDF
caclulation, the SEDF should be convolved with L(x, y) which is a logic function

with logic value of 1 for all points representing a beam spot and 0 for all other

points. i.e.

LEDFðx; y; zÞ ¼ SEDFðx; y; zÞ � Lðx; yÞ (3.12)

This simulation step is the most demanding from a CPU time and memory point

of view, since the energy deposition should be calculated for the whole layout and

for all resist depths. For that reason, several tricks are applied such as: (a) calcula-

tion only at layout regions with patterns of very small dimensions or very high

density, (b) variable pixel sizes, (c) increase of pixel size in the resist height axis, or

(d) decrease of radial distance of EDF(r, z).
In general, the pixel size defines the resolution of the calculation. Increased pixel

size relaxes considerably both CPU time and memory needs but deteroriates

calculation accuracy. In Fig. 3.15c, the energy deposition LEDF(x, y) at the

resist/substrate interface is shown in greyscale. The resist was 100 nm PMMA

and electrons of 100 keV were used and the unwanted exposure from backscattered

electrons is clearly seen.

3.3.5 Proximity Effect Correction

Proximity Effect (PE) is the unwanted exposure in a pattern area that mainly comes

from the backscattered electrons [37]. Actually, PE is one of the major limiting

resolution factors of electron beam lithography and is an issue of continuous

research. The unwanted exposure appears in two ways: (a) energy deposition

variation between patterns, usually named as inter-proximity effect and (b) energy

deposition variation inside a pattern i.e. the energy deposited close to the edge is

smaller than the energy deposited in the areas close to the center of a pattern,

usually named as intra-proximity effect.

Fig. 3.15 (a) Layout consisting of three rectangles, (b) exposure shots, step ¼10 nm, (c) layout
energy deposition at the resist/substrate interface for 100 keV
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Due to the inter-proximity effect, in a smaller pattern the energy deposited is

smaller than from a larger pattern, while the energy deposited in an isolated pattern

is smaller than the energy deposited for identical dense patterns. Due to both types

of proximity effect, the final patterns obtained after resist development are different

from the nominal ones. This effect becomes stronger as layouts become denser and

pattern dimensions shrink. For that reason, several software packages have been

developed and are applied for the realization of patterns.

In Fig. 3.16, the proximity effect for a complex layout incorporating isolated

features, dense patterns and large pads is shown. In particular, in Fig. 3.16a the

layout as it was designed is shown, while in Fig. 3.16b the energy deposited is

illustrated in grey scale. Finally, in Fig. 3.16c the iso-energy contours are plotted. In

this last figure both types of proximity effect are clearly seen. In Fig. 3.17 experi-

mental verification for the proximity effect is shown in PMMA resist exposed with

50 keV electrons. Due to the inter-proximity effect, the exposure energy in the areas

in the center of the layout (dense lines with 500 nm pitch) is high and PMMA resist

is totally dissolved. On the other hand, the deposited energy at the edges of the

layout is smaller and fine trenches are resolved.

Due to the high importance of PE in realization of complex layouts with small

critical dimension, numerous articles have been published from the mid 70s. The

first in-depth study of the phenomenon and its possible solutions was published by

M. Parikh at the late 70s [38–40].

In order to correct proximity effects, a solution should be found such that all

exposure points receive the same amount of energy deposited, e.g. [41, 42]. This

can be done either by changing the layout locally, i.e. change the shape and

dimensions of the patterns contributing in PE or by changing the exposure dose

in particular areas of each pattern. In the latter case, each pattern is fractioned to

smaller patterns, and a different exposure dose is assigned to each of them. In

certain cases both methodologies should be applied e.g. [43], and actually as critical

dimension decreases and patterns become more dense, this is the preferred choice.

It should be noted that in the vast majority of studies, proximity effect is corrected

at the resist/substrate interface. However, as it was pointed out earlier in this

chapter, the energy deposited function depends on the resist depth and this depen-

dence becomes more severe for thicker resist films. For that reason, 3D Proximity

Effect Correction is already studied, e.g. [44]. Due to the large computational needs

for PEC, the use of neural networks has been also suggested [45]. In Fig. 3.18,

Proximity Effect Correction in the very demanding Photonic Crystals area is

illustrated [46].

3.4 Resist Simulation Module

The photopolymer material traditionally was attributed just a few physical

parameters related mainly to exposure absorption (e.g. Dill parameters [47]) and

various parameters related to its baking behavior (e.g. glass transition temperature).

In most commercial simulators it is still considered as bulk and the mesh created to
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Fig. 3.16 Proximity effect: (a) layout consisting of large pads, dense fine patterns and fine

patterns close to large pads, (b) energy deposited in grey scale (LEDF) at the resist/substrate

interface and (c) iso-energy deposited contours
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Fig. 3.17 Experimental verification of inter-proximity effect on PMMA resist patterned with

50 keV electrons. The layout consists of dense long lines with 500 nm pitch. Exposure dose was

550 mC/cm2

Fig. 3.18 Close-up

micrographs of (a)
uncorrected and (b) corrected
bend structures written into

220 nm PMMA resist (From

W€uest et al. 2003 [46])
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solve the analytical models assumes that its composition is the same in each volume

element occurring from the discretization process.

Modeling strategies for lithography generally make a fundamental assumption

about the physical world being described: the continuum approximation. This

approach worked well with existing exposure models which are indeed very

advanced and take most of the burden of having a very accurate description,

since after all, if the image to be printed in the resist is not optimal, the material

certainly will not compensate for the problem. At the same time the corresponding

dissolution algorithms performed the process of dissolving the material assuming

average values of protected to deprotected sites within each discretized volume

element of the computational lattice and through calibration were able to determine

the required time step and finally the dissolution rate of the resist. In this way the

profile of the printed structure on the resist was obtained, starting from the geometry

of the shapes on the mask and the properties of the exposure source.

Even though light energy or electron energy is quantized and chemical

concentrations are quantized into spatially-distributed molecules, the physical

description of aerial and latent images so far have ignored the discrete nature of

these fundamental units and instead use continuous mathematical functions. While

in most cases the simulation volumes of interest are large enough in order not to

worry about this distinction, when trying to understand lithography at the nanome-

ter length scale, the continuum approximation begins to break down.

Figure 3.19 shows qualitatively the continuum handling of CA resists in (a–d)

and the stochastic handling in (e–h). Initially, the deposited energy in the resist due

to photons or electrons should be computed. Polymer dissolution during photoresist

development is the last lithographic step for pattern formation prior to etching.

Analytic models for resist dissolution [48–52] are unable to capture the microscopic

details of the resist surface and describe the current problem of resist roughness

which is of paramount importance for the patterning technologies of features with

critical dimension <65 nm. Much more detail related to resist chemical structure

and the processes occurring in the microscopic environment can be modeled in the

stochastic or probabilistic approach.

Figure 3.20 shows an example of a simulated resist lattice (Fig. 3.20a), part of

this lattice after PEB and development (Fig. 3.20b), and finally a magnification

(Fig. 3.20c) of a portion near the edge of the simulated line profile. It is seen that

with such modeling, roughness quantification could be taken into consideration.

Line Edge Roughness (LER) simulation requires additional consideration of (a) the

inherent stochastic nature of reactions during processing, and of (b) the size and

shape of the resist polymers. These factors are taken into account by mesoscopic

simulation models. Such models currently find applications especially in dissolu-

tion modeling [53] and as variants of the percolation dissolution i.e., the aggregate

extraction dissolution model [54].
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Fig. 3.19 Qualitative depiction of the continuum and stochastic description of the lithography

(optical in this case) process of chemically amplified films: (a–d) continuous modeling, and (e–h)
stochastic resist modeling

After exposure, PEB

After Development

Resist molecular modeling

a

b

c

Fig. 3.20 Example of chain lattice and development process. Energy deposition used as a

“template”. The continuous energy distribution on polymer chains is “discretized” and line-edge

roughness occurs
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3.4.1 Macroscopic Photoresist Modeling Concepts

3.4.1.1 Exposure Modeling
The modeling of the photoresist exposure behavior is associated with great

uncertainty because of the extreme complexity of the physical and chemical

processes involved. Especially the distinct sensitivity of the resist performance to

the actual chemistry and composition makes a predictive simulation very difficult.

Often the only possibility to obtain reasonable results within a short time period and

with an acceptable effort is to fit simple models to experimental data, and the IC

manufacturers keep the fitting parameters strictly confidential.

As was presented earlier, photoresist in EBL is considered as a continuum within

which electrons travel and its chemical composition is taken into account through

the scattering probability in each scattering event. It is assumed that electrons

initiate PAG (PhotoAcid Generator) molecules contained in the resist matrix in

order to produce acid species. The reactions governing the bake effects have to be

considered simultaneously with the diffusion of the involved species.

3.4.1.2 PEB Modeling
In a PEB model proposed by Ferguson et al. [55], two species are considered,

namely reactive sites m ~r; tð Þ not consumed by the acid and the acid concentration
h ~r; tð Þ produced during exposure (concentrations are normalized values). The

concentration m ~r; tð Þ is driven by its availability and the acid concentration h ~r; tð Þ
raised to a power n, and, secondly, the catalyzing acid h ~r; tð Þ decreases with time

according to its concentration because of possible loss mechanism such as neutrali-

zation or time-sharing with the deprotected material. These two reactions are

completed by a diffusion term for the acid h ~r; tð Þ yielding two coupled partial

differential equations

@m ~r; tð Þ
@t

¼ �kpeb;1m ~r; tð Þhn ~r; tð Þ (3.13)

@h ~r; tð Þ
@t

¼ �kpeb;2h ~r; tð Þ þ r � Dh ~r; tð Þrh ~r; tð Þ½ � (3.14)

The reaction order n and the first rate parameter kpeb;1 characterize the chemical

amplification, whereas the second rate parameter kpeb;2 describes potential loss

mechanisms of the catalyst. The diffusion coefficient Dh ~r; tð Þ of the acid depends

on the already reacted, consumed sites x ~r; tð Þ ¼ 1� m ~r; tð Þ. Various models have

been proposed to describe this dependence, e.g.

Dh ~r; tð Þ ¼ Dh;0 þ Dh;1 1� m ~r; tð Þ½ � (3.15)

Dh ~r; tð Þ ¼ Dh;0 exp �wh 1� m ~r; tð Þð Þ½ � (3.16)
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The linear relationship reflects possible use of deprotected sites as stepping

stones, and the exponential dependence accounts for free volume effects [56]. All
resist parameters typically exhibit an Arrhenius-type temperature behavior. At the

beginning of the bake, no sites are activated and the acid concentration is obtained

from the preceding exposure simulation.

The following boundary conditions are usually imposed:

• The resist/substrate interface can be assumed to be impermeable so that no

diffusion occurs across it.

• At the lateral boundaries either periodic or homogeneous Neumann conditions

are imposed, i.e., in the latter case a vanishing flux across the lateral boundaries

is prescribed.

• The physically most important boundary segment is the resist surface, since acid

diffusion into the atmosphere above the wafer occurs. The amount of this acid

evaporation is a function of the acid size and the degree of its interaction with the

resist polymer. In general, the evaporation is modeled by:

@h ~rs; tð Þ
@t

¼ �kevap h ~rs; tð Þ � hair ~rs; tð Þ½ � (3.17)

whereby hair ~rs; tð Þ is the acid concentration in the atmosphere in the vicinity of the

resist surface ~rs. Usually, PEB takes place in a reasonably open environment with

enough air flow to eliminate any buildup of evaporated acid above the resist. Thus

hair ~rs; tð Þ can be neglected. If kevap is very small, then virtually no evaporation takes

place. On the other hand, if kevap is very large, the effect is to bring the acid surface
concentration in the resist to zero.

3.4.1.3 Development Modeling
The next step in simulation is the modeling of photoresist development. A wide

range of dissolution rate models ranging from purely empirical fits to physical

based approaches are available with the most popular to be:

Dill’s “E”- dissolution model. Along with the “ABC”-model describing the

exposure/bleaching phenomenon, F. Dill also introduced a dissolution rate model

[47]. The dependence of the local development rate rðmÞ on the normalized local

PAC concentration m is thereby given by the three-parameter equation:

rðmÞ ¼ exp E1 þ E2mþ E3m
2

� �
(3.18)

The three parameters E1, E2 and E3 are obtained using least-square fitting to

experimental data. Experience shows that the relationship (3.18) is capable of

attaining good agreement with data at high values of the inhibitor concentration m.
However, it does not properly characterize rates at low concentrations since it

predicts an unphysical rate maximum in this regime. This can usually be ignored

since the development rate for small m is so high that it can be considered infinite
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anyway [57]. Dill’s “E”-model was the default model of early versions of the

lithography simulator SAMPLE.

Kim’s “R”-dissolution model. Kim et al. addressed in [50] the shortcomings of

Dill’s “E”-model. Two assumptions were made to obtain a more realistic expres-

sion to fit experimental rate data. Firstly, the chemical reaction at the resist/

developer interface is postulated to be the rate-limiting process, which implies

that the mass-transfer dynamics, i.e., the diffusion process, can be neglected.

Secondly, the time required to dissolve a differential resist layer is assumed to

consist of two additive terms: (a) the time required to dissolve all the PAC in the

layer, and (b) the time required to dissolve the photo-produced acid and all other

compounds. With these assumptions the resulting rate expression can be written as:

rðmÞ ¼ 1� me�R3 1�mð Þ

R1

þ me�R3 1�mð Þ

R2

� ��1

(3.19)

where R1 is the dissolution rate of a fully exposed resist (m ¼ 0), R2 of an

unexposed resist (m ¼ 1), and R3 is a sensitivity parameter with the interpretation

of a rate enhancement due to photoinduced acid.

Mack’s “a”-dissolution model. Both models described so far provide mainly

fitting formulae with parameters having minor or no physical meaning. Mack

proposed a four parameter model based on simple kinetic considerations with the

advantage that all involved parameters have physical significance [58]. The

approach relies on the assumption that the development process involves two

dominating mechanisms, namely the diffusion of the developer from the bulk
solution to the resist surface and the reaction of the developer with the resist.
Modeling the rates of both reactions with fundamental kinetic theory and equating

them yields:

rðmÞ ¼ rmax

aþ 1ð Þ 1� mð Þn
a 1� mð Þn þ rmin a ¼ nþ 1ð Þ

n� 1ð Þ 1� mthð Þn (3.20)

Here rmin is the development rate of the unexposed resist, rmax is the rate of the

fully exposed resist, n is a selectivity parameter that describes the kinetic order of

the dissolution reaction occurring at the resist surface, and mth is a threshold PAC

concentration corresponding to the concentration at which the development curve

displays an inflection point. It can thus be interpreted as the concentration of a

transition between fast and slow development regimes.

3.4.2 Mesoscopic Photoresist Modeling Concepts

The important characteristic in this approach is the detailed model of the resist film.

Its molecular structure is considered in much more detail than in macroscopic

models. Specifically, the film is considered as a collection of polymer chains or
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molecular resist molecules, PAG and PAG quencher sites. Each one of these is a

distinct entity during all the stages of the simulation process. This way we can

incorporate the effects of the resist molecular structure and make correlations of

material properties with the measured line-edge roughness.

Molecular models, which incorporate the detailed microscopic processes

through Monte Carlo simulations, are necessary for describing photoresist dissolu-

tion for LER quantification in stochastic lithography simulation [59, 60]. In this

category, the percolation e.g. [61–65], and the critical ionization approaches

[66–70] belong.

In order to get to such detail, the simulation flow stores and retrieves data in

“lattice-instances”, which are created and updated. In the first place, the chain

lattice is created, where all polymer chains are placed as self-avoiding and mutually

excluded random walks. Then the PAG sites are placed in a separate lattice. The

exposure lattice is used as a template to perform the PAG initiation. Reaction/

Diffusion of acid species is recorded also on a separate lattice, as well as the

developer diffusion and material ionization/deprotection events. All lattice

instances are in 1:1 correspondence with each other, and information among them

is exchanged easily during the simulation. Figure 3.21 shows the order of creation

of each lattice-instance.

The use of such a stochastic simulation framework can be used effectively for

LER quantification in terms of material and process parameters. In order to get a

better view of the whole simulation, 2D results are shown in Fig. 3.22. The layout

(Fig. 3.22a) (without dimensional details) is convolved with an e-beam exposure

module [71] and the deposited energy (Fig. 3.22b) is used to initiate PAG sites

(Fig. 3.22c). During diffusion, the resist becomes deprotected in the exposed

region, and finally the developer removes that portion of the resist film (Fig. 3.22d).

3.4.2.1 Film Representation in Stochastic Models
The photoresist in mesoscopic models is spatially discretized using a regular, cubic

grid. Mesoscopic simulation requires the description of the local concentration of

each photoresist component by the discrete number of molecules in each cell.

Additional information required for changing from a continuous to discrete descrip-

tion is the absolute number of molecules corresponding to the relative concentration

values in the macroscopic models. The number of molecules for each photoresist

component is then randomly distributed on the grid, since no concentration

gradients exist prior to exposure. The size of the photoresist components also has

Fig. 3.21 The simulation

flow stores and retrieves data

in “lattice-instances”, which

are created and updated

throughout the lithography

simulation process
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to be taken into account. Given a radius of gyration of up to 3–5 nm for typical

photoresist polymer chains, individual molecules can have a significant effect on

the structure of the final photoresist feature [70]. These effects are lost in

a continuum description, irrespective of the grid size used. Figure 3.23 shows a

typical 2D photoresist lattice representation. Each lattice point corresponds to a site

where exposure events may be located. The event density is represented by lattice

occupation probability, so the larger the dose is, the larger the lattice occupation

probability will be. The occupation probability is computed using a Poisson distri-

bution of the photons exposing the resist. In the case of a CAR, the absorption of

two photons within the diffusion length of the acid will not increase the local

dissolution rate, since it is already saturated.

Various methods for the description of the polymer chain geometry have been

suggested in publications. They have been developed in conjunction with the CIM

(Critical Ionization Model) [66–68, 70, 72] to analyze the impact of polymer chain

architecture on the resulting LER of the photoresist. Application of CIM for

development simulation requires an explicit representation of the polymer chains,

for they represent the dissolution units. Patsis et al. [73, 74] proposed the self-

avoiding random walk algorithm. In order to add a monomer unit to the polymer,

the position is selected randomly from those neighboring cells that are not yet

occupied by a polymer chain. Overlapping of polymer chains occurs only if all

neighboring cells are already occupied. Patsis et al. proposed an additional variant

for generating a polymer distribution, the randomly grafted chain algorithm. An

unoccupied lattice cell is randomly selected for adding the first monomer unit of a

polymer chain. All additional monomer units are sequentially placed as neighbors

of any previously added monomer, if possible in an unoccupied lattice cell. The

polymer distribution generated by the self-avoiding random walk and the randomly

Fig. 3.22 (a) Drawn layout, (b) E-beam energy deposition, (c) deprotected sites, (d) final resist
profile after dissolution
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grafted chain algorithms lead to more realistic polymer distributions. They partly

incorporate volume restriction (i.e.,polymers may not overlap), resulting in only a low

spatial overlap of monomer units.

As an example Fig. 3.24a, b shows a sample 2D 1002 nm2 square polymer lattice

where linear polymer chains are clearly seen. Exposure through a mask and

simulation of the dissolution process can deliver detailed SR and LER evolution

profiles, as well analysis vs. resist thickness loss, and LER vs. edge depth. The same

procedure could be applied in 3D modeling (Fig. 3.24c).

Each lattice site corresponds to a physical size comparable to the minimum

molecular group considered on the material. E.g. if a polymer chain is comprised of

monomers each of which is equal to 1 nm in radius, then this is the unit of length in

the chain lattice. The material algorithmically is a structure of nodes, each one of

which represents a monomer in the chain or a molecular group in the molecular

Fig. 3.23 Typical 2D resist lattice with magnification of a small region in order to present the

distribution of polymer chains and PAG molecules. L is the average degree of polymerization of

resist chains
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resist case. So if a monomer is a “cell”, then a chain is considered a “collection of

cells”, and the chain-lattice, a collection of chains [62, 73, 74]. During chain-lattice

creation, the free volume usually is considered ~10% and implemented through the

self-avoidance and mutual exclusion of the molecules in the lattice. The different

chain architectures result in different chain-lattice textures. This property has

effects on LER exhibited by each material model.

3.4.2.2 Exposure Modeling
Exposure data are required in order to initiate PAG and create acid species. Energy

deposition data could be obtained from exposure simulation e.g. from PROLITH

[www.kla-tencor.com] in the case of optical lithography simulation or from Monte

Carlo e-beam simulation. The amount of deposited energy film vs. position in the

resist film is first normalized in order to be used as a template for PAG initiation.

When a PAG site is inserted in the lattice, among others, it is assigned a random

number which describes its initiation threshold. The normalized energy distribution

is compared with this threshold and if higher, the specific PAG produces an

acid site. The acid sites perform random walks in the lattice (during the simulation

of the post-exposure bake), and when they encounter the protection sites on

polymer chains, they change them to deprotected ones. This is the information
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Fig. 3.24 Stochastic simulation of the dissolution process can deliver detailed SR and LER

evolution profiles, as well analysis vs. resist thickness loss, and LER vs. edge depth: (a) 2D
example, (b) 3D example
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needed by the dissolution module, in order to ionize and finally dissolve polymer

chains.

3.4.2.3 PEB Modeling
During PEB, the polymer chains are sufficiently described by the attached inhibitor

groups. The finite number of molecules is accounted for, but geometrical aspects of

the particles are ignored in PEB simulation. As a result, polymer chain geometry

only has to be taken into account for the simulation of the development process.

Macroscopic models assume a continuous and deterministic evolution of the

photoresist PEB. At the molecular level, however, photoresist component concen-

tration values can only change in discrete quantities.

In the initialization of the mesoscopic PEB simulation algorithm, the type of and

time for the next event is computed for each cell. This information about each cell is

stored in a next event queue, which is sorted according to the time values of the

events. Then the main loop of the algorithm starts. The cell with the lowest time

value is selected from the next event queue, and the corresponding event is

simulated. The simulated PEB time is set to the event time value of the selected

cell. If a reaction event is simulated, the number of molecules of each component is

updated. In the case of acid base neutralization, for instance, the number of acid and

base molecules are both reduced by one. The type of and the time for the next event

in this cell is computed based on the updated cell configuration. Then the cell is

again inserted into the next event queue with the sum of the time computed for the

next event plus the currently simulated PEB time. If a diffusion event is simulated,

the same procedure as described above for a reaction event is additionally

performed for the cell to which the molecule is diffused. In the case of a reaction,

the next reaction time only has to be updated for one cell. In case of a diffusion

event, two cells have to be updated. These steps of selecting the cell with the lowest

time value from the next event queue and updating the cell in which the number of

resist component molecules change, are iteratively performed until the specified

PEB time has been simulated.

3.4.2.4 Development Modeling
As for the simulation of the development process in the mesoscopic framework,

developed regions will expand outward to non-occupied regions as time goes on, so

the development proceeds by removing the dissolving cells, leading to a front

propagating through the material. In the development process, the polymer chains

are the dissolution units and their geometry is represented additionally. Each lattice

cell represents the volume of a single monomer unit. Free volume is represented by

leaving a certain fraction of the lattice cells empty. All discrete polymer description

schemes are based on an orthogonal, structured grid. This imposes some artificial

constraints on the shape of the polymer chains.

The average degree of polymerization (i.e., the number of monomer units per

polymer) and the standard deviation can be obtained from the molecular weight

distribution of the photoresist polymers. The molecular weight distribution of the

polymer chains is close to Gaussian [68] and can be measured by size exclusion
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chromatography [75]. Periodic boundary conditions are applied in lateral x and y
directions to remove artificial effects due to the limited size of the simulation area.

In the vertical z direction, reflective boundary conditions are assumed.

Macroscopic development rate models provide a description of the rate depen-

dence on the average inhibitor concentration. They provide neither a description of

the actual chemical processes nor of the size of the polymer chains. Thus, unlike

exposure or PEB models, the macroscopic development models cannot be

generalized to mesoscopic models. At the mesoscopic level, photoresist develop-

ment is a binary process in which each polymer molecule either remains in the

photoresist film or is dissolved in the developer liquid during the specified process

time [70]. Based on the discrete photoresist description, mesoscopic development

simulation requires a description of the dissolution behavior of each polymer.

Polymer solubility is essentially governed by the degree of deprotected (i.e.,

ionizable) monomer units where the initially attached inhibitor group was

decomposed during PEB. The primary reactions during the development process

are [69, 76]:

• Diffusion of developer molecules to the photoresist film surface.

• Deprotonation (ionization) reaction of the developer molecules with the

deprotected acidic phenolic polymer sites (generation of phenolate anions).

• Diffusion of the dissolved, ionized polymers into the bulk of the developer.

Polymer dissolution is a combined process involving mass transfer resistances

and chemical reactions, and thus different rate-limiting steps can lead to different

dissolution behavior. All chemical models for the dissolution of phenolic polymers

in an aqueous base assume one of these processes as the rate limiting step and the

others as occurring almost immediately [67].

The fundamental mechanisms that dominate dissolution behavior of the polymer

chains, and thus the photoresist development rate behavior, have been the subject of

considerable discussion. A universally accepted theory that accounts for all

observed dissolution phenomena still does not exist. Two models are prevalent in

the literature and have been applied for simulation: the percolation model (PM) [77]

and the critical ionization (CIM) model [66–70].

Variations and improvements of the models have been presented by various

groups e.g. [73], and efforts to use these models for LER predictions have shown

promising results [77]. From a computational point of view, both the CIM and PM

are one-parameter models (the parameters are the fcrit for CIM, and the diffusion

probability for PM). However, CIM has difficulties in “completing dissolution”

when the blocking fraction of the polymer (i.e., the fraction of the protected OH

groups versus the total OH groups) increases. These happen because this model

considers polymer dissolution as a surface process. In addition there are computa-

tional difficulties when increasing the length of the polymer chains. On the other

hand experimental results suggest that the gel layer at the developer-polymer

interface predicted by the PM is either very thin or does not exist [78].

PM and CIM have attracted attention in the last few years, although other models

have also been discussed such as the aggregate model [54]. Application of the CIM

for development simulation is based on a discrete polymer chain description.
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The additional information required about the polymer chains is the fraction of the

ionizable sites (i.e., monomer units). This can be obtained from exposure and PEB

simulations that predict the local extent of inhibitor deprotection. Each decomposed

inhibitor molecule represents an unblocked, ionizable site.

To sum up, the CIM provides a more chemically sound explanation of the

development process than percolation theory or other suggested models.

Simulations with the CIM model dissolution mechanism might be useful for

qualitatively estimating the potential and limitations of new photoresist

formulations or the optimization of existing ones. Despite several refinements of

the simulation approach since the first publication of the CIM in 1997, it has not

proven to be suitable for quantitatively predicting the development rate curve

required for the accurate simulation of photoresist profile geometry.

3.5 Commercial Software for E-Beam Lithography Simulation

As an outcome of the worldwide research effort in lithography simulation over the

last decades, several software tools were developed. These software tools were

initially focused in the simulation of electron beam-matter interaction with the

resist film and the substrate. Later on the center of gravity was shifted to the

proximity effect simulation. The latest versions of the software tools are very

powerful covering all aspects of the e-beam lithography process towards the so-

called computational lithography.

3.5.1 Electron Beam Matter Interaction

The majority of the simulation tools that were offered as commercial products were

based on algorithms developed in research labs. Most of these tools are based on

Monte Carlo simulation of electron beam – matter interaction and support 2D and

3D simulation, and they can handle wide electron energy ranges as well as numer-

ous materials and multilayer stacks. Furthermore, in several cases the energy

deposition module is coupled with resist development modules providing thus

integrated software tools for in-depth study of EBL process. With those simulation

tools certain parameters can be tuned such as film stack and resist thickness,

proximity effect correction, and beam voltage impact. The most known and used

commercial simulation tools are:

Sceleton: that initially was offered by AISS, Germany and now is a product

available by Synopsys [79]. This software tool takes a user-defined resist-substrate

multilayer stack of components defined in a materials database and traces a

specified number of electrons in the material. The electron trajectory is followed

through a series of scattering events in the resist/substrate stack through a Monte

Carlo algorithm. Elastic scattering events are described using the screened

Rutherford formula. The backscattering range and the ratio of backscattered over

forward scattered contributions is determined numerically through the calculation
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of the proximity function. Energy dissipation due to inelastic scattering is modeled

by Bethe’s energy loss formula in the continuously slowing down approximation.

Typical calculation time was 11 h on a LINUX-based Xeon processor system in

which 107 electrons were traced [80]. The resulting calculated radial energy can be

used directly as input for other PEC tools.

ProBEAM: that was initially developed by Finle Technologies at the end of the

90s. This simulation tool has been also developed around a Monte Carlo code able

to follow in 3D the electron path in the resist/substrate stack. The initial major

ProBEAM application was for mask making. Monte Carlo simulations are com-

bined with a beam shape to generate a single “pixel” energy distribution. This pixel

is then used to write a pattern by controlling the dose of every pixel on an address

grid [81]. The resulting dose pattern is used to expose and develop a resist, by

implementing appropriate resist algorithms that were developed by the same

company for optical lithography, to form finally a simulated 3D resist pattern.

Nowadays, ProBEAM is offered by KLA-Tencor [82] and includes models for

electron beam processes up to 100 keV [5].

LITHOS was initially developed at the Institute of Microelectronics NCSR

“Demokritos” in the beginning of the 90s [83] and was commercialized by

Sigma-C. LITHOS followed a different path to handle the long CPU times needed

by Monte Carlo. In LITHOS, the electron trajectory is calculated in 2D by applying

the Boltzmann transport equation that can be solved numerically, and after taking

into account the same equations for elastic and inelastic scattering events the energy

deposition can be calculated in CPU times at least one order of magnitude faster

than Monte Carlo. In LITHOS, resist development modules for conventional resists

was implemented also allowing for the prediction of 2D resist structures.

SELID: the energy deposition algorithm of LITHOS was later on integrated in

SELID software offered by Sigma-C where very accurate simulation algorithms for

resist development for both conventional and chemically amplified resists were also

implemented allowing for 3D simulation of arbitrary shapes at lowCPU times [7, 84].

3.5.2 Proximity Effect Correction

A key application for e-beam lithography simulation is the development and

evaluation of proximity correction strategies. This reduces the dependency on the

hardware itself and improves process development cycle times.

E-beam Proximity Effect Correction (PEC) is an effective mean of correcting for

line-end shortening, critical dimension linearity, and the typical line-edge

variations seen between dense and isolated lines. Several software tools have

been developed for PEC and are offered for both SEM to lithography conversion

kits and high end EBL tools. In the latter case, PEC correction is included in

the data preparation software for conversion of GDS files to formats ready to be

exposed by the various e-beam tools. In particular, the commercial tools that are

offered are:
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PROXECCO was a joint development by Fraunhofer Institute for Solid State

Technology, Munich, Germany and aiss GmbH, Munich, Germany [85] and was

commercialized by aiss. The conventional approach for PEC is the deconvolution

method that is very accurate but needs high computing power and data reduction

algorithms especially for large layouts. In PROXECCO, the calculation is split to

correction related and pattern related steps. This way the grid size, which is the

dominant parameter for the CPU time needed, is spatially independent from the

pattern and can be coarse. Thus, pattern dimensions are maintained and data

reduction is not applied. PROXECCO utilizes an N-Gaussian analytical function

or a point-beam spread function and corrects for PEC through dose modulation on

systems which support shape-based dose modulation and through either a unique N-

pass writing technique or geometric shape manipulation for systems which do not

support shape-based dose modulation (MEBES). Nowadays PROXECCO is

offered by Synopsys integrated in Data Preparation software CATS [86].

In the same way, in BEAMER layout software [87], PEC module has been

implemented in order to allow for the preparation of the final layout to be written by

the e-beam tool free of proximity effect. In this case, proximity effect could be

corrected in all 3 dimensions. In contrast to the 2D solution, the correction for 3D

patterning is complex and application dependent. While 3D applications, such as T-

gates and bridges, still focus on CD control, others, such as 3D zone plates or

holograms require highly accurate resist thickness control. These different

applications need to be treated with different PEC algorithms, since the correction

targets of “CD control” and “thickness control” are entirely different and contra-

dictory in some cases [88].

3.5.3 Modern Tools

In recent years, the TCAD tools, thanks also to the high computational power

available at very low cost by computers, have integrated various modules towards

the so-called computational lithography i.e. the accurate prediction of the final

profile of any layout with critical dimension in the nanoscale.

In this direction, Sentaurus Lithography, [89], covers a wide range of

applications in optical, immersion, extreme ultraviolet (EUV) and electron beam

lithography, allowing predictive modeling and thorough analysis of fundamental

effects.

The e-beam module of Sentaurus Lithography supports the simulation of both

wafer direct-write as well as mask-writing applications. Electron-scattering pro-

cesses in the resist and wafer or the mask stack determine the corresponding energy

deposition functions (EDF’s); the implemented models support both low (<10 keV)

as well as high electron energies (20–50 keV). From the total energy deposited in

the resist film, a physical model determines the resulting resist profiles.
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3.6 Examples

Electron beam lithography simulation has been applied for numerous cases. Below,

two selected examples related to the patterning of complex layouts on multilayer

substrates and to the shot noise effect are discussed

3.6.1 Electron-Beam-Patterning Simulation and Metrology
of Complex Layouts on Multilayer Substrates

Complex layout patterning simulation is one of the most difficult cases for simula-

tion, and it becomes more complicated when the substrate consists of multilayers

instead of bulk Si. EBL on EUVL (Extreme Ultra Violet Lithography) mask blanks

is one of the most demanding cases, since the mask blank consists of a multilayer of

40 double Mo/Si layers on the substrate. For this application, a Monte Carlo

algorithm is applied and the obtained simulation results are compared with experi-

mental ones for test patterns with critical dimension down to 100 nm [26]).

For the metrology of both simulated and experimental results, a dedicated

pattern matching algorithm is applied for the identification of a test pattern from

the layout to the actual fabricated design [71, 83]. The layer stack used consists of

200 nm PMMA spin coated over a film stack of 40 Mo-Si bi-layers (thicknesses:

4.1 nm Si, 2.8 nm Mo) on top of a Si substrate (Fig. 3.25a). Horiguchi et al.’s

method [90] was incorporated in order to correctly determine the mean free path of

the electron track due to multilayer presence in the Mo-Si structure.

For the modeling of electron scattering in a multi-layer Mo-Si substrate, the

Monte Carlo procedure of Salvat and Parellada [91] was applied [92]. The EDF(r, z)

was calculated for all resist depths. The simulation used 40,000 electron

trajectories. Figure 3.26, shows only 2,000 electron tracks scattering while travers-

ing the resist and Mo-Si multilayer stack.

The EDF(r) at the resist/substrate interface for various substrates and for

100 keV is illustrated in Fig. 3.27. The stacks considered are (a) PMMA/Mo-Si

multilayer/Si-substrate, (b) PMMA/Si-substrate, and (c) PMMA/70 nm Cr

absorber/70 nm SiO2 buffer/Mo-Si multilayer/Si-substrate. The last stack

corresponds to a typical EUV mask [93].

Due to the high initial electron energy, the backscattering coefficient is mainly

determined by the properties of the substrate material (Si), although the high

density Mo is present in the Mo-Si multilayer structure. Specifically, the backscat-

tering coefficient (ratio of backscattered to initial number of electrons) is 0.11 in the

case of Mo-Si multilayer/Si stack. Approximately, the same value was obtained in

the other stacks studied. Its value has been verified also with simulations using the

CASINO electron-beam lithography simulator [94]. This is manifested also by the

fact that the energy distributions in Fig. 3.27, show small relative differences. Since

the experimental data in this work are for Mo-Si multilayers on top of Si bulk, the

following discussion is limited to this type of stack (i.e., case a).
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The EDF has been fitted with the typical 3-Gaussian function:

f ðrÞ ¼ �1 exp � r2

a2

� �
þ �2 exp � r2

b2

� �
þ �3 exp � r2

c2

� �
(3.21)

with a, b, c width parameters and Z1, Z2, Z3 weight parameters for each Gaussian.

The calculated values for the width parameters are a ¼ 28 nm, b ¼ 450 nm, and

c ¼ 30 mm, while for the weight parameters the corresponding values are Z1 ¼ 2.2

� 10�7, Z2 ¼ 1.1 � 10�9, and Z3 ¼ 1.1 � 10�11 keV/nm3/electron.

For the evaluation of the theoretical results, appropriate experimental data were

used. Mo-Si multilayer stacks deposited on Si substrates were prepared by ion beam

sputtering deposition and the stack period was checked by grazing X-ray reflec-

tance [95]. Exposures on those stacks were performed with a VISTEC EBPG 5HR

working at 100 kV. The beam current parameters are 0.4 nA, dose: from 200 up to

1,600 mC/cm2, in steps of 100 mC/cm2. The resist used was 250 nm PMMA and the

development was performed in IPA: DI water ¼ 7:3 for 1 min.
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Fig. 3.25 (a) Stack model. (b) Coordinate system used in the electron track simulation. Between

successive scattering events, energy loss is calculated from the continuous slowing down approxi-

mation. The electrons are considered as point particles with kinetic energy T scattering elastically

with the material atoms. y and j are the polar and azimuthal angles and s the free electron path

between two successive collisions. Symbol d marks the depth from the resist-substrate interface (d

is approximately 280 nm) and dL each layer’s thickness (For Si, dL ¼ 4.1 nm, while for Mo,

dL ¼ 2.8 nm) [26]
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Fig. 3.26 Sample electron tracks for 100 keV electrons impinging on 200 nm PMMA on top of 40
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For the calculation of the energy deposition in each cell of the layout’s matrix,

the EDF(r) from the point beam exposure is convolved with the beam profile

(Gaussian beam shape), producing the energy deposition of a single pixel exposure.

The energy deposition profile from the single pixel exposure is then convolved with

the desired layout pattern, and the total deposited energy in every cell of the 3D

layout’s matrix is determined. For the simulation of resist development, the thresh-

old development was applied, i.e. the application of an energy threshold value

discriminates the dissolved from the undissolved cells. This algorithmic approach

even though very simplified can be used for the resist (PMMA) employed [96]. By

applying the energy threshold, a 3D resist image is obtained and further image

processing can be applied in order to match the simulated results with the initial

layout as well as to perform metrology in order to calculate the differences from the

nominal dimensions. Several energy thresholds are examined until one is found that

best reproduces the experimental metrology for one of the test patterns (dense line-

spaces with 100 nm nominal size). Then, this energy threshold value was applied

for the simulation of all patterns exposed on PMMA at 100 keV.

In Fig. 3.28, the results from the metrology of the PMMA trench-width of

experimental and simulated test structures in the case of the Mo-Si multilayer

over bulk Si substrate are shown. The test structures examined are lines/spaces

with 100 nm nominal width and 300 nm spaces and 100 nm holes with a pitch of

300 nm in both directions. In the exposure dose range examined, a very good
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agreement between the experimental and simulation results is observed. For the

simulation of these structures, all exposure conditions applied such as beam diame-

ter, beam step size, exposure dose, etc. were taken into account, while the cell size

for the simulation was selected to be 2 � 2 nm2. In addition, it should be noticed

(not shown here), that the evolution of the trench width and hole diameter in the

case of bulk Si substrate is very close to the one when the multilayer exists. This

experimental result verifies the limited difference observed in the simulated EDF(r)

presented in Fig. 3.27.

For a detailed comparison between the experimental results (top-down SEM

images) and the simulation ones certain algorithms for image processing, pattern

matching and metrology should be applied in a way suitable for automatic analysis.

The pattern matching algorithm enables the identification of the desired layout for

metrology on a complex layout containing many printed features. The matching

procedure is followed both for the images produced by simulation as well as for the

SEM images. These grayscale images are converted to binary, images that have

been quantized to two values denoted 0 and 1. For the simulation results, this was

accomplished by applying a threshold. In SEM images, histogram equalization is

needed before applying a threshold, in order to enhance the contrast. The desired

layout is converted to a binary image as well, in the same magnification of the

simulated image and the corresponding SEM image. The two images (layout –

binary SEM image or layout – binary simulated image) are matched using a cross-

correlation method. The matching algorithm returns the coordinates of layout

pattern edges in pixels. Having recognized the desired layout in a complex

image, the metrology procedure can be automated.

In order to study the differences between the experiment (Fig. 3.29a) and

simulation (Fig. 3.29b), automatic metrology is required. Metrology applied in

the features reveals a relatively good reproduction of the pattern by the simulator.

Thus electron-beam lithography simulations can provide understanding of the fine

details of EUV mask making process.

3.6.2 Simulation of Shot Noise Effect on CD and LER of Electron-
Beam Lithography in 32 nm Designs

Microelectronic device fabrication is prone to variability issues of the geometrical

characteristics of the printed structures due to illumination, discrete resist

properties, and processing. The total squared CD variability is the sum of the

squares of the CD variability of the previously mentioned sources of variation, if

these are considered uncorrelated [97]. In the case of e-beam lithography, shot noise

variation originates from the discreteness of the electrons of the beam and needs to

be accurately modeled, especially if low dose is used for the realization of very fine

features, necessary for the adaptation of e-beam lithography in production. Work

has been done in modeling analytically the effects of shot noise, and has been

concluded that both shot noise and LER minimization requires increased dose [97]

while LER is analogous to inverse square root of dose [98]. Additionally, the
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Fig. 3.29 (a) Metrology on the experimental SEM image. (b) Corresponding metrology on the

simulated data [26]
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discreteness of resist material is also an important contribution to LER that can be

improved at the cost of sensitivity and throughput [99].

In order to print fine features in small pitches (64 nm and less), e-beam exposure

variations, resist properties and processing conditions should be simulated in a

coupled framework. In this direction, a Monte-Carlo electron beam simulator,

[92], was combined with a discrete resist film model, [100], and a critical ionization

development algorithm, [101]. An interesting work on the same subject has been

published by Neureuther et al. [102] where the exposure, amplification, and

deprotection of CA resists are treated as a sequence of statistical events to determine

the effect of shot noise. This combination of processes can be physically interpreted

as contributing noise from the uncertainty in the number of quanta at each step.

Figure 3.30 shows the simulation flow used. The convolution of EDF(r) with the

shape of the actual beam (Gaussian (G) or Blurred Rectangular (BR)) and then once

again the convolution with the pattern shape, results in the total deposited energy,

LEDF(r). LEDF(r) is combined with the stochastic lithography simulator in order to

reproduce the developed pattern. Metrology on the produced edges with specific

metrology software [103] results in CD and LER quantification.

Figure 3.31 shows a sample probability density function of the two beam shapes

for 32 nm full-width-half-maximum (FWHM). Electron shots are distributed either

with Gaussian or blurred rectangular beam profiles. Edge acuity was considered the

same (10 mC/nm) for both cases. The difference in profile resulted in different shot

noise effects. The layout is written using single-shots of 100 keV (resist thickness of

100 nm on bulk Si) and consists of 10 lines with 10 mm length, 32 nm nominal CD,

and 64 nm pitch. The pixel size of the exposure algorithm is 1 nm/pixel. The

deposited energy is then used as input in the stochastic model of the resist film.

E-beam energy deposition Resist lines / spaces

Stochastic 
Resist Model, 

PEB and 
Development 

Simulation

Monte-
Carlo 

Electron 
Beam 

Simulation

Metrology

Edge
Length

Fig. 3.30 Major steps in the simulation flow. Edge length is marked. LER values are expressed

vs. edge length, both after exposure and after development [4]
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For the determination of each exposure distribution, the point spread function of the

impinging electrons is convolved with a Gaussian and the Rectangular profile,

respectively. The rectangular profile is steeper at the sides of the pulse, while the

Gaussian one is smoother. This difference is modified by the statistical nature of the

exposure.

The CA resist model considered polymer chains with 50 monomers per chain,

10% PAG and 5% quencher concentration, respectively. The resist is a collection of

self-avoiding and mutually excluded random walks with 5% free volume. The

critical ionization model for the dissolution process of the resist is used [102].

Acid diffusion length is selected accordingly (around 5 nm) in order to reproduce

approximately the nominal CD ¼ 32 nm.

The resist sensitivity in the stochastic model of the material is just a probability-

threshold value for PAG initiation which leads in acid production. This threshold

actually decreases with increasing dose meaning that more PAG is initiated and

therefore more acid is initially produced. So, higher dose results in greater depos-

ited energy and therefore higher PAG initiation probability or lower initiation

threshold, more acid diffusion species and eventually more deprotections, which

lead to faster dissolution, wider CD and smoother edges, thus less LER.
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Fig. 3.31 Electron beam profiles used in the current work. In (a) edge acuity is 10 mC/nm, while

in (b) is 100 mC/nm. In the current work, the analysis is performed with the 10 mC/nm acuity [4]
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Metrology is performed on the edges of the energy deposition top-down profile,

and of the corresponding developed resists lines (as is shown qualitatively in

Fig. 3.30) for the two e-beam shapes and all the exposure doses.

Figure 3.32 shows the LER vs. edge length for three doses (10, 25, and

100 mC/cm2), after exposure. This LER is attributed to shot noise. It is seen that

LER decreases with exposure dose, and that BR-LER is less than the G-LER in all

doses. Figure 3.33 shows the corresponding data after resist deprotection and

development. An increase of LER values compared with LER after exposure of

Fig. 3.32, is observed for both beam profiles.

Therefore the coupling of Monte Carlo e-beam simulator and stochastic lithog-

raphy allows the separate quantification of shot noise LER after exposure, and of

the LER due to resist, deprotection and development process. Two exposure

profiles were tested: a Gaussian and a blurred rectangular with the same edge

acuity. The resist and processing effects on LER were seen to be more important,

however, covering the impact of shot noise. This LER contribution is a function of

resist polymer radius of gyration and acid diffusion range. However, it is concluded

that shot noise LER will pose a lower limit to LER even if resist material and its

processing are optimized to result in minimum LER.

Fig. 3.32 Metrology of LER after exposure (i.e. on energy deposition edges) for the two e-beam

profiles and the three exposure doses [4]
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Conclusions

Electron beam lithography is a very powerful tool for patterning in the deep

nano-scale and is broadly used for the realization of novel structures and devices

and for the realization of high-end masks. However, the electron beam lithogra-

phy process is rather slow compared to optical lithography which is the work-

horse for the mass production of IC’s. For that reason, the EBL process should be

thoroughly optimized prior to the realization of the nanostructures. Furthermore,

due to the nature of electron beam patterning, unwanted phenomena such as

proximity effects and heating are taking place. For all those reasons, it is

necessary that the electron beam lithography process be simulated with high

accuracy and reasonable CPU times. The research effort in this direction was

actually started in early 70s and even though tremendous progress has been

reported and commercial software tools have been realized, is still an open issue

mainly due to the need for realization of continuously smaller and denser

features at larger areas.

Fig. 3.33 Metrology on energy deposition profile and final resist line edges for the two e-beam

profiles and the three exposure doses [4]
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Helium Ion Lithography 4
Principles and Performance

Emile van der Drift and Diederik J. Maas

Abstract

Recent developments show that Scanning Helium Ion Beam Lithography

(SHIBL) with a sub-nanometer beam diameter is a promising alternative fabri-

cation technique for high-resolution nanostructures at high pattern densities. Key

principles and critical conditions of the technique are explained. From existing

data, the fundamental factors underlying the sensitivity gain by 1–2 orders of

magnitude and the prospects for high resolution at high pattern densities are

analysed. State-of-the-art performance of the technique is illustrated with exper-

imental achievements in HSQ and PMMA resists. Exploratory SHIBL work on

aluminum oxide resist is presented as a novel approach to overcome potential

shot noise effects in pattern definition and to improve masking capabilities in

subsequent pattern transfer.

4.1 Introduction

The launch of the helium ion (He+) microscope by Zeiss/Alis [1] has opened novel

perspectives in nanotechnology, both from an imaging and manufacturing point of

view. The key point in this development is the sub-nanometer He+ beam technol-

ogy. For imaging, the resolution of the novel helium ion microscope (HIM)

progressed to about 0.35 nm [2]. In this, it nicely fills the gap between scanning

electron and transmission electron microscopy. For manufacturing, thus far only a

few studies with the sub-nanometer probe setup were reported, in ion milling [3],

ion beam-induced growth [4] and ion beam lithography [5, 6]. Nanostructuring
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capabilities in both milling and beam-induced growth will be elaborated on in

Chap. 11 on He+-induced processing. In the present chapter, we will focus on the

promising potential of scanning He+ ion beam lithography (SHIBL). State-of-the

art SHIBL performance is more or less equivalent to the best electron beam

lithography (EBL) achievement [7], except for the 1–2 orders of magnitude higher

sensitivity as compared to EBL. See Fig. 4.1.

A great beneficial circumstance of SHIBL is the much more directional scatter-

ing profile of helium ions in matter with negligible backscattering, as compared to

electrons. Figure 4.2 illustrates calculated trajectories of helium ions and electrons

both at 30 keV for several depths (1,000, 100 and 20 nm) in silicon [8]. The top

panels show that 30 keV electrons have substantial forward, lateral and backscat-

tering over a range of about 6 mm, while most helium ions scatter merely forward in

a 30� cone down to a depth of 400 nm. It illustrates two important beneficial

features of SHIBL as compared to EBL. Firstly, He+ ions result in an energy deposit

over trajectories being about a factor of about 15 shorter and so yield a correspond-

ingly higher resist sensitivity. Secondly, the negligible backscattering accounts for

the greatly reduced proximity effect from adjacent pixel exposures. It allows for the

break-through in achievable pattern density shown above, whereas for EBL elec-

tron backscattering tends to be a show stopper [7]. The middle panels show how the

ion and electron scattering have broadened the interaction region by 20–30 nm at a

depth of 100 nm, which corresponds to the typical resist layer thickness. The

bottom panels zoom in to the upper 20 nm depth, and show a broadening by

about 5 and 1 nm for electron and He+ exposure respectively. Apparently, in this

layer thickness range the potential for high-resolution exposure with the sub-

nanometer probe emerges at full strength.

Fig. 4.1 SEM micrographs of 5 nm wide lines at 10 nm pitch written in a 5 nm thick HSQ resist

layer by He+ beam lithography. All features are exposed at the same ion dose without any

proximity correction. The uniform line width of the isolated line and the outer and inner lines of
the array are indicative of the very low proximity effect
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Another important aspect of particle beam lithography is the generation of

secondary electrons (SE,s), which in EBL account for the actual exposure reaction.

The bottom panels in Fig. 4.2 indicate that for both electron and He+ exposure at

30 keV the calculated escape depth of SE’s is typically in the range of 5–10 nm.

It establishes the potential interaction range of the SE’s with the resist molecules. In

the literature, quantitative experimental information of SE’s is available mainly in

terms of escape depth of the SE in the scope of microscopy. These studies show that

for He+ exposure, the number of SE’s is higher and the SE energy spectrum is

shifted to lower energies as compared to SE’s from electron exposure [9]. It is

pointed out that in lithography it is the (energy dependent) inelastic collisional cross

section of the SE and the bond energy of the chemical bonds involved which

Fig. 4.2 Comparison of scattering of 30 keV helium ions and electrons in silicon showing the

more confined interaction volume for helium ion impact (By courtesy of Postek et al. [8])
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determine the actual exposure impact. The SE’s establish a lateral blur of

nanometers around the scattering trajectory of the primary beam particles.

Ion lithography, including light-ion beams like H+ and He+, has existed for

several decades. A useful review including all pros and cons when comparing

ions with electrons is given by Melngailis [10]. The experimental studies show

typically a sensitivity gain by about two orders of magnitude and negligible

proximity effects as compared to EBL. In the last two decades the interest in ion

beam lithography decreased. A possible reason is that in this period the minimum

beam spot size remained at about 8 nm and so the minimum feature size was about

12 nm [11]. For comparison: electron beam spot size progressed down to a

nanometer or even lower, and minimum feature sizes approached the 5 nm regime.

Of course, another consideration in ion vs. electron exposure is potential material

damage from ion impact. For example, He ion exposure from plasma etching

experiments showed enhanced sidewall depletion by 250 nm in conducting quan-

tum wires [12]. More recently, proton beam writing at MeV energy was introduced

as a useful technique for 3-D fabrication and high-aspect-ratio structures (like the

LIGA process). With this approach, features down to 30 nm in hydrogen

silsesquioxane (HSQ) resist were obtained [13]. A breakthrough towards the sub-

10 nm area came with two recent He+ litho studies on HSQ [5, 6] where the sub-

nanometer beam of the HIM setup was essential. It is from this recent work and

related thesis work [14] we will highlight the most important lithographic

achievements.

The scope of this chapter is as follows. Section 4.2 describes the basic helium ion

beam system, with special attention to the sub-nanometer probe arrangement.

Essential instrumental attachments like a pattern generator and provisions to sup-

press vibronic interference are briefly indicated. In Sect. 4.3, the interaction of

helium ions with matter is discussed in more detail. Scattering behavior and

secondary electron yields are the important components here, as well as damage

induced by ion impact. In Sect. 4.4, we elaborate on the lithographic performance.

Three resist systems are considered: the state-of-the-art organic high resolution

materials of hydrogen silsesquioxane (HSQ) and poly (methyl methacrylate)

(PMMA) and an explorative purely inorganic aluminum oxide resist grown by

atomic layer deposition (ALD). Finally, in Sect. 4.5, the progress as yet is

summarized as conclusions.

4.2 Helium Ion Beam System

The helium ion microscope (HIM) introduced by Carl Zeiss SMT, Inc in 2006 is

innovative for the unique sub-nanometer He+ ion source. The source is a tungsten

wire, the end of which acts as a single-atom emitter of ions, see Fig. 4.3. The end of

the wire has a pyramidal shape with an atomically sharp apex and edges. Actually,

the apex consists of three atoms and is called a “trimer.” When cooled down to

below 77 K, the tip acts like a cold finger for the helium gas ambient. The arriving

helium ions are ionized by the strong electric field just around the few outer atoms
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of the apex creating the helium beamlets. See the inset of Fig. 4.3. The emission

from only one atom is aligned into the column creating an almost ideal point source

with a very narrow energy spread. Measurements of the energy spread [15, 16]

indicate that the source has an ionization disc with an approximate thickness of

0.3 Å
´
. The virtual source size has been estimated by calculation to be in the order of

2.5 Å
´
. The beam current can be easily controlled, as it is proportional to the partial

helium pressure in the source vacuum. At the moment the helium current from a

single atom can be in the order of 10 pA. The acceleration voltage can be varied

between 10 and 30 kV. Compared to other ion source concepts, the single atom

emitter gives a smaller source, a higher brightness, and a smaller energy spread. It

also allows the column to be operated with less demagnification and thus a small

beam convergence angle. This leads to a long depth of focus for imaging and a large

focus tolerance in nanofabrication.

The ion-optical column is a traditional two-lens electrostatic configuration,

which operates in a crossover mode with pre-lens deflection [17]. The microscope

is equipped with a secondary electron detector for high-resolution surface imaging.

Figure 4.4a shows the HIM tool at TNO-Delft, upgraded for 3-D nanofabri-

cation. The setup has been equipped with a pattern generator (Raith Elphy Plus) and

a gas injection system (Omniprobe, OmniGIS). These extensions enable the system

to be used for direct write, lithography and helium ion beam induced etching and

deposition [18], see Chap. 11. For nanofabrication of the smallest features it is

important not only to have a small beam spot, but also to control accurately the

movement of the spot over the surface. Vibrations are one of the major factors,

which can make the helium beam dislocate over the sample, creating a blurring

effect. The source is placed in the top of the microscope hanging in the gun area and

cooled down to a temperature between 70 and 75 K. This configuration makes the

source very susceptible to vibronic coupling. For this reason, the source is cooled

with a solid N2 cooler. The alternative, i.e. cooling with boiling liquid N2, would

give too much vibronic interference. As another result of the solid N2 cooling, the

temperature stability of the source is within 1 K during a period of several hours. To

Fig. 4.3 Trimer helium ion

source concept (By courtesy

of Dr. L. Scipioni/Carl Zeiss

SMT, Inc.)
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isolate the microscope from external acoustic noise, from e.g. the room air condi-

tioning, operators and other sources, Zeiss and TNO have developed an acoustic

enclosure for the HIM reducing the sound load at least by 12 dB, as is illustrated by

Fig. 4.4b. These recent improvements both allow for higher precision in

nanofabrication.

4.3 He+ Ion: Matter Interactions

Two additional effects contribute to the overall areal exposure of a single beam

spot: (1) broadening of the beam exposure by forward scattering, (2) lateral

extension of the exposure reaction due to the impact from SEs. Actually, these

phenomena are intimately related to the scattering behavior of the primary particle

in matter. In this section, we discuss how this works out for SHIBL as compared to

EBL. Specific resist molecule aspects like length of molecules, diffusion of

fragments, etc. which also may contribute in the resolution, are not taken into

account.

4.3.1 Primary Beam Divergence

Firstly, we consider the forward scattering of the helium ions due to elastic

collisions in the material. Figure 4.2 clearly indicates that at a depth of 20 nm in

silicon the divergence of the helium particles is about five times smaller compared

to electrons. SRIM calculations by Sijbrandij et al. [19] on He+ transmission

through titanium give a more quantitative picture of the beam spread. See

Fig. 4.5. Mean radial spread from the primary beam axis is about 0.085 nm over

the first 5 nm of material. The SRIM study also shows that for carbon material

(which closely resembles the composition of organic resists like PMMA) the

divergence will not be much different. By extrapolation of the functional behavior

to a typical resist thickness of 20 nm, a broadening in the order of 1 nm can be

Fig 4.4 The TNO-Delft HIM setup without (a) and with (b) acoustic enclosure. Nanofabrication
is enabled by the addition of a pattern generator and gas injection system to the HIM
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estimated. At this point, one would conclude that resist layer thickness should be

limited to sub-10 nm to keep full advantage of the sub-nm beam size. In the

following we will learn that other interaction effects are more dominant, relieving

somewhat the layer thickness condition.

4.3.2 Secondary Electron (SE) Generation

The SE’s are often considered as the most important drivers of the exposure

reaction with resist molecules, besides possible contributions from molecular

excitations, and other intramolecular electronic processes. SE’s are generated by

inelastic collisions of the He+ particles with resist molecules. In the Introduction,

we already mentioned the 15 times higher energy deposition per unit of length in

He+ exposure. Two additional factors are also important: (1) the number of SE’s

generated and (2) the energy distribution of the created SE’s. Figure 4.6 shows the

‘universal’ plot of the calculated normalized SE yield for He+, H+ and electron

exposure as a function of the normalised particle energy [20]. Emax is the ion energy

with the maximal SE yield dmax for a given exposed material. The dashed line

indicates the position of the helium exposure at 30 keV. Carbon with Emax ¼ 600

keV is taken as being representative for resist material. With an Emax ¼ 0.4 keV for

electron exposure of carbon [21], typical EBL settings of 30 and 100 keV beam

energy are off the X-axis scale (E/Emax ¼ 75 and 250, respectively). The SE yield

from EBL at 30 keV is estimated from Fig. 4.6 by extrapolation according to lnE/E.

It indicates a five times lower normalized SE yield for electron exposure as

compared to He+ exposure. With dmax values of 4.1 and 1.06 for He+ [20] and

electron [21] exposure, respectively, we find the SE yield for 30 keV He+ exposure

to be about 20 times higher than for electron exposure at the same energy.

Fig. 4.5 Mean radial

displacement (with respect to

beam axis) for a 30 keV

helium beam passing through

a titanium sample as a

function of the penetration

depth. The continuous line
is power fit to the data

(By courtesy of Sijbrandij

et al. [19])
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4.3.3 SE Energy Distribution

The involvement of the SE in the exposure process is highly energy dependent. For

example, a minimum energy requirement for a SE to participate in the exposure is

the energy needed to break a chemical bond. Therefore, we consider measured

energy spectra of SE’s escaped from Si under He+ and electron exposure from

Vyvenko [22] and Joy [23] respectively. The spectra are from different experiments

offering energy distribution information but no comparison in yield. However, the

areas under the spectra can be taken as the relative measure of the total yield. Using

the estimated 20 times higher yield from He+ exposure yields the SE energy spectra

with comparative intensity information as shown in Fig. 4.7. The SE spectrum of the

electron exposure is scaled up by factor 4 for better comparison in the graph.

Apparently the SE spectrum for He+ exposure is at an energy range well below

10 eV with a maximum at about 2 eV. The SE energy range from electron exposure

has a maximum at about 7 eV and is broadened up to tens of eVwith no clear cut-off.

Several features from Fig. 4.7 need to be addressed. First, the spectra offer the

SE characteristics for the exposure of silicon by He+ and electrons. The comparison

can be useful for other materials like resists, albeit only qualitatively. Secondly, the

plotted energy is the free electron energy after escape from the material. In the resist

the actual SE energy is about 1 eV higher because of the electron affinity in PMMA

[24] or SiO2 [25]. With the energy for bond scission taken as the energy threshold,

Fig. 4.6 ‘Universal’ curves for normalised secondary electron (SE) yield vs. normalised incident

particle energy of helium ions, electrons and protons (By courtesy of Joy [20])
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one can readily obtain the SE fractions, which would potentially contribute to the

exposure reaction. Numerical integration of the spectra shows that for a typical

threshold of 4 eV about eight times more SE can be effective in bond breaking

under He+ exposure; this factor decreases to about 2 for a threshold of 9 eV. In

combination with the larger energy deposition per unit of length by a factor of about

15 (Introduction, Fig.4.2), the overall sensitivity gain becomes apparent. Finally, it

is pointed out that measurement of SE energy spectra is sensitive to the surface

condition of the sample, influenced by history and preparation. It creates an

uncertainty of a few eV in the relative position of the two curves in Fig. 4.7, and

so uncertainty when comparing the impact from SE yields from electron and He+

exposure.

4.3.4 SE Exposure Contribution

The energy dependent role of the SE in the exposure process is expressed by the

effective collisional cross section in bond scission reactions. Electron cross-section

data of resist for the energy range of interest (0–100 eV) are not available to our

knowledge. Electron cross sections are available from electron or ion beam-induced

deposition where adsorbed precursor molecules are decomposed by SE impact

[26, 27]. An alternative and useful approach is to consider the inelastic scattering

length of electrons ln in matter. Figure 4.8 shows a compilation of experimental

values of ln for a variety of elemental materials as a function of the electron energy

[28]. The continuous curve is a least squares fit to a general energy dependence

Fig. 4.7 Secondary electron yield vs. energy as generated by electron and helium ion exposure at

30 keV on silicon. The graph is a re-scaling of the plot of Scipioni [9], taking into account the 20

times higher SE yield from He+ exposure. In lithography, only SE’s with sufficient energy to break

a bond are effective. Typical resist bond dissociation requires more than four eV. Original data of

He+ and electron exposure by courtesy of Vyvenko [22] and Joy [23] respectively
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ln ¼ a.E�2 + b.E1/2. A recent comprehensive study of low-voltage imaging in

scanning electron microscopy (SEM) by Kieft and Bosch [29] confirms this func-

tional behavior. The number of inelastic scatterings of the electrons per unit of path

length is inversely proportional to ln. Therefore, 1/ln(E) can be taken as a qualitative
measure for the energy dependent impact of a SE in the exposure. The 1/ln(E)
behavior shows qualitative correspondence with electron dissociation cross-section

data of WF6 [27], which displays a threshold of 6.5 eV and a broad maximum

between 25 and 40 eV. Interestingly, the W-F bond strength in WF6 is about 5 eV

[30] which is about 1.5 eV below the threshold in the electron dissociation reaction.

Convolution of ln
�1(E) with the SE spectra in Fig 4.7 yields the SE impact as an

integral over the relevant SE energy range. For a threshold of 4 eV for bond scission,

the SE impact from He+ exposure is about 2.8 times larger. In combination with the

factor of 15 for the higher energy deposit per unit of length, it yields an overall

sensitivity enhancement of about 42. This factor decreases gradually to 34 for a

threshold up to 9 eV. So far, it was implicitly assumed that the energy deposit is

uniform over the He+ or electron trajectory. However, an important difference is that

He+ loses its energy mainly in the first part of its trajectory while electrons lose most

energy deeper in the material. See Fig. 4.6 for the different slowing down situations.

Especially in thin resist layers, this difference is beneficial for the sensitivity in the

exposure.

Figure 4.8 expresses some more useful information, i.e. about the lateral range of

the exposure reaction. The relevant SE energy range for He+ and electron exposure

(Fig. 4.7) spans typically the 4–40 eV interval. With the ln(E) behavior in Fig. 4.8 it
points to a calculated inelastic scattering length up to 4 nm. The low-energy SE’s

with the longer inelastic scattering length are less effective in the exposure. In

practice, the minimum resist feature size in HSQ resist is about 5 nm. It points to a

radial extension of the exposure reaction by 2–3 nm, both for He+ and electron

Fig. 4.8 Mean free path of

electrons vs. energy

for inelastic scattering

(By courtesy of Wiley

and Sons [26])
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exposures. Fine-tuning of the development process (developer strength, time) is the

obvious way to trim minimum feature size further down, but the natural lower limit

comes in sight.

In summary, the blur in He+ exposure by several nanometers due to SE’s exceeds

the nanometer broadening by ion forward scattering in resist layers up to about

20 nm layer thickness. Several factors contribute to the 1–2 orders higher sensitivity

in SHIBL as compared to EBL. Firstly, the energy deposition per unit of length is

about 15 times larger. A beneficial side-effect is that for He+ this energy deposit is

largest in the first part of the trajectory, while for electrons it is increasingly deeper

in the material. Secondly, the overall SE impact from He+ exposure is typically 2–3

times larger per ion. Herein, the number of SE from He+ is about 20 times larger,

however with reduced cross section for bond scission because of the lower energy

range (0–10 eV). Altogether, a sensitivity gain by a factor of more than 40 can be

readily explained.

4.3.5 Exposure Damage

An important side effect of ion exposure is potential damage to the irradiated

substrate. In lithography with ion beams, such damage can occur in the semicon-

ductor material under the resist layer, e.g. silicon, silicon-germanium or gallium

arsenide. The penetration depth of 30 keV He+ ions is typically several hundreds of

nanometers (see Fig. 4.2) while common resist thickness is in the tens of

nanometers scale. So, rather than in the resist, most helium ions are stopped in

the underlying material and could raise a damage issue there. The important

Fig. 4.9 Volumetric defect density from SRIM simulations vs. ion exposure dose. Arrow at

7 � 1013 cm�2 indicates dose typical for helium ion lithography (By courtesy of Livengood [31])
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parameter is the areal dose of the exposure. Figure 4.9 summarizes the physical

damage effects involved with ion impact as a function of ion dose [31]. Typical

exposure dose for ion lithography in current resists is on the level of 10 mC-cm�2

corresponding to the arrow at 7 � 1013 cm�2 in Fig. 4.9. So, the damage problem

seems limited. However, it is pointed out that electrical damage in terms of

depletion and trapping effects may show up already at much lower defect densities,

e.g. in gate oxides at the level of 1010–1011 cm�2 [32].

4.4 Lithography

The comparative lithographic performance study of helium ion and electron beam

exposures comprises sensitivity, contrast and resolution. Further, three resist

materials are considered here: hydrogen silsesquioxane (HSQ), poly (methyl meth-

acrylate) (PMMA) and aluminum oxide (Al2O3). HSQ and PMMA resists are high-

resolution standards in state-of-the-art EBL with smallest feature sizes down to

about 6 [33] and 10 nm [34] respectively. The e-beam exposure mechanism in HSQ

and PMMA is based on local chemical modification. An interesting research

question is how the totally different collisional interaction of He+ ions with these

resist molecules will work out in sensitivity, contrast and resolution, the more so

now a sub-nm probe size is available.

Exploration of aluminum oxide as resist under He+ ion exposure has a different

motivation. A direct consequence of ever-increasing resolution is reduction of the

pixel size. The correspondingly lower number of exposure particles (N) per pixel is
a serious threat for the exposure uniformity because of the inherent shot noise

(proportional to √N). On the other hand, higher resolution also pushes to ever

thinner resist layers, which makes the subsequent pattern transfer increasingly

more difficult. A natural solution may be inorganic materials, which are less

sensitive (so require a higher N) and have a better etch selectivity in pattern transfer
by plasma processing. Inorganic resist materials like metal halides [35] and alumi-

num oxide [36, 37] have been explored by e-beam exposure. Outstanding resolution

down to 1–2 nm was ascribed to a mechanism of local material damage and

elemental removal with negligible contributions from SE. Hereafter this exposure

mechanism is indicated as damage-controlled as opposed to the conventional

mechanism of local chemical conversion. A prohibitive drawback of the damage-

controlled mechanism is the extremely high electron dose involved (104 C/cm2

range). In contrast, lithographic studies of this mechanism with Ga+ ions [38]

revealed a dose range in the mC/cm2 range, i.e. 7–8 orders more sensitive than

corresponding electron exposure. An attractive side aspect of He+ exposure is that

physical sputtering is greatly reduced as compared to Ga+ exposure, so that mask

integrity is mostly guaranteed.

In this chapter, we focus on the lithographic results obtained with the sub-nm

He+ probe. For experimental methods and conditions, we refer to the original work

of Winston et al. [5] and Sidorkin et al. [6, 14].
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4.4.1 Sensitivity and Contrast

Figure 4.10 shows the normalized thickness of HSQ resist versus exposure dose of

30 keV He+ ions after development.1 For comparison, results for exposure with

100 keV electrons are included. To compare He+ and electron exposures at the same

particle energy of 30 keV, the dose of the 100 keV e-beam data is to be scaled down

by a factor of 100/30. This scaling factor was established previously from compar-

ative writing experiments at 100 and 30 keV, and proven to be consistent with

exposure results at different keV on PMMA [39]. The resulting dose D50 at 30 keV,

defined as the dose at which the developed structure has a thickness of 50% of the

original thickness, is then found to be 1.7� 0.1 mC/cm2 for He+ and 94� 2 mC/cm2

for electron exposure respectively. It reveals a sensitivity gain for He+ exposure by

a factor of 55. The contrast, defined from tangent at half-height according to

Thompson [40], is in both experiments the same within experimental error, i.e.

2.0 � 0.5 (electron) and 2.3 � 0.5 (He+).

Figure 4.11 shows He+ and electron 30 keV exposure results for PMMA with

average molecular weight of 950,000 (950k). The plotted electron exposure data are

from measured 100 keV values scaled down by a factor of 100/30. Both exposure

response curves of PMMA 950k show positive tone in the low-dose range and a

negative tone in the high-dose range, in agreement with literature [34, 41]. Note the

reduction of the layer thickness in negative tone by about a factor of 2 compared to

positive tone. Most probably the resist structure is highly densified by the high

exposure dose. In the dose range of 100–10,000 mC/cm2, a further decrease of the

resist height occurs. With initial layer thickness of 70 nm the decrease is about

10 nm, which cannot be accounted for by sputtering, as that would be estimated at

less than a nanometer [42]. Apparently, a further densification is going on in this

dose range. D50 values for He
+ exposure at 30 kV are 2.0 mC/cm2 in positive tone

and 68 mC/cm2 in negative tone. Corresponding D50 values for electron exposure

are 138 mC/cm2 (+ tone) and 7,890 mC/cm2 (� tone), respectively. The accuracy in

Fig. 4.10 Dose response

curves of HSQ resist for He+

and electron exposure at 30

and 100 keV, respectively

1More extensive results compared to [6, 14], submitted for publication.
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the observed D50 doses is about 2%. Altogether it shows a sensitivity gain for the

He+ exposure by a factor of about 69 (+tone) and 116 (�tone), respectively.

Contrast values range between 3.7 � 0.5 and 4.7 � 0.5 for both exposures and

beam types.

The sensitivity and contrast data of HSQ and PMMA are collected in Table 4.1.

The gain observed for PMMA (positive tone) is in agreement with enhancements

reported earlier [43, 44]. The gain observed for HSQ is a novel result.2 The

enhancements are ascribed to the higher exposure impact of secondary electrons

in combination with a higher energy deposit per unit of length (see Sect. 4.3). The

exposure mechanism of both HSQ and PMMA positive tone involves bond

scissions. In HSQ, it is the starting point for cross-linking; in PMMA, it yields

low-molecular weight products. In the exposure of HSQ, the scission of the Si-H

bond [45] is most important and possibly also Si-O bond rupture contributes [46].

For PMMA, the C-C bond scissions are most important. The slightly lower

enhancement in HSQ may point to reduced involvement of the scission of the

Fig. 4.11 Dose response

curves of PMMA for He+ and

electron exposures at 30 keV.

The electron dose data are

obtained from measured

100 keV data scaled down by

a factor of 100/30

Table 4.1 Sensitivitya and contrasta for HSQ and PMMA 950k for He+ and electron exposures at

30 keV

Resist HSQ PMMA-Pos. PMMA-Neg.

Beam e� He+ e� He+ e� He+

Sensitivity (mC/cm2) 94 1.7 138 2 7,891 68

Contrast 2 2.3 4.2 3.7 3.9 4.7

Enhancement – 55 – 69 – 116

aAccuracies: dose 2%, contrast �0.5

2 Enhancement in previous work [6] was based on erroneous ion current measurement.
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relatively strong Si-O bonds (~9 eV) under He+ exposure compared to the weaker

bonds of Si–H and C–C (4 eV). It fits to the SE energy spectrum from He+ exposure,

which contains a small energy component beyond the Si–O bond strength (see

Fig. 4.7).

The negative tone in PMMA at high exposure dose is ascribed to cross-linking.

The concentration of reactive molecular fragments from bond scissions is so high

that mutual coupling reactions are favored, and a molecular network is formed. So,

the negative tone includes (at least partly) so-called second order reactions, which

proceed according to quadratic dependence on the bond scission concentration.

This contrasts with molecular fragmentation (positive tone), which goes linear with

the concentration of the bond scission product. It explains the substantially higher

sensitivity gain for PMMA in the negative tone as compared to the positive tone.

The similar contrast values under He+ and electron exposures in all cases points to

more or less identical molecular weight distributions in the exposed area. Only the

negative tone PMMA product under He+ ion exposure seems to be shifted some-

what to a less soluble cross-linked state as manifested by the slightly higher contrast

value.

Figure 4.12 shows the sensitivity of PMMA 950k for the 10–30 keV He+ energy

range, both for the positive tone and negative tone (the former scaled up vertically

by factor 5 for better comparison in the graph). The continuous lines represent a fit

to a functional variation according to S�1, the reciprocal value of the electronic

stopping power S of He+ [47]. The results show unambiguously that the required

He+ exposure dose D50 is inversely proportional to the electronic stopping power of

He+, in agreement with the previous section and Ref. [43]. For He+ exposure in the

10–30 keV range, it implies sensitivity enhancement towards higher beam energy.

This is dissimilar to electron exposure where the stopping power as a function of the

electron energy in the 10–100 keV energy range shows a descending trend and thus

a higher dose is required for higher keV beam energy settings. See also Fig. 4.6

where it is shown by calculation that He+ and electron exposure at 30 keV are below

and beyond the energy of maximal SE yield, respectively. Once the D50 and

Fig. 4.12 Sensitivity of

PMMA under He+ exposure

vs. beam energy. The

continuous lines represent

functional variation

according to S�1 with S the

stopping power of the He+

ions. Dose in arbitrary units

because of uncalibrated

current measurement
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contrast values of a resist are known, one can start experiments to determine the

resolution under electron and helium ion beam exposure.

4.4.2 Resolution

Resist layer thickness is a crucial parameter in high-resolution lithography. To

illustrate its importance, SEM images of He+ exposed dot arrays at a pitch of 98 nm

in 5- and 55-nm-thick HSQ films are shown in Fig. 4.13. The average dot diameter is

6 � 1 and 14 � 1 nm, respectively. For both film thicknesses, the exposure dose

(100 ms dwell time at 1 pA beam current per pixel) and the development time (5 min)

were the same. Nevertheless, the dot size for the thicker layer is about twice as large as

for the thinner one. Two effects may contribute: forward scattering of the helium ions

(see Sect. 4.3) and SE exposure [48]. Based upon MC calculations, we know that SE

exposure at a given location in the thicker layer includes contributions from adjacent

areas. For the thinner layer, this proximity exposure is largely reduced. In layers

thinner than the escape depth, a fraction of SE’s may get lost in the vacuum or in the

substrate. A similar minimum dot size of 7.5 nm in 31 nm thick HSQ developed with

high-contrast ‘salty’ developer was reported by Winston [5].

The next step is a test of nanodot and nanoline structures in 5-nm-thick HSQ.

The results are shown in Figs. 4.14 (dots) and 4.15 (lines). The pitch in the dot

arrays are 48, 24 and 14 nm in Figs. 4.14a, b, and c, respectively. The insets are

SEM images at a higher magnification. The dose is for all dot arrays the same, i.e.

1 pA at a dwell time of 100 ms, implying 625 particles per dot. With a shot noise of

25 particles (4%) statistical variations are insignificant given the contrast curve in

Fig. 4.10.

The measured dot diameters are collected in Fig. 4.14d, showing a dot diameter

6 � 1 nm for all pitches. The pitches in the line arrays are 100, 50, 25 and 15 nm.

Fig. 4.13 SEM images of arrays of dots written in (a) 5 nm and (b) 55 nm thick HSQ layers at

98 nm pitch using scanning helium ion beam lithography. Field of view is 900 nm in SE mode at

20 keV. Average dot diameters: (a) 6 � 1 nm and (b) 14 � 1 nm [14]
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The area dose for all line features is 500 mC/cm2. The line width is 6� 1 nm. These

results are at least competitive with the best e-beam performances. To our knowl-

edge, the best results in e-beam exposure of HSQ are currently 6 nm lines on a pitch

of 20 nm, written at 100 keV [49] and 4.5 nm lines on a pitch of 9 nm, written at

30 keV [50]. The latter result was obtained with the high contrast ‘salty’ developer

of NaOH with 4% NaCl. Related work of He+ exposure of HSQ by Winston [5]

shows nested lines of 10 nm width on a pitch of 20 nm. The constant feature size at

the same dose for different pattern densities points to a very small proximity effect

in He+ ion beam lithography.

Figure 4.16 shows images of nanostructures written in 20 nm thick PMMA in

positive and negative tone using He+ exposure at 30 keV. The corresponding doses

are 250 mC/cm2 and 2,500 mC/cm2 respectively. The dose in the high-resolution

(HR) experiments differs largely from the large area exposures used in the contrast-

sensitivity experiments (Fig. 4.11). The reason is that in the HR experiments the

spot size is so small that any overlap from adjacent pixel exposure is excluded.

Throughout the pattern, the feature size is 15 � 1 nm both in single line and

crossed line segments. The constant feature size is an additional indication that

proximity effects from He+ exposures are low indeed.

Fig. 4.14 SEM images of arrays of dots written in a 5 nm thick HSQ layer using He+ exposure at

30 keV at pitches of (a) 48 nm, (b) 24 nm, and (c) 14 nm. Panel (d) shows the average dot size

versus pitch. The insets are SEM images at a higher magnification. The average dot size for all

pitches is 6 � 1 nm [6]

4 Helium Ion Lithography 109



4.4.3 Proximity Effects

The proximity effect, defined as the unintentional exposure of pixels adjacent to the

primarily exposed pixel, is a well-known phenomenon in EBL [39]. It is the direct

consequence of the scattering of the primary particle back from the substrate to the

Fig. 4.15 SEM images of arrays of lines written with He+ exposure at 30 kV in 5-nm-thick

HSQ at a pitch of (a) 100 nm, (b) 50 nm, (c) 25 nm and (d) 15 nm. Line width for all pitches is 6.5

� 1 nm [14]

Fig. 4.16 SEM images of grid patterns written in 20-nm-thick PMMA layer with different area

doses resulting in (a) positive and (b) negative exposure modes. Exposure dose: (a) 250 mC/cm2;

(b) 2.5 mC/cm2 [14]
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resist. The overall exposure f(r) at distance r from the primary exposure can be

described well as a superposition of two Gaussians

f ðrÞ ¼ A
1

a2
exp

r2

a2

� �
þ �

b2
exp

r2

b2

� �� �
;

where the first term describes the primary exposure and the second term refers to the

backscattered contribution. The quantities a and b represent the forward and

backscattering width respectively, � is the backscatter coefficient which is charac-

teristic for the material involved, and A is a constant. For electrons, the backscatter

range b depends on the material and follows an E1.7 dependence on the primary

electron energy E [51]. Typically, b ranges up to 33 mm in silicon at 100 keV

primary beam energy.

Experimental approaches to measure the backscattering include point exposures

over a large dose range [52] and so-called doughnut structures [53]. For helium ion

exposure, the backscattering has been studied by Winston et al. [5] using the point

exposure method. Their experimental result and analysis is shown in Fig. 4.17. The

measured forward and backscattering ranges are 4.1 and 14 nm, respectively, while

the backscatter coefficient � is found to be 0.15. The numerical outcome fits to the

expectations from the scattering behavior (Sect. 4.3). The beam broadening by

forward scattering approaches the calculated broadening of 2.5–3 nm at 30 nm

depth in silicon (Fig. 4.1, middle panel). The low backscattering is in agreement

with Ramachandra et al. [20].

4.4.4 Aluminum Oxide Resist

AFM plots of squares after exposure to He+ doses of 1 and 20 mC/cm2 and

subsequent development in MF351 for 10 min are shown in Figs. 4.18a, b,

Fig. 4.17 Lithographically

estimated point-spread

function (PSF) of focused He

ion beam exposure of 31 nm

thick HSQ resist layer (By

courtesy of Winston [5])
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respectively.3 Insets depict the surface profile. The locations 1, 2 and 3 refer to spots

of EDX analysis (not shown) which all point to aluminum oxide material but in

largely different intensities from spot to spot. In case of the 1 mC/cm2 dose the

pattern is a square shallow recess of ~10 nm deep. In contrast, there is a square

protrusion of approximately ~50 nm surrounded by an asymmetric shallow trench

in case of the 20 mC/cm2 dose. The AFM topography at 1 mC/cm2 and 20 mC/cm2

dose is far beyond the estimated 1.2 nm thickness that is removed by sputtering at

20 mC/cm2 [42]. Thus, at low dose a positive-tone effect shows up and at higher

dose a negative tone one. The trench area around the protrusion is attributed to

positive tone behavior by exposure from the tail of the defocused beam. A reliable

exposure-response curve to determine the contrast and sensitivity of Al2O3 could

not be made yet because of severe surface irregularities. The origin of the

irregularities is still unclear.

Fig. 4.18 AFM images of 25 � 25 mm He+ exposed squares in 70 nm thick aluminum oxide film

after development. Doses per surface area are indicated. The numbers 1, 2 and 3 in the AFM

images refer to EDX sampling location

3 Submitted for publication.
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Figure 4.19 presents SEM images of fine line structures in 5 nm thick ALD

grown Al2O3 obtained before (a) and after (b) development in MF351 for 5 min.

The exposure doses are 4 mC/cm2 (a) and 14 mC/cm2 (b). Corresponding AFM

profiles are shown in Fig. 4.19c and d. The measured line widths are 6.8� 1 nm and

5.1� 1 nm before and after development with feature heights of 0.75 � 0.2 nm and

3.55 � 0.3 nm respectively. After development, the resulting line height is almost

the original film thickness, i.e. negative tone resist behavior, as observed for the

larger areas.

In contrast to the positive and negative tone for He+ exposure in this work, Al2O3

behaves merely as a positive tone resist both under Ga+ ion [38] and electron

[36, 37] beam exposure. A hypothesis of the He+ exposure mechanism could be

that He+ ion impact at low dose creates structural defects, e.g. Frenkel pairs

(vacancy – interstitial atom), which results in an increased development speed. At

higher irradiation dose the number of defects may increase to the extent that they

interact with each other, combine and result in re-ordering of the material towards a

less soluble structure with negative tone display. According to Ohta et al. [38], the

solubility of RF-sputtered Al2O3 can be tuned from soluble to insoluble in 80�C
H3PO4 by enhancing the ion bombardment and increasing the deposition

temperature.

Fig. 4.19 SEM images (a, b) and AFM (c, d) scans of high-resolution structures obtained with

He+ ion beam exposure: (a) before and (b) after development, (c) and (d) are corresponding AFM
profiles. Exposure doses are 4 and 14 mC/cm2 in cases of before and after development. The

dashed lines in SEM images are locations of AFM measurement
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4.5 Conclusions and Outlook

Helium ion beam technology with the novel sub-nm ion probe has excellent

perspectives for high-resolution lithography at high densities in the sub-10 nm

regime. Single features down to 6 nm and arrays of features with 10 nm pitch in

HSQ resist are demonstrated. Key aspects of this approach is the negligible

backscattering of helium ions compared to electrons so that proximity effects are

small. Resist layer thickness should be limited to a few tens of nanometers to avoid

excessive broadening by forward scattering. The lateral extension of the exposure is

radially 2–3 nm, which is close to the theoretical limits. Additional lateral trimming

to even smaller feature size will require a more advanced development process, e.g.

the ‘salty’ development.

The sensitivity gain by 1–2orders of magnitude compared to e-beam lithography

is attributed to a combination of factors. The energy deposition per unit of length is

about 15 times larger as compared to electron beam exposure. He+ displays most

energy deposition in the first part of its trajectory, which enhances the sensitivity of

thin resist even more. The SE impact from He+ exposure is about a factor of 2–3

higher. Herein, the number of SE’s is about 20 times larger, however, with reduced

cross section for bond scission because of the lower energy range (0–10 eV). A

pixel dose of 625 particles per nano-dot of 6 nm is still high enough to keep shot

noise insignificant. Our explorative study of aluminum oxide as a novel hard-mask

resist under helium ion exposure is promising. Its sensitivity for helium ions is in

the 10 mC/cm2 range and features down to 5 nm have been realized.

Notwithstanding the high sensitivity of SHIBL as compared to EBL, the beam

current (10 pA) is seriously limiting the process speed in SHIBL. Major improve-

ment in beam current would require source operation at elevated pressure. Another

issue is the forward scattering which deteriorates resolution in resist layers beyond

20 nm thickness. It could be greatly suppressed by a larger keV setting. Other light

gases like hydrogen (H2) offer possibly some additional gain in sensitivity
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Nanoimprint Technologies 5
Christophe Peroz, Vincent Reboud, and Clivia M. Sotomayor Torres

Abstract

The advances in nanosciences, micro- and nanotechnology are driving the

research and development efforts to fabricate micro- and nano-structures with

a high precision in a wide variety of materials using novel lithography methods.

These emerging techniques, which include self-assembly, scanning probes,

micro-contact printing, and nanoimprint lithography (NIL), are intensively stud-

ied to, on the one hand, assess to what degree they meet the demands of ultrahigh

precision and high density of nanostructures posed by the semiconductor indus-

try and, on the other hand, to examine them with respect to cost-efficiency to

produce components for photonic, data storage, sensing and fluidic or biological

applications. This chapter focuses on recent advances in nanoimprint lithogra-

phy as it is perhaps among the most mature emerging nanofabrication methods.

Nanoimprint lithography technology faces some challenges to reach the

requirements of the semiconducting integrated circuits manufacturers in terms

of overlay accuracy, defectivity and throughput but it meets already some needs

of data storage, light extraction, fluidic and biological applications. Significant

efforts are currently being made to develop parallel printing on large area

and step and repeat techniques. In this chapter, we review the principles of
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nanoimprint lithography and its capability to scale-up the replication of

nanostructures by parallel printing, step and stamp and by step and flash, the

latter a technique that use UV curable resist. We identify current capabilities of

the different variations of nanoimprint lithography and provide examples of the

fabrication of three-dimensional structures and nanostructures in inorganic sol-

gel materials. Finally, an overview of the wide range of applications realized so

far by nanoimprint lithography is given.

5.1 Thermal Nanoimprint

Nanoimprint lithography (NIL) was first reported as a thermoplastic molding

technique named thermal NIL [1] and it is sometimes compared to hot embossing

lithography [2]. It was then demonstrated that NIL is an adequate, flexible and cost-

effective technique to structure thin polymer films showing resolution down to 5 nm

[3]. NIL was included into the semiconductor industry (ITRS) roadmap in 2003 as a

possible lithography technology for the 32 nm node then expected in 2010 and for

the 22 nm node expected in 2013. In the 2004 update of the ITRS roadmap, NIL

appears as a possible lithography technology for the 16 nm node [4]. The main

advantages of these imprint-based techniques, as will be discussed below, are their

potential to reach cost-efficient, high throughput and high resolution production of

nanostructures. Despite the enormous development of imprint-based techniques,

several challenges have yet to be addressed in order to meet industrial requirements.

Therefore, issues like throughput, multilevel capabilities, alignment, instrumenta-

tion and polymer stability matters have to be further explored.

5.1.1 General Principles

Thermal NIL is based on the deformation of a thin polymer film with a rigid stamp

(Fig. 5.1a). Thermal NIL uses a hard template (called mold/stamp) such as silicon,

to imprint a thermoplastic polymer which is heated to a temperature above the

polymer glass transition temperature (Tg) while applying a relatively high pressure.

After a specific time, which depends on the templates design and topography, the

polymer is cooled to a temperature below its Tg. Then stamp and substrate can be

separated. To minimize the adhesion between the imprinted resist and the mold a

fluorinated based material is deposited on the mold surface [5] to act as an anti-

adhesive agent. The thermal NIL process cycle is shown in Fig. 5.1b. The polymer

or resist material is heated to make it less viscous and then shaped by the applied

pressure so that it flows into the cavities of the stamp. When the cavities of the mold

are filled, the thermoplastic is cooled down below its Tg while the pressure is

sustained. After relieving the pressure, the stamp is carefully separated from the

imprinted substrate and can be reused for the next NIL cycle. The inherent residual
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resist layer can be removed by an anisotropic etching process allowing the use of

the imprinted thermoplastic as a masking layer for further processing steps.

5.1.2 Squeeze Flow of Thin Films and Problems of the NIL Process

The dependence of Young’s modulus with the temperature of polymers governs the

NIL process. For example, the Young’s Modulus of an amorphous polymer is shown

in Fig. 5.2a as a function of temperatures. When the glass transition temperature is

reached, large macromolecular segments are able to move individually, the modulus

Fig. 5.1 (a) Schematics of the NIL process, (b) schematics of a typical process sequence during

thermal NIL showing the applied pressure, the heating and cooling lines versus time. Typical

values of pressure lie in the range of 10–100 bar, the imprint temperature is usually around

30–70�C above Tg, while the embossing time ranges from minutes to 30 min
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drops by three to four orders of magnitude and the Van der Waals interaction and

entanglements of the chains are reduced. Thermal imprints are performed above the

Tg to allow changes in the conformation of the polymeric molecules. However, the

transition around the Tg is not thermodynamically well defined. The imprint temper-

ature is critical to shape permanently the polymer and to avoid internal relaxation and

reordering of the polymer chains. In the rubbery region, the modulus is rather low and

a small stress can give large elongation.

The glass transition temperature of polymer varies from bulk to thin films. For

example, it was shown that the glass transition temperature of thin polystyrene films

decreases with decreasing thickness [6, 7]. In addition, the surface tension is a

critical parameter to control the glass transition temperature of thin polymer films

[8]. The interactions of polymer films with the substrate surface influence the

viscoelastic and rheological properties of the film, which in turns influences the

glass transition temperature. It was reported that the Tg decreases with decreasing

thickness when the film is spin-coated on an aluminum substrate, whereas the

opposite phenomena is observed on a Si or SiO2 surface [9, 10]. Although the Tg

of polymers is sometimes not well defined, a simple model for the squeezed polymer

flow underneath the stamp protrusion can be used to predict the final height of the

imprinted polymer and the necessary embossing time. The model applies for rigid

stamps with constant filling factor. The stamp consists of N parallel and periodic

straight line protrusions of length L, widths si, and distances wi (Fig. 5.2b).

Before embossing the initial spin-coated polymer film has a thickness of ho and
the depth of the stamps protrusions is hpr. The initial height, ho, should be chosen so
that in the final thickness, hf, of the residual layer is that required for window

opening. From the above equation we derive ho:

ho ¼ hf þ hpr
L

PN
i¼1

wi, where L is the pitch of the grating defined by

L � PN
i¼1

si þ wið Þ.
By solving the Navier–Stokes equation with non-slip boundary condition at the

stamp and the substrate surfaces, and by applying the continuity equation with the

Fig. 5.2 (a) Thermal transitions of an amorphous polymer showing the Young’s modulus as a

function of temperature for an amorphous polymer, (b) schematic of flow process showing the

velocity distribution in a Newtonian flow
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assumption that the polymer melt is an incompressible Newtonian fluid, the film

thickness under the stamp protrusion, h(t), for a fully inserted stamp can be

determined when a constant imprint force F is applied [11]. The following expres-

sion is known as Stefan equation:

1

h2ðtÞ ¼
1

ho
2
þ 2F

�oLs
3
t:

Inserting the final thickness hf ¼ h(tf) in the previous equation, the imprinting

time can be estimated:

tf ¼ �os
2

2P
1
h2
f

� 1
h2o

� �
, where P is the pressure under each stamp protrusion P ¼ F

sL .

As a direct consequence of the Stefan equation, small protrusions will sink faster

than the larger one. In addition, the process times to imprint polymer thin films can

be reduced to a few seconds by increasing the initial layer thickness leading to a

thick residual layer which may be not suitable for some applications. A high

imprinting temperature will decrease dramatically the polymer viscosities

(Fig. 5.2a), and as consequence the imprinting time will be reduced as the stamp

cavities will be filled faster. A similar behaviour can be reached by optimizing the

viscosity of the resists used.

5.1.3 Stamp Bending and Homogeneity

Stamp bending has to be taken into account, resulting in an inhomogeneous residual

layer. Bending is always observed at the border of a grating with a large unstruc-

tured area. The prediction of the final hf residual layer thickness (RLT) over the
whole imprinted area is essential to allow a high fidelity pattern transfer into the

substrate. Based on the assumption that the resist is an incompressible viscous fluid,

the imprinting process can be generally described by the non-stationary

Navier–Stokes equations that in the primitive variables velocity–pressure ðV;PÞ
are written as follows:

Re
@V

@t
þ ðV � rÞV

� �
¼ �rPþ DV; r � V ¼ 0; V ¼ ðvx; vy; vzÞ;

where Re ¼ ðrV0L0Þ=� is the Reynolds number, V0 ¼ VðstampÞ is the stamp

velocity, L0 is the characteristic lateral size of the stamp, r and � are the density

and the dynamic viscosity of the resist, respectively. The equations above are given

for non-dimensional variables: lengths and velocity components are scaled by the

characteristic factors L0 and V0, respectively, and the pressure is scaled by

P0 ¼ ð�V0Þ=L0.
By a series of approximations, a coarse-grained method [12] and appropriate

boundary conditions, a method is derived for predicting velocity and pressure

relations suitable for large-scale (100 mm) wafer simulations. The approach makes
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it possible to analyze real 10 cm2 samples and to consider in a qualitative manner

elastic/inelastic stamp and substrate deformation. The test structure measures

2 � 2 mm2 and contains protrusions of varying width and coverage. The coarse

cell has a size in range of 1–50 mm. Figure 5.3a shows an image of the structure

through a microscope objective, acquired using a CDD and simulated isolines of

bending for a chirped grating imprinted into the mr-I 8030 resist from Microresist
Technology at a temperature of 190�C. Imprinted structures show inhomogeneities of

the RLT related to the non-uniform deformation of stamp. Vertical scratches

observed in the images have been used for the determination of RLT.

White isolines specify the calculated distribution of the stamp deformation

where the numbers denote the elastic displacement in nanometers. The depth of

the stamp cavities is 300 nm. The initial resist thickness is 340 nm. For the

modelling, the resist dynamic viscosity is taken to be 104 Pa s. The stamp velocity

is supposed to be 1 nm/s. Comparisons of the experimental profile of three cross-

sections taken with a profilometer and the bending profile calculated by the coarse

grained method are shown in Fig. 5.3b. These results indicate that the experimental

and simulated values of the RLT agree very well with a maximum difference

smaller than 10%. It shows that the coarse-grained simulation software can be

used for quantitative predictions of the residual resist thickness showing the poten-

tial of the software as an efficient tool for the optimization of stamp geometry.

5.1.4 Anti-adhesion Treatments of Stamps and Automatic
Demolding by Step-and-Stamp Process

In NIL, the stamp has to be coated with a self-assembled antisticking monolayer to

prevent the resin from adhering to the stamp during the demolding step. As the

Fig. 5.3 (a) Optical microscopy images of the test structure imprinted in the resist at 180�C [103].

Horizontal lines (blue, red, green) indicate zones of profilometer measurements of resist thickness,

(b) comparison of measured and simulated distributions of resist thickness for the test structure on

the zone defined by the blue, red, green lines
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majority of stamps used in NIL are silicon, surface treatments containing alkyltri-

chlorosilanes or perfluoro-alkyltrichlorosilanes are mostly used. Functionalization

of silicon surfaces using silane chemistry is a well-known process. A commonly

used molecule is tridecafluoro-(1,1,2,2)-tetrahydrooctyl-trichlorosilane (F13-TCS).

Chlorosilanes are known to react spontaneously with hydroxylated silicon or silicon

dioxide surfaces under elimination of hydrochloric acid. Since water reacts with

chlorosilanes and polymerizes them, it is important to perform the reaction in a

water-free environment [13]. It was shown that a surface composed of only –CF3

groups would have the lowest surface free energy of any system at 6.7 mJ/m2

[14, 15]. It has been shown that the surface energies of the self-assembled layer

of trichloro(3,3,3 trifluoropropyl) silane (FPTS) and trichloro(1H, 1H, 2H, 2H

perfluorooctyl) silane (FOTS) decrease with increasing annealing temperature and

immersion time for surface energies below 10 mJ/m2 [16].

Two main techniques are commonly used to pattern large areas: parallel imprint-

ing [17] as in Roll to Roll [18] and Step & Stamp lithography [19]. One key issue

for NIL is the demolding force when the stamp is separated vertically from the

embossed polymer. Damages on the structures can occur during this critical step.

The anti-adhesion treatment plays a key role for a good demolding. In addition, the

lifetime of the antisticking layer is crucial for a high throughput of NIL. The

NPS300 Step & Stamp apparatus from SET Inc. (Smart Equipment Technology)

can be used to optimize thermal imprint processes and to show the capability of

scaling up the number of imprints. Molecular bonding was used to attach a

1 � 1 cm2 quartz stamp on a 5 � 5 cm2 quartz glass to guarantee a good planarity

on the whole surface of the stamp. Figure 5.4a presents a schematic of the

imprinting process, for the stamp shown in cross-section in Fig. 5.4b.

During a conventional imprinting process, the polymer-coated substrate is heated

above the glass transition temperature of the polymer. When the glass transition

temperature is reached, force is applied to the stamp and it is pressed onto

the polymer surface. The stamp is kept in contact with the resist during a period

that allows the resist to flow under the stamp. The stamp is kept under pressure

during the cooling cycle until a temperature 10–40�C below the glass transition

temperature of the resist is reached. The stamp is released and stepped to the next

site to be patterned. The demolding temperature is a key parameter for the success of

the imprint and to extend the lifetime of the antisticking layer. To optimize the

demolding temperature, 300 nm of mr-I-PMMA was spin-coated onto the silicon

substrate. The Tg of mr-I-PMMA is about 105�C. An imprint temperature of around

170�C is required for conventional NIL apparatus where the substrate holder and the

piston are at the same temperature. In the case of the NPS 300, the substrate holder

has to be at a temperature below the Tg of the polymer to avoid melting the imprinted

structures after molding. A higher temperature of the arm holding the stamp is then

needed; a temperature of 25�C was chosen for the stamp and the substrate was kept

at 95�C. The stamp is heated with IR-radiation from a halogen lamp mounted in the

bonding arm, and the substrate is heated using a halogen lamp in the substrate

holder. The quality of the printed pattern depends on the levelling accuracy of the

arm with respect to the substrate holder. The levelling resolution of the bonding arm
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is 20 mrad which allows satisfactory levelling accuracy with the stamps used.

Figure 5.4c and d presents the force history at the moment of the demolding for

the first 20 imprints and the last 20 imprints on the 210 performed imprints. A force

of 35 kNwas applied during 180s when the stamp reached the temperature of 250�C.
The separation speed of the stamp with the substrate was taken equal to 20 mm/s with

a sampling rate of 100 samples/s. The demolding temperature was varied from 70�C
and 90�C. The demolding force can be deduced from discontinuities of the recorded

force (Fig. 5.4c).

These discontinuities are due to a sudden release of the stamp from the polymer

and can be identified as bumps in the force curve. The absence of a bump means

that the demolding force is too weak to be measured, and it is an indication that

demolding happens in a peeling motion (non-parallel separation) by bending the

substrate upwards and subsequently demolding from the borders to the centre

slowly. When an instantaneous parallel demolding process happens, one bump is

observed, this is the ideal case. The demolding force is calculating for 210 imprints

for four demolding temperatures (70, 80, 90, 100�C).
The demolding force as a function of four demolding temperatures is shown on

Fig. 5.5. The reported values are the average values on the 210 imprints. An

Fig. 5.4 (a) Schematic of Step & Stamp imprint process, (b) cross-section of the stamp, details of

the force curve (c) for the first 20 imprints and (d) the last 20 imprints on the 210 imprints with an

unstructured stamp (demolding temperature: 80�C)
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optimum imprint temperature is found at around 85�C. The demolding temperature

rises significantly above and below this optimum value. This phenomenon could be

explained by an increased friction due to the mismatch of thermal expansion

between polymer and silicon, the increased adhesion and friction when the polymer

become softer.

5.2 Ultra-Violet Assisted Nanoimprint Lithography

The other class of nanoimprint techniques consists of imprinting a liquid photo-

curable resist materials at room temperature and low pressure. The process is

commonly called Ultra-Violet assisted Nanoimprint Lithography (UV-NIL). UV-

NIL was first proposed by J. Haisma in 1996 [20] and its principle is illustrated in

Fig. 5.6. During the contact between structured mold and resist film, an external

light source is used to cross-link the resist. The filling of template cavities during

the imprinting step is mainly driven by capillarity forces and the imprint pressure

Pimp is typically below 100N. Over the last 10 years, the UV-NIL approach gained

several important advantages in terms of throughput and overlay [21, 22] and is in

the pre-production phase for various “conventional applications” such as hard disk

media [23]. The UV-NIL process is performed at ambient temperature and

eliminates the inherent thermal mismatch between mold and imprinted resist in

thermal NIL. UV-NIL is also less sensitive to pattern density variation. Key issues

limiting the emergence of UV-NIL for several applications are mainly quality

template fabrication with high-resolution features, the control of the RLT under-

neath the imprinted structures and defect counts related to the imprint process.

Fig. 5.5 Demolding force measured at different demolding temperatures (with the associated

force variance)
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5.2.1 Transparent Templates

The use of UV light source for cross-linking the NIL resist requires either a

transparent substrate or a transparent template. The most common approach is to

fabricate transparent nanostructured molds in hard or soft materials.

5.2.1.1 Hard Molds
Selection of hard-mold materials is driven by their compatibility with conventional

micro/nanofabrication processes, hardness, transparency and durability. The most

common choice of mold substrates is quartz (fused-silica). These substrates exhibit

a high transparency to UV wavelengths and their sub-100 nm patterning is well

established for conventional photomasks. As nanoimprint is a 1:1 replication

technique, it requires the fabrication of high-resolution molds based on hard

materials like quartz. The common and most mature route consists of patterning

quartz molds by electron beam lithography (EBL) and plasma etching. Numerous

efforts are underway to develop high-resolution etching of nanostructures into

inorganic films such as silica. Due to the poor etching selectivity of organic resist

materials vs. quartz, metallic masks of chromium or nickel are commonly used

[24]. These metal films also reduce charging effects during EBL exposure and

increase pattern resolution and fidelity. Molds with features sizes down to 20 nm

have been successfully reported and replicated by UV-NIL (see Fig. 5.7a) [25]. As

an alternative to EBL, the self-assembly of block copolymers [26, 27] has recently

been used to replace the lithography step in the fabrication of master molds

(Fig. 5.7b) [27]. The main challenges for this approach are to reduce defects

numbers and increase the pattern transfer to hard materials.

Another type of template consists of patterning directly a hard inorganic resist

material onto transparent substrates. Various EBL resists based on inorganic sol-gel

materials are currently in development and will be tested as hard masks for NIL by

resist manufacturers and laboratories [28]. Advantages of this approach include

simplification of the mold fabrication process and suppression of any etching steps

associated with the deterioration of pattern resolution and fidelity. Nanoimprint

templates with sub-10 nm sized features have been fabricated onto hydrogen

silsesquioxane (HSQ) resist and have been used for imprinting small areas [29]

(see Fig. 5.8). High-resolution molds need very thin EBL resist films, which

Fig. 5.6 Principle of ultra-violet assisted nanoimprint lithography (UV-NIL)
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decrease the latitude of the process and limit the ability to transfer patterns into

functional materials. The typical thickness range for HSQ molds is between 20 and

50 nm, limiting the transfer by lift-off to 5–10 nm metal films. Another solution to

increase the resolution and aspect ratio of pattern onto hard molds is to fabricate

molds into well-developed materials like silicon and imprint onto transparent

substrate, in this case the UV illumination is inverse and goes through the substrate.

5.2.1.2 Soft Templates
Hard molds have some drawbacks, such as high cost, poor conformal contact to

substrate and brittleness. One attractive alternative is to use elastomeric templates

replicated from hard master-molds. The inherent soft stamp material properties

largely reduce the risk of mechanical damage to the master template and thus

enhance its lifetime. Soft templates are replicated from hard master-molds by a

simple method (Fig. 5.9): a polymeric liquid solution is poured on the top of

nanostructured hard molds and after cross-linking of the polymer by annealing,

Fig. 5.7 (a) SEM picture of pattern into quartz template for SR-NIL, minimum features sizes are

around 20 nm from Ref. [25] (Courtesy of Molecular Imprints Inc.). (b) SEM cross-section view of

SiO2 mold fabricated by self-assembly of copolymers and dry etching, reproduced with permission

from Ref. [27]

Fig. 5.8 HSQ pattern as imprint mold on silicon substrate, reproduced with permission from

Ref. [29]: (a) SEM image of HSQ pattern, (b) SEM image of imprints into resist films on quartz

wafers with HSQ mold
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the template is peeled off. Polydimethylsiloxane (PDMS) is one of the most

common elastomers used as a soft template [30]. Multiple advantages of this

elastomer are its low Young modulus (300–900 kPa), allowing a conformal contact

over large areas, and its low surface energy (15–25 mJ/m2) for easy demolding after

imprinting. Soft templates are particularly suitable for full wafer imprint. The

resolution is limited by the softness of the template and aspect ratio of

nanostructures which can collapse if the material is too soft. Tool manufacturers

are currently developing tools and specific template materials for soft NIL, and

some applications like micro-lenses for CMOS image sensors are currently in

production. However, soft templates have generally poor imprint durability and

demolding properties. To overcome these disadvantages, hybrid bilayer templates

are developed by combining soft materials, for large area imprint conformity,

covered with hard nanostructured materials for localized higher stiffness and

improvement of the resolution. Several approaches have been tested such as bilayers

of soft/hard PDMS [31], PDMS/UV-cured resist [32] or polymer/SiO2 [33]. Sub-

15 nm features have been successfully imprinted with soft templates [34]. These

solutions seem to be very advantageous in terms of cost and pattern resolution.

5.2.1.3 UV-NIL Resist Materials
Development of UV-curable photoresists which are compatible with imprinting

processes is one of the keys for success of NIL technology. NIL tool makers and

resist manufacturers are currently developing new resist materials according to the

targeted applications. The properties of UV-NIL resist are as follows:

• Low viscosity for homogenous and fast filling of template’s cavities

• Small shrinkage after imprinting to ensure high pattern fidelity

• Fast UV-curing for high throughput

• High plasma etching selectivity for easy pattern transfer

• Small polymer molecules sizes for high-resolution patterning

• Low volatility in the atmosphere for easy alignment

Fig. 5.9 Process flow for fabrication of soft templates replicated from a master mold: (a) soft
PDMS template, (b) bilayer hard/soft PDMS stamp
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The requirements for NIL resists are often conflicting, and UV-curable resist are

usually created with balanced properties. Resist materials can be seen as a multi-

component polymer containing a photoacid generator (photoinitiator), various

monomers and some anti-adhesive materials. The photoinitiator is used for free-

radical polymerization [35] of the resist and determines curing energy and time

during the NIL process. The required curing energy is in the range of a few

hundreds of mJ/cm2 and curing time is dependent on the power of the UV-system.

The photoinitiator usually represents a few percents of the resist solution [36].

Acrylate and vinyl-ether monomers are the main components of the UV-NIL resist

[37, 38]. The radical photocuring systems based on acrylate monomers with silicon

components are used for their fast radical polymerization and high etching resis-

tance to oxygen plasma [39]. Vinyl-ether derivative monomers are also associated

with a decrease in the viscosity of the resist [40] and reducing the shrinkage caused

by the photo-polymerization of the acrylic monomers. A balance between low and

high molecular weight polymers limits the shrinkage of imprinted patterns to values

as low as 3% [41]. The viscosity of the resist is usually kept below 50 mPa s to

maintain good imprint uniformity and obtain an ultra-thin residual layer underneath

the pattern. The polymer molecule’s size for resists is commonly in the range of

1–2 nm and does not pose a problem for NIL resolution with templates with sub-

10 nm patterns. Fluorine-based additive components or other antisticking molecules

can be added to the resist to decrease the adhesion force during demolding [42].

The anti-adhesion additives migrate to the surface of the resist, i.e., to the interface

with the mold, to decrease the surface energy of the resist and enhance the easiness

of demolding.

5.2.2 Full-Wafer Scale Imprinting Process

The simplest technique for UV-NIL is to imprint a full wafer at low pressure in one

single step. Soft stamps are preferred because they can conform to large area

substrates and non-flat surfaces. The volume and displacement of resist are impor-

tant and limit the resolution and the number of defects of the imprint process. This

approach is suitable for small area patterning and applications, which have high

tolerance to defects like most of the photonic applications [43]. One of the main

constrains is the control of the quality of the imprint and the homogeneity of the

RLT over large areas. The fabrication of high-resolution large-area templates is

also problematic and expensive. To overcome these problems, templates are

fabricated by multiple imprinting of smaller master-molds by Step and Repeat

nanoimprint. This solution has attracted increasing interest over recent years.

5.2.3 Step and Repeat Nanoimprint Lithography

By analogy with an optical lithography stepper, successive imprints can be repeated

in order to pattern a large area: this is the step and repeat imprint (SR-NIL) process.
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The general principle of SR-NIL is depicted in Fig. 5.10. SR-NIL offers a solution

to imprinting large areas with high resolution patterning by limiting the resist

displacement during the imprint step and thereby reducing the number of defects.

The fabrication of molds is also reduced to smaller sizes, which simplifies the

process and reduces the cost. There are two main types of SR-NIL process

depending on the dispensing method of the NIL resist.

The most popular solution is to dispense droplets of very low viscosity resist,

typically � < 5 mPa s, on a predetermined die and to imprint the resist at low

pressure and at room temperature. The method was developed first in the group of

Willson [44] and is commonly called “step and flash imprint lithography” (S-FIL).

In this technique, an array of droplets of photopolymerizable organosilicon resist

(Fig. 5.11a) is imprinted with a small quartz mold by capillary action [45]. NIL

resist materials are dispensed as droplets onto a transfer layer film, which plays the

Fig. 5.10 Schematics of step and repeat nanoimprint lithography

Fig. 5.11 (a) Optical images of a resist droplet patterns before imprinting. (b) Quartz template with

nanostructures on the stage of an S-FIL tool (Pictures are by courtesy of Molecular Imprints Inc.)
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role of adhesion layer to improve the adhesion of the NIL resist and, at the same

time, is used as a hard etching mask for further transfer. Numerous companies

have developed S-FIL tools for up to 300 mm wafer processing (Figs. 5.11b, 5.12).

The S-FIL process is well established now for silicon wafers and it mainly meets the

requirements for the 22 nm node in the semiconductor industry, especially in terms

of resolution [46]. The number of defects and the throughput, which are closely

related, are primary obstacles for the emergence of SFIL in the semiconductor

industry. The current lowest defectivity is larger than 100 defects/cm2 for 32 nm

half-pitch devices, whereas the requirement is 0.1 defects/cm2 for conventional

lithography [47]. Another issue is the pattern transfer from the resist into a func-

tional layer. The S-FIL tool developed by Molecular Imprints has demonstrated

resist patterning of isolated lines down to 11 nm over an 8 in. wafer, but the pattern

transfer from resist to another material is limited to 28 nm half-pitch gratings at the

time of writing [48]. The gap between the minimum feature sizes which can be

imprinted and what can be really transferred into functional materials is governed

by the value and homogeneity of the RLT.

The second strategy consists of spin-coating the NIL resist on the full wafer

before loading and imprinting [22, 49–52]. The main difference with S-FIL is the

requirements of the resist properties. A specific trade-off between resist, mold, tool

and imprint conditions needs to be found. The resist should have a high enough

viscosity to stay stable on the substrate after spin-coating and before imprinting, but

it has to be low enough to fill up efficiently and quickly the nanometer cavities of

the mold. UV-NIL resist is typically required with dynamic viscosity around

30 mPa s. Stability and wettability of the resist before the imprinting is also crucial.

The thickness of the spin coated resist film is pre-determined to minimize the RLT

value, and the film plays the role of a cushion layer. Recently, a study has shown

Fig. 5.12 Two hundred

millimeter wafer imprinted by

SR-NIL with EVG 770 Gen II

NIL Stepper, courtesy of the

EVG Group. Imprints are

performed with soft templates

(By courtesy of G. Kreindl,

EV-Group)
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some advantages of this approach for imprinting with ultra-thin RLT (Fig. 5.13)

which can be suitable for the fabrication of optical nano-devices [52].

5.3 Alternative Ways

A multitude of variations of thermal and UV imprint process are developed. Two

alternative ways are briefly reported below.

5.3.1 NIL by Reverse Printing

Three-dimensional micro/nanostructures are of particular interest to fabricate,

amongst others, photonic devices [53], biosensors [54], nanofluidic devices [55]

or nano-electromechanical systems (NEMS) [56]. In the microelectronic industry,

direct 3D patterning can reduce the number of alignment steps during the fabrica-

tion of, for example, T-gate transistors [57]. Several intrinsic three-dimensional

lithography techniques exist, each of them having their own advantages and

disadvantages. Lithography techniques which could be used to fabricate 3D

structures can be classified in two categories, which we name conventional and

non-conventional techniques. High resolution electron beam lithography [58] and

focused ion beam lithography [59, 60] have been used for sub 100 nm patterning of

3D structures. The main drawback of these processes is the low throughput, low

exposure depth and the limited exposure area. On the other hand, x-ray lithography

[61, 62] has been used to imprint 3D structures on a larger surface with a high

aspect ratio and high throughput but this process is quite complex and expensive.

High aspect ratio and arbitrary shape features [63, 64] have been achieved with two-

photon polymerization techniques, but the process complexity and low throughput

are the main disadvantages. To fabricate complex structures with a higher

Fig. 5.13 Imprinted patterns by step and repeat on pre-spin coated resist film [43]. (a) SEM top

view of variable pitch gratings from 40 to 200 nm, (b) SEM cross-section image of a grating with

sub 5 nm RLT

132 C. Peroz et al.



throughput, other methods that involve a combination of several techniques have

been recently investigated. The combination of two-photon lithography and a phase

mask has been used to realize 3D photonic crystal structures [65]. Simultaneously,

the combination of nanoimprint lithography with x-ray lithography or wet etching

processes [66, 67] produces complex shape structures with particular applications,

for example structures suitable for diffractive optics. The RUVNIL technique [68]

is based on the combination of reversal nanoimprint, which by nature has the ability

to construct 3D nanostructures [69]. This new technique has three main advantages.

First, the stamp does not have to be treated with an anti-adhesive layer. Second, no

residual layer remains after imprinting and third, 3D device-like structures can be

obtained using the same polymer for each layer by repeating the procedure.

Potentially, this method could be used to build up structures with several layers

suitable, for example, to fabricate 3D photonic crystals with deterministic defects,

diffractive optical elements as well as embedded nanochannels devices for bio

applications.

There are at least two possible modes of transferring polymer layers on pre-

patterned or flat surfaces as shown in Fig. 5.14a and b. These modes are named

selective and non-selective pattern transfer modes, depending on the existence or

Stamp preparation Imprint steps

RUVNIL on Si
substrateHybrid mold

Spin-coat LOR

Spin-coat mr-NIL 600
First apply UV light
for few sec, and then
apply pressure

Heat to T > Tg

Develop and dissolve
unexposed areas

1

2

3

4

5

6

7

Stamp preparation Imprint steps

Non-selective
RUVNIL of pre-
patterned sample

Pyrex substrate

Spin-coat LOR

Spin-coat mr-NIL 6000

1

2

3

4

5

6

7

8

Heat to T > Tg
apply UV light
for few sec, and
then pressure

Develop and separate

a b

c d

Fig. 5.14 (a) Schematics of selective RUVNIL transfer, the stamp preparation steps (1–3) and

Imprint steps of RUVNIL technique (4–7), (b) SEM images of a stack of three layers (the imprint

parameters are 90�C imprinting temperature, 3 s UV light exposure time, and a pressure of

20 bars), (c) schematic of the non-selective RUVNIL transfer, (d) cross-section SEM image of

embedded nano channels surrounded by the same UV crosslinkable polymer mr-NIL 6000
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not of a residual layer in the final imprinted structures [70]. On Fig. 5.14a, a

polymer layer is spin-coated on a hybrid stamp with incorporated metal protrusions

(selective pattern transfer mode), while on Fig. 5.14b, the hybrid stamp, with no

metal protrusions, includes a pre-patterned polymer configuration (non-selective

pattern transfer mode).

The RUVNIL lithography illustrated in Fig. 5.14a has several steps. First, a thin

film of resist, such as a Lift Of Resist (LOR) is spin coated on the hybrid stamp (2).

This sacrificial polymer layer is used as an adherence promoter, a planarization

layer and to protect the stamp from contamination by the photocuring resist. Then, a

film of a UV crosslinkable polymer (mr-NIL 6000 from micro resist technology) is

spin coated on the first layer (3). The polymer bilayer is reverse imprinted onto a flat

or pre-patterned surface (4). Stamp and substrate are then heated to a temperature

above the Tg of mr-NIL 6000 (5) and exposed to UV light. Stamp and substrate are

separated just after a post-baking step (6) ensuring a very good adhesion between

the polymer and the underlying substrate. Finally, unexposed polymer areas as well

as the sacrificial layer are removed leaving behind the negative features of the

original stamp (7). The oxygen plasma etching step, usually necessary in standard

NIL, is redundant in this process. By repeating the same procedure over

prepatterned polymer surfaces, the successive layers adhere to each other by

applying pressure and temperature. In this way, three dimensional bridged (or

suspended) polymer structures can be realized.

Using the selective transfer mode, we are able to selectively transfer features on

flat or pre-patterned substrate without a residual layer. Therefore, a three layer

woodpile-like structure was obtained as shown on Fig. 5.14c which could be used

either as diffractive optic elements or as photonic crystal configurations [71]. By

using the non-selective transfer mode, the fabrication of enclosed nanochannels was

demonstrated (Fig. 5.14d), which could be used in bio-applications where the

nanochannels are made of the same materials.

5.3.2 Imprinting of Inorganic Sol-Gel Materials

The direct imprinting of inorganic sol-gel films is very promising for numerous

applications where the imprinted layer will be used as an active film. Sol-gel

chemistry allows preparation of a variety of materials with easy tunability of their

properties. The imprinting of sol-gel materials uses thermal activation. A liquid sol

solution is imprinted and heated in contact with the NIL mold. The thermal energy

is used to condense (cross-link) the sol, which becomes a gel and then a solid film

depending on the total thermal energy. The demolding is usually performed at

ambient temperature [72]. Under appropriate annealing these materials can provide

a completely inorganic and highly resistant coating. Annealing conditions also

allow tuning mechanical, optical, electrical properties of imprinted films. Few

preliminary works treating this topic reported the process to be a time consuming

and complex procedure, requiring high pressures and temperatures and plasma

treatment [73–78]. For example Marzolin et al. reported in Ref. [74] on 60 h
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pre-drying of the coatings and 12 h printing time at 20�C while Rizzo et al. [78]

used 2 days imprinting at 80�C. Recently, it has been demonstrated that sol-gel

films present original thermo-rheological properties which can be used for fast and

low cost imprinting of inorganic sol-gel films [72–79]. Some sol-gels films present

a material-related condensation threshold. Below the threshold, a fluid state of the

material is obtained upon heating, which allows low pressure imprinting. By

adjusting the condensation during and/or at the end of the imprint step, it is possible

to perform multiple imprinting and even to tune the mechanical properties of the

materials. This is illustrated by the variety of patterns that can be obtained from

simple gratings, ranging from amplitude-modulated lines to dot patterns (Fig. 5.15).

This approach opens a route for creating 3-dimensional nanostructures.

5.4 Applications

Currently, NIL offers as many applications as other lithography techniques thanks

to its potential capability of cost-efficient large-scale patterning, high resolution and

high throughput to realize nanostructures. The imprinted polymers can act as an

z = 210nm
z = 190nm

z = 200nm

y = 5µm

y = 10µm

x = 5µm

y = 10µm
x = 10µm

z = 210nm

x = 10µm y = 5µm

x = 5µm

a b

c d

Fig. 5.15 AFM images of nanostructures obtained by double imprint on silica sol-gel film [79],

with different imprint time t1 at a constant temperature of T1 ¼ 110�C: the relative condensation
tSiOH at the end of the first imprint is (a) 0.30, (b) 0.32, (c) 0.33 and (d) 0.37. The stamp is a line

grating. It has been rotated by 90� between step 1 and step 2
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etching mask for further conventional nanofabrication steps (category (1)), or can

be used as-printed thanks to the functionality of the thin film itself (category (2)).

For standard NIL techniques, the thin residual layer has to be etched before

transferring the nanostructures onto the substrate. This alternative fabrication method

of nanoimprinted mask transfer, compared to next-generation optical lithography

technologies as deep ultraviolet or extreme ultraviolet lithography, has been used

to fabricate surface-acoustic-wave generators and filters for mobile phones [80],

patterned media for hard-disk [81], and sub-wavelength polarizers for displays [82].

Nanoimprinted polymer structures as end products by direct NIL have been used

to realize plastics electronics, light emitting OLEDS, templates for self-assembly,

polymer stamps, bio-technology like tissue engineering, lab-on-a-chip or cells

study, three-dimensional polymer surfaces and optical components. In recent

years, the potentials to produce polymer waveguide-type wavelength filters based

on a Bragg grating [83, 84], waveguides [85], microring resonator [86], Mach-

Zehnder interferometers [87], lasers [88, 89], plasmonic components [90], and

photonic crystals [91, 92] all by NIL, has been demonstrated. NIL is limited by

the roughness of the fabricated stamps which can be reduced by a controlled reflow

of the polymer [93].

Printable polymers can be doped or functionalized and be directly patterned by

NIL [94]. Active polymers can be directly patterned by NIL to realize organic light-

emitting devices [95, 96] and conductive organic polymers towards cost-efficient

organics electronics [97]. For example, a series of PhCs were directly fabricated in

a printable polymer loaded with dye-emitting molecules and showed lasing oscilla-

tion at different photonic band-edge frequencies with a minimum threshold of 3 mJ/
mm2 [98]. Semiconducting nanocrystals can also be incorporated in the polymer

matrix and be imprinted with photonics crystals geometries with no degradation of

the photoluminescence intensity of NC’s after patterning by NIL. In fact, an

enhancement factor equal to 2.4 at room temperature for the lattice constant of

580 nm [99] has been achieved. This enhancement shows the potential of using NIL

to realize high-efficiency LED’s with polymers. To further enhance light extraction,

the spontaneous recombination rate of the emitters can be increased by coupling the

exciton to surface plasmons [100, 101]. This kind of coupling can be achieved by

mixing dye and gold nanoparticles in printable polymers [102].

Conclusions

Nanoimprint technologies are collectively one of the most promising

alternatives to conventional lithography techniques for fabricating nanopatterns

in various applications. NIL has decisive advantages in terms of resolution and

versatility to pattern functional materials like conductive polymers or inorganic

sol-gel films. NIL techniques are already used for producing commercial micro-

lenses and are being intensively developed for the next generation of hard-disks

or for flexible electronics, but the demonstration of their commercial cost-

efficiency is still missing. NIL opens also a unique route for 3-dimensional

nanopatterning and developing new applications.
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Part III

Deposition at the Nanoscale



Atomic Layer Deposition
for Nanotechnology 6
A. Foroughi-Abari and K. Cadien

Abstract

Atomic layer deposition (ALD) is a thin film chemical vapor deposition tech-

nology that is uniquely able to deliver extremely conformal, pin hole free,

nanometer thick films. It is finding a large number of applications in nanotech-

nology such as display technology, integrated circuit (IC) fabrication, solar cells

and catalysis. In this chapter we will discuss the background behind ALD, its

fundamentals, and some of the nanotechnology applications, deposition in

nanotubes, deposition of nanoparticles, and deposition of nanometer thick films.

6.1 Background

ALD is a deposition technique in which the reactant gases (precursors) of two

sequential reactions are pulsed into the reaction chamber alternately. After each

cycle, one atomic layer is formed on the surface of the substrate. ALD cycles can be

repeated as many times as desired to grow a given thickness of the film material.

ALD is considered to be an ideal deposition technique for production of ultra-thin

films especially when the geometry is complex.

There is a controversy over the origin of ALD. Some have given the credit to

Russian scientists led by Professor Aleskovskii working on a process to grow TiO2

and GeO2 and other oxides during 1960s [1]. The concept of the ALD process was

first proposed by Professor Aleskovskii in his PhD thesis published in 1952. Initial

experiments were done on high surface area silica, but later single crystal substrates

were also used. The results were first published by Kol’tsov and co-workers
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between 1965 and 1967 under the name of “Molecular Layering”. The experiments

were conducted under supervision of Professor Aleskovskii.

The more commonly referenced origin of ALD is the work done in Finland by

Tuomo Suntola and co-workers in 1970s. They named their technique “Atomic

Layer Epitaxy” or ALE, and filed a patent in which they demonstrated the employ-

ment of alternating element reactants Zn and S to form layers of ZnS. The same

technique was used for deposition of SnO2 from Sn/O and GaP from Ga/P. Suntola

and co-workers later showed that the same process could use compounds as

reactants instead of elements: a TaCl5/H2O process to form Ta2O5 and a AlCl3/

H2O process to form Al2O3. The first commercial application of ALD was in

production of thin film electroluminescent displays which was first used in the

large-area display that operated in the Helsinki airport from 1983 to 1998 [2]. The

name ALE was later changed to ALD in the early 1990s, and it is currently the most

common name for the technique [1].

There are numerous application areas for ALD such as nanoelectronics, micro

electro mechanical systems (MEMS), optical coatings and catalysts. Nano-

electronics is one of the major current application areas for ALD. Further shrinkage

of modern transistors requires replacement of silicon dioxide (or nitrided silicon

dioxide) by high-k dielectric materials such as hafnium oxide or aluminum oxide

due to electron tunneling through the gate oxide layer. As the thickness of the oxide

layer decreases, current leakage increases which leads to lower device performance

and high power consumption. Deposition of these high-k dielectric materials is

possible using ALD [3, 4].

6.1.1 ALD Fundamentals

The basic steps in an ALD cycle are illustrated in Fig. 6.1. The first precursor is

introduced into the chamber and is chemically adsorbed on the surface of the

substrate until the surface is saturated (Fig. 6.1a). Once the surface becomes

saturated, no further precursor molecule is adsorbed. The carrier gas (typically N2

or Ar) sweeps away the excess gases out of the chamber (Fig. 6.1b). The second

precursor is pulsed into the chamber and reacts with the adsorbed species on the

surface until the surface becomes saturated (Fig. 6.1c). Excess precursors and by-

products are again removed by pumping and carrier gas purging (Fig. 6.1d). At the

end of these four steps, one monolayer of the desired material is deposited on the

substrate. By repeating step a to d numerous times, a film with a specified thickness

can be deposited [5].

Each cycle may take times from 0.5 to a few seconds and a film with thickness of

0.01–0.3 nm may be deposited [6]. The growth rate depends on the size of the

precursor molecules and also the number of available adsorption sites on the

surface. In the case of large precursor molecules, due to steric hindrance between

molecules, a lower growth rate has been observed [6].

Deposition of aluminum oxide using trimethylaluminum (TMA) and H2O is a

classic ALD process, in which the following half-reactions occur:
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Al� OH� þ Al(CH3Þ3 ! Al� O� Al� CH3
� þ CH4 (6.1)

Al� CH3
� þ H2O ! Al� OH� þ CH4 (6.2)

where the asterisks denote the surface species [7, 8].

ALD is a self-limiting process which means that once a monolayer is formed on

the surface, no more atoms can adsorb on the surface. In other words, as available

sites for precursor adsorption are saturated, the process limits itself and does not

proceed until the next precursor is introduced. This unique feature makes ALD an

ideal method for depositing uniform and conformal films on complex structures.

6.1.1.1 Plasma ALD
Plasma ALD was developed to enable the deposition of metals and the low

temperature deposition of oxides and nitrides. In plasma ALD, the metal molecule

pulse is thermal ALD while a remote plasma is used for the other precursor with

gases such as argon, oxygen, hydrogen, or nitrogen. For example, for plasma ALD

of alumina, TMA is used for the metal precursor and plasma oxygen is used for

atomic oxygen. A schematic diagram of an ALD plasma reactor is shown in

Fig. 6.2.

ALD reactions, such as TMA with water, have been modeled and shown to have

intermediate metastable states separated by activation barriers. These barriers must

be overcome for the reaction to proceed. In thermal ALD, the required thermal

energy comes from the heating of the substrate. In plasma ALD, the energy is

provided by both the thermal energy as well as remote plasma energy. The plasma

Fig. 6.1 Schematic of ALD cycle: (a) the precursor A is introduced until the surface is saturated;

(b) unadsorbed reactants are purged; (c) the precursor B is introduced and reacts with adsorbed

molecules from the precursor A; (d) excess reactants and byproducts are purged

6 Atomic Layer Deposition for Nanotechnology 145



is used for gas dissociation to produce highly reactive atomic radicals. These

radicals, once they reach the surface, accelerate the reactions and allow them to

take place at much lower temperatures. When plasma ALD is used, the reaction

rates at the surface increase, fragmentation of precursor molecules increases, and

the product molecules are more easily removed by bombardment. The deposition

rate depends on the separation between the plasma source and the substrate, the

plasma pulse duration, pressure, and plasma power [9].

A well-studied example of usage of plasma is for the deposition of aluminum

oxide using TMA and plasma oxygen. The difference with the thermal ALD is that

instead of water, oxygen plasma is used as the source of oxygen. With the help of

plasma, room-temperature deposition on thermally fragile, heat sensitive polymeric

materials has been successfully carried out without destroying them [10, 11].

Another benefit of plasma ALD compared to thermal is that cycles times are

much shorter during plasma ALD which results in faster depositions and higher

throughput. Figure 6.3 shows the difference in growth rate between the thermal and

plasma ALD of aluminum oxide. The plasma ALD of aluminum oxide is clearly

faster than the thermal ALD. One of the factors that significantly limits the speed of

the thermal ALD process is the time required to completely purge the water after

each pulse due to its polar nature. This poses special challenges at low deposition

temperatures. If the water remains at the surface due to improper purging, the films

may contain high amounts of hydrogen and possibly other impurities. Therefore,

the thermal ALD of aluminum oxide at deposition temperatures of 373 K and less is

impractical [11]. This is where the plasma presents its advantage by enabling us to

lower the process temperature down to room temperature and yet maintain accept-

able quality.

Fig. 6.2 Schematic diagram

of a plasma ALD reactor
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6.1.1.2 ALD Precursors
The choice of proper precursor is an important consideration in the design of an

ALD process. The precursors must have sufficient thermal stability to remain in the

gas phase before reaching the substrate and yet be reactive enough to chemisorb on

the substrate. Decomposition of the precursor before reaching the substrate is

detrimental to the self-limiting growth mechanism. The precursor must also have

enough vapor pressure when heated to be transferred into the reaction chamber

either as a pure gas or as a vapor mixed with a carrier gas. Byproducts produced in

the reaction chamber, should not be reactive to prevent process defect generation

and excessive film accumulation [5]. Precursors may be solid, liquid or gases and

this affects the type of delivery system used.

Trimethylaluminum (TMA) and water are examples of ideal ALD precursors.

Once TMA molecules are exposed to hydroxyl groups (OH) on the surface (water

absorption on a surface leads to OH formation), methane is formed and aluminum

atoms with one or two methyl groups are bonded to the surface. After removing the

excess TMA, water vapor is added to the system and the methyl groups, attached to

the aluminum atoms, are replaced by hydroxyl groups. These OH groups make the

surface reactive toward TMA and therefore this cycle can be repeated [12], as

shown in Fig. 6.4. In panel 1, the water attaches to the substrate surface creating an

OH group and this is followed by a purge step in which water vapor is removed.

TMA then is reacted with the OH group and methane forms as a byproduct. Excess

TMA and the byproducts are then purged. The process is then repeated in panels 3

and 4 to build up the alumina layer.

Precursors of hafnium are very important since ALD hafnium dioxide is used by

the semiconductor industry as a high k gate oxide. Precursors for hafnium are

typically hafnium amides, tetrakis(dimethylamino)hafnium (Hf(NMe2)4) and

tetrakis(ethylmethylamino)hafnium (Hf(NEtMe)4) [13, 14], and precursors based on

much larger molecules such as, bis(methylcyclopentadienyl)dimethylhafnium-(IV)

Fig. 6.3 Comparison

between growth per cycle for

thermal and plasma ALD of

aluminum oxide at 373 K.

Data from in-situ

ellipsometry during film

growth
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(HfD-02) and bis(methylcyclopentadienyl)methoxymethylhafnium (IV) (HfD-04)

[15]. This suite of four precursors have a wide range of vapor pressures as shown in

Fig. 6.5. If a precursor pressure of 0.25 Torr is required, the (Hf(NMe2)4) source

would be set at 310.1 K, the Hf(NEtMe)4 at 341.6 K, the HfD-02 at 357.9 K, and the

HfD-04 at 361.4 K. This wide range of vapor pressure permits a wide range of ALD

deposition temperatures and rates as shown in Fig. 6.6. The optimum ALD deposi-

tion temperature range for the four precursors is summarized in Table 6.1.

Precursors are sold by weight, typically in 25 g quantities. Since the precursors

are typically organometallic compounds with large molecules, the actual metal

content can be 50% or less. Some expensive precursors, such as tetrakis

(dimethylamino)hafnium, are sold in 10 g ampoules. This precursor contains

50.3% Hf, so a 10 g ampoule has 5 g of hafnium. Precursors also have a shelf

life, even at room temperature, and a much shorter life when kept at the ALD

temperature. For example, for the four hafnium precursors discussed earlier,

thermogravimetric analysis (TGA), shown in Fig. 6.7, indicates that (Hf(NMe2)4)

and (Hf(NEtMe)4) start to breakdown at 336 and 374 K, within the range of typical

precursor temperatures.

Fig. 6.4 Schematic diagram of the ALD of trimethylaluminum and water
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Fig. 6.5 Vapor pressure data for Hf sources from SAFC Hitech [15]

Fig. 6.6 Growth rate as a function of temperature for the four Hf precursors from SAFC

Hitech [15]
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6.1.1.3 Advantages and Limitations
ALD has some important advantages compared with other deposition techniques

especially in the case of ultra-thin films and where the geometry is also complex.

Conformality is perhaps the most advantageous property of ALD which allows for

deposition of thin films in very complex topographic structures and high aspect-

ratio features [16, 17]. The self-limiting growth also enables large area uniformity,

reproducibility and excellent adhesion. Unlike CVD, the process temperature can

be relatively low (less than 400�C) and since there is no gas phase nucleation,

defects are much lower. This makes ALD very attractive to the high tech industry

[18]. Accurate thickness control is another interesting advantage of ALD which

makes it superior to other techniques. The thickness is simply and yet accurately

controlled by the number of cycles used. This feature is essential in deposition of

ultra-thin layers where the material properties strongly depend on the thickness.

ALD is also capable of depositing multilayer structures with relatively abrupt

transitions since films are formed layer by layer. This unique feature is essential

in production of nano-laminates.

Table 6.1 Optimum ALD

deposition temperatures for

Hf precursors [13–15]

Hf precursor ALD deposition temperature range, Ka

(Hf(NMe2)4) ~473–613

Hf(NEtMe)4 ~323–548

HfD-02 ~583–773

HfD-04 ~573–773

aStable growth rate (�0.01 nm/cycle)

Fig. 6.7 TGA data for

hafnium precursors [15]
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Although many materials have been deposited successfully using ALD, still

there is an increasing demand for deposition of new materials and therefore new

suitable precursors have to be developed. Slow deposition rate is also considered to

be a limitation for ALD [19]. Selectivity is also an issue in ALD since precursors

once entered into the chamber, tend to cover almost every existing surface.

6.2 Nanotechnology Applications

6.2.1 ALD Deposition in High Aspect Ratio Features

As mentioned earlier, ALD is exceptionally conformal, and an indicator of this is

the ability of ALD to coat the inside of nanopores with aspect ratios (pore length

divided by pore diameter) of more than 1000. Several researchers have explored the

fabrication of nanoporous anodized alumina [20, see also Chap. 14] and there are

several papers on the use of ALD to line the interior of the pores [21–25]. This

allows the creation of a nanoporous structure from any material that can be

deposited by ALD. However, research has shown that anodic aluminum oxide

membranes are contaminated with dehydrated aluminum oxalate (from the anodi-

zation process) [26]. The oxalate can only be removed by a high temperature

anneal, or it can be encapsulated with a 15 nm alumina ALD layer as shown in

Fig. 6.8a, b.

A detailed study of pore coating of aspect ratios of up 5000:1 was published in

2003 [22]. In this study, the thermal ALD of ZnO, from dimethylzinc(DMZ) and

water, was used to coat different size pores in anodized alumina. The ALD half

reactions for ZnO are given below:

Fig. 6.8 SEM micrographs of (a) a porous anodized alumina membrane showing the discolor-

ation due to the oxalate around the pore openings, (b) a 15 nm ALD alumina coated membrane

showing 10 nm pores. The schematic diagram inset in the figure explains the features in

micrographs (From Ref. [26])
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ZnOH� þ Zn(CH2CH3Þ2 ! ZnOZnðCH2CH3Þ� þ C2H6 (6.3)

ZnðCH2CH3Þ� þ H2O ! ZnOH� þ C2H6 (6.4)

ALD ZnO was deposited in high aspect ratio anodized alumina nanopores with

pore length, L, of 120 mm and pore diameters, d, of 19, 46, and 65 nm. The

researchers found that the coating uniformity in a nanotube depended on exposure

time and pore diameter, as shown in Fig. 6.9a, b, respectively. They showed that the

uniformity of the ZnO coating in the nanopores depended on the square root of the

exposure time (pulse width) and linearly with pore diameter. From Monte Carlo

simulations, they were able to show that for uniform pore coverage, the exposure

time to coat the pore, t seconds, is given by:

t ¼ 2:3� 10�7P�1
ffiffiffiffi
m

p
G

L

d

� �2

where P is the reactant pressure in Torr, G is the density of ALD reactive sites in

1019 m�2 and m is the reactant molecular mass in amu. They found that for DMZ, G
is 0.84, m is 123, and for P ¼ 5 Torr, and L/d ¼ 5000, the predicted exposure time

is 11 s. One of the conclusions from this work is that uniform pore coating can

consume a large amount of precursors and experimental strategies must be used to

reduce precursor consumption.

Recent research has shown that the interior of porous alumina nanopores can

also be coated with ALD Pt and Ir [25]. Figure 6.10 shows the top down SEM view

showing the variation of the tubes diameter with the number of ALD cycles. This

structure was used to amperometrically sense glucose. There has also been interest

in using coated nanotubes as catalytic membranes for the oxidative

Fig. 6.9 The ZnO coverage dependency for ALD 64 cycles on (a) exposure time for d ¼ 65 nm

and L ¼ 50 mm, and (b) pore diameter for a 5 s exposure time (From Ref. [22])
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dehydrogenation of cyclohexane [23], in dye synthesized solar cells [24], and

energy storage [27].

6.2.2 ALD Films for Nano-Electronics

One of the largest applications of ALD is for nanoelectronics where ALD is used

for deposited gate oxides and to deposit diffusion barriers for copper interconnects.

This section will focus on the application of ALD to gate oxides.

The MOSFET (metal oxide semiconductor field effect transistor) is the building

block of the CMOS (complementary metal oxide semiconductor) devices that are

ubiquitous in integrated circuits. In a MOSFET, voltage is placed across the gate

oxide to control the flow of carriers (electrons or holes) in the channel as shown in

Fig. 6.11a. The gate oxide that has been used for the past 40 years is thermally

grown silicon dioxide (SiO2). Due to scaling, the oxide thickness had gone from

100 nm thickness in 1969 to ~2 nm by 2005 while the leakage current increased

exponentially (Fig. 6.11b). It is important to understand why this happened in order

to understand the solution to the problem. IC’s have become ubiquitous because as

Fig. 6.10 Top down SEM images of porous anodized alumina after (a) 0, (b) 200, (c) 300, and (d)
400 ALD cycles of (trimethyl)methylcyclopentadienylplatinum(IV) (Pt(MeCp)Me3) and O2

(From Ref. [25])
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devices shrink, more devices can be put on the same area of silicon for about the

same price. This relationship underlies Moore’s Law [29], named after the founder

of Intel Corporation. One way to understand this is to consider the fact that the first

microprocessor, the Intel 4004, had about 2,000 transistors while today, a modern

Intel Core i7® CPU has close to a billion transistors, depending on the amount of

cache memory. This was enabled by the shrinkage of the minimum feature size

from 10 mm (1969) to 45 nm in 2007.

An important metric for transistor performance is the speed at which the

transistor switches. This speed is related to the voltage swing of interest (V), the
drive current (I), and the capacitance (C) of the device by the relationship, CV/I
[30]. The voltage swing and the drive current are device parameters, while the

capacitance is related to dimensions (area (A) and thickness (t)) and material

properties of the gate oxide as given by the equation below

C ¼ Ae0er
t

(6.5)

where e0 is the dielectric constant of vacuum and er (also referred to as “k”) is the
relative dielectric constant of the oxide. As dimensions shrink, A gets smaller and

t needs to shrink in order to keep C from getting smaller and the device from

slowing down. However, as the gate oxide thickness approach 2 nm, direct

tunneling of carriers through the oxide starts to become significant, and leakage

current increases rapidly (Fig. 6.11b). Tunneling current depends on the electric

field, E, (E ¼ V/t) which depends inversely on the gate oxide thickness. Thus, the

only way to reduce the leakage current is to increase the gate oxide thickness. The

only way to keep capacitance high if t increases, is to use a material with a higher er.
A plot of dielectric constant and band gap of various oxides is given in Fig. 6.12.

Band gap is an important property for dielectrics since the break down voltage is

directly related to band gap and gate oxides are subjected to very large electric

fields of the order of ~5 � 106 V cm�1.

Fig. 6.11 (a) Schematic diagram of a MOSFET, (b) leakage current versus time for SiO2 gate

oxide (From Ref. [28])
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Hafnium dioxide was chosen by IC companies to replace SiO2 as the gate

dielectric at the 45 nm node due to several performance benefits as shown in

Fig. 6.13a. Hafnium dioxide has a dielectric constant 6 times greater than SiO2,

but the band gap is approximately 6 eV compared to 9 eV for SiO2. A cross section

of a 45 nm high transistor is shown in Fig. 6.13b. It is clear from Figs. 6.11b and

6.12 that moving beyond HfO2 will be difficult without scaling of the power supply

voltage.

The selection of HfO2 was based on many factors that are beyond the scope of

this chapter. However, it is clear why ALD was chosen as the deposition method for

HfO2. From (6.5), it is clear that any variation in the thickness of the deposited

oxide, within die, within wafer, or wafer to wafer, would lead to unacceptable

variation in transistor performance. ALD is the only technology that can deliver the

required uniformity as well as defect free films and precise thickness control. The

precursors for HfO2 have been discussed previously. They permit deposition of

HfO2 at low enough temperatures that the film is amorphous and has an exceptional

interface with silicon [31].

Fig. 6.12 Dielectric

constants versus band gap for

potential gate oxide materials

(From Ref. [31])

Fig. 6.13 (a) Comparison of high-k HfO2 with SiO2 [32], (b) 45 nm transistor with HfO2 gate

oxide

6 Atomic Layer Deposition for Nanotechnology 155



The conformal nature of ALD also makes it ideal for other applications in

nanoelectronics such as diffusion barriers for copper interconnects. Copper is a

fast diffuser in SiO2 and forms a deep trap in silicon. It is therefore necessary to use

a diffusion barrier for copper. Diffusion barriers must be thicker than the minimum

thickness required to slow down diffusion enough so that it will not impact the

device over its lifetime. Copper interconnects are fabricated using a damascene

structure, which means that a trench is fabricated in the interlayer dielectric, then

lined with the barrier and filled with copper. Barriers are typically nitride

compounds which have 50–100 times higher resistivity than copper, so the goal

is to minimize the amount of barrier material in the trench so that the overall

resistance is not significantly impacted. ALD accomplishes this well because it can

deposit the barrier layer uniformly and at the minimum thickness, thereby permit-

ting interconnects to have the lowest effective resistance.

ALD oxide layers tend to be hermetic and have been used to prevent the

degradation of the photoluminescence (PL) of organic nanowires when they are

exposed to air. GaQ3 organic nanowires made from tris(8-hydroxylquinoline)

gallium(III), are of interest for application to organic light emitting diodes, but

the PL emission decreases rapidly when exposed to air. The GaQ3 nanowires were

coated with ALD alumina deposited at 278 K, a deposition rate of 0.068 nm per

cycle, and thickness between 3.4 and 13.6 nm [33]. For all alumina thicknesses

there was no difference in PL emission spectra compared to uncoated nanowires,

and there was no degradation at any thickness when exposed to air.

6.2.3 Deposition of Nanoparticles

ALD of some metals onto oxides, such as W on SiO2, have difficulty nucleating

[34] and this is manifested by a delay in film growth once ALD pulses have started,

as shown schematically in Fig. 6.14a. Here an ideal ALD growth curve is shown for

comparison with a non-ideal curve. During the delay in film growth, metal nuclei

Fig. 6.14 (a) A comparison of ideal and non-ideal ALD growth due to difficult nucleation.

(b) Growth of palladium (Pd) nanoparticles during nucleation on Al2O3 for different equivalent Pd

film thicknesses (From Ref. [35])

156 A. Foroughi-Abari and K. Cadien



form as islands on the oxide surface as shown in Fig. 6.14b for the deposition of Pd

on Al2O3. The nanoparticles grow larger as the number of ALD pulses increase and

finally the particles coalesce into a thin film. The number of pulses required to form

a continuous film depends on the width of precursor pulses, the longer the pulse the

fewer the number of pulses required. For Pd particle deposition from hexafluor-

oacetylacetonatepalladium (Pd(II)) and formalin, 1 second wide pulses required a

pulse count of approximately 85 to form a monolayer (0.24 nm), while 10 second

pulses only required a pulse count of approximately 40 pulses [35].

This difficulty in nucleation has developed into a research area for the deposition

of metal nanoparticles on surfaces and other particles with application to catalysis.

Platinum (Pt) and Pd are of particular interest in catalysis. Earlier work on the ALD

of Pt has relied on unstable precursors and the first successful ALD deposition of Pt

was reported in 2003 [36, 37] for the growth of Pt thin films using (methylcyclo-

pentadienyl) trimethylplatinum [CH3C5H4Pt(CH3)3] and oxygen precursors. The

half reactions proposed for these precursors in the temperature range 573–623 K is

based on a CVD process [37],

Ptþ O2 ! Pt� Ox (6.6)

CH3C5H4PtðCH3Þ3 þ Pt� Ox ! Ptþ CO2 " þH2O " þ fragments (6.7)

The absorption of oxygen molecules (or atomic oxygen radicals or ions) on the

Pt surface is given by (6.6) and the oxidation of the platinum precursor is given in

(6.7). This latter process is the rate limiting step in Pt deposition [38].

These precursors have also been used by other groups to do thin film Pt research

[39, 40]. While the ALD curves (film thickness versus number of pulses) shown in

this work appeared to be ideal, the density of the films did not match bulk values

until the film reached 18.3 nm thickness, indicating that films below this thickness

are discontinuous [40]. However, more recent work has shown that Pt nanoparticles

are deposited in the early stages of deposition and can be deposited on carbon

materials if they were given an oxygen plasma [41] or acid pretreatment [42]. The

dispersion of Pt on CNT’s from this work is shown in Fig. 6.15.

Platinum has been deposited on strontium titanate (SrTiO3) substrates and the Pt

growth rate appears to be catalyzed by SrTiO3 [43]. Nanoscale Pt particles (approx-

imately 0.7–3 nm diameter) have also been grown on strontium titanate (SrTiO3)

Fig. 6.15 ALD of Pt

nanoparticles on carbon

nanotubes (From Ref. [42])
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nanoparticles, a high surface area support, as shown in Fig. 6.16 [44]. In this

investigation the same Pt precursors were used as discussed earlier (6.6)–(6.7),

but this research focused on the early stages of deposition, not the steady state

deposition conditions that prior research investigated. Platinum loading was

approximately 1 mg cm�2 and uniformly dispersed. At the initiation of deposition,

between 1 and 5 ALD cycles, the Pt went from 90% oxidized (Pt-Ox) to 43%

oxidized.

One of the biggest issues with metallic nanoparticles is the fact that at high

temperature diffusion occurs and particle size increases and the number of particles

decreases, thereby reducing catalytic activity. Novel research on 1–2 nm diameter

Pd nanoparticles, deposited by ALD, has shown that a thin overcoat of ALD Al2O3

stabilizes particle size and distribution at 773 K, and in some cases, even enhances

catalytic activity [45]. The support was silica gel (99.6 m2/g), which was coated by

ALD Al2O3, then ALD nanoparticles, and then an Al2O3 overcoat with various

thicknesses. The effect of annealing at 773 K for 6 h on the uncoated and coated Pd

nanoparticles is shown in Fig. 6.17a, b, respectively. It is clear that the impact of the

Al2O3 overcoat is significant. Further studies showed that overcoated ALD Al2O3

preferentially nucleates at the edges and corners of the Pd nanoparticles leaving the

Pd(111) face available for catalytic activity. Over coated Pd catalysts were tested

for performance using the decomposition on methanol. At 543 K the methanol

conversion jumped from 70% to 100% conversion within the addition of between 1

and 16 ALD Al2O3 cycles, there was a large drop in efficiency with more than 16

cycles.

While metals have difficulty nucleating on metal oxide surfaces, ALD metal

growth on metal substrates is ideal. This means that ALD can be used to fabricate

bimetallic nanoparticles, by first depositing metal nanoparticles, and then selec-

tively coating those particles with another metal. Ruthenium(Ru)-Pt nanoparticles

have been grown using sequential ALD deposition of Ru and Pt on spherical

alumina powder [46]. The Ru cycle consisted of 2,4-(dimethylpentadienyl)

(ethylcyclopentadienyl) ruthenium precursor and oxygen, while the Pt cycle is the

same as discussed earlier in this section, (6.6)–(6.7). With a 1:1 ratio Ru and Pt

cycle, Ru deposition rate was 0.031 nm per cycle, while Pt was 0.074 nm per cycle.

Fig. 6.16 High resolution SEM images of strontium titanate nanoparticles (cubes) (a) before and
(b) after Pt nanoparticle deposition (three ALD cycles) (From Ref. [44])
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The Ru-Pt particle size was between 0.9 and 1.3 nm, and the Ru–Ru bond distance

was 3% less than bulk values, and the Ru-Pt bond distance was contracted 1.1%

with respect to bulk values. These contractions in bond distance are consistent with

the contraction normally found in metallic nanoparticles [47, 48]. The bimetallic

nanoparticles improved methanol conversion from 40% to 80% at 523 K compared

to a physical mixture of Ru and Pt nanocatalysts (Fig. 6.18).

Conclusions

Atomic layer deposition is a very important technology to many current and

future nanotechnologies. In this chapter we have shown that ALD is important

for any application that requires exceptionally good conformity and uniformity.

In addition, the recent discovery of the ability on ALD to deposit metallic and

Fig. 6.17 The effect of annealing of Pd nanoparticles (a) uncoated, and (b) 16 ALD cycles of

Al2O3 over coating (From Ref. [45])

Fig. 6.18 Transmission electron microscopy images of (a) Ru-Pt nanoparticles (average

diameter ¼ 1.2 nm) on the surface of a spherical Al2O3 particle; (b) high resolution images

showing lattice images for the constituent materials (From Ref. [46])
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bimetallic nanoparticles has opened up a new avenue for research and

development.

References

1. Puurunen RL. J Appl Phys. 2005;97:121301.

2. George SM. Chem Rev. 2010;110:111.

3. Delabie A, Puurunen RL, Brijs B, Caymax M, Conard T, Onsia B, Richard O, Vandervorst W,

Zhao C, HeynsMM,MeurisM, ViitanenMM, Brongersma HH, De RidderM, Goncharova LV,

Garfunkel E, Gustafsson T, Tsai W. J Appl Phys. 2005;97:064104.

4. Deshpande A, Inman R, Jursich G, Takoudis C. J Vac Sci Technol A. 2004;22:2035.

5. Lee F, Marcus S, Shero E, Wilk G, Swerts J, Maes JW, Blomberg T, Delabie A, Gros-Jean M,

Deloffre E, 2007 IEEE/SEMI advanced semiconductor manufacturing conference (2007) 359.

6. Leskel€a M, Ritala M. Angew Chem Int Edit. 2003;42:5548.

7. No SY, Eom D, Hwang CS, Kim HJ. J Electrochem Soc. 2006;153:87.

8. Widjaja Y, Musgrave CB. Appl Phys Lett. 2002;80:3304.

9. Ka¨a¨ria¨inen TO, Cameron DC. Plasma Process Polym. 2009;6:S237.

10. Wilson CA, Grubbs RK, George SM. Chem Mater. 2005;17:5625.

11. Niskanen A, Arstila K, Ritala M, Leskel€a M. J Electrochem Soc. 2005;152:F90.

12. Hausmann D, Ph.D. Thesis, Harvard University (2002).

13. Kukli K, Pilvi T, Ritala M, Sajavaara T, Lu J, Leskel€a M. Thin Solid Films. 2005;491:328.

14. Kukli K, Ritala M, Sajavaara T, Keinonen J, Leskel€a M. Chem Vap Depos. 2002;8:199–204.

15. SAFC Hitech Technical Bulletin “New hafnium oxide ALD precursors”, http://www.

safcglobal.com/safc-hitech/en-us/home/overview/technical-library. html

16. Kim H, McIntyre PC. J Korean Phys Soc. 2006;48:5.

17. Seidel T, Dalton J, Karim Z, Lindner J, Daulesberg M, Zhang W, 8th International conference

on solid-state and integrated circuit technology (2007) 436.

18. Leskel€a M, Ritala M. Thin Solid Films. 2002;409:138.

19. Niinisto L, Paivasaari J, Niinisto J, Putkonen M, Nieminen M. Phys Status Solid A.

2004;201:1443.

20. Martin CR. Science. 1994;266:1961.

21. Ott AW, Klaus JW, Johnson JM, George SM, McCarley KC, Way JD. Chem Mater.

1997;9:707.

22. Elam JW, Routkevitch D, Mardilovich PP, George SM. Chem Mater. 2003;15:3507.

23. Pellin MJ, Stair PC, Xiong G, Elam JW, Birrell J, Curtiss L, George SM, Han CY, Iton L,

Kung H, Kung M, Wang H-H. Catal Lett. 2005;102:127.

24. Mertinson ABF, Elam JW, Hupp JT, Pellin MJ. Nano Lett. 2007;8:2183.

25. Comstock DJ, Christensen ST, Elam JW, Pellin MJ, Hemson MC. Adv Funct Mat.

2010;20:3099.

26. Xiong G, Elam JW, Feng H, Han CY, Wang H-H, Iton LE, Curtiss LA, Pellin MJ, Kung M,

Kung H, Stair PC. J Phys Chem B. 2005;109:14059.

27. Banerjee P, Perez I, Henn-Lecordier L, Lee SB, Rubloff GW. Nat Nanotechnol. 2009;4:292.

28. Yeo Y-C, King T-J, Hu C. IEEE Trans Electr Dev. 2003;50:1027.

29. Moore GE, Electronics (1965) 38/8, April 19.

30. Taur Y, Ning T. Fundamentals of modern VLSI devices. New York: Cambridge University

Press; 1998. ISBN 9780521559591.

31. Robertson J. J Vac Sci Technol B. 2000;18:1785.

32. Intel Corporation, High K metal gate press foils, Nov. 2003.

33. Wang C-C, Kei C-C, Perng T-P. Electrochem Sol State Lett. 2009;12:K49.

34. Elam JW, Nelson CE, Grubbs RK, George SM. Thin Solid Films. 2001;386:41.

160 A. Foroughi-Abari and K. Cadien

http://www.safcglobal.com/safc-hitech/en-us/home/overview/technical-library. html
http://www.safcglobal.com/safc-hitech/en-us/home/overview/technical-library. html


35. Elam JW, Zinovev A, Han CY, Wang HH, Welp U, Hryn JN, Pellin MJ. Thin Solid Films.

2006;515:1664.

36. Aaltonen T, Ritala M, Sajavaara T, Keinonen J, Leskel€a M. Chem Mater. 2003;15:1924.

37. Aaltonen T, Ritala M, Tung YL, et al. J Mater Res. 2004;19:3353.

38. Hiratani M, Nabatame T, Matsui Y, Imagawa K, Kimura S. J Electrochem Soc. 2001;148:

C524.

39. Zhu Y, Dunn KA, Kaloyeros AE. J Mater Res. 2007;22:1292.

40. Jiang XR, Huang H, Prinz FB, Bent SF. Chem Mater. 2008;20:3897.

41. Hsueh Y-C, Hu C-T, Wang C-C, Liu C, Perng T-P. ECS T. 2008;16:855.

42. Liu C, Wang C-C, Kei C-C, Hsueh Y-C, Perng T-P. Small. 2009;5:1535.

43. Christensen ST, Elam JW, Lee B, Feng Z, Bedzyk MJ, Hersam MC. Chem Mater.

2009;21:516.

44. Christensen ST, Elam JW, Rabuffetti FA, Ma Q, Weigand SJ, Lee B, Seifert S, Stair PC,

Poeppelmeier KR, Hersam MC, Bedzyk MJ. Small. 2009;5:750.

45. Feng H, Lu J, Stair PC, Elam JW, Catal Lett, Published online 25 January 2011.

46. Christensen ST, Feng H, Libera JL, Guo N, Miller JT, Stair PC, Elam JW. Nano Lett.

2010;10:3047.

47. Miller JT, Kropf AJ, Zha Y, Regalbuto JR, Delannoy L, Louis C, Bus E, van Bokhoven JA.

J Catal. 2006;240:222.

48. Setthapun W, Williams WD, Kim SM, Feng H, Elam JW, Rabuffetti FA, Poeppelmeier KR,

Stair PC, Stach EA, Ribeiro FH, Miller JT, Marshall CL. J Phys Chem C. 2010;114:9758.

6 Atomic Layer Deposition for Nanotechnology 161



Surface Functionalization in the Nanoscale
Domain 7
Richard L. McCreery and Adam Johan Bergren

Abstract

This chapter discusses the modification of surfaces using thin layers of organic

molecules to control or modify the properties of the surface. Methods for placing

monomolecular adlayer films on various surfaces are outlined, as are methods

that result in nanoscopic multilayered films. First, the general properties of

surfaces are discussed in the context of how a thin organic film can be used to

change their properties and behaviour. Then, an overview of methods for coating

various surfaces with nanoscopic organic films (i.e., less than 10 nm thick) is

given. Finally, methods for generating thicker films are discussed. Throughout

this chapter, illustrative examples are given to show the structure of the film in

question or to show how the properties of the modified surface can be dictated by

the choice of the specific chemical composition of the adlayer.

7.1 Introduction and Scope

It is a well known consequence of geometry that the surface/volume ratio of an

object increases as the object becomes smaller. The progression of many aspects of

science and technology into the nanoscale realm therefore inherently results in the

greater importance of surfaces in determining the behaviour of nanoscale devices

and phenomena. The relentless increase in device density in the microelectronics

industry provides a very prominent example of the relative importance of surfaces

to device fabrication and performance, as the feature size is currently a few tens of
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nanometers. If the “surface” is arbitrarily considered to encompass the typical

escape depth of an excited electron (1–10 nm), then the progression of microelec-

tronic feature sizes from 65 to 32 nm and below is rapidly approaching the point

where the finished device is “all surface”. In addition to occupying a greater

fraction of device volume for smaller devices, surfaces also provide the opportunity

to create unusual arrangements of atoms and molecules. The bulk structure of a

given material is interrupted at its surface, and it is often possible to orient and/or

bond materials with quite different properties at an interface between dissimilar

materials.

Nanofabrication involves a wide range of surface modification procedures that

are important in many different areas of nanotechnology. This chapter will empha-

size mainly chemical methods for surface modification at the monolayer and near-

monolayer level (generally, we consider here films that are less than 10 nm thick),

with particular attention to the interactions between the bulk substrate material and

the surface modifier occurring at their interface. Spin-coating and vapour deposi-

tion are commonly used for surface films substantially thicker than a monolayer,

and will not be discussed in this chapter. Atomic Layer Deposition is a monolayer

deposition method that is discussed in Chap. 6. Certain self-assembly techniques

such as block co-polymer deposition and ordering have structure at the monolayer

level, and are discussed Chap. 6. Here, we will focus on methods for orienting and

bonding surface layers on solid substrates such as silicon, metals, carbon, and

oxides. Such interactions are often classified into two categories: “physisorption”

involving relatively weak attractions between the substrate and surface modifier

(e.g., electrostatic attraction), and “chemisorption” involving strong surface bonds,

often covalent. Of particular interest will be the orientation and structure of

the interfacial region resulting from various surface modification procedures. The

introduction of order at the substrate/modifier interface often distinguishes the

methods described in this chapter from the comparatively disordered interfaces

resulting from spin coating and vapour deposition.

It is common to classify surface modification techniques according to their

surface chemistry. For example, Au/thiolate self assembled monolayers (SAMs)

are considered as one class, while silanes on SiOx represent another. In this chapter,

we will instead focus on function rather than chemistry, since usually the function of
the nanostructure is more important to potential applications than its chemical

structure and bonding. Overall, we intend the chapter to provide a “toolbox” of

surface modification methods to aid nanofabrication and produce particular

behaviours, be they electronic, improved environmental tolerance, chemical reac-

tivity, etc.

7.2 A Functional View of Surface Modification

Before considering specific surface modification techniques, it is useful to summa-

rize common objectives underlying the approach. The list below is illustrative

rather than comprehensive, but it does cover many of the end results important in
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nanofabrication. It will become apparent that many of these objectives are con-

trolled by the strength of the interaction between the modifier and the substrate

surface, which is in turn controlled by the surface bonding chemistry.

7.2.1 Wettability

A very familiar and readily observed surface property is controlled by the interac-

tion of a liquid, often water, with the surface. Water spreads out evenly on a

“hydrophilic” surface, since the interaction between the surface and water is

stronger than the intermolecular interactions in bulk water. “Hydrophobic”

surfaces, on the other hand, weakly attract or even repel water to produce droplets

or “beads” of water on the surface due to much weaker surface interactions. Thus,

the wettability of a material can be quantified by measuring the contact angle of a

water droplet on the surface of the material. The range of values for this angle from

0� (completely wetted) to above 150� (a “superhydrophobic” surface) can also be

related to the surface-free energy [1], as discussed in more detail below. An

example of how the surface chemistry of a single molecular layer can dramatically

alter wettability is shown in Fig. 7.1, which shows a gold surface coated with two

different monolayers: one presenting a hydrophilic –OH end group (left side) at the

surface and one having a hydrophobic –CH3 end group (right side) [2]. The relative

concentration of the two layers varied from left (�OH groups only) to right

(enriched in –CH3 groups) across the figure. This figure illustrates that the surface

chemistry will have a significant effect on any nanofabrication process involving

water or that depend on the interfacial surface free energy.

The concept of wettability may also be applied to many materials other than

water and can be used to describe the tendency for a material to coat a surface. For

example, vapour deposited metals may form quite uniform films on a substrate in

which the metal-surface interaction is attractive, but will form beads if the attrac-

tion is weak relative to the metal-metal interatomic forces. Since solvents them-

selves can be either hydrophobic or hydrophilic, the wettability of a particular

solvent on a surface can vary significantly with the nature of the surface. The basic

principle underpinning wetting applies to water as well as all other cases: the

Fig. 7.1 Drops of water on the surface of a gold sample coated with pure o-hydroxyundeca-
nethiolate (left-most drop showing a small contact angle and therefore a high surface energy) and

an increasing concentration of methyl-terminated dodecanethiolate (moving to the right, where the
contact angle increases, indicating lower surface energy) [2]. This figure illustrates that surface

energy, as measured using contact angle, is highly sensitive to the chemical groups present at the

surface (Reproduced with permission from Ref. [2])
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balance of adhesion (the attraction of modifier to the surface) and cohesion (the

attraction between modifier atoms or molecules) acts to determine the wetting

characteristics for a particular solid–liquid pair. This balance is the basis of “surface

energy”, which indicates the propensity of a material to form a surface rather than a

particle. Materials with a high surface energy favor particle formation, as the

energetic cost of breaking bonds in the bulk materials is large. The contact angle

is measured between a line that lies in the plane of the solid surface and the line

on the droplet that meets the solid near its edge (usually measured through the

liquid). Thus, a contact angle approaching 0� occurs on a wettable surface, while a

contact angle above 90� indicates a hydrophobic surface with a weakly interacting

surface.

7.2.2 Uniformity and Pinholes

Surface coverage and thickness uniformity are obviously major concerns when

coating any surface with an overlayer, and become significantly more demanding

when the film thicknesses decreases below 50 nm. This issue is well illustrated by

considering the “aspect ratio”, i.e., the dimension of the surface film parallel to the

surface divided by its thickness. Spin coating a 1 mm thick film on a 100 � 100 mm
surface yields an aspect ratio of 100, while a monolayer film of a 1 nm length

molecule on the same surface has an aspect ratio of 105. Thus, ensuring high

coverage and uniformity essentially requires the monolayer film to be 1,000 times

more exacting in its spreading over the surface, clearly indicating that successfully

fabricating a high coverage, uniform monolayer over even relatively small areas is

demanding. For example, significant problems have been encountered when

attempting to make molecular electronic devices from single molecular layers due

to the presence of a minute population of pinholes in the monolayer that can allow

direct electrical contact between the substrate and any top electrical conductors used

to complete the circuit [3–7]. Furthermore, techniques such as profilometry,

ellipsometry, and interference microscopy are commonly used to determine the

uniformity of films with thicknesses greater than ~10 nm, but such methods are

generally unsuitable for molecular monolayers. Uniformity for nanoscale surface

modifications is largely a function of the relative kinetics of surface bonding,

intermolecular interactions, and the reversibility of the surface bond [7, 8]. If

adhesion and cohesion are used to describe the energetics of the modifier-surface

interaction, the uniformity of the layer and pinhole formation can be directly related

to the kinetics of the interactions. For example, consider the commonly used

“parylene-N” coating which is applied by polymerization of xylene radicals ther-

mally desorbed from a precursor solid [9, 10]. The reactive xylene radicals can bond

to many surfaces, but also to themselves to generate a highly cross-linked

and hydrophobic protective film. If the surface bond forms rapidly compared to

dimerization reactions, the nucleation rate will be high and the initial adlayer

will resemble a “wheat field”. Unmodified surface areas will be rapidly coated

with additional modifier such that the density of pinholes will be small. On the
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other hand, if the dimerization (and eventually polymerization) rate is fast

compared to the surface reaction, “mushrooms” will result, shown schematically

in Fig. 7.2 [8, 11]. Many readers will recognize this issue as an example of

“nucleation and growth” kinetics, and it affects a wide range of surface

modifications. In the case of parylene, the coatings are usually thick enough

(>100 nm) that pinholes are encapsulated by the subsequent layers of the film.

But for films of <10 nm thickness, particularly monolayers, the eradication of

pinholes is often difficult [3, 12].

A related issue is the process of “self-assembly,” which refers to the formation of

an ordered layer of molecules by equilibration to a structure of minimum free

energy. The Au/thiol SAM and Langmuir-Blodgett films are the most prominent

examples, and are discussed in more detail below. In order to “assemble”, the

surface-modifier bond must be at least partially labile, so it can break and form

again to reach the highly ordered structure. In contrast, modification methods which

form irreversible surface bonds are unable to “assemble”, but have the attraction of

relatively high thermal stability. As always, the choice of surface modification

procedures is governed by the eventual application, and the relative importance of

stability vs. order.

7.2.3 Chemical Reactivity

Wettability, as discussed in Sect. 7.2.1 is an example of the broader description of a

surface in terms of chemical reactivity. There are many examples in the literature of

a surface modification designed to enable a subsequent interaction between the

surface and additional modification, analogous to a “primer” between a coating and

a solid surface. For example, a monolayer of an organic compound bonded to a

metal may completely change the chemical characteristics of the surface, depending

on the identity of the terminal group of the organic modifier. The molecule can be

terminated by a functional group that is hydrophilic, acidic, chelating, or that has

Substrate

“wheat field”

“mushroom”

“close packed” or
“assembled”

Fig. 7.2 Examples of surface modifying layers that self-assemble to form a close packed structure

with highly ordered domains (left), less ordered structures that remain oriented and resemble wheat

fields (center), and disordered layers that result from uncontrolled growth to produce mushroom-

like clusters of molecules (right)
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other chemical properties which are quite different from those of the original metal.

A solution or gas in contact with the modified metal surface will “see” the layer of

organic molecules terminated by a range of possible functional groups first, and the

properties of the metal (such as possible high reactivity) may become irrelevant (or

at least secondary to the properties of the adlayer).

A prominent example from the semiconductor industry is the “seed layer” for the

Damascene copper plating process. Effective electroplating of Cu requires nucle-

ation sites on the surface to be plated, which typically consist of a sputtered layer of

Cu applied in a vacuum. More recently, “primers” made from organic molecules

with binding sites for Cu+2 ions have been used to provide seed layers in regions not

accessible by sputtering, as shown schematically in Fig. 7.3. The reactive diazo-

nium reagent bonds to the surface to be plated irreversibly, and contains a func-

tional group that attracts Cu+2 ions from the electroplating solution. The diazonium

surface modification is aggressive, and forms a high density of nucleation sites on

the surface for the Damascene process. Primer layers based on organic modification

of conducting and non-conducting surfaces are available commercially for use in

semiconductor manufacturing (e.g., www.alchimer.com/technology/index2; www.

zettacore.com/molecularinterface.html)

As already noted, “primers” are possible for a variety of additional surface

modifications with many more end uses than copper plating. Examples include

silane bonding of thiophene precursors for electropolymerization on tin oxide [13],

surface epoxy groups on carbon fibers to initiate epoxy curing [14], surface-bound

ligands for metal complexes [15] and binding of biomolecules to a silicon surface

modified with aromatic amines [16]. There is an extensive literature on surface

modification by a variety of methods to impart particular reactivity on electrodes

for electrochemistry [17–22]. Adhesion between two materials is a special case of

surface reactivity, and is governed by some of the same principles as wettability.

Strong adhesion generally involves strong bonds between the two materials, with

covalent bonds generally much stronger than typical physisorption governed by

electrostatic or dipole–dipole interactions.

N2
+

NH2 NH2

NH2 NH2

+ N2

Cu2+

H2N NH2

Cu

Fig. 7.3 Hypothetical example of a “seed layer” deposited onto a surface using a chelating

molecule that is grafted to a surface. The chelating agent acts to bind Cu2+ ions from solution to

result in a seed layer that promotes uniform plating of copper. Note that this is an illustrative

example only; actual molecular structures are generally proprietary
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7.2.4 Protection

Prominent examples of surface modifications designed to stabilize surfaces toward

environmental exposure and prevent corrosion include chemical modification of

silicon and chromate conversion coatings on aluminum alloys. Such treatments can

passivate a reactive native solid surface with more stable materials, often covalently

bonded to the surface. These two example reactions are shown schematically in

Fig. 7.4. The protection of aircraft alloys by reduction of chromate ions to an inert,

insulating CrIII oxide is essential to the aerospace industry to stabilize quite reactive

aluminum/copper alloys [23–26]. The propensity of silicon to form surface oxides

is well known, and bonding of a methyl group to the Si surface greatly enhances its

resistance to photochemically induced corrosion [27–29].

7.2.5 Electronic Interactions

Of the many known electronic phenomena in solid state structures and in solutions,

several of direct relevance to surface modification deserve special note. Rather than

considering “bulk” properties such as dielectric constant, conductivity, and mobil-

ity, we will focus on electronic effects present at surfaces, many of which are

strongly affected by the structure and orientation of surface layers. A relatively

simple example is the effect of surface dipoles on the apparent work function of a

solid substrate. Bonding of a molecule containing a finite dipole to a surface by a

Fig. 7.4 (a) Passivation of a silicon surface by chlorination followed by reaction with a Grignard
reagent to bind R groups at the surface [29]. (b) Passivation of a Cu surface by a chromate

conversion coating
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method which orients the dipoles relative to the surface produces a shift in the work

function of substrate/monolayer combination, as judged from Kelvin probe or

Ultraviolet Photoelectron Spectroscopy (UPS) [30]. This effect has been used to

alter injection barriers and promote tunneling in both molecular junctions [31–35]

and organic thin film electronics [36, 37]. An example is shown in Fig. 7.5, for the

case of molecular layers on flat, graphitic carbon [34]. A scanning Kelvin probe was

used to map the work function of the surface, with the sample divided into three

regions. The middle “stripe” was unmodified, while the remaining “stripes” had

covalently bonded C8H17N or trifluoromethylphenyl (TFMP) monolayers on the

carbon surface. The alkylamine dipole is oriented toward the surface, while that for

the TFMP is oriented in the opposite direction. Note that the apparent work function

varies by >600 mV due to the surface modifier, with the electron withdrawing

TFMP decreasing the interfacial energy relative to the unmodified surface.

It is generally recognized that bonding a molecule to a surface can change the

electronic properties of both components in more respects than the surface work

function. Strictly speaking, a covalently bonded molecule on a conducting surface

Fig. 7.5 Modification of the work function of a carbon surface (PPF, or pyrolyzed photoresist

film, center region) by molecular layers with different dipole orientations. The alkylamine dipole

is oriented toward the surface, causing the decrease in work function to the left of the bare carbon.

To the right of the unmodified carbon film, an increase in work function results for a trifluor-

omethylphenyl layer that has its dipole oriented away from the surface (Reproduced with permis-

sion from Ref. [34])
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is a new “molecule” with some degree of electronic coupling between the orbitals

of the molecule and those of the surface. There is strong theoretical and experimen-

tal support for the conclusion that the modified surface should be considered a

“system” with possibly quite distinct properties from the component parts [38, 39].

The energies and appearances of the molecular orbitals of the surface bound

molecule change upon surface bonding, but the molecular orbitals may also mix

with those of the graphite support [40].

An interesting consequence of orienting molecules by bonding to surfaces is the

effect on the dielectric constant and polarizability of the molecular layer [41–43].

Although dielectric constants are often considered for bulk materials to be isotropic,

they are in fact tensors which depend on molecular orientation. For example, the

delocalized electrons in anthracene cause the polarizability along the longer Z axis

of the molecule to be higher than that along either the X or Y axes. Furthermore, the

polarizability and resulting dielectric constant can increase as the length of a

conjugated molecule increases [42]. A related phenomenon relevant to electron

transport is the electronic coupling between the surface layer and the substrate. In

the limit of strong electronic coupling, the electrons can be considered to be

delocalized over a region including both substrate and molecule orbitals, with the

combination behaving as one electronic system [41].

Electron transport in thin films has been studied extensively, of course, due to its

importance in the behavior of microelectronic devices. Tunneling and field emis-

sion of electrons through thin films of SiO2 are major considerations in widely used

devices such as field effect transistors and floating-gate “flash” memory. The

investigation of electron transport through single molecules and molecular

monolayers has been stimulated in the past decade by “molecular electronics”, in

which molecules become circuit components. Since the great majority of non-

polymeric molecules have dimensions of less than a few nm, transport by quantum

mechanical tunneling can contribute significantly, or completely control charge

transport through surface modification layers.

It is useful to consider electron transport in surface layers as a function of

thickness and transport mechanism. Classical transport in bulk conductors occurs

by a series of scattering events, in which the electron travels a short distance,

usually a few tens of nm, then scatters and changes direction. Progress through

the conductor is diffusive, with the net motion of charge carriers along the conduc-

tor driven by the applied electric field. For thick films on surfaces, i.e., >100 nm

thick, transport across the layer is also by a series of small steps, either by scattering

or “hopping”. “Hopping” is a rather general term, which usually involves “sites”

where an electron (or hole) can reside temporarily during its progress through the

material [44–47]. For organic semiconductors, such sites are cation or anion

radicals, for hole or electron transport, respectively. The low mobility and temper-

ature dependence of most organic semiconductors are due to the energy required to

form and eliminate these radical sites during transport, as well as the usually limited

delocalization of electrons or holes in the materials. Another term for transport

between radical sites is “redox exchange” with the associated activation barrier

equal to the “reorganization energy” [48–50]. In conducting polymers, the “doped”
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forms contain delocalized radical sites, often referred to as “polarons”, which

exhibit band-like transport over distances of up to ~10 nm. Unless the polymer is

heavily doped, electrons still must hop between polarons, leading to a positive

dependence of conductivity on temperature.

When the thickness of a surface layer is in the range of <1–10 nm, electron

tunneling becomes possible, and transport behavior may change dramatically.

Tunneling through such layers has been studied in electrochemistry, in which the

electron tunnels through the layer to react with a molecule in solution, and in

molecular electronics, where a 1–10 nm thick molecular film separates two solid

conductors. The quantitative dependence of tunneling rate on film structure and

thickness is often complex, but some useful generalizations are possible in the

context of the early “Simmons” model [41, 51, 52] (7.1).

J ¼ q

2phd2
�fe�A

ffiffiffi
�f

p
� ð�fþ qVÞe�A

ffiffiffiffiffiffiffiffiffi
�fþqV

p� �
(7.1)

A ¼ 4pd
h

� � ffiffiffiffiffiffiffiffi
2me

p

where me is the electron mass, d is the film thickness, f is the tunneling barrier

height, q the electron charge, and V the voltage applied across the film.

First, the tunneling rate and therefore conduction through thin films is exponen-

tially dependent on film thickness, d. For ohmic (diffusive) conduction and hopping

mechanisms, the current usually scales with d-1. The exponential dependence of the
tunnel current leads to vanishingly small conduction by tunneling when d > ~5–6 nm

(at which point the hopping current becomes dominant [53, 54]). Second, the

tunneling rate is also exponentially dependent on the barrier height, f, usually
taken as the offset between the surface Fermi level and a single orbital energy in the

film. Usually, a good approximation of the barrier height can be obtained by using

the Lowest Unoccupied Molecular Orbital (LUMO) for electron tunneling or the

Highest Occupied Molecular Orbital (HOMO) for hole transport, since these lie

closest to the Fermi level in energy. The actual barrier is usually more realistically

visualized by using a spectrum of orbital energies [55, 56] rather than a single

orbital, but this requires significantly more complex methods to determine the

barrier. To illustrate how the barrier height correlates with molecular properties,

it is known that the molecular frontier orbital energies for conjugated, aromatic

molecules are generally closer to the Fermi energy of most contact materials

compared to alkanes, indicating that tunneling through aromatic layers is more

efficient and will lead to higher tunneling currents. The Simmons model has a

variety of enhancements to account for the electric field strength, the effective

carrier mass, the tunneling barrier shape, etc., so correlation of theory and experi-

ment is often quite involved [41, 57]. A useful empirical parameter is the attenua-

tion factor, b, with units of nm�1, which is the absolute value of the slope of a plot

of ln(J) vs. d, where J is the tunneling current density and d is the layer thickness.

For example, b ¼ 1.0 nm�1 indicates that each nm of layer thickness decreases the
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tunneling rate by a factor of 1/e. Although the Simmons relation predicts that b is

proportional to f1/2, there are often other factors included in the experimental

value, notably the effective carrier mass. Figure 7.6 compares experimental and

predicted plots of ln(J) vs. d for several cases, to illustrate the large range of b
possible for thin film materials [41, 58].

It is obvious from (7.1) and Fig. 7.6 that tunneling is a strong function of

thickness and layer structure, but is usually exponential with layer thickness and

weakly dependent on temperature. It should also be noted that this discussion

applies to “off resonant” tunneling, in which there is a barrier between a molecular

orbital and the substrate Fermi level. “Resonant tunneling” can occur when orbital

energies are with kT of the Fermi level, and such transport is expected to a lead to a

b close to zero [59–61].

7.2.6 Thermal Stability

The thermal stability of chemically modified surfaces is a function both of the bond

between the surface and the modification layer, and of the inherent stability of the

molecules comprising the layer. While the molecular stability may vary over a wide

range for the many possible surface modifications, some generalizations about the

surface bond are useful for predicting thermal stability. As noted in Sect. 7.2.2, self-

assembly techniques based on Langmuir-Blodgett and Au/thiol chemistry require a

relatively weak surface bond to permit the modification layer to “assemble” into an

ordered, low energy configuration. The commonly studied Au-S bond for thiols

adsorbed to Au surfaces has a bond energy of ~1.6 eV (~40 kcal/mol), while the

typical forces that hold L-B structures on a surface are significantlyweaker (< 0.5 eV).
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Fig. 7.6 Attenuation plots given as the tunnel current density at 0.1 V as a function of thickness

for different molecular structures and a vacuum gap. The alkane series (triangles [58]) yielded a

value for b of 8.7 nm�1, while two different aromatic layers (squares ¼ azobenzene, circles ¼
nitroazobenzene) give a much lower b of 2.5 nm�1. Finally, the dashed line shows an attenuation

plot calculated using the Simmons model with image charge effects included [41, 51] for a vacuum

gap with a 4 eV barrier height (with dielectric constant and effective mass equal to 1) that gives

b ¼ 20.1 nm�1
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Irreversible adsorption through C-C, Si-C, and Si-O bonds is mediated by much

stronger bonds, as indicated schematically in Fig. 7.7.

Thermal stability of modified surfaces deserves attention in at least two

applications. First, subsequent processing of the modified surface in order to

incorporate it into a finished product may involve temperature excursions of

possibly hundreds of �C, with the possibility of damage or disordering of the

modification layer. Second, the end-use of the device may require operation over

a much wider temperature range than that of the laboratory or fabrication line.

Examples of thermal stability issues in molecular electronics are the failure of Au/

thiol surface modifications at 50–100�C which resulted in device failure [62, 63].

Similar molecular junctions based on C-C surface bonds survived 40 h at 150�C
[64] or brief exposure to 250�C in vacuum.

7.3 Nanomolecular Layers

As noted above, derivatizing a surface with a nanoscopic layer of organic molecules

can alter the properties of the interface in a controllable fashion. The modifying layer

can impart some chemical or physical property that is required in order to meet the

demands of the end-application, or it can be used to study fundamental phenomenon.

For example, the surface of a medical devicemay need to be rendered bio-compatible,

or a systematic study of electronic and/or optical interactions of a solution phase

molecule with a particular substrate can be carried out as a function of modifier

hydrophobicity, length, etc. As described in this Section, there are many different

ways to modify the surface of a substrate material, and the choice of themethod that is

used usually depends on more than the desired properties of the interface imparted by

the modifier. For example, if a hydrophobic surface is desired for the application of a

hydrophilic metal, there are methods available to achieve a hydrophobic adlayer.

However, one method may require a complicated, time-consuming procedure but

result in a highly stable layer, while another may provide a suitable hydrophobic layer

with ease that is less robust. Thus, the application should be considered and balanced

against these other factors when choosing a modification method.

Fig. 7.7 Examples of different modification chemistries that show varying surface-molecule

bond strengths, illustrating that the surface chemistry impacts layer stability (Reproduced with

permission from Ref. [8])
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The thicknesses of the films discussed in this Section generally reside in the

nanoscale domain, having a total thickness of less than 10 nm, with thicker films

discussed in Sect. 7.4. The reason for this distinction lies partially in how the

properties of a material vary with length, and is somewhat arbitrary. As noted in

the introduction, the surface of a material becomes increasingly important as the

size of an object is reduced. Partially a consequence of this phenomenon, the

properties of a material often undergo significant changes as the size approaches

the nanoscale. Thus, a sample of bulk material has the same properties when

divided into two separate pieces. However, if this division is continued until at

least one dimension approaches the nanoscale (roughly defined as less than

100 nm), the properties begin to depend quite sensitively on thickness. That is, a

20 nm slice of the material can have vastly different properties than a 5 nm slice,

and both of these slices can have different properties than the bulk material even for

identical molecular structures. Since these effects underlie the emerging field of

nanoscience and nanotechnology, we refer to modifying layers with thicknesses

less than 10 nm as nanomolecular layers.
There are numerous methods for placing a thin layer of organic molecules on the

surface of a material. In general, the substrate that is modified determines in large

part the types of modification methods that can be used. There are specific methods

that rely on interactions or bond formation between a substrate material and the

modifying film and non-specific methods that can be generally applied. The former

case is less versatile, but usually more stable. For each type of nanomolecular layer,

a general description of the layer structure is given, along with commonly used

preparation procedures and some brief example applications.

7.3.1 Langmuir-Blodgett Layers

Katherine Blodgett described the deposition of monolayer films on glass in 1934

[65] and provided a description of multiple layers of monomolecular films on solid

surfaces in 1935 [66]. This remarkable feat of nanotechnology over 75 years ago

laid the foundation for the application of Langmuir-Blodgett layers (L-B layers)

[67] in numerous applications, although this did not happen for several decades

following Blodgett’s original papers. The technique relies on the interactions

between amphiphilic molecules and water to create an ordered layer of molecules

at the liquid–gas interface [68]. The oriented molecular layer is compacted by

applying lateral pressure using a barrier, causing an increase in order and packing

density to form a compact molecular layer at the air-water interface (a Langmuir

film, Fig. 7.8a). To form an L-B layer, the Langmuir film is transferred to a solid

support simply by passing the substrate slowly through the film, as shown in

Fig. 7.8b, c. Repeatedly dipping the substrate can yield multilayer films, an example

of which is shown in Fig. 7.8d. The details of layer orientation initially depend on

the substrate surface chemistry, the type of molecule that is spread on the surface of

the water, the orientation of the solid, and whether the support is lowered or raised

through the interface (extending or receding deposition).
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There are numerous molecules that can be used to create L-B films, with the only

requirement being a dipole that imparts amphiphilicity. However, the ordering of the

layer depends on intermolecular interactions between the molecules so that the most

well-defined layers result from the use of regular repeating units (such as long-chain

alkanes) with an appropriate functional group at one end to create a dipole. Thus, films

formed using fatty acids have set the standard for quality and coverage [67].

L-B films have been extensively applied as nanomolecular layers in a large number

of applications. The versatility of the structures that can be used and the flexibility in

the number of layers makes them attractive for applications in which molecular scale

precision is desired. Reported examples include molecular electronics [69, 70],

biological sensing [71], scanning probe microscopy [72], organic electronics [73],

and many other areas including electrochemistry and non-linear optics [74].

7.3.2 Self-Assembled Monolayers

Using specific chemical interactions, organic molecules can be spontaneously

assembled onto many types of surfaces. Usually the organic molecule contains a

Fig. 7.8 Schematic of the

process used to create an L-B

layer. (a) First, a Langmuir

film is formed at the air–water

interface. (b) Next, a substrate
is passed through the

Langmuir film to create an

L-B film at the surface of the

substrate. (c) Additional steps
can results in a multilayer

film, shown in (d)
(Reproduced from Ref. [67])
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functional group at one end that has an affinity for the surface to be modified. This

affinity leads to the formation of a chemical bond between the functionality and the

surface such that the molecule is retained at the substrate surface and the terminus

of the molecule is oriented outward from the surface. The fact that the adsorption is

driven by a specific surface-molecule interaction limits the coverage to a single

molecular layer, and the term self-assembled monolayer (SAM) has been widely

adopted to describe these layers. In addition, the type of bond formed between the

surface and modifier is usually labile: molecules have some mobility on the surface

after adsorption. Although this limits the stability of the layer somewhat, it enables

the formation of highly ordered structures with full monolayer coverage since

adsorbed molecules can move to accommodate additional adsorbates. Thus, a

SAM is stabilized by intermolecular interactions between molecules in the film,

which serve to orient the layer. This driving force, combined with the surface

mobility, enables molecules in low-coverage areas to migrate to more ordered

domains, resulting in a well-ordered monomolecular film. The reversible nature

of SAM-surface bonding is one element that distinguishes these types of layers

from other methods that rely on permanent, irreversible bond formation, as will be

discussed in more detail below.

Noble metals are a very common surface for SAMs [75] due to their ease of

handling in laboratory ambient. In addition, many other surfaces serve as supports

for SAMs [76], including a variety of semiconductors and metal oxides [77]. To

illustrate the general features of a SAM, we will use the example of an

alkanethiolate monolayer on gold, which has been studied in depth so that many

of its structural and formation characteristics are well established [68, 75, 78–80].

A schematic of a self-assembled monolayer composed of alkanethiolate

molecules at gold is shown in Fig. 7.9 [81]. As shown, a head group (in this case,

the sulfur atom) acts to anchor the molecules onto the gold substrate by a specific

interaction that leads to some form of bonding. Although this bond can be quite

Fig. 7.9 Schematic of a

SAM composed of

alkanethiolates chemisorbed

at Au [81]. The tilt (a) and
twist (b) angles are shown
here to define the precise

orientation of the molecules

on the surface (Reproduced

with permission from

Ref. [81])
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strong, it is also reversible. The alkyl chains of the molecules pack into a low free-

energy state characterized by van der Waals interactions between the chains.

Finally, a tail group is present at the chain terminus. Often, the chemistry of

the tail group can be used to control the properties of the interface. Note the that

fine structure of the adlayer, including the orientation and packing density,

evolve during the formation of the layer [82, 83]. However, very dense layers

can be readily produced with a surface coverage that closely corresponds to the

closest-packed value expected for a (√3 � √3)R30� overlayer at Au (111)

(7.7 � 10�10 mol cm�2) [79]. It is this relative ease of preparation of reasonably

well-defined molecular monolayers that has made this method an extremely popular

surface modification technique in the last few decades.

There are numerous examples of uses for self-assembled monolayer structures

[75, 79, 80] including (but certainly not limited to) growth of nanoparticles,

electron transfer studies, biological sensing, and uses as etch resists. An important

point for many applications is the ease with which the chemistry and function of the

surface can be controlled simply by variation of the tail group. Although SAMs can

display good stability to some degree of ambient exposure, their stability is limited

when subjected to more extreme conditions. Thus, surface modification procedures

that utilize stronger covalent bonds have been developed, as described below.

7.3.3 Layers Anchored with Covalent Bonds

The use of irreversible chemical bonds to modify the surface of metals,

semiconductors [28], carbon [84], and other surfaces produces stable modifying

layers and has been growing in popularity in recent years. This demand is driven by

the need for highly stable modified surfaces that can be exploited in an extensive

range of chemical environments and physical conditions. Many of the methods used

to modify a surface with covalent linkages stems from classical organic and

inorganic chemistry. However, the reaction conditions often need to be adjusted

to account for one of the reactants as a surface rather than a distinct chemical or

functional group, and quite often the surface needs to be activated in order to obtain

efficient modification. In addition, covalent chemical bonds can be formed between

a pre-existing nanomolecular layer (e.g., SAM or L-B film) and a secondary layer.

In this way, the intended functionality can be achieved using the covalent linkage,

but with the advantages offered by self-assembly (high ordering, ease of prepara-

tion) available for the initial layer.

There are a large number of covalent modification schemes. Often, they rely on

some external stimulus to initiate the chemical reaction that results in the formation

of a new chemical bond between the modifier and the surface. Electrochemistry,

light exposure, heat, or the addition of a chemical catalyst is often employed to

activate the chemical reaction and increase efficiency. To illustrate the variety of

modification schemes, we will give some specific examples for modification of

metals, carbon, and silicon.
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7.3.3.1 Covalent Modification of Metals
The covalent modification of metal surfaces generally follows two approaches: (1)

treatment of the metal surface to contain a high density of surface groups such as

oxides or hydroxyl groups that will serve to form a bond with the modifying layer

[85, 86] or (2) direct reaction of the metal surface with a chemical agent. In the first

case, conventional organic chemistry is used treating the surface as a hydroxyl

moiety, while in the second case, the direct formation of a metal-modifier bond

results. However, in either case, one reactant is confined to the surface of a material

and steric hindrance and configurational limitations can pose significant restrictions

on the yield and efficiency of the reaction. Thus, in order to obtain dense

nanomolecular layers with high coverage, the more aggressive chemical reactions

are often favoured.

For the purposes of this Section, we consider self-assembled monolayers to be a

distinct class of nanomolecular layers due to the spontaneous nature of formation

and the labile nature of the substrate-molecule bond. Instead, we focus here on

targeted chemical reactions that result in the irreversible formation of a new

covalent bond that anchors a nanomolecular layer on the metal. While some degree

of modification can sometimes be achieved by the use of a spontaneous chemical

reaction using these methods, most often they greatly benefit from some external

assistance. For example, the desired reaction can be initiated by heat, light, an

added reagent (such as a radical initiator), or an electron transfer step induced by

controlling the substrate potential electrochemically. In the literature, the distinc-

tion between covalent modification and self-assembly is often not clear; spontane-

ity, the energy of the resulting anchoring bond, the number of steps required

to prepare the surface, and other, more arbitrary criteria are often used to classify

these films.

The modification of surfaces using diazonium chemistry involves the formation

of the highly reactive –N2
+ group on the molecular species to be anchored, and can

generally begin from primary aromatic amine compounds. Diazotization can either

be carried out during the modification (in-situ) [87–95] or separately by organic

synthesis to yield an isolated diazonium compound [96]. Modification of a metal

surface is then carried out by the reduction of the diazonium moiety, which leaves

as N2 gas and generates an aromatic radical species that can bond to the metal

surface. The reduction of diazonium reagents is discussed below for carbon, noting

that a similar reaction pathway has been shown for many different surfaces,

including a wide variety of metals [97–105]. There may be significant differences,

however, between the specific characteristics of diazonium-derived molecular

layers on metals compared to those deposited on carbon.

7.3.3.2 Covalent Modification of Silicon
Modification of semiconducting surfaces has been gaining in popularity due to the

well-defined nature of these surfaces and the excellent control of the surface

structure and crystallinity that is available. While many semiconductors have

been modified, the most prominent example is silicon [28] due to its ubiquitous

use in the semiconductor industry. A variety of methods is available to form Si-C,
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Si-O, and other covalent bonds between Si and a modifying molecule. While a full

description of all available methods is beyond the scope of this chapter, we will give

an example that illustrates covalent modification of silicon.

Figure 7.10 shows a popular covalent modification scheme that begins with a

hydrogen-terminated silicon surface and uses an alkene, alkyne or alcohol func-

tional group to bond the molecular layer [106–108]. Depending upon the specific

surface and modifier involved, the reaction can be initiated in at least three ways, all

of which involve a radical-mediated modification pathway: through the use of a

chemical radical initiator, heat, or UV light. Diazonium reagents have also been

demonstrated for forming surface bonds to silicon surfaces [109–112], as well as

GaAs and semiconducting carbon nanotubes [113, 114]. The details of the reaction

mechanisms and the resulting quality, packing density, surface termination, etc., of

the nanomolecular layer are determined by the way the Si surface is prepared, the

exact nature of the modifying molecule used, and the initiator. Thus, the choice of

method depends on the demands of the application of the resulting modified surface

and any limitations on the initial choice of the Si surface.

Many of the applications for modified Si surfaces are similar to that for other

types of surfaces, including electronics [31] and biosensors [115].

7.3.3.3 Covalent Modification of Carbon
Carbon surfaces can be modified using a wide variety of chemical reactions.

Classical organic chemistry can be carried out using a graphitic carbon surface as

the reactant and reactions designed to target the edge plane or basal plane of the

substrate. Furthermore, functional groups (such as oxygen containing –OH,

–COOH, etc.) are often found at the surface of carbon materials, and these can be

used to form chemical bonds. However, for methods that rely on a specific func-

tional group, its concentration is usually increased through pre-treatment prior to

modification procedures [11]. On the other hand, some methods do not require any

additional specific functional groups to be present, but instead rely on a reactive

solution phase molecule to modify the carbon surface in its native form.

Si Si Si

Si Si Si

bulk silicon

bulk silicon

Si Si Si
bulk silicon

H

RR

H

H H H

RR

R R

Fig. 7.10 Covalent

modification of Si: using

either an alkyne (left) or
alkene (right), a covalent
bond results between the Si

surface atoms and the

modifying layer. These

reactions can be activated

with heat, light, or an added

radical initiator (see text)

(Reproduced with permission

from Ref. [28])
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A very common method for covalent attachment of nanomolecular layers to

carbon makes use of diazonium chemistry [8, 11, 105]. The carbon surface to be

modified is used as an electrode in a conventional three-electrode electrochemical

cell containing a dilute solution of an aromatic diazonium reagent. The carbon

electrode potential is controlled to induce reduction of the diazonium reagents,

producing a carbon radical that attacks the surface and then bonds to the electrode

(see Fig. 7.11). The use of electrochemistry is an advantage for several reasons.

First, the electron transfer event that generates the radical species occurs selectively

at the surface of the carbon electrode, which confines the reactive species to a thin

diffusion layer adjacent to the surface being modified. Second, the number of

radical species generated in a given time may be controlled by monitoring the

electrolysis current. By carefully controlling the conditions during electrolysis, fine

control of the layer thickness can be obtained [41, 116]. Finally, a wide variety of

structures can be used, and the conditions during electrochemical depositions can

be varied in order to obtain comparable layer characteristics (e.g., thickness) by

accounting for the differences in reduction potentials of the diazonium reagents.

Diazonium chemistry is capable of producing highly stable nanomolecular

layers that have very high coverage and excellent packing density. This is due, in

part, to the aggressive nature of the radical-mediated bonding mechanism and the

generation of the radicals at the surface of an electrode. This also, however, can lead

to the formation of multilayers for certain molecules under certain conditions, as

described in Sect. 7.4.1. Essentially, any site on the surface of the electrode that is

capable of reducing the diazonium reagent will produce reactive radical molecules

that will find a place to form a bond. This includes the terminus of the first

monolayer of bonded molecules, as long as the rate of electrochemical reduction

through the monolayer is sufficient to support further radical formation. In practice,

some molecules are more prone to form multilayers than others. In addition, for

those that do readily form multilayers, the electrolysis conditions can be adjusted to

control thickness with excellent resolution (less than 1.0 nm). This can be used to

advantage in studies of thickness dependent phenomenon [41]. Diazonium modifi-

cation may also be used to form patterns on surfaces by micro-contact printing and

scanning probe techniques [16, 102, 117–119].

In addition to diazonium chemistry, several other methods have been used to

modify carbon surfaces with nanomolecular layers. The electrochemical oxidation

of aliphatic amines [84, 120, 121], treatments with alkenes and alkynes (analogous

Carbon R N2
+ R

R

– N2

+e–
+ +

Fig. 7.11 Electrochemical reduction of aromatic diazonium reagents leading a covalently bonded

layer, anchored by a carbon-carbon bond. This scheme can also be applied to modify many other

surfaces, including metals and semiconductors (Reproduced with permission from Ref. [84])
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to that for Si surfaces described above) [122], and azide chemistry [123] are among

the most prominent examples.

7.4 Multilayer Surface Modification

The approaches described in Sect. 7.3 for producing monolayers on surfaces are

either self-limiting at one monolayer thick, or can be controlled to produce a

nanomolecular layer. In all cases, the methods discussed excel at producing layers

less than 10 nm thick. There are a variety of surface modification approaches which

produce “multilayers” with thicknesses greater than one molecular unit, having

total thicknesses from 1 nm to >100 nm. As noted in Sect. 7.1, we will exclude

spin-coating and vapour deposition, but will consider “reactive” procedures involv-

ing chemical interactions between the substrate and modifying molecules.

Examples include radical-based reactions which can form multilayers, “layer-by-

layer” techniques which alternate electrostatically or covalently bonded layers, and

“electropolymerization” in which the modification is driven electrochemically.

Schematics and descriptions of these processes are provided in Sections

7.4.1–7.4.3.

7.4.1 Diazonium Reduction and Related Techniques

Although early reports on diazonium reduction to form covalent bonds on C, Si, and

metals assumed that the resulting film was a monolayer, there are conditions where

multilayers can form, and films up to >20 nm thick can be produced. As described

in Sect. 7.3.3.3, reduction of a diazonium ion produces a phenyl radical which

rapidly binds to many conducting surfaces to form the first monolayer. Since the

monolayer is not a perfect insulator, additional electrons may transfer through the

film to reduce more diazonium ions and the associated reactive radicals, as shown in

Fig. 7.12, reactions 1 and 2. In the case of phenylacetic acid, nitrophenyl, and

dimethylaminophenyl diazonium ions, the process can be continued to produce

disordered, 15–20 nm thick multilayers, corresponding to >20 molecular layers

[124]. It is likely that the film itself becomes conductive by partial reduction, since

the thicknesses achieved are much greater than the tunnelling distance for electrons

[116, 125]. In some cases, solvent molecules or ions may be incorporated into the

multilayer, which may resemble a porous “sponge” permeable to species in solution

[102, 126, 127].

The degree of disorder in diazonium-derived multilayers varies significantly

with the molecular structure, the substrate material [103, 105, 118, 129, 130], and

the film-formation conditions. Atomic force microscopy shows that film growth can

be quite uniform, with only minor increases in surface roughness as the film

thickness increases [116]. FTIR and Raman spectroscopy of both mono- and

multi-layers on flat carbon surfaces showed tilt angles of 31–44� relative to the

surface normal, and this angle was similar for both mono- and multi-layer films
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[131]. The reader should be cautioned, however, that much of the available char-

acterization data for diazonium-derived multilayers was obtained on carbon

surfaces, and the behavior on metal or silicon surfaces may be quite different.

Furthermore, the thickness and uniformity of diazonium-derived multilayers should

be verified for the particular conditions employed for film formation, usually by

AFM [116, 127, 132] and/or ellipsometry [114]. With suitable controls, the ability

to grow molecular layers via diazonium reduction provides the benefit of forming

films ranging from ~1 to >5 nm thick using similar reagents and procedures. This

property of diazonium-derived multilayers was used to construct the attenuation

plot of Fig. 7.6 for aromatic films with thicknesses in the range of 2.2–5.2 nm [41].

As noted in Sect. 7.3.3, radical reagents such as those generated by diazonium

reduction are quite reactive, and usually form irreversible covalent bonds with the

substrate, each other, or both. A beneficial result is high surface coverage, with the

more reactive “bare spots” being sites for radical generation and irreversible

absorption. A recent development exploits this reactivity in a different manner,

by initiating a radical polymerization with a phenyl radical generated from a

diazonium ion [128, 133], as shown in Fig. 7.12. Reaction 1 shows formation of a

second nitrophenyl layer by reduction and bonding of nitrophenyldiazonium ion to

reaction 1

reaction 2

reaction 3

Fig. 7.12 Reactions 1 and 2 show the growth of multilayer films from diazonium precursors.

Reaction 3 illustrates the SEEP process, in which olefin polymerization is induced by an

electrogenerated diazonium radical. Alternatively, the SEEP process could be initiated from a

surface radical (Reproduced with permission from Ref. [128])
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an initially formed monolayer. In this case, a radical center remains in the

nitrophenyl film, but loss of an H atom may promote propagation past the bilayer

(reaction 2). If an olefin is present, either the surface radical or an electrogenerated

phenyl radical may initiate polymerization of the olefin (reaction 3). It is possible

for the olefin to be contained in an emulsion, leading to the term “Surface Electroi-

nitiated Emulsion Polymerization (SEEP)”. The SEEP process has the advantage of

covalent bonding of the polymer to the surface, and initiation of polymerization

directly on the surface of interest.

7.4.2 Electropolymerization

There is a long history of the production of conducting polymers by electrochemical

rather than chemical means, generally termed electropolymerization. Most

conducting polymers start with a small monomeric unit such as pyrrole or thio-

phene, which are chemically oxidized in solution to produce radicals which then

bond to nearby monomers. Free radical polymerization ensues, leading to a

conducting polymer, often in a partially doped state. Alternatively, the initial

radical may be generated electrochemically at a conducting or semiconducting

surface, causing the polymer film to grow on the electrode surface. It is often the

case that the polymer itself is readily oxidized at a potential close to that of the

monomer, thus “doping” the polymer to a conductive state. The growing polymer

surface then acts as its own electrode, permitting possibly thick films, readily

>100 nm thick. Unlike chemical oxidation, the current and total charge used to

oxidize the monomer may be controlled accurately, and initiation of the polymeri-

zation at the conducting or semiconducting surface assures a conformal and quite

uniform film. Examples of the procedure for electrochemical formation of

polypyrrole [134–137], polythiophene [138–140], and polyaniline [141, 142]

show that the composition, morphology and thickness of the polymer film are

strong functions of the formation conditions, notably the magnitude and form of

the potential program used to oxidize the monomer. It is often advantageous to

provide an “initiator” on the surface to act as a sight for initiating polymerization.

For example, a chlorosilane derivative of thiophene bonded spontaneously to

indium-tin oxide can serve as a nucleation layer for polymer growth [13], and

“click” chemistry has been used to form a thiophene “termination” layer on

conducting diamond [143].

In both cases, the resulting polymer film was more uniform than “random”

nucleation on an unmodified surface. A scheme for providing a polyaniline seed

layer using diazonium chemistry is shown in Fig. 7.13, in which diazonium surface

modification was used to create a monolayer of diphenylamine on a carbon surface

[144]. Subsequent oxidation of aniline produced a polyaniline film similar to that

formed without the seed layer, and which was more chemically and thermally stable.

Electrochemical methods may also be used to form “redox polymers”, in which

the monomeric unit contains a redox center such a ferrocene [145, 146] or several Ru

or Os complexes [147–149]. Electrochemistry may also be used to form patterns on
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surfaces, on the monolayer level as noted in Sect. 7.3.3 above, but also of polymers

[150], and to etch patterns on carbon surfaces [151, 152]. A review of electrochemical

methods for micro- and nanopatterning has appeared recently [153].

7.4.3 Layer-by-Layer Deposition of Molecular and
Atomic Multilayers

Thick films may be generated on surfaces by alternation of two materials, with the

general term being “layer-by-layer deposition”. A variety of chemical interactions

between layers has been exploited to produce possibly thick multilayers, but gener-

ally each layer deposition is self-limiting. An example is shown in Fig. 7.14, based

on a sequence of reactions between C ¼ C bonds and SH groups, commonly called

the “thiol-ene” reaction [154]. A “diene” molecule containing C ¼ C bonds on both

ends is initially bonded to silicon, to form a C ¼ C terminated monolayer. Then a

“dithiol” with SH groups on both ends is bonded to the terminal C ¼ C bond with

UV light and the thiol-ene reaction, resulting in an SH terminated layer. Then the

thiol-ene reaction is repeated with alternating layers of diene and dithiol to build up a

multilayer. Unlike spin coating or polymerization, the multilayer is formed one layer

at a time, so that the total thickness is a linear function of the number of layer-by-layer

cycles. In a different approach, formation of a covalent Si-O bond by reaction of a

chlorosilane end group with an alcohol or ether can form the basis of a layer-by-layer

structure of interest as a dielectric in organic thin-film transistors [155]. Alternating

layers containing metal or metal oxide centers and organic molecules have been

made, based either on electrostatic bonding or coordination bonds formed between

metal ions and electron-rich ligands [156]. A non-vacuum analog to atomic layer

deposition has been reported, which alternates electrochemical deposition of single

atomic layers [157–160]. With proper conditions, single, epitaxial atomic layers of

carbon surface carbon surface carbon surface carbon surface
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Fig. 7.13 Production of a stable polyaniline layer using a “seed” layer deposited using diazonium

chemistry (step 1, resulting in a “blocked” surface) and activated by reduction (step 2) of the

surface layer to produce a conductive surface upon which polyaniline can be grown (step 3)

(Reproduced with permission from Ref. [144])
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Cu, Pt, Pb, Se, and other materials may be alternated to produce an ordered multi-

layer. The approach is a much lower cost alternative to vapor-phase atomic layer

deposition (discussed in Chap. 6), and has been shown to produce multilayer

structures with interesting electronic properties.

Electrostatic layer-by-layer formation is simpler and more common than “reac-

tive” methods, and exploits the attractions between oppositely charged end groups

to stabilize the multilayer [161–165]. Electrostatic interactions have been used to

assemble the two components of organic photovoltaic cells, with reported increases

in photoconversion efficiency [156, 166, 167].

7.5 Conclusion and Outlook

Although not intended to be comprehensive, this overview of surface modification

techniques indicates the great variety of available methods, both in terms of surface

chemistry and the properties imparted to the surface. It is noteworthy that many of

these modification procedures were developed relatively recently, i.e. in the last

two decades. The ability to form covalent bonds between a surface and a molecule

with particular chemical properties is a significant advance over the time-tested

approaches based on oxide formation, vapour deposition, and spin coating.

The advent of molecular electronics was enabled by the ability to make oriented

monolayers of molecules on surfaces, and it is now possible to make electronic

devices with single-molecular layer active components [3, 8]. It is likely that the

initial practical application of surface modification at the monolayer level will

involve a process step for making conventional semiconductors, such as a “primer”

for Damascene copper plating. However, the growing importance of surfaces to

nanofabrication as the feature size continues to decrease provides a strong driving

force for more widespread use of surface modification chemistry.

Fig. 7.14 Layer-by-layer growth utilizing the thiol-ene reaction scheme that links together

C ¼ C groups with SH groups (Reproduced with permission from Ref. [154])
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98. Liu G, Böcking T, Gooding JJ, J Electroanal Chem. 2007;600:335–44.

99. Mahmoud AM, Bergren AJ, McCreery RL. Anal Chem. 2009;81:6972–80.

100. Malmos K, Iruthayaraj J, Pedersen SU, Daasbjerg K. J Am Chem Soc. 2009;131:13926–7.

101. Shewchuk DM, McDermott MT. Langmuir. 2009;25:4556–63.

102. Lehr J, Garrett DJ, Paulik MG, Flavel BS, Brooksby PA, Williamson BE, Downard AJ. Anal

Chem. 2010;82:7027–34.

103. Paulik MG, Brooksby PA, Abell AD, Downard AJ. J Phys Chem C. 2007;111:7808–15.

104. Pearson D, Downard AJ, Muscroft-Taylor A, Abell AD. J Am Chem Soc. 2007;129:14862–3.

105. Pinson J, Podvorica F. Chem Soc Rev. 2005;34:429–39.

106. Balakumar A, Lysenko AB, Carcel C, Malinovskii VL, Gryko DT, Schweikart KH, Loewe

RS, Yasseri AA, Liu ZM, Bocian DF, Lindsey JS. J Org Chem. 2004;69:1435–43.

107. Li Q, Mathur G, Homsi M, Surthi S, Misra V, Malinovskii V, Schweikart K-H, Yu L, Lindsey

JS, Liu Z, Dabke RB, Yasseri AA, Bocian DF, Kuhr WG. Appl Phys Lett. 2002;81:1494–6.

108. Liu Z, Yasseri AA, Lindsey JS, Bocian DF. Science. 2003;302:1543–5.

109. de Villeneuve CH, Pinson J, Bernard MC, Allongue P. J Phys Chem B. 1997;101:2415–20.

110. Allongue P, de Villeneuve CH, Cherouvrier G, Cortes R, Bernard MC. J Electroanal Chem.

2003;550–551:161–74.

111. Scott A, Hacker CA, Janes DB. J Phys Chem C. 2008;112:14021–6.

112. Scott A, Janes DB, Risko C, Ratner MA. Appl Phys Lett. 2007;91:033508–033503.

113. Garrett DJ, Flavel BS, Shapter JG, Baronian KHR, Downard AJ. Langmuir.

2010;26:1848–54.

114. Stewart MP, Maya F, Kosynkin DV, Dirk SM, Stapleton JJ, McGuiness CL, Allara DL, Tour

JM. J Am Chem Soc. 2004;126:370–8.

115. Hamers RJ. Annu Rev Anal Chem. 2008;1:707–36.

116. Anariba F, DuVall SH, McCreery RL. Anal Chem. 2003;75:3837–44.

117. Garrett DJ, Lehr J, Miskelly GM, Downard AJ. J Am Chem Soc. 2007;129:15456–7.

118. Downard AJ, Garrett DJ, Tan ESQ. Langmuir. 2006;22:10739–46.

119. Brooksby PA, Downard AJ. Langmuir. 2005;21:1672–5.

120. Deinhammer RS, Ho M, Anderegg JW, Porter MD. Langmuir. 1994;10:1306–13.

121. Barbier B, Pinson J, Desarmot G, Sanchez M. J Electrochem Soc. 1990;137:1757–64.

122. Ssenyange S, Anariba F, Bocian DF, McCreery RL. Langmuir. 2005;21:11105–12.

123. Devadoss A, Chidsey CED. J Am Chem Soc. 2007;129:5370–1.

124. Kariuki JK, McDermott MT. Langmuir. 2001;17:5947–51.

125. Solak AO, Eichorst LR, Clark WJ, McCreery RL. Anal Chem. 2003;75:296–305.

7 Surface Functionalization in the Nanoscale Domain 189



126. Yu SSC, Tan ESQ, Jane RT, Downard AJ. Langmuir. 2007;23:11074–82.

127. Brooksby PA, Downard AJ. J Phys Chem B. 2005;109:8791–8.

128. Deniau G, Azoulay L, Bougerolles L, Palacin S. Chem Mater. 2006;18:5421–8.

129. Brooksby PA, Downard AJ. Langmuir. 2004;20:5038–45.

130. Downard AJ. Langmuir. 2000;16:9680–2.

131. Anariba F, Viswanathan U, Bocian DF, McCreery RL. Anal Chem. 2006;78:3104–12.

132. Brooksby PA, Downard AJ, Yu SSC. Langmuir. 2005;21:11304–11.

133. Tessier L, Deniau G, Charleux B, Palacin S. Chem Mater. 2009;21:4261–74.

134. Sotzing GA, Reynolds JR, Katritzky AR, Soloducho J, Belyakov S, Musgrave R.

Macromolecules. 1996;29:1679–84.

135. Liu Y-C, Wang C-C. J Phys Chem B. 2005;109:5779–82.

136. Bof Bufon CC, Vollmer J, Heinzel T, Espindola P, John H, Heinze J. J Phys Chem B.

2005;109:19191–9.

137. Lacroix JC, Maurel F, Lacaze PC. J Am Chem Soc. 2001;123:1989–96.

138. Doherty III WJ, Armstrong NR, Saavedra SS. Chem Mater. 2005;17:3652–60.

139. Marrikar FS, Brumbach M, Evans DH, Lebron-Paler A, Pemberton JE, Wysocki RJ,

Armstrong NR. Langmuir. 2007;23:1530–42.

140. Bobacka J, Grzeszczuk M, Ivaska A. J Electroanal Chem. 1997;427:63–9.

141. Wei D, Baral JK, Osterbacka R, Ivaska A. J Mater Chem. 2008;18:1853–7.

142. McCarley RL, Morita M, Wilbourn KO, Murray RW. J Electroanal Chem. 1988;245:321–30.

143. Wang M, Das MR, Li M, Boukherroub R, Szunerits S. J Phys Chem C. 2009;113:17082–6.

144. Santos LM, Ghilane J, Fave C, Lacaze P-C, Randriamahazaka H, Abrantes LM, Lacroix J-C.

J Phys Chem C. 2008;112:16103–9.

145. Jureviciute I, Bruckenstein S, Jackson A, Hillman AR. J Solid-State Electrochem.

2004;8:403–10.

146. Kurihara M, Kubo K, Horikoshi T, Kurosawa M, Nankawa T, Matsuda T, Nishihara H.

Macromol Symposia. 2000;156:21–9.

147. Manness KM, Terrill RH, Meyer TJ, Murray RW, Wightman RM. J Am Chem Soc.

1996;118:10609–16.

148. Surridge NA, Sosnoff CS, Schmehl R, Facci JS, Murray RW. J Phys Chem. 1994;98:917–23.

149. Surridge NA, Zvanuf ME, Keene FR, Sosnoff SC, Silver M, Murray RW. J Phys Chem.

1992;96:962–70.

150. Zangmeister RA, O’Brien DF, Armstrong NR. Adv Funct Mater. 2002;12:179–86.

151. Kiema GK, Ssenyange S, McDermott MT. J Electrochem Soc. 2004;151:C142.

152. Ssenyange S, Du R, McDermott MT. Micro Nano Lett IET. 2009;4:22–6.

153. Simeone FC, Albonetti C, Cavallini M. J Phys Chem C. 2009;113:18987–94.

154. Li Y-h, Wang D, Buriak JM. Langmuir. 2010;26:1232–8.

155. Yoon M-H, Facchetti A, Marks TJ. Proc Natl Acad Sci USA. 2005;102:4678–82.

156. Zhao W, Tong B, Pan Y, Shen J, Zhi J, Shi J, Dong Y. Langmuir. 2009;25:11796–801.

157. Kim JY, Kim Y-G, Stickney JL. J Electrochem Soc. 2007;154:D260–6.

158. Kim JY, Stickney JL. J Phys Chem C. 2008;112:5966–71.

159. Kim Y-G, Kim JY, Vairavapandian D, Stickney JL. J Phys Chem B. 2006;110:17998–8006.

160. Liang X, Kim Y-G, Gebergziabiher DK, Stickney JL. Langmuir. 2009;26:2877–84.

161. McClure SA, Worfolk BJ, Rider DA, Tucker RT, Fordyce JAM, Fleischauer MD, Harris KD,

Brett MJ, Buriak JM. ACS Appl Mater Interface. 2009;2:219–29.

162. Li X, Wan Y, Sun C. J Electroanal Chem. 2004;569:79–87.

163. Tang T, Qu J, Mullen K, Webber SE. Langmuir. 2006;22:26–8.

164. Milsom EV, Perrott HR, Peter LM, Marken F. Langmuir. 2005;21:9482–7.

165. Kim HJ, Lee K, Kumar S, Kim J. Langmuir. 2005;21:8532–8.

166. Mwaura JK, Pinto MR, Witker D, Ananthakrishnan N, Schanze KS, Reynolds JR. Langmuir.

2005;21:10119–26.

167. Huguenin F, Zucolotto V, Carvalho AJF, Gonzalez ER, Oliveira ON. Chem Mater.

2005;17:6739–45.

190 R.L. McCreery and A.J. Bergren



Nanostructures Based on Self-Assembly
of Block Copolymers 8
E. Bhoje Gowd, Mallikarjuna Shroff Rama, and Manfred Stamm

Abstract

Block copolymers have attracted increasing interest for the synthesis of

nanomaterials and fabrication of nanostructures due to their ability to self-

organize at nanometer scales. A variety of nanoscale morphologies can be

obtained by controlling the composition and architecture of the individual

block components. In this chapter, we highlight the recent advances in the

formation of nanostructures in bulk, generation of block copolymer based

nanotemplate ordered thin films and their potential applications in nanofabrication

including template nanolithography, deposition of functional nanomaterials as

well as nanoporous membranes.

8.1 Introduction

Nanometer scale patterning of surfaces has attracted great attention due to recent

applications in interdisciplinary areas including electron beam lithography, x-ray

lithography, optical lithography, and imprint lithography [1–8]. However, a feature

size less than 30 nm in a large area is hard to achieve with the above-mentioned

lithography techniques. Block-copolymer based nanofabrication is an emerging

approach for the production of nanostructured materials due to the unrelenting

reduction in feature sizes on integrated circuitry [9–15]. Block copolymers are a

class of macromolecules that are produced by covalent connection of two or more
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chemically dissimilar homopolymers. The number, composition and connectivity

of blocks determine the molecular architecture of block copolymers (e.g. diblock,

triblock, multiblock, and star or graft copolymers). Complex architectures have

been generated. Since blocks are usually not compatible depending on molecular

weight and effective monomer interaction, block copolymers can self-assemble to

form a variety of nanoscale periodic patterns including spheres, cylinders, and

lamellae with typical dimensions of 5–50 nm [12–23]. In many of the applications

block copolymers are used in the form of thin films. The optimal utilization of these

phase-separated block copolymer thin films involves several steps, i.e. working with

appropriate film thickness, controlling orientation and lateral ordering of the

microdomains, and generation of ordered arrays of nanopores [17–19, 21]. Thus

obtained block copolymer templates have been used in various nanofabrication pro-

cesses to generate patterns of interest by further treatment with a variety of different

methods including chemical and physical vapor deposition, electrodeposition,

incorporation of metal nanoparticles, and chemical reduction techniques [22–31].

In this chapter recent progress in the field of thin film nanostructures based on

self assembly of block copolymers is described. The chapter is structured in-to four

parts. In the first part, basic principles of microphase separation and morphology in

bulk and thin films are discussed. In the second part, we mainly focus on fabrication

of nanostructures from hybrid materials where block copolymers serves as struc-

ture-directing agent. In the third part, the preparation procedures of ordered

nanotemplates are discussed and in the final part, we highlight the applications of

block copolymer nanotemplates in the fabrication of functional nanostructures as

well as nanoporous membranes for controlled separations.

8.2 Microphase Separation and Morphology

8.2.1 Microphase Separation in Bulk

In bulk, the microphase separation in block copolymers is primarily governed by

the mutual repulsion of the chemically dissimilar blocks as well as the packing

constraints imposed by the connectivity of each block. The microphase separation

in diblock copolymers has been extensively studied from both theoretical and

experimental point of view (e.g. [32–35]). The diblock copolymer phase diagram

is determined by three independent factors: volume fractions of the two blocks,

diblock degree of polymerization, and degree of incompatibility of the two

blocks as expressed by the Flory-Huggins interaction parameter (w). In diblock

copolymers, the morphology of the microdomains ranges from spheres and

cylinders to lamellae depending on the volume fraction of the blocks. Figure 8.1

presents a theoretical and an experimental phase diagram of the model diblock

copolymer poly(styrene-b-isoprene). As seen from Fig. 8.1, the phase diagram

shows the dependence of morphology on the volume fractions (fA and fB) of the
two blocks and degree of segregation (wN), where N is the degree of polymerization

of the diblock copolymer. In the approximation of mean field theory diblock
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copolymers at wN < 10.5 are always in disordered state despite the volume fraction

[33]. In the case wN � 10, the system is governed by entropic terms. Depending on

the temperature dependence of the w–parameter, this may occur at higher (or in

some cases at lower) temperature and lower degree of polymerization. In the strong

segregation regime wN >> 10, enthalpic terms dominate as a function of tempera-

ture or pressure, causing an order to disorder transition (TODT) (also called

microphase separation) where the interfaces among the phases tend to be very

sharp and dissimilar blocks phase separate into a variety of ordered periodic phase

morphologies.

8.2.2 Microphase Separation in Thin Films

In many practical applications, block copolymers are used in the form of thin

films, and the structural behavior of BCP thin films compared with bulk materials

is often much more complicated due to the interfacial interactions of the blocks

with the underlying substrate, the surface segregation of blocks and effects of in-

commensurability of copolymer periodicity and the film thickness. The block that

has the lowest surface free energy will preferentially segregate at the air interface,

whereas the block with the lowest interfacial energy, which may be the same block,

will segregate at the substrate interface, leading to a preferred parallel orientation of

microdomains [36, 37]. However, if the thickness of the film is incommensurate

Fig. 8.1 Phase diagram for linear AB diblock copolymers. (a) Equilibrium morphologies

predicted by self-consistent mean-field theory: spherical (S), cylindrical (C) gyroid (G), and
lamellar (L) morphologies. (b) Experimental phase diagram of poly (styrene-b-isoprene) diblock
copolymers: same as above plus perforated layer (PL). (Bottom) A representation of the equilib-

rium phase structures as fA is increased for fixed wN (Reproduced from Ref. [34] with permission)
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with the microdomain period, the microdomains can be forced to orient perpendic-

ularly or form some other non-equilibrium structures, such as islands and holes

[38–40]. These structures form on the surface to minimize the total energy by

quantizing the local film thickness. Nevertheless, when an unconfined lamellar film

is given the chance to equilibrate, for example by annealing at temperatures above

the glass transition temperature of both blocks, it will usually form terraces with

thicknesses that are a multiple of the microdomain period. In regions between

terraces, the thickness is still incommensurate with the microdomain period, and

other non-equilibrium structures are a possibility.

In copolymers that form lamellae parallel to the substrate, a multilayered

structure is formed, where the film thickness is quantized in terms of the block

copolymer periodicity, L. When one block prefers both the substrate and the air

interfaces (i.e., symmetric wetting), the film is smooth if its thickness d is equal to

d ¼ nL, where n is an integer. Conversely, when one block prefers the substrate and

the other block prefers the air interface (i.e., asymmetric wetting), smooth films are

attained if the film thickness is d ¼ (n + 1/2)L. If the thickness of the prepared film

is not commensurable with L, islands or holes with a step height of L form on the

top surface. This topography allows the preferred block(s) to be present at both

interfaces and also to maintain the characteristic period throughout the whole film

thickness. The occurrence of the hole/island morphology has been observed often

for lamellar domains and also for cylinder-forming and sphere-forming systems.

Some of the possible configurations for a lamellae-forming diblock copolymer

confined in a thin film are shown in Fig. 8.2. Only in the case of a neutral substrate,

perpendicular lamellae will form spontaneously.

8.2.3 Control of Microdomain Orientation in Block
Copolymer Thin Films

Controlling the microdomain orientation is one of the important issues in block

copolymer thin films. The parallel orientation of these microdomains is often

observed for block copolymer thin films because of the difference in surface

Fig. 8.2 Possible configurations of lamellae in block copolymer thin films confined at one

interface
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energies of the block components and the interaction with the substrate. Although

the microdomains that oriented parallel to the substrates (cylinders) are useful to

prepare nanowires, the microdomains oriented perpendicular to the substrate are

more desirable as templates for the fabrication of high aspect-ratio nanostructures

as well as nanoporous membranes. To address this challenge to obtain the perpen-

dicular microdomain orientation, various strategies have been developed. To con-

trol microdomain orientations of block copolymer films, for instance solvent

annealing [41–45], chemical patterning [5, 46], electric field alignment [24],

graphoepitaxy [47, 48], soft lithography [49], shear alignment [50, 51], directional

crystallization [52] and zone annealing [53] have been used. In a few cases,

combinations of these strategies have proved to be much more effective to induce

long-range ordering in microdomains than a single strategy.

In this section we will restrict our discussion to two block copolymer systems,

PS-b-PMMA and PS-b-P4VP to explain the perpendicular orientation of cylindrical

or lamellar microdomains in a block copolymer thin film. In PS-b-PMMA thin

films, perpendicular orientation of cylinders was achieved by balancing the interfa-

cial interactions, i.e., using neutral surfaces. Such surfaces can be obtained by

deposition of random copolymers of the same components as in a diblock copoly-

mer [54]. Roughening the substrate can also induce perpendicular orientation

because a penalty is imposed for elastic deformation to confirm a rough substrate

[55]. Addition of homopolymer to a block copolymer is another simple method to

reorient the microdomains. The addition of PMMA homopolymer to a cylinder-

forming PS-b-PMMA block copolymer will stabilize the perpendicular orientation

of the microdomains in thicker films [56]. Here the domain spacing and/or size is

also adjusted according to the amount of the homopolymer added. The other

common method used to align cylinders perpendicular to the substrate is applica-

tion of an electric field. It was demonstrated that annealing of PS-b-PMMA films in

an external electric field of high strength (~30 kV/cm) leads to the orientation of

PMMA microdomains (lamellae or cylinders) along the field lines, in either normal

or in-plane direction depending on the applied electric field direction. Remarkably,

the desired perpendicular orientation was achieved for several micrometer thick

films [24].

Solvent vapour annealing is another simple and effective method to manipulate

the orientation of BCmicrodomains in thin films. Our group reported solvent induced

switching between different alignments of cylindrical microdomains in supramolec-

ular assembly (SMA) based on polystyrene-block-poly (4-vinylpyridine) (PS-b-

P4VP) and 2-(40-hydroxybenzeneazo) benzoic acid [57, 58]. Recently, we also

found conditions for switching of P4VP microdomains in PS-b-P4VP thin films

[59]. 1,4-Dioxane (preferential solvent to PS block) vapour annealed thin films

assemble into hexagonally packed cylindrical microdomains oriented normal to the

substrate because the evaporation of the solvent is highly directional. On the other

hand, the samples annealed in chloroform (nonpreferential solvent) showed well-

developed cylindrical microdomains parallel to the substrate. Recently, Russell and

co-workers showed that cylindrical microdomains oriented normal to the film

surface could be obtained directly by spin-coating of PS-b-P4VP from mixed
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solvents of toluene and tetrahydrofuran (THF), and arrays of highly ordered

cylindrical microdomains formed over large areas after exposing the films in the

vapor of a toluene/THF mixture for a while. This process was independent of

substrates, but strongly dependent on the quality of the solvents for each block

and the solvent evaporation rate [60].

8.2.4 Long-Range Lateral Order in Block Copolymer Thin Films

In addition to controlling the orientation of block copolymer microdomains, control

over the lateral ordering in these oriented microdomains is equally important for

many applications, especially in semiconductor and data storage applications. As-

cast thin films often reveal lateral domain formation of morphological order where

each domain maps a region where the phase separated microstructure has a well-

defined arrangement that is highly periodic. The neighboring domains will have the

same periodic microstructure but within each domain the director alignment will be

random. The presence of domain boundaries can be expected to be due to multiple

nucleation and defect formation during microphase separation. These defects

destroy the long range orientational and translational order because the domains

nucleate independently and grow until a boundary wall is formed. There has been

substantial work to minimize domain boundary defects and/or to enhance the long-

range lateral order in block copolymer thin films. For more general reviews of the

various methods of enhancing order in block copolymers, we refer the reader

elsewhere [12, 14, 61–63]. In this section, we highlight some recent advances in

improving long-range lateral order in block copolymer microdomains.

Angelescu et al. [50, 64] applied a shearing force to block copolymer thin films

with thickness of ~100 nm using a thick sacrificial layer of poly(dimethyl siloxane)

to prevent rupture (or breakage) of the thin film during shearing, and obtained the

long range ordering of cylindrical nanodomains aligned to the flow direction in the

thin film. Hashimoto and co-workers [53, 65] developed a temperature-gradient

method to obtain long range ordering of PS-b-PI thick films. Russell and co-

workers [43, 44] developed a solvent vapour annealing method and obtained perfect

long-range ordering of perpendicularly oriented PEO cylindrical microdomains in

PS-b-PEO. Graphoepitaxy is one of the promising methods to control the lateral

ordering of block copolymer microdomains using a topographic pattern. Segalman

et al. [38, 47, 66] reported applying this strategy to generate arrays of spherical

domains of PS-b-P2VP over large areas with a high degree of perfection. Recently,

Ross and co-workers [48] reported the self-assembly of spherical microdomains of

poly (styrene-b-dimethylsiloxane) (PS-b-PDMS). In this work, they used surface

chemistry to obtain the topographic pattern to match one of the blocks of a spherical

block copolymer. The modified hexagonally packed dots interact with the spherical

domains and could replace one sphere in the polymer pattern, resulting in a two-

dimensional periodic nanostructure array with precisely determined orientation and

long-range order.
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Park et al. [67] used surface-reconstructed sapphire wafers to orient perpendicu-

lar cylinder-forming PS-b-PEO block copolymers along the saw toothed substrate

after solvent annealing. They observed perfect long-range lateral order of PEO

microdomains in PS-b-PEO block copolymers, and an ultra high point density of

~10 Tb/in2 and 3 nm domain spacing was obtained, as shown in Fig. 8.3.

Square arrays of microdomains are particularly attractive, since they are consis-

tent with industry standard design architectures. Park et al. [68] fabricated a square

array of vertically oriented cylindrical microdomains of PS-b-PMMA thin film on a

chemically nanopatterned surface using a pre-patterning of the square array. Tang

et al. [69] fabricated a square array of nanoscale patterns using supramolecular

interactions (hydrogen bonding) between A–B and B0–C copolymers, as shown in

Fig. 8.4. A-B is poly (ethylene oxide)-b-poly (styrene-ran-4-hydroxystyrene), and
B0–C is poly (styrene-r-4-vinyl pyridine)-b-polymethylmethacrylate. The stoichio-

metric ratio of the hydrogen bonding between phenolic and pyridyl units

determines the degree of packing of cylindrical domains. By degradation of the

PMMA and subsequent CHF3 RIE with a nanoporous block copolymer mask, a

square array of cylindrical pores was successfully transferred on a silicon oxide

wafer.

Fig. 8.3 Schematic illustration of the use of faceted surfaces to orient cylinder-forming PS-b-

PEO. (a) The sapphire surface was mis-cut relative to a specific crystallographic plane and then (b)
thermally annealed to reconstruct the surface. After (c) application of the block copolymer and (d)
solvent annealing, atomic force micrographs of the block copolymer show excellent registry with

the faceted surface for film thicknesses of (e) 24 nm and (f) 34 nm (scale bar ¼ 200 nm)

(Reproduced from Ref. [67] with permission)
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8.3 Formation of Nanostructures in Bulk

Nanostructured polymer-inorganic hybrids are known for their good mechanical

and thermal properties. They are often harder and less fragile than the same material

without inner structuring. Such hybrid materials can be prepared through different

strategies: direct polymerization of a monomer-metallic complex [70], direct

assembly of block copolymers with nanoscale metallic species [71] and assembly

through chemical coordination with organometallic compounds [72, 73].

Characteristics such as selectivity, particle size and spatial organization of the

nanoparticles play an important role when engineering the structure of these

polymer-inorganic hybrid materials. Cohen and co-workers [74] used block

copolymers as nanoreactors to synthesize metallic nanoparticles in-situ by loading

inorganic metal salts selectively into one block of the block copolymers followed

by a reduction step to obtain nanoparticles. This concept was expanded to synthe-

size nanoparticles with controlled size within the preformed micelles of block

copolymer [75, 76]. In this section, we highlight the strategies to develop bulk

block copolymer hybrid materials.

Wiesner and co-workers [77–79] reported the successful approach to incorporate

inorganic materials in bulk. They use an amphiphilic poly (isoprene-b-

ethyleneoxide) (PI-b-PEO) block copolymer as a structure-directing agent during

the sol-gel synthesis of an organically modified aluminosilicate network based on

3-(glycidyloxypropyl) trimethoxysilane (GLYMO) and aluminum sec-butoxide,

Al(O-s-Bu)3. The aluminosilicate produced by reaction of GLYMO and Al(O-s-

Bu)3 preferentially swells the hydrophilic PEO block of PI-b-PEO to form a

nanostructured organic–inorganic hybrid materials. A schematic showing the syn-

thetic approach used to prepare these nanoobjects is shown in Fig. 8.5. By

dissolving the organic component, spherical, cylindrical and plate-like

nanoparticles could be prepared. These are coated with PEO chains (so-called

‘hairy’ nano-objects), which can be removed by thermal treatment.

Recently, Fahmi and co-workers developed multifunctional hybrid materials in

bulk using diblock copolymers as structure-directing agents for the inorganic

materials [80–83]. Hybrid materials based on PS-b-P4VP in combination with

Fig. 8.4 (a) Hierarchical self-assembly and target morphology for a blend of supramolecular A–B

and B0–C diblock copolymers stabilized by H-bonding. (b) TEM image and associated Fourier

transform (inset) of a solvent-annealed blend film of supramolecular block copolymers. A cartoon

(right panel) illustrates proposed chain packing (Reproduced from Ref. [69] with permission)
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inorganic nanoparticles were synthesized in-situ by incorporating functional

elements, such as metallic or semiconductor nanoparticles. The P4VP block has a

base character owing to the pyridyl groups selectively coordinating with inorganic

precursors in solution. Through evaporation of the solvent, the block copolymer

undergoes a process of microphase separation, where the P4VP block carries the

precursor to its own nanodomains, separated from the PS domains. Subsequently,

the inorganic precursor is reduced to its elemental state in the form of nanoparticles,

where the nanoparticles grow while being confined to the P4VP of PS-b-P4VP.
These blocks act as nanoreactors that control the nanoparticle growth in terms of

size and size distribution. Depending on the selected precursor, the inorganic

component may exhibit conductive, semiconductive or magnetic properties.

Figure 8.6 shows four hybrid block copolymer morphologies after the

incorporation of gold precursor into PS-b-P4VP. Varying the volume fraction of

P4VP blocks, the hybrid material can adopt different morphologies such as body

centered cubic spheres (Fig. 8.6a), hexagonally-packed cylinders (Fig. 8.6b),

gyroids (Fig. 8.6c) and lamellar structure (Fig. 8.6d). With characteristic domain

spacing between 10 and 100 nm, BCP morphologies can be tuned accurately by

changing molecular weight or the volume fraction.

As discussed in the preceding section, it is possible to align block copolymer

microdomains by applying external fields like large amplitude oscillating shear

(LAOS). Fahmi and co-workers [80] successfully applied this technique to align

hybrid materials to improve the macroscopic order. Schematics of the orientation

Fig. 8.5 Schematic drawing for the preparation of nano-objects of different shapes using a sol-gel

synthesis of metal alkoxide template by use of PI-PEO diblock copolymer (Reproduced from Ref.

[77] with permission)
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process are shown in Fig. 8.7. The hybrid material (PS-b-P4VP + HAuCl4) is

placed between parallel plates and mechanical shear is applied by oscillations of

the lower plate at temperatures close the glass transition temperature of PS. At these

conditions the self assembly of isotropic bulk hybrid materials is enforced and the

Fig. 8.6 TEM images showing four hybrid diblock-copolymer morphologies. (a) Body centered

cubic spheres, (b) hexagonally packed cylinders, (c) gyroids, and (d) lamellae. The scale bars in
all the insets represent 100 nm. Centre shows the method to prepare hybrid materials using PS-b-

P4VP and a gold precursor (Reproduced from Ref. [83] with permission)

Fig. 8.7 Schematics of the shear orientation process in block copolymers. (a) A tablet of the

hybrid material is placed in parallel-plate geometry. (b) The block copolymer loaded with

nanoparticles (which is initially isotropic) is exposed to Large Amplitude Oscillating Shear

(LAOS), so that alignment of the polydomain structure takes place (Reproduced from Ref. [80]

with permission)
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nanostructures align at a scale up to micrometers. One thus can aim for a single-

domain anisotropic material as shown in Fig. 8.7b.

8.4 Generation of Block Copolymer Nanotemplates

Block copolymer films with cylindrical microdomains oriented normal to the

surface are attractive for template based applications. The nanoporous templates

can be produced by selective etching of the cylindrical domains from the etch

resistant majority component. Nanotemplates generated by this method have well

defined porosity generally ranging from a few to about 100 nm. These nanotemplates

exhibit significant potential for the fabrication of arrays of nanometer-scale structures

and for membrane separations. Generation of block copolymer nanotemplates may be

roughly categorized into three general methods.

8.4.1 Nanotemplates from Selective Elimination of Sacrificial
Microdomain

In this method, the minor phase of the block copolymer microdomains is selectively

removed by one of the several methods, such as ultraviolet (UV) irradiation, ozone,

oxygen plasma, dry or chemical etching [21, 84–89]. Figure 8.8 shows the sche-

matic representation of this method. Among various nanostructures, perpendicu-

larly oriented cylindrical microdomains of poly (styrene-b-methyl methacrylate)

(PS-b-PMMA) based nanotemplates have been extensively studied. Russell and

coworkers [21, 86] proposed the easy removal of PMMA block by exposing the PS-

b-PMMA thin film under UV radiation, followed by washing with acetic acid. The

key advantage of this method is simultaneous crosslinking and degradation of the

PS and PMMA, respectively. The nanotemplate obtained by this method is stable

even above the glass transition temperature of PS and can be sustained under a very

harsh solvent environment.

Chemical etching methods for removing the sacrificial block have also been

investigated [88]. For example, hydrolytic degradation of poly (D, L-lactide) from

perpendicularly oriented cylindrical microdomains of poly (styrene-b-D, L -lactide)

(PS-b-PLA) leads to uncross-linked nanotemplates. All these methods have the

disadvantage to be irreversible.

Fig. 8.8 Schematic representation of the formation of nanotemplates from ordered block

copolymers
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8.4.2 Nanotemplates from Block Copolymer Thin
Film Surface Reconstruction

In this method nanotemplates can be produced without removal of either polymer

block by immersing the copolymer film in a selective solvent for the minor

component [18, 19, 59, 90]. The solvent selectivity and solubility of the minor

component block are crucial to generate nanoporous films with pores that penetrate

through the entire film thickness. PS-b-PMMA based nanotemplates are generated

by immersing the well-ordered PS-b-PMMA thin films in acetic acid, a good

solvent for PMMA and a non-solvent for PS. Upon drying, the swollen PMMA

chains migrate to the air surface and rest on top of the PS matrix, leaving cylindrical

nanopores at the positions of the PMMAmicrodomains [18, 90]. Similar to PMMA-

based system, poly (styrene-b-4-vinyl pyridine) (PS-b-P4VP) thin films are surface

reconstructed using ethanol as a preferential solvent (a good solvent for P4VP and a

non-solvent for PS) to generate nanoporous films [19, 59]. In the case of PS-b-P4VP
thin films, the orientation of the cylindrical microdomains can be reversibly

switched from the perpendicular to parallel orientation and vice versa upon expo-

sure to appropriate solvent vapor. Dipping these ordered thin films in ethanol, only

the P4VP blocks are swollen and move on top of the PS block leaving either

nanopores or nanochannels within the PS matrix [59]. Figure 8.9 shows the

schematic representation of the formation of nanopores and nanochannels using

surface reconstruction method. It should be noted that the surface reconstruction of

the film keeps well-developed microdomain structure of the solvent annealed

samples without changing the domain size and diameter of the cylindrical

microdomains.

This method is fully reversible as the solvent used for surface reconstruction

does not alter the chemical structure of the block copolymer. After the formation of

nanotemplates, the initial morphology can be recovered by heating the film above

the glass transition temperature or annealing the film in an appropriate solvent

vapor. The key advantage of this method is the generation of nanoporous materials

with functional groups that are readily available for further modification.

Fig. 8.9 Schematic representation of the generation of nanotemplates from ordered block

copolymers using the surface reconstruction method

202 E.B. Gowd et al.



8.4.3 Nanotemplates from Block Copolymer
Supramolecular Assembly

The supramolecular approach (SMA) to block copolymer self-assembly is a simple

and powerful technique for fine tuning of the block copolymer morphologies, and

has been successfully applied in bulk and in thin films [57, 58, 91–93]. In this

approach, a low molar mass additive is associated with one of the blocks by

noncovalent interactions. The major advantage of the SMA strategy is that the low

molar mass additive can be removed easily from the SMA by selective dissolution to

obtain a nanoporous material. Among various types of supramolecular assemblies,

those containing hydrogen bonds hold a prominent place in supramolecular chemis-

try because of their directionality and versatility. The pioneering groups of Ikkala

and ten Brinke have demonstrated the preparation of hierarchical polymeric

materials through the complexation of 3-pentadecyl phenol (PDP) and PS-b-P4VP
in bulk by hydrogen bonds [91–93]. The resultant complexes display a structure-

within-structure pattern characterized by two length scales, one provided by the

copolymer morphology and a smaller one formed by the ordered assembly of PDP.

Our group has demonstrated the formation of smooth thin films from SMA of

PS-b-P4VP and a non-surfactant molecule, 2-(40-hydroxybenzeneazo) benzoic acid
(HABA) having two different hydrogen-bonding groups [57, 58]. Figure 8.10

shows the schematic representation of the formation of nanotemplates by this

methodology. A mixture of a PS-b-P4VP block copolymer and HABA containing

a one to one molar ratio of acid to pyridine unit was spin cast as a thin film on to a

silicon wafer. Depending on the casting solvent, a cylindrical morphology was

observed either with the cylinder axis parallel or perpendicular to the substrate. The

orientation of the cylindrical microdomains P4VP (HABA), surrounded by PS

matrix could be switched by exposure to different solvent vapours. Annealing in

chloroform resulted in parallel oriented cylinders, whereas annealing in dioxane

resulted in a perpendicular orientation. After fabricating the SMA thin film, HABA

can be easily removed by immersing the thin film in ethanol to transform the block

Fig. 8.10 Scheme for the preparation of nanotemplates from PS-b-P4VP: HABA supramolecular

assembly (Reproduced from Ref. [57] with permission)
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copolymer thin film into a nanotemplate or membrane. These nanotemplates

contain functional groups that are readily available for further applications.

8.5 Applications of Block Copolymer Nanotemplates

8.5.1 Nanolithography

Nanoscale structural domain sizes together with differential etch resistance of the

polymer blocks are a potentially powerful combination for lithographic technology.

Park et al. [94] demonstrated the utilization of poly (styrene-block-butadiene) (PS-
b-PB) or poly (styrene-block-imide) (PS-b-PIM) block copolymer thin films as

lithographic masks to transfer dot and stripe patterns to semiconductor patterns.

They demonstrated a periodic array with a density ~1011 holes/cm2 by pattern

transfer from spherical microdomains in PS-b-PB or PS-b- PIM to an underlying

semiconductor substrate by dry etching, as shown in Fig. 8.11(I). Removal of the

PB (or PIM) spheres by ozonation led to the porous structure in a PS matrix, which

was further used as a mask to transfer the patterns (pits) into a semiconductor

substrate. The inverse structure of semiconductor columns could be prepared by

crosslinking the PB (using OsO4 staining). When plasma is applied, the regions

below PB domains are partially masked to generate an array of nanodots.

Later the same group used a trilayer structure to fabricate a metal nanodot array

as shown in Fig. 8.11(II) [85]. In this case, the pattern was first transformed into a

polyimide-coated silicon nitride film by O2 RIE to produce an array of

nanocolumns. Metal is then deposited on to the pattern where the metal

accumulates both on top and bottom of the nanocolumns. By removing the

polyimide and silicon nitride, an array of metal nanodots was obtained. This

technique has also been used to pattern hexagonally ordered gallium arsenide via

a silicon nitride sacrificial layer. The advantage of this trilayer pattern-transfer

method is general applicability for nanoscale patterning of different materials on

arbitrary substrates.

A simplification of nanolithographic procedures has also been demonstrated by

omitting the ozone etching step [95]. Silicon containing block copolymers based on

poly (ferrocenyldimethylsilane) (PFS) have been proposed as good candidates,

since they can form a thin SixOyFez layer on the surface when exposed to an oxygen

plasma (O2-RIE). Cheng et al. [95] fabricated a cobalt nanodot array using a PS-b-
PFS monolayer. Here the etch rate is sufficiently different between the two blocks

of a PS-b-PFS diblock, for selective ion etching of PS to occur directly.

8.5.2 Direct Deposition of Functional Nanomaterials

8.5.2.1 Electrodeposition/Electropolymerization
The block copolymer based nanotemplates were used for the fabrication of the

ordered array of metallic nanorods by electrodeposition [24, 25, 57]. This process
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involves the motion of charged nanoparticles in solution under the influence of an

electric field and subsequent deposition of the nanoparticles onto an electrode

surface. Thurn-Albrecht et al. [24] fabricated ultrahigh-density cobalt (Co)

nanowires arrays using PS-b-PMMA based block copolymer nanotemplates from

a methanol solution. Because of the high aspect ratio and short distance between the

adjacent Co nanowires; single magnetic domain behavior was anticipated, with

obvious potential for patterned magnetic storage media. In another example,

Sidorenko et al. [57] filled SMA based nanotemplates with nickel clusters via

electrodeposition (Fig. 8.10). Figure 8.12 shows an AFM height image of the nickel

Fig. 8.11 (I) (A) Schematic cross-sectional view of a nanolithography template consisting of a

uniform monolayer of PB spherical microdomains on silicon nitride. PB wets the air and substrate

interfaces. (B) Schematic of the processing flow when an ozonated copolymer film is used, which

produces holes in silicon nitride. (C) Schematic of the processing flow when an osmium-stained

copolymer film is used, which produces dots in silicon nitride (Reproduced from Ref. [94] with

permission). (II) Schematic of process for production of a metal nanodot array using block

copolymer lithography. (a) Cross-sectional view of trilayer structure, (b) selective etching of

PIM spherical domains by ozonation, (c) pattern transfer from block copolymer film to silicon

nitride by reactive ion etching, (d) reactive ion etching of silicon nitride, (e) further etching,

transferring pattern into polyimide, (f) metal evaporation deposition (successively Ti and Au), and

(g) polyimide lift-off, along with nitride and metal layers, in a solvent bath (Reproduced from Ref.

[85] with permission)
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dots, corresponding power spectral density and fast Fourier transformation of the

structure after the removal of polymer template. With 8 nm diameter and an average

height of 25 nm, the produced rods provide an aspect ratio of approximately 1:3.

Recently Steiner and co-workers demonstrated the generation of freestanding

copper oxide nanowire arrays using electrodeposition and subsequent removal of

the block copolymer template [25]. They found that the method used for template

removal influences the structural stability of the freestanding array: the wires bunch

together with solvent dissolution, whereas the UV treatment leads to less clustering

of the wires.

High-density arrays of conducting polymer nanorods were also produced inside

porous diblock copolymer templates [96, 97]. Russell and co-workers fabricated

high-density arrays of polypyrrole nanorods (1011 pores/cm2) by the electropoly-

merizing of pyrrole inside the pores of the PS-b-PMMA nanotemplates [96]. Our

group produced dense arrays of polyaniline nanorods (Fig. 8.13) with 10 nm

diameter on transparent ITO substrate via electropolymerization using supramolec-

ular assemblies of block copolymers as scaffold material [97]. By washing with

chloroform, the template is completely removed, leaving a self-supporting array of

conducting polymers oriented normally to the substrate. The I–V characteristics of

the individual polyaniline nanorods show semiconducting behavior. These ordered

arrays of polyaniline nanorods were found to exhibit excellent electrochemical

properties with an electrochemical capacitance value of 3,407 F g�1, which is

almost 11 times higher than that of the polyaniline thin films (299 F g�1) deposited

on bare ITO under identical conditions.

Fig. 8.12 Ni dots electrodeposited throughout 45 nm thick SMA nanotemplates, lateral scale

1 � 1 mm2: (a) topography image, z scale 30 nm, (b) power spectrum density, the main peak

(24 nm) corresponds to the SMA periodicity (inset, FFT image of (a) showing perfect hexagonal

ordering of Ni dots). Occasional lacunas appear due to the inhomogeneity of electrodeposition

(Reproduced from Ref. [57] with permission)
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8.5.2.2 Physical Vapor Deposition
Russell and co-workers [98] fabricated high density arrays of chromium (Cr) and

layered gold/chromium (Au/Cr) nanodots by evaporation of the metals onto

nanoporous templates produced by the self-assembly of PS-b-PMMA diblock

copolymers (Fig. 8.14). Evaporation of Cr onto the template followed by sonication

and UV degradation of the PS, left Cr nanodots. Subsequent deposition of Au

created an array of Cr/Au multi-layered dots. The inverse structure (porous metal

arrays) was prepared by using a PS – cylinder forming PS-b-PMMA diblock

copolymer, etching the PMMA to create PS posts, and then evaporating Cr onto

Fig. 8.13 (a) Schematic presentation of fabrication of polyaniline nanorods using block copoly-

mer nanoporous template. (b) AFM height image of polyaniline nanorods

Fig. 8.14 Schematic diagram of the fabrication process for Cr dot arrays (upper pictures) and
height images of tapping mode AFM of each step (lower pictures): (a) nanoscopic holes in cross-

linked PS matrix, (b) evaporated Cr onto the PS template, and (c) Cr nanodot arrays. The height
range of the AFM images is 10 nm (Reproduced from Ref. [98] with permission)
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the film and around the posts, which can be removed by exposure to UV followed

by rinsing.

Stamm and co-workers used templates fabricated from SMA of PS-b-P4VP
and HABA for the generation of chromium oxide nanowires via sputtering of

chromium onto the template and subsequent oxidation of the metal under ambient

conditions [99].

8.5.2.3 Direct Deposition of Nanoparticles/Polymeric Materials
Direct deposition of pre-synthesized nanoparticles onto the block copolymer

nanotemplates is a simple method to generate ordered particle arrays. This route

is effective for controlling size distribution, shape, and spatial distribution of

nanoscopic objects. Russell and co-workers have utilized PS-b-PMMA block

copolymer thin films, whereby the minority component PMMA was removed by

UV photodegradation to form a nanoporous template. In one method, capillary

forces were used to drive CdSe nanoparticles into the nanopores of cylindrical

diblock copolymer templates [100]. In another one, electrophoretic deposition was

utilized to drive the nanoparticles into the nanopores and nanotrenches of diblock

copolymer templates [101]. In these methods, the lateral distribution of the

nanoparticles into the nanopores was only manipulated by physical forces such as

capillary forces or electric fields.

Recently, we demonstrated a simple approach to fabricate highly ordered arrays

of nanoscopic palladium dots and wires (Fig. 8.15a) by the direct deposition of pre-

synthesized palladium nanoparticles in aqueous solution [59, 101]. In this method,

the cylindrical morphology adopted in the thin films of PS-b-P4VP could be

switched from parallel to perpendicular and vice-versa by annealing in the vapor

of appropriate solvents. When these films were immersed into ethanol, a good

solvent for P4VP and a non-solvent for PS, a surface reconstruction of the films was

observed with a fine structure. The perpendicular cylinder alignment resulted in a

nanomembrane with a hexagonal lattice of hollow channels and the parallel cylin-

der alignment was turned into nanochannels. Figure 8.15b shows the AFM height

images of nanopores and nanochannels after surface reconstruction in ethanol. In

these templates, the pore or channel walls are formed by the reactive P4VP chains.

Hence, two possible driving forces can help filling the nanoparticles inside the

pores or channels. The first one is the capillary force which allows the nanoparticle

solution to enter inside the pores and the second is the preferential interaction

between P4VP chains and Pd nanoparticles, which is the key in holding the

nanoparticles tightly inside the pores or channels. A subsequent stabilization by

UV-irradiation followed by pyrolysis in air at 450�C removes the polymer to

produce highly ordered metallic nanostructures. Figure 8.15c shows the AFM

height images of palladium nanodots and nanowires after the removal of the

template. This method is highly versatile as the procedure used is simple and

provides a facile approach to fabricate a broad range of nanoscaled architectures

with tunable lateral spacing. It can be extended to systems with even smaller

dimensions.
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We also used a PS-b-P4VP copolymer thin film as a template for patterning

noble metal nanoparticles such as gold, platinum, and palladium [102]. In this

method, hexagonally packed cylindrical morphology with the P4VP microdomain

dispersed in a polystyrene matrix was directly immersed in aqueous solution of

nanoparticles. The pre-synthesized inorganic nanoparticles selectively bind to the

P4VP domains and the nonpolar matrix PS preserves the 3-D structure of the

particles. The polymer is removed by pyrolysis or oxygen plasma etching to

leave an inorganic nanopattern with identical cylindrical dimensions.

In another example, we have also deposited semiconducting nanoparticles like

CdS on the block copolymer templates [103]. In this case, nanotemplates are

prepared from supramolecular assemblies (SMA) of PS-b-P4VP and 1-

pyrenebutyric acid (PBA), consisting of lamellar microdomains formed by P4VP

(PBA) surrounded by PS. By annealing the SMA complex in a selective solvent

leads to perpendicular orientation of the lamella. The PBA was selectively

extracted from P4VP and PBA microdomains with selective solvent to generate

SMA templates. These templates were directly dipped into aqueous solution of

cadmium acetate for 4 h. The P4VP chains, which are at the pore walls of the

templates coordinate with Cd2+ ion. These block copolymer templates coordinated

with Cd2+ ion are directly dipped into aqueous solution of thioacetamide which acts

as a source of S2� ions and produce cadmium sulfide nanoparticles stabilized by the

pyridine ring of the P4VP chain. Excess of cadmium acetate molecules, which are

loosely bound to the surface of SMA template, will go to thioacetamide solution.

Fig. 8.15 (a) Schematic diagram of the fabrication process of highly ordered arrays of

nanoscopic palladium dots and wires using block copolymer templates. (b) AFM height images

of PS-b-P4VP nanotemplates (nanopores and nanochannels) obtained after surface reconstruction

in ethanol. (c) AFM height images of palladium nanodots and nanowires obtained after the

polymer removal
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Figure 8.16a shows the AFM image of the SMA template after CdS deposition. The

photoluminescence spectrum of thin film fabricated from SMA after CdS deposi-

tion is shown in Fig. 8.16b. The peak at around 450 nm in the spectrum confirms the

presence of CdS nanoparticles in the template.

The SMA templates fabricated from SMA of PS-b-P4VP and HABA could also

be used for patterning polymeric materials [104]. Under influence of interpolymer

hydrogen bonding and capillary action of nanopores, a SMA template (Fig. 8.17a)

was properly filled with phenolic resin precursor, followed by curing and pyrolysis

at medium temperatures to remove the nanotemplate. As a result, polymer nanodot

arrays were obtained with spacing below 30 nm (Fig. 8.17b). When additional

process steps are added, new structures can be obtained from the templates. For

example silica nanodots, which were prepared by pyrolysis of a SMA template

loaded with a precursor species, were used to guide the dewetting of a phenolic

resin precursor thin film. Curing and calcination of the phenolic precursor, followed

Fig. 8.16 (a) AFM height image of SMA thin film after the deposition of CdS. (b) Photolumi-

nescence spectrum of thin film fabricated from SMA after CdS deposition. The excitation

wavelength is 320 nm (Reproduced from Ref. [103] with permission)

Fig. 8.17 AFM height images of (a) nanoporous SMA thin film (b) highly ordered polymeric

nanodots arrays after pyrolysis. Lateral scale 1,500 � 1,500 nm (Reproduced from Ref. [104] with

permission)
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by etching of the silica arrays, resulting in large area carbon nanoring arrays with a

diameter as small as 25 nm [105].

8.5.2.4 Fabrication of Carbon Nanotube Arrays
Kim and co-workers fabricated hierarchically organized vertical carbon nanotube

arrays (CNT) by combining plasma-enhanced chemical vapor deposition (PECVD)

with self-assembled block copolymer templates [106]. The cylindrical assemblies

of PS-b-PMMA have been used to generate a nanoporous block copolymer tem-

plate. An iron catalyst was deposited within the cylindrical pores of the

nanotemplates using copper grid masks and the PS template was subsequently

removed to have an array of catalyst particles on the substrate. After catalyst

deposition, heat treatment at 750�C has been used to further reduce the size of the

catalyst particles. The PECVD growth of CNTs from laterally patterned catalyst

arrays yields highly oriented vertical CNTs. The entire fabrication process is

schematically depicted in Fig. 8.18a and as an example, the SEM image of

hierarchically ordered CNT arrays prepared by employing a parallel grid mask is

shown in Fig. 8.18b. The diameter and position of the fabricated CNTs can be

determined by the size and lateral distribution of the catalyst particles.

8.5.3 Nanoporous Membranes

8.5.3.1 Filtration of Viruses
Separation and purification of viruses are important processes in the biotechnology

industry. Micro- and ultrafiltration have been used for virus separation, but they are

not very effective as these membranes still allow smaller-sized virus particles to

permeate into a small number of abnormally large-sized pores in the membrane

[107]. This broad size distribution of pores in ultrafiltration membranes and the low

density of pores in track-etched membranes limit the practical use of virus filtration.

Kim and co-workers successfully employed block copolymer based nanoporous

films for the filtration of viruses [108]. These membranes exhibit narrow size

Fig. 8.18 (a) Schematic depiction of the hierarchical organization process used to fabricate

vertical CNT arrays. (b) Cross-sectional SEM image for CNT arrays prepared using a parallel

grid (Reproduced from Ref. [106] with permission)
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distribution of pores but have limitations such as low mechanical and chemical

stability in order to be widely used for effective virus filtration. A supporting

membrane was used to provide the mechanical strength. Figure 8.19a shows the

schematic illustration of the fabrication of nanoporous membranes. The template

consists of an 80 nm thick nanoporous layer, prepared from a PS-b-PMMA block

copolymer, and a supported microporous polysulfone membrane that provides

mechanical strength. This composite membrane did not show any damage or

crack even at a pressure of 2 bar, while high selectivity was maintained for the

filtration of human rhinovirus type 14 (HRV 14) which has a diameter of �30 nm

and is a major pathogen of the common cold in humans. They also showed via

plaque assay test that none of the 2.5 � 105 plaque forming units of HRV 14 in the

phosphate buffered saline solution passed through this 2.5 cm diameter membrane

(Fig. 8.19b).

8.5.3.2 Drug Delivery
Block copolymer nanotemplates with uniform pore size are desirable materials for

controlled separations due to their pore size tunability, narrow size distributions of

pores, and ability for selective functionalization. The template based drug delivery

can minimize the denaturation of protein drugs due to its passive diffusion nature,

and one can induce rate-limiting diffusion with constant release by tuning the pore

sizes. Yang et al. have demonstrated the application of block copolymer

nanotemplates for controlled drug release, and they were successful in achieving

long-term controlled release of protein drugs by incorporating a nanoporous tem-

plate into a drug-eluting device [109]. According to the hydrodynamic diameter of a

target protein drug, the pore size was precisely controlled by gold deposition. By

Fig. 8.19 (a) Schematic depiction of the procedure for the fabrication of nanoporous membrane

consisting of block copolymer thin film and supporting membrane. (b) Plaque assays of HRV 14

solution before filtration (top) and after filtration through the block copolymer membrane (bottom)
(Reproduced from Ref. [108] with permission)
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exploiting a single-file diffusion mechanism through the resulting cylindrical

nanochannels, they obtained long-term controlled drug release of both bovine

serum albumin (BSA) and human growth hormone (hGH) as model protein drugs

with different sizes for at least 2 months in vitro. They showed that the release rate

of protein drugs could also be controlled by changing the length of block copolymer

nanochannels and the thickness of the Au deposition layer.

Uehara and co-workers showed controlled diffusion of BSA and glucose in a

series of nanoporous polyethylene membranes [110]. These membranes were

prepared by fuming nitric acid etching of polystyrene from a polyethylene-block-
polystyrene (PE-PS) copolymer. Controlling the PS etching time resulted in con-

trolled pore sizes and allowed selective transport of glucose over BSA. Nuxoll et al.

[111] developed a composite membrane by integrating a block copolymer thin film

with a 100 mm thick macroporous silicon support for the size based transport

selectivity. The block copolymer layer, which contained perpendicularly oriented

cylindrical channels, was prepared by spin-casting of a polystyrene-block-polyiso-

prene-block-polylactide (PS-PI-PLA) triblock terpolymer onto a silicon support

followed by etching the PLA with a dilute base to give a mechanically robust

nanoporous film. They have demonstrated that small molecules could easily pass

through, while diffusion of the large macromolecule dextran blue was hindered.

8.6 Summary and Outlook

In this chapter we have attempted to cover the recent advances in the formation of

nanostructures in bulk, generation of block copolymer based nanotemplates and

their potential applications in nanofabrication including template nanolithography,

and deposition of functional nanomaterials as well as nanoporous membranes. Most

of these applications have by now been demonstrated in the laboratory, and it would

now appear that real applications are under active development. For practical

applications, especially in semiconductor and data storage industries, control over

the long range order of the structures is very important, and it is necessary to control

the long range order in block copolymer thin films via more user-friendly processes.

Other applications such as a nanoporous membrane would appear highly interesting

for controlled separations. These membranes are also promising materials for water

purification. For this purpose, mechanical strength of the nanoporous films must be

improved during fabrication processes. Use of supramolecular complexes with

varieties of low molecular weight additives, for example liquid crystalline additives

or metal containing additives, has not yet been explored fully and offers scope for

further work. More research using more complex multiblock polymers could

provide new information on how to exploit the morphologies and functionalities

of these systems in thin films, and these new functional nanomaterials may open

new directions.
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Epitaxial Growth of Metals on
Semiconductors Via Electrodeposition 9
Karen L. Kavanagh

Abstract

This chapter reviews the literature on the epitaxial growth of metals on

semiconductors by electrodeposition. The known examples for Si and GaAs

are described with results from in-situ characterization of their surfaces prior and

during metal growth in aqueous electrolytes. The application of electrodeposi-

tion to semiconductor nanowire contact formation is introduced.

9.1 Introduction

Epitaxy is the alignment of a growing crystal using the substrate as a template.

Success is measured by the degree of perfection of the new crystal, and how well it

mimics the crystallinity, and structure of the substrate. Epitaxial growth is easiest,

therefore, when there is a match in lattice spacing of the two materials forming the

new interface. Best results occur with clean surfaces.

Semiconductor surfaces free from amorphous native oxides or other

contaminants are feasible in vacuum or inert gas environments. Crystal growth

techniques such as molecular beam epitaxy (MBE), metal organic vapour phase

epitaxy (MOVPE), or liquid phase epitaxy (LPE), carried out in ultra-high-vacuum,

flowing gas, and molten solutions, respectively, are already well known for their

fabrication of single crystalline, metal-semiconductor and semiconductor-semicon-

ductor heterostructures [1]. Such interfaces are fundamental to efficient electronic

device designs, as well as to our understanding of the underlying carrier transport

mechanisms.

Our focus in this chapter is epitaxial growth of metals directly on

semiconductors via electrodeposition. The semiconductor surface preparation and
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metal growth occurs within an electrically conductive solution, the electrolyte,

containing metal ions. Growth is determined by electronic and ionic current through

the interface and deposit, driving surface reactions. We are interested primarily in

aqueous electrolytes operating at temperatures feasible with liquid water. Electro-

deposition is a technique that is more than 100 years old [2, 3]. It is widely used

currently to deposit polycrystalline metallic layers on conducting surfaces that are

not necessarily flat including automotive and aerospace components. The capability

to deposit only where electrical conduction occurs is a unique advantage. The

fabrication of Cu interconnections for integrated circuits has been carried out

with increasing sophistication for many years via electrodeposition [4]. With the

recent growing interest in nanoscale fabrication, the advantages of electrodeposited

contacts to semiconductor nanowires, for example, is being investigated [5, 6].

In general, electrodeposition offers a less complex and lower cost process than

the vacuum or gas flow techniques mentioned above. Chemical preparation of

semiconductor surfaces and ultra-high purity water sources are well developed.

Maintenance of semiconductor surface purity in water while epitaxial nucleation

and growth is occurring becomes the challenge.

We will describe the known examples of epitaxial growth of metals on conven-

tional semiconductors using electrodeposition. Like other methods, understanding

how to identify and control semiconductor surface reactions, in this case in water, is

the first step. Epitaxial nucleation and growth is then a measure of the successful

control of surface purity in this highly reactive environment. The application of this

technique towards planar and nanostructural semiconductor contacts will be

discussed.

9.2 Electrodeposition Procedures

Electrodeposition of a metal is essentially the reaction of positive metal ions with

electrons (metal reduction) at the surface of the substrate, in this case a semicon-

ductor [2, 3, 7]. This reaction is driven by a negative potential bias applied to the

semiconductor (also called the cathode) with respect to a second electrode (called

the anode), both immersed in an electrolyte solution (aqueous salt solution)

containing the desired metal ions. A diagram of a typical experiment is shown in

Fig. 9.1 [8]. The anode can be a relatively inert metal, such as Au, Pt or Pd, or a

metal foil or wire of the deposit metal itself. It is important to be able to control the

morphology, average rate of growth and total thickness on the cathode. For

electrodeposition, the size and spacing of the electrodes must be considered to

ensure uniform average deposition over the exposed surface area of the substrate. In

general, the total number of atoms deposited can be obtained from measuring the

current density versus time. Assuming only one reaction is occurring on the

cathode, then the total number of atoms per unit area that have deposited is

equivalent to the integration of current with time, or the total charge passed in the

circuit, divided by the charge of the ion reacting. The average thickness then

follows from the density of the deposited material.
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It is common to control the electrodeposition process by maintaining either a

constant total current (galvanostatic control) or a constant potential (potentiostatic

control). Galvanostatic deposition would be trivial if indeed only one reaction

occurred at the cathode, but this is unfortunately not the common experience.

There is more likely to be parallel reactions that compete for the total current.

The electrolyte is a combination of both positively and negatively-charged ions that

contribute to its conductivity, and to electrode reactions. Depending on the pH and

applied potential the reaction of water, or H+ and OH� ions, forming hydrogen and

oxygen gas, respectively, will occur. In addition, growth of layers on the cathode or

anode changes the overall resistance of the circuit. Thus, potentiostatic control is

often preferred over galvanostatic control.

For potentiostatic control, the cathode potential is measured and adjusted to be

constant with respect to a third, high impedance reference electrode added to the

cell. Negligible current passes through the reference electrode, designed for high

stability and inertness with respect to the other processes. Reactions that might be

occurring at the anode, such as oxide growth, will then not interfere with the

cathode potential measurement.

Measurement of the cathode potential is easier and more reproducible with a

uniform, ohmic contact between the power supply and the cathode. This contact is

located often on the backside of the substrate or in any convenient location not

exposed to the electrolyte. An ohmic contact has a linear current-voltage character-

istic meaning that the resistance is constant and not a function of the applied

potential or current over the range of usage. An important difference between

semiconductor and metallic cathodes is the higher resistance of semiconductors

and the extra attention necessary to fabricate an ohmic contact to their surface. For

n-type Si or III–V semiconductors a simple approach requiring no annealing is to

use a liquid eutectic mixture of In-Ga. These metals form an adequate, low-

resistance contact, as long as the semiconductor surface oxide is pre-etched

Fig. 9.1 Diagram of basic

experimental procedures for

electrodeposition [8]
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appropriately [9, 10]. To provide better uniformity and lower resistivity other

ohmic metallization systems are feasible for each semiconductor. A highly-doped

surface layer inducing a tunneling contact is the general strategy. A larger contact

area compared to the deposit also reduces the contact resistance.

The cathode potential affects the rate of the metal ion reaction on its surface in an

exponential relationship between flux and “overpotential” [3]. All reactions have a

characteristic equilibrium, free energy change, DGo, with respect to the components

at standard temperature and pressure. In electrochemistry, this change in free

energy is called the equilibrium equipotential difference, DEo, and is typically

measured with respect to the standard hydrogen electrode (SHE) assigned

DE ¼ 0 or with respect to a more convenient reference electrode [2]. Common

types of reference electrodes include the saturated calomel electrode (SCE) based

on the Hg/Hg2Cl2 reaction (þ0.244 V with respect to a SHE electrode) or the

saturated Ag/AgCl2 electrode (þ0.197 V with respect to SHE). An applied potential

difference greater than DEo upsets the equilibrium balance at the cathode and

anode. The overpotential is the degree of negative deviation from DEo. Higher

overpotential increases exponentially the rate of metal film growth, as well as the

initial nucleation density. As long as the flux of ions diffusing to the cathode is

greater than the rate of this reaction, the growth is reaction-rate limited. Eventually,

with higher overpotential the ionic flux to the surface will become the rate limiting

step, and growth rates then become independent of substrate potential. Parallel

reactions such as the formation of hydrogen gas, and the dissociation of water

become increasingly responsible for larger fractions of the total current.

Semiconductor cathodes in an electrolytic cell behave very similarly to metal-

semiconductor Schottky diodes. The surface and metal-interface potential will vary

depending on the semiconductor Fermi level primarily determined by its substitu-

tional dopant type and density. Once chemically cleaned, and adsorbates or metal

atoms have reacted with the surface, native or foreign induced interfacial states are

induced that also influence the position of the surface Fermi level and band bending.

The conduction during electrodeposition may be carried via holes or electrons in

the valence or conduction bands. These factors have been studied for many of the

industrially important semiconductors via in situ analysis using cyclic voltammetry

and impedance measurements combined more recently with scanning probe

microscopy and x-ray scattering at synchrotron facilities [7, 10–14].

9.3 Epitaxial Metals on Si

Numerous metals and metal silicides grow epitaxially onto Si surfaces of various

orientations using vacuum evaporation and annealing [15–18]. Many will begin to

react at room temperature on clean Si surfaces, especially those forming metal-rich

silicides, including Ni, Co, Pd, and Pt. All metals interdiffuse into Si given

sufficient time and temperature. The surface reconstructions present after high

temperature anneals in vacuum, and wet chemical H-passivation influence the

subsequent epitaxy [19].
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Many metals have been electrodeposited onto Si single crystalline substrates

towards the fabrication of contacts with some of the earliest reports in the 1980s

[20]. Random island nucleation is commonly observed and theories of nucleation

and growth apply [21]. Photocarriers influence the reaction rates of deposition and

or stripping [22–24]. Interfacial oxides are suspected based on contact properties

and direct detection [14]. Rarely is epitaxial growth reported [22, 25–27].

The known exceptions include Pb [25], Cu, Co [22], and Au [26, 27] growth on

H-terminated Si (111). In vacuum, Pb will deposit epitaxially at room temperature

in various patterns depending on coverage [28]. For Au, interdiffusion and silicide

formation is reported [29]. The lattice mismatch, f, defined as the difference in film

and substrate lattice constants compared to the substrate (Da/as) is smaller in

absolute value for Pb than Au (�8.8% and 25%, respectively) on Si. Thus, Au

will be happier growing on Si (001) surfaces where it can reduce the mismatch by a

rotation aligning the <110> planes with the Si <100>.

Electrodeposition on H-terminated Si surfaces has been investigated in situ using

cyclic voltammetry with scanning tunneling microscopy (STM), and synchrotron x-

ray scattering [22, 25]. Cyclic voltammetry is a technique that cycles the voltage

over a chosen range and frequency measuring current. Submonolayer reactions are

routinely monitored this way. Pb was found to form facetted (111) oriented platelets

indicative of interfacial ordering although continuous films were not reported [25].

The atomically-smooth NH4F-etched n-Si (111) surface could be imaged prior to

the deposition using a positive STM tip potential with respect to the Si electrode,

consistent with a stable H termination. When a more negative potential was applied

to the Si (�0.8 V SCE ¼ �0.56 V SHE) in an acidic electrolyte (0.05 M HC1O4 +

1 mM Pb2+) Pb deposition occurred but only with the positive STM tip retracted.

Subsequent STM imaging and ex situ x-ray diffraction showed preferential Pb (111)
growth. The Pb layers could be stripped entirely from the surface by reversing the

current indicating little Si-Pb intermixing.

Subsequent investigations by the same group using again in situ x-ray techniques

including grazing incidence x-ray diffraction (GIXRD), crystal truncation rod

scattering (CTRS), and x-ray standing waves (XSW) were able to confirm epitaxial

ordering of Au, Cu and Co on H:Si(111) [22]. In these experiments the electrolyte

composition was again small (Cu: 0.1 M H2SO4 + 0.1 mM CuSO4; Co: 10
�2 M

H3BO3 + 0.2 mM H2SO4 + 0.1 mM CoSO4) to not interfere with the surface x-ray

signal, with potentiostatic control (�0.55 V to �1.05 V vs. SCE ¼ �0.35 V to

�0.85 V vs. SHE). Island morphologies developed without wetting layers. The

structure at greater thicknesses towards coalescence were not reported.

Most recently, using a combination of cyclic voltammetry and ex situ atomic

force microscopy (AFM), conditions where Au formed atomically smooth, contin-

uous epitaxial layers on n-Si(111) and on (001) were reported [26, 27]. Epitaxial

island nucleation occurred with lateral growth observed at a potential where both

Au reduction and H2 gas evolution were occurring in parallel yet before significant

water dissociation. The large mismatch was relaxed within 10–20 monolayers while

the Au aligned cube on cube on Si(111). On Si(001) a Au film rotation was

observed retaining a (001) Au surface orientation [27]. Together with controlled
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pH and metal ion concentration (pH ¼ 4, 0.1 mM HAuCl4), the growth rate was

constant (0.22 ML/s) and limited by diffusion to the substrate over a range of

potentials (�2.0 V to 0 V Hg/Hg sulfate reference ¼ �1.36 V to +0.64 V SHE).

They concluded that the H+ evolution reaction in parallel must maintain the H

passivation of the Si surface and facilitate Au adatom diffusivity such that lateral

growth of Au continues before oxidation. The exact reasons how this also improves

the subsequent growth of smooth Au on Au is not clear.

The prior removal of Si native oxides, the surface passivation with H and

maintenance of this passivation in the electrolyte are clearly important steps. The

electrolyte pH influences the fraction of the total current associated with the Au

reduction as well as reduces the probability of Si oxidation. Whether this particular

source of Au ions and a Cl based acid are necessary are other questions. Once the

Si/Au interface is complete the growth of other metals onto the Au is feasible. The

magnetic properties of Au/Co, Ni, Cu and Fe multilayers have been studied with

continuous layer thicknesses as small as 2–5 nm [30].

9.4 Epitaxial Growth on GaAs

There have been many more reports of epitaxial metal electrodeposition on GaAs

substrates. Compared to Si the native oxides are less stable, and therefore easier to

chemically or thermally remove. They regrow more slowly perhaps, but the chemi-

cally-cleaned GaAs surface is also less easy to completely passivate with H or other

adsorbate. For UHV or CVD preparation, the surface is often given a wet chemical

oxide etch just prior to loading in the reactor or vacuum system. Various types of

chemical etch recipes including dilute HCl or NH4OH aqueous solutions have been

used [31]. Once inside the system in situ heating is also an option. The surface

crystallinity, and residual surface composition after these treatments has been

studied via reflected high energy electron diffraction (RHEED), x-ray photoelec-

tron spectroscopy (XPS) and Auger spectroscopy [32]. Residual oxides and other

impurities are detected as a function of the etch composition with the conclusion

that As oxides predominate, with As-OH the most likely. Recent experiments with

atomic layer epitaxy (ALD) for the deposition of thin layers of Hf or Al oxides onto

such surfaces finds that the residual native oxides are displaced by the deposited

metal. The Hf and Al reactions probably exchange with any residual Ga and As

oxides in a self-cleaning mechanism [33].

The identification of the surface bonds and reactions that occur on GaAs

electrodes in water as a function of applied potential have been investigated by

in-situ Fourier transform infrared spectroscopy (FTIR) using attenuated-total inter-

nal-reflection prisms [34, 35], as well as with cyclic voltammetry [36]. According

to FTIR investigations, the chemically-cleaned n-GaAs surface after removal of the

native oxides (HCl 6 M) is unreconstructed and initially covered with (1 � 1)

As–OH bonds consistent with the UHV investigations. In the electrolyte, these

bonds are displaced by As–H bonds to monolayer coverage once under cathodic

polarization. Meanwhile, the Ga+3 surface atoms are more likely to be reduced to
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metallic Ga rather than form H or OH bonds. Ga–OH and Ga–H are much less

stable than similar As bonds. Figure 9.2 shows results from FTIR absorbance as a

function of time. Only surface As–H bonds are detected as a function of the GaAs

cathode potential, after a change from �0.3 V to �0.8 V with respect to a Ag/AgCl

reference electrode (�0.1 V to �0.6 V SHE). The surface coverage increases

exponentially until it saturates after 50 s. These measurements offer valuable

insights into the presence of certain molecules and atoms on the GaAs surface

and the rates of their adsorption or bonding at well defined electropotentials.

Studies of the growth of metals such as Cu, Co, and Ni onto GaAs using cyclic

voltammetry detect H and OH reactions plus those generated by the metal ions [36].

One example for Cu growth on n-GaAs (001) is shown in Fig. 9.3. The GaAs

surface was prepared by first etching to atomic smoothness by anodic oxidation

followed by immersion in concentrated HCl to remove the surface oxides. Plotted is

the current density versus applied cathode voltage with respect to a SCE reference

for an acidic Cu sulfate electrolyte (5 mM CuSO4 + 1 M H2SO4) [36]. The first two

voltammetry scans at a frequency of 20 mV/s are shown. The peak at a negative

potential of�0.65 V (�0.41 V SHE) in the first scan is due to the direct reduction of

Cu+2 ions to Cu� forming a copper deposit on the GaAs surface in this sulfate

electrolyte. The area of the peak is proportional to the total Cu thickness deposited

during the scan which was less than a full monolayer. The peak shifts to a higher

value (�0.61 V � �0.37 V SHE) during the second scan indicating the reduction

potential is different for a GaAs surface now partially covered by Cu. The shift is

attributed to the formation of metal-induced interfacial states that change the
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Fig. 9.2 Example of current density and FTIR absorbance as a function of applied potential and

time for a n-GaAs surface (With permission [34])
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surface potential of the new Cu surface. Linear plots of the peak current density

versus square root of the cycle scan rate indicated that the growth kinetics were

limited by the diffusion of Cu+2 ions to the cathode surface at this electrolyte

concentration and GaAs potential. Studies of the process as a function of potential

found that adhesive layers grew only under conditions of diffusion control. The

diode barrier height was found to be a little higher than vacuum diodes, tentatively

attributed to an interfacial oxide layer. They concluded that the original As–OH

bonds may still be present or that other oxidation occurred during their growth.

Unfortunately, no information about the crystallinity of the Cu films was provided

in this study.

Others have reported the structure in the very initial stages of Cu growth at room

temperature via in situ x-ray standing wave analysis [22]. Electrodeposited poly-

crystalline Cu-GaAs islands showed interdiffusion (2 nm) and reaction (0.5 atomic

layers) similar to observations during MBE growth by the same group.

MBE with RHEED in situ found Cu on GaAs to be epitaxial, initially BCC in

structure switching to FCC by 1 nm thickness [37]. Similar to Au/Si (001) the MBE

Cu FCC phase grows with a 45� rotation such that the Cu<110> in-plane direction

is parallel to the GaAs <001> directions. This also reduces the lattice mismatch

(�10% with respect to half the GaAs lattice constant).
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0

j/
m

A.
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Fig. 9.3 Example of a cyclic

voltammogram obtained

during potentiostatic

electrodeposition of Cu on n-
GaAs (100) (5 � 10�3 M

CuSO4 + 1 M H2SO4). Plots

of the current density versus

voltage with respect to SCE

from the first two scans,

beginning from an open

circuit potential (0.18 V)

using a scan rate of 20 mV s�1

(With permission Fig. 10

[36])

224 K.L. Kavanagh



More recently, Cu film electrodeposition on GaAs has been investigated over a

wider parameter range [38]. The process carried out galvanostatically was

optimized to obtain continuous films. The crystallinity and epitaxial alignment

was confirmed ex situ via observations using optical and scanning electron

microscopies, and structural evaluation via x-ray and electron diffraction. The

electrolyte composition was simplified towards cleaner films rather than smooth

surfaces. Isolated polycrystalline islands occurred at lower or higher constant

currents, while continuous and epitaxial films occurred for currents centred at

10 mA/cm2. The CuSO4 concentration (0.1 M) and electrolyte temperature

(53�C) were also optimized.

Figure 9.4 shows an SEM image of the surface of a Cu film on GaAs (001) grown

at 15 mA/cm2 at 53�C. When epitaxy occurs, the Cu islands coalesce into well-

oriented single crystals with aligned pyramidal surface facets, as well as strong XRD

peaks. The macroscopic surface orientations are on average parallel to the substrate

with local variations of up to 1� due to dislocations. The pyramidal facets develop

with <100> bottom edge directions seen previously for growth on Au substrates.

This is explained to be due to the influence of adsorbed impurities or to preferential

reactions on surface steps. Similar phenomena are reported for Ag films [3].

Most conditions, however, produce Cu islands that do not coalescence or, at very

high currents, dendrites will form. Figure 9.5 shows examples of Cu islands or

dendrites that have grown in random orientations and without coalescence on

n-GaAs (001) surfaces at room temperature at current densities of 140, 6 mA/

cm2, and 0.4 mA/cm2 [8, 38]. Cu films also grow epitaxially onto GaAs (110) and

(111) conserving the epitaxial preference for alignment of Cu <110> with GaAs

<100> directions [8]. The variability in the GaAs doping density, sample area, and

the ohmic contact meant that potentiostatic control was less reproducible than that

of galvanostatic. Unfortunately, there has not yet been an accurate potentiostatic

measurement of the cathode potential to enable comparisons to the earlier results

described above.

Continuous films of single crystalline Cu0.3Ni0.7 alloys have been reported on

(001) GaAs by pulsed electrodeposition (�2.5 V SCE � �2.3 V SHE) although

pure Ni did not grow well [39]. The final preparation of the GaAs surface and the

electrolyte for these experiments also avoided any chloride chemistry.

The metal with the smallest lattice mismatch to GaAs is BCC Co (ao ¼ 0.2827

nm, f ¼ +0.1%) a phase that is metastable, first grown by vacuum deposition [40].

20 µm 

Fig. 9.4 SEM image of Cu

electrodeposited onto GaAs

(001) at 53�C, 15 mA/cm2

(With permission [38])
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At thicknesses greater than a critical value (36 nm for vacuum deposits) the Co

films relax to the equilibrium HCP phase (lattice constant: c ¼ 0.40695 nm). The

in-plane cubic [200] and [110] diffraction peaks (RHEED) split towards the HCP

structure. The transformation to HCP Co is such that the c-axis direction becomes

aligned with a GaAs <110> in-plane direction with a <1120> surface orientation

finally with a larger mismatch (1.77% with respect to half the GaAs lattice

constant).

The same epitaxial arrangement dominates during Co electrodeposition on

GaAs. Electrodeposited in acidic electrolytes (CoSO4 (1.5 M) + H3BO3 (0.5 M),

pH ¼ 3.45), Co/GaAs (001) has structural and magnetic properties comparable to

those of vacuum-deposited films, including the initial growth of the BCC phase

[41]. In a electrolyte that is less acidic (pH 5–6), buffered using ammonium sulfate,

and using a lower Co sulfate concentration (0.1 M) without boric acid, Co films

grown galvanostatically (10 mA/cm2), develop vertical (0001) facets on top of the

BCC interfacial layer [42]. Growth is isotropic on the (0001) facets resulting in

circular discs. Figure 9.6 shows SEM images of Co/GaAs as a function of GaAs

Fig. 9.5 SEM images of

polycrystalline Cu/GaAs

(001) electrodeposits as a

function of current density

(0.1 M CuSO4, room

temperature): (a) 140 mA/

cm2, (b) 6 mA/cm2, and (c)
0.4 mA/cm2 (With permission

[8, 38])
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substrate orientation. There are discs arranged parallel to each in-plane GaAs

<110> direction. Their aspect ratio, thickness to diameter, is 0.05–0.2. With the

same current density, but lower electrolyte concentration (0.01 M CoSO4), a similar

shaped disc is obtained, but only 25% the size of these. At lower electrolyte

temperature (4�C) the discs are also smaller and they do not occur for electrolyte

temperatures above 22�C [42]. Random alignment without facets results for depo-

sition in pure CoSO4 electrolyte (no (NH4)2SO4), acidic (H2SO4), or basic (NH4)

OH CoSO4 solutions. These experiments were carried out with heavily-doped,

(2 � 1018/cm3) n-type GaAs single crystals using a Pt wire anode with a cathode-

anode potential difference of�4 V. The total current density increased rapidly with

voltage in this range due to the parallel reduction of H+ to hydrogen gas or

dissociation of water (depending on the substrate resistivity and pH). The fraction
of current attributable to Co film growth was as low as 10%. The formation of facets

is likely occurring due to differences in the rate of reaction at Co surface

orientations or to preferential adsorption of other ions in the electrolyte such as

sulfate.

Co films also grew epitaxially on lower doped n-type substrates (2 � 1017/cm3)

for diode preparation [8]. The electrical barrier heights were measured ex-situ from

500 nm GaAs <110>

a b

c d

Fig. 9.6 SEM images of Co nanodiscs electrodeposited on GaAs: (a) (111)B, (b) (110), and (c)
(001) substrates from CoSO4 (0.1 M) plus (NH4)2SO4 (1.0 M) electrolyte. The perpendicular to the

plane of the discs is always aligned with a GaAs<110> direction. (d) An SEM image of a Co film

grown on GaAs (001) without (NH4)2SO4 (With permission [42])
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current-voltage (I-V) and capacitance-voltage characteristics for (001), (011) and

(111) B GaAs substrates. The Co films prepared in the same manner at room

temperature gave identical values of 0.76 � 0.02 eV independent of the substrate

orientation with the highest I-V ideality factor occurring for the most polarizable

(111) B orientation (1.07). These results are curious in that they are independent of

orientation and method. Often a small difference between I-V and C-V is blamed on

image force lowering (0.03 eV for a dopant density of 2 � 1017/cm3) which occurs

during an I-V measurement but not during C-V [9]. The lack of any effect of the

orientation indicates that any changes in the interface state density or semiconduc-

tor work function are small or self compensating. An interfacial dielectric layer

such as an oxide, or deviation in the surface substrate carrier concentration from

impurities, e.g. H, would cause a deviation in the measured barrier height between

the two methods.

The metal with the second closest lattice match to GaAs is Fe (BCC 1.4%). Fe

films grow epitaxial onto GaAs surfaces by UHV or electrodeposition [43]. For

MBE growth the GaAs surfaces once in the UHV system are cleaned of native

oxides by heating or ion beam sputtering followed by growth of GaAs epitaxial

layers or further annealing to remove damage. Growth on substrate orientations of

(001) and (110) have been reported with MBE. The Fe films are grown very slowly

(monolayers per hour) at temperatures at or near room temperature. The Fe

nucleates in islands that coalescence after three atomic layers. The epitaxy is cube

on cube with the strain initially accommodated elastically. At a thickness of 20

atomic layers (2.8 nm) strain relaxation begins to be detected in situ via changes in

the magnetic properties and splitting of reflection high energy electron diffraction

(RHEED) spots [44]. Relaxation continues presumably by misfit dislocations with

increasing thicknesses exponentially reducing the residual strain 90% by 15 nm

thickness. These thin Fe layers have seen much attention due to their interesting

magnetic anisotropies attributed to the interfacial structure. Spin injection and

detection through thin MBE Fe/GaAs tunnel barriers have been studied using lateral

Hall devices or optically via emission from buried quantum wells [45, 46].

Electrodeposited epitaxial Fe/GaAs has been reported for (100), and (110), and,

in addition, (111)B orientations of bulk substrates [47, 48]. Like MBE, the films in

all cases are oriented cube on cube with the substrate, consistent with the low

mismatch. Epitaxial Fe was first reported via galvanostatic control (2.5 mA/cm2)

using a Fe sulfate (0.1 M) plus boric acid electrolyte adjusted to a pH of 2.5

(sulphuric acid) at room temperature [47]. The native oxides were etched in

ammonia and it was noticed that FeCl2 electrolytes produced inferior Fe layers

based on poorer magnetic properties.

Subsequent work was carried out at a higher pH via buffered ammonium sulfate

electrolytes and at higher electrolyte temperature, using Fe sulfate, ammonia for

native oxide etching, and galvanostatic control (10 mA/cm2). These conditions

resulted in better structural films based on x-ray diffraction peak widths [48].

Higher acidity with additions of sulphuric or chloride-based acids reduced or

destroyed the epitaxy [8]. Optimal conditions result in growth rates of approxi-

mately 100 nm/min, much faster than is typical of MBE. Islands form with
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diameters on the order of 50 nm, but their coalescence may not occur until

thicknesses between 20 and 50 nm. Island growth is epitaxial but strain relaxation

occurs prior to their coalescence, probably at a similar thickness as does MBE, 3 nm

[44]. A third investigation confirmed the detrimental effects of chloride electrolytes

and identified the nature of observed faults seen in all films to be (221) oriented

twinning defects [49].

The interface is found to be atomically abrupt to within a few monolayers

without evidence of oxides or reaction based on cross-sectional TEM [49]. How-

ever, fabrication of TEM cross-sectional samples without heating the interface

during thinning is difficult and this may influence these results. Figure 9.7 shows

an example of a high resolution TEM cross-sectional view of a electrodeposited Fe/

GaAs(001) interface produced with minimal heating during polishing, and ion

milling at liquid nitrogen temperatures. The FCC GaAs fringes are (111) planes

while those from the BCC Fe are (110) planes (0.20 nm). It is difficult to exactly

locate the position of the interface. There is a less ordered region with a thickness of

about five monolayers. There may be a misorientation in the surface of the substrate

or roughness from etching the oxide. These factors would increase the apparent

interfacial roughness.

Relaxation of the lattice mismatch strain seen from x-ray diffraction

measurements is confirmed by the edge dislocations visible. Two regions with an

extra GaAs plane are circled in the image. The spacing between them is 17.5 nm

consistent with the expected average spacing for such dislocations (14.3 nm) if they

are to relax completely the 1.4% mismatch. Like Co, Fe diodes fabricated for the

three major GaAs surfaces resulted in similar barrier heights of 0.88 � 0.02 eV

comparable to those fabricated in vacuum systems [48, 50].

The purity of the Fe films can be evaluated by its lattice constant. High resolu-

tion x-ray diffraction has measured the average perpendicular Fe lattice constant

with respect to the GaAs substrate with an accuracy of �0.0005 Å. Fe films grown

at room temperature are found to have a lattice constant of 2.8605 � 0.0005 Å,

increasing to value of 2.8650 � 0.0005 Å at 64 C, values slightly smaller than bulk

Fe (2.8665 Å) [48]. Since the concentration of dissolved oxygen in the electrolyte

decreases with increasing electrolyte temperature, this small contraction of the

lattice is likely due to dissolved oxygen reacting in parallel. Oxygen impurities

Fe

GaAs

Fig. 9.7 High magnification

lattice image of an

electrodeposited Fe/GaAs

(001) interface looking along

a <110> direction. The

circled regions have a misfit

dislocation with an extra

GaAs plane
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forming Fe oxides within the Fe film are also consistent with inhomogeneities

found in the magnetic properties [51].

Alloys of Fe including FexCo1�x and FexNi1�x have also been epitaxially grown

onto GaAs using sulfate metal salts and ammonium sulfate buffering similar to Fe/

GaAs. Thick BCC FexCo1�x films grow on GaAs over a range of compositions up

to 64 at.% Co [52]. At greater Co concentrations a cubic structure was not detected

by XRD and was assumed to be unstable for the same growth conditions or too thin

to detect. Similar to BCC Fe films, twinning with a (221) orientation is observed to

occur in BCC FexCo1�x. The proportion of twinned material varied with Co

composition. An abrupt interface is observed via TEM. Magnetic properties are

comparable to those of MBE FexCo1�x films.

FexNi1�x alloys grow in an FCC structure on GaAs (001) from x ¼ 0 to 0.3, and

BCC from x ¼ 0.4 to 1 at room temperature (ammonia sulfate electrolyte). The

composition in between is a two phase region where both BCC and FCC phases co-

exist [50]. The FCC Ni-rich phases grew with compositions close to that of the

electrolyte consistent perhaps with a mass-transport-limited process. If the reaction

was rate limiting then the reaction of Ni is expected to be faster than Fe considering

its higher equilibrium potential. Both types of metal ions have similar aqueous

diffusion coefficients. Nevertheless, the Ni deposition was inhibited for the higher

BCC FexNi1�x alloys. In these alloys the ratio of Fe in the film exceeded that of the

electrolyte by a value proportional to the composition increasing up to 50% at 80 at.

% Fe, despite otherwise similar electrodeposition conditions. This type of prefer-

ential deposition of the less noble metal has been carefully studied and can be

explained by preferential adsorption of Fe ions or reactants compared to Ni at

higher cell current densities or overpotentials [53]. The growth of Ni using similar

electrodeposition conditions resulted in polycrystalline films. Earlier reports using

more acidic electrolyte were more successful in aligning Ni on GaAs (001) and

(011). The reasons for this difference is not understood [54].

The final metal reported to grow epitaxially on GaAs is Bi a trigonal crystal

structure (a ¼ 0.4546 nm, c ¼ 1.1862 nm) [55, 56]. Initial experiments reported

results from a Bi deposition carried out in a two step process involving a short

nucleation pulse at a higher overpotential (�0.275 V vs. Ag/AgCl ¼ �0.078 V

SHE) followed by growth at a lower value (�0.02 V ¼ +0.18 V SHE) to the final

film thickness. The electrolyte was 20 mM BiO + and 2 M HClO4 at room

temperature. XRD measurements showed that the film had a strong (018) preferred

orientation on the GaAs (011) surface [55].

A less acidic electrolyte consisting of (NH4)2SO4 with a saturated solution of

bismuth (III) nitrate pentahydrate (Bi(NO3)3·5 H2O), resulted in better epitaxial Bi

films on three major GaAs orientations. Bi grows c-axis oriented on (111)B and

(100) GaAs and again (018) oriented on (011) GaAs [56]. The crystallinity and

degree of lateral coalescence was best for an elevated growth temperature of 70�C
[56]. No evidence of interfacial layers were detected via cross-sectional TEM

investigations. There was a larger variation in the barrier heights than for Co or

Fe diodes, particularly for (111)B diodes. A comparison between this As-polarized

surface and the opposite Ga-rich (111)A side would be interesting. Experiments
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with Au electrodeposition have found significant differences in the nucleation and

deposition potential for the two (111) orientations consistent with their different

surface chemistry [57].

9.5 Semiconductor Nanowires

Electrodeposition has been applied to the deposition of metals on Si and GaAs

nanowires grown by vapour liquid solid mechanisms [5, 6]. The technique can be

used for the fabrication of contacts to the ends or sides of the wire probing their

conductivity and composition. If the wire is poorly conducting or is covered in an

insulating oxide, then deposition occurs only onto the end of the wire where there is

the Au catalyst. Figure 9.8 shows SEM and TEM images of GaAs wires after the

electrodeposition of Cu. These wires were not intentionally doped so their conduc-

tivity was poor. Nevertheless, there was sufficient conduction from the substrate for

Cu to deposit around the Au catalyst at its tip but not on the sidewalls. The Au

catalyst is single crystalline as is the Cu layer grown onto it. Intentional doping to

increase the wire conductivity results in sidewall deposition. In the case of conduc-

tive Si nanowires, once the surface oxide is removed, deposition of Ni occurs onto

the sides as well as the Au tip [5]. Similar to flat surfaces, the control of epitaxial

nucleation and orientation should be feasible via appropriate surface preparation

and cell conditions.

9.6 Comments and Remarks

A summary of metals, reported to have been epitaxially grown on Si or GaAs via

aqueous electrodeposition are listed in Table 9.1. Included is their lattice constant,

ao, lattice mismatch, epitaxial alignment with the substrate, film orientation, the

native oxide etchant, electrolyte, and references to the literature. The removal of

native oxides is certainly an important requirement. The formation of a passivation

layer of H bonds on Si or OH bonds on GaAs after oxide etching is observed in situ

Fig. 9.8 SEM (left) and TEM (right) images of Cu electrodeposited onto Au/GaAs nanowires [6]
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via FTIR and cyclic voltammetry, and ex-situ by XPS. The subsequent displace-

ment of these bonds by the metal, once cathodically polarized, is supported by

epitaxial growth and the lack of detectable interfacial oxide layers. Native-oxide

etching using HCl solutions is less effective compared to NH4OH, although the

formation of As–OH bonds is detected nonetheless using this etchant. The presence

of Cl ions may contribute directly to the passivation and or interfere with the

oxidation control. This ion is not a necessary component to native oxide removal

and does not aid in epitaxial growth.

The importance of other factors for GaAs including using a higher pH, and the

presence of sulfate, are apparently important but also not understood. In most cases,

accurate potentiostatic investigations in combination with structural investigations

have not yet been carried out. Except for Cu all of these metals have negative

equilibrium reduction potentials, meaning that H+ reduction reaction will always be

occurring in parallel to some extent. The addition of ammonium sulfate for Cu

deposition on GaAs did not improve the epitaxy although the formation of CuO at

the apex of pyramidal surface features was likely delayed. Higher electrolyte

temperature was beneficial in more than one metal likely related to residual oxygen

in the electrolyte. A certain fraction of the total current being a H+ reaction may be a

necessary requirement for uniform, lateral growth on GaAs, as already suggested

for Si formation. While Cu, Co, Fe, and Bi form epitaxial layers on GaAs, it is not

clear why other metals including Ni and Cr are less successful.
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Nanoscale Etching and Patterning



Chemical Mechanical Polish
for Nanotechnology 10
L. Nolan and K. Cadien

Abstract

Chemical mechanical polish (CMP) is a process technology that was adapted

from wafer polishing to IC fabrication and thereby enabled the semiconductor

industry to extend optical lithography and invent novel approaches such as

damascene interconnects. In this chapter, we discuss the fundamentals of CMP

as well as applications of the technique to nanotechnology. These applications

include established IC techniques such as damascene and dual damascene

fabrication, and shallow trench isolation, and emerging processes such as gate-

last technology. CMP has recently found broader applications within the nano-

technology community, and has been adapted to produce extremely smooth

surfaces for materials, such as sapphire and gallium nitride, that are far beyond

the usual scope of IC manufacture. It is also being explored as a fabrication

technique for novel interconnect and memory materials, such as phase-change

memory. This chapter examines the features of CMP that make it a fundamental

top-down nanofabrication technique for such a wide range of applications.

10.1 Introduction

Polishing was developed centuries ago to produce copper and bronze mirrors, and

to shape glass optics. All mirrors and lenses used in astronomy have been shaped

and smoothed using polishing. Samples prepared for metallography are polished to

produce a mirror-like surface finish for optical inspection. All semiconductor

substrates are polished as part of the final step of substrate manufacturing to

produce a flat, smooth, and defect free surface.
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CMP was developed from substrate manufacturing technology in the 1980s [1]

by IBM to address topography issues associated with adding a second metal layer.

CMP was used to planarize SiO2 interlayer dielectrics (ILD), reducing topography

and thus extending the usefulness of photolithographic techniques by allowing a

smaller depth of focus to be used. Planarity was further enhanced at the transistor

level by the development of shallow trench isolation (STI) technology that required

the polishing of SiO2 and stopping on the silicon nitride (Si3N4) masking layer.

Since then, CMP has been adapted for use with metals such as tungsten plugs,

where tungsten polish replaced the tungsten plasma etch back process with dra-

matic improvement in defects and reduction in plug recess.

Copper has a significantly lower resistivity than aluminum. It also has a higher

melting point, and thus better resistance to atommobility due to high current density

(electromigration). However, Cu did not replace Al until the 130 nm technology

generation due to significant issues with integration of copper interconnects into

integrated circuit process flow. Due to pattern density restraints, copper could not be

wet etched, and there was not a viable technology for plasma etching Cu. The

breakthrough for Cu implementation came from the invention of copper damascene

technology [2]. In Cu damascene, a copper interconnect is fabricated by plasma

etching a trench in the ILD, then blanket coating the trench with a diffusion barrier

and a copper seed layer. The wafer is then coated with copper using electroplating,

filling the trench. The excess copper, seed layer, and diffusion barrier are then

removed using Cu CMP. There are several strategies for damascene Cu, including

dual and single damascene, which involve the fabrication strategy for the intercon-

nect and the via (vertical metal connection that connects different metal layers).

CMP has also enabled novel integration schemes for transistors, such as the gate last

approach for high-k metal gate transistors [3]. Today, Cu CMP comprises approxi-

mately 50% of the CMP process steps in logic manufacturing.

It is clear from the above discussion that CMP has been a key enabling technol-

ogy for the semiconductor industry and this is one of the main attributes of CMP.

Another attribute of CMP is that it creates new surfaces and eliminates defects on

incoming wafers. Finally, CMP planarizes surfaces on many different length scales

from the nano to meso and macro scales. Achieving such planarity is important in

the continued use of optical lithography, and is finding fresh application in fields

such as opto-electronics. In the following chapter, we will discuss the fundamentals

of CMP, and three applications of CMP to nanotechnology, namely, nano-

interconnects, nanodevices, and nano-smooth surfaces.

10.1.1 CMP Fundamentals

As the name suggests, CMP combines both mechanical and chemical polishing to

achieve a very high quality surface finish. However, this process cannot be under-

stood as a simple addition of chemical and mechanical effects; the underlying

mechanisms by which polishing occurs during CMP are not fully understood. The

outcome of a CMP process is affected by a wide range of inputs relating to both the

240 L. Nolan and K. Cadien



chemical and mechanical aspects of the technique, such as the speed and pressure of

polishing, the roughness and hardness of the polishing pad and the pH of the

polishing slurry. Although CMP is used to manipulate the surface of a wafer at a

very fine scale, the process itself is controlled almost exclusively by these macro-

scopic parameters.

In CMP, a wafer is pressed against a rotating polishing pad in the presence of a

polishing slurry. The slurry contains both chemically active ingredients, such as

oxidizers and surfactants, and mechanically active abrasive particles. A schematic

diagram of the polishing process is shown in Fig. 10.1. During polishing, there are

also many other process and equipment variables such as pad conditioning and

various rotation rates and directions, as well as sweep directions shown on the

Fig. 10.1 Schematic diagram of CMP process showing the top and side views [4]
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figure. A magnified view of the region between the pad and the wafer is shown in

Fig. 10.2. This figure is not to scale, but during polishing, the gap between the wafer

and the pad is thought to be 60–80 mm [5] under typical CMP conditions, which is

of a similar magnitude as the pad roughness. The abrasive particles are typically

smaller, with diameters of 10 nm to 5 mm. In addition to removing material from the

wafer surface at rates of several hundred nanometers per minute, planarity lengths

of 20–30 mm are achieved [2].

As discussed in the previous section, CMP combines mechanical and chemical

polishing processes. These processes will be described separately in the following

sections, and then their combined effects will be discussed.

10.1.2 CMP Equipment and Consumables

Polishing is carried out on a polishing tool, which can vary in size from table-top to

the size of a room. The polishing pad and slurry, outlined in the previous section,

have a significant effect on the polishing outcomes. Additionally, both these

components are considered to be ‘consumables’ and are not permanent parts of

the polishing tool. They are expensive and hence contribute significantly to the

cost-of-ownership for CMP processors. Polishing uniformity and the rate of defects

are strongly affected by the pad conditioner and the wafer cleaning equipment and

procedure used. The role of these items will be described individually here.

10.1.2.1 Polished Surfaces
CMP is used to remove material from and planarize a wide array of surfaces in the

microelectronics industry. Initially introduced into the semiconductor industry as a

method to planarize single-crystal silicon wafers, it was adapted for device manu-

facture in 1983 when it was used to planarize reflown glass in isolation trenches [6]

Even though this process was never used commercially, it led to the development of

Fig. 10.2 Expanded view of the region between the pad and the wafer during CMP
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CMP processes to planarize other insulating materials, such as SiO2 and Si3N4 for

shallow trench isolation. It is also used in back-end-of-line (BEOL) processing to

form vias made of tungsten, aluminum and copper. CMP enables other fabrication

techniques such as damascene and dual-damascene copper technology, where

polishing of both metals and barriers such as Ta and TaN is required. Current

research topics in CMP include the planarization and removal of low-k dielectrics,

and planarization of surfaces such as germanium and gallium nitride for optical

devices.

A broad but not exhaustive list of surfaces processed using CMP is shown in

Table 10.1.

10.1.2.2 Polishing Tools
All CMP tools are based on just two essential components; the wafer carrier and the

polish platen. The wafer carrier must apply load and rotate. The polishing platen

must resist the load applied by the carrier and also rotate. The simplest CMP tools

consist of little more than this, with the slurry feed and conditioning systems

typically added by the user. Improvised tools using a conventional metallographic

polishing wheel as a platen, and a drill press or other electric motor as a carrier,

have been used extensively in research (e.g. [10–12]). These tools typically have a

pad diameter of 0.3 m, or 1200, and can be used to polish wafers up to 0.1 m, or 400, in
diameter.

Several of the CMP consumables, such as the polishing pad and the conditioner

head, must be kept damp in order to avoid damaging them. Integrated, research-

scale polishers such as the CETR Tribopol and the Logitech Tribo are still small

enough to be housed on a laboratory bench top (hence their common designation as

“benchtop polishers”) but contain integrated conditioning and fluid delivery

systems. These incorporate automatic pad-wetting functions. They may also have

a specially designed carrier to distribute the pressure across the wafer surface more

evenly. Additionally, as these are intended primarily for research, they usually

incorporate a number of metrology tools, such as pad temperature monitoring and

real-time friction and acoustic emission analysis. Like the improvised polishers,

benchtop tools typically can be used for polishing wafers up to 0.1 m or 400 in
diameter, but may have platen diameters of up to 0.5 m or 2000.

Polishing for production in a fabrication facility has several additional

challenges that have resulted in the development of larger and more sophisticated

Table 10.1 Surfaces processed using CMP

Metal, Metalloids Ceramics Emerging

Silicon Silicon dioxide Carbon nanotubes [7]

Tungsten Silicon nitride Zinc oxide [8]

Aluminum Low-k dielectrics Bi2Te3 [9]

Copper Tantalum nitride

Tantalum Gallium nitride

Germanium
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tools, though the basic components remain the same. Due to the large volumes of

wafers polished, modern tools accept cassettes of wafers and automatically load,

polish and unload them. CMP involves the extensive use of small particles which

are typically an anathema to cleanroom facilities. As a result, “dry-in, dry-out”

loading and unloading, with wafer cleaning incorporated into the process, is also

becoming the industry standard, so that all the polishing occurs in a contained

environment isolated from the rest of the fabrication facility. In order to increase

throughput, these tools typically have two or more polishing platens. For example,

copper CMP for damascene manufacturing is typically carried out on three platens,

each with its own specialized pad and slurry. On the first platen, the bulk of the

copper is removed with a high rate polish. The second platen is used to remove the

last of the copper at a much lower rate while stopping on the diffusion barrier. Some

dishing or other topography may develop at this stage as some areas are

overpolished to ensure complete removal of the copper from other regions. At the

third and final platen, the barrier is removed and the wafer is planarized to remove

the topography developed in the previous stage. The wafer is then cleaned by a

wafer scrubber before being dried and reloaded into a cassette. A schematic of this

polishing sequence is shown in Fig. 10.3.

Each process is optimized to take approximately the same length of time to

maximize throughput and manufacturing efficiency. Industrial CMP tools typically

can polish wafers up to 0.3 m (1200) in diameter, with wafer diameter increasing to

Fig. 10.3 Schematic diagram of a production CMP machine
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0.45 m in the future. The platen size is correspondingly larger and may be up to

0.75 m or 3000 in diameter.

10.1.2.3 Slurry
Polishing slurries vary in composition according to their intended use. However, as

suggested by the process name, they all contain both chemically and mechanically

active components. The mechanically active role is performed by abrasives in the

slurry, while the chemically active portion of the slurry consists of substances

chosen to either soften or oxidize the polished surface. Both these components

will be discussed here, as well as other additives that may be used but do not

contribute directly to polishing.

In all slurries, the active components are diluted in water, usually de-ionized. In

many cases, these active components only make up a few percent of the total slurry

volume, with the balance consisting of water.

Mechanical Components: Abrasives
Abrasives used for CMP are typically hard, small oxide particles suspended in the

slurry. For polishing silicon oxide and nitride, such as in shallow trench isolation

(STI), the abrasives are usually fumed or colloidal silica, alumina or ceria. These

typically range in size from several nanometers to several microns in diameter. The

size distribution is generally narrow, especially for colloidal particles formed by

precipitation techniques. Oversize particles can cause scratches on the wafer sur-

face and hence are removed by filtration prior to use. Aggregates of the particles can

also lead to scratching due to their size and so they are also eliminated from the

slurry, typically by stirring and using chemical dispersants. These substances will

also be briefly discussed in the description of chemical additives. The most com-

mon particle morphology is a sphere, although the effect of using particles that are

plate-like [13] or roughly cubic [14] has also been investigated.

A number of composite particles have also been fabricated and used in oxide

CMP. These particles consist of a softer core coated with smaller, harder and

occasionally more reactive particles. The aim of such particles is to prevent gross

scratching defects on the wafer by making the particles soft, while still maintaining

high polish rates with the encrusted oxide. Polymeric cores with yttria crusts [15]

and silica cores with ceria crusts [16] have both been examined; these particles are

shown schematically below. A TEM image of Fig. 10.4b is shown in Fig. 10.5. The

particles are usually present in the slurry in concentrations of between 1 and 10 wt%,

though this can vary for specialized applications.

The effect of the particle composition, size, shape and concentration on the

polishing process is complex and not well understood. Some research suggests that

the rate of polishing decreases with increasing particle size and increases with

increasing particle concentration [17, 18]. Other studies on different substrates

suggest that increasing the particle size increases the polishing rate [19], while

still others suggest that the particle size has very little effect on polish rate [20].

Similarly, many researchers do not differentiate between particle compositions in

their models of the CMP process, (for example the work of Fu, Chandra et al. [21]

10 Chemical Mechanical Polish for Nanotechnology 245



and Che, Guo et al. [22]), while others suggest that chemical interactions between

the particle and substrate are key to polishing [23]. This concept will be discussed

further in the next section.

Chemical Components
The roles of the chemicals in the polishing slurry are diverse; the most commonly

used classes of additives, based on their function in the slurry, will be discussed

here.

pH Adjusters and Buffers

The pH of the polishing slurry is of high importance for virtually all types of wafers

and abrasives. One of the primary methods for preventing particle aggregation in

Fig. 10.5 TEM image

showing ceria nanoparticles

attached to the surface of

silica particles

Fig. 10.4 Schematic diagram of (a) polymer and (b) silica primary particles with yttria and ceria

nanoparticle surface layers or ‘crusts’
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the polishing slurry is to maintain a strong surface charge of the same polarity on all

the particles, so that they repel each other. This is demonstrated in the schematic

zeta potential – pH plot shown in Fig. 10.6.

From this plot, it is evident that the surface charge on a material can be

manipulated to achieve a desired outcome using the solution pH. As demonstrated

in the schematic, two different surfaces (such as an abrasive and a wafer) may have

different surface charge characteristics. In the case shown here, this leads to a pH

region (6 < pH < 10) where the surfaces have charges of opposite polarities and

hence attract each other. This may be useful during polishing to maintain high

polish rates. Similarly, at a pH above or below this range, the particles and wafer

will have the same polarity and hence will repel each other, a property that is often

utilized for cleaning the wafer.

The slurry pH also has a significant effect on the polishing process by modifying

the wafer surface. The dissolution rate of silicon dioxide (SiO2) and other silica-

based materials increases with pH. This is illustrated in Fig. 10.7 for amorphous

silica at around ambient temperature. This accelerates removal of the SiO2 surface

such that polishing rates increase significantly at pH above 10. The mechanisms

behind this increase will be discussed in detail in Sect. 2.1.

The pH also affects the oxidation behavior of metallic surfaces, which can in

turn alter the polishing rate. Pourbaix diagrams depict regions of thermodynamic

oxidation behavior over a range of pH and potential, and are a useful tool in

designing slurry pH. The Pourbaix diagram for copper in water is shown in

Fig. 10.8 as an example; from this plot, it is evident that copper tends to oxidize at

6.5 < pH < 13.5, and may dissolve at lower pH values. For many metal surfaces,

polishing is achieved by oxidizing the surface and then removing it by abrasion, so

controlling the pH is important in controlling this mechanism. This will be

discussed further in the following section.

Fig. 10.6 Schematic plot of

zeta potential vs. pH for two

different substances
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In order to maintain the design pH, buffers are often added to polishing slurries.

A summary of typical slurry pH for four types of CMP is shown in Fig. 10.9.

Oxidizers

Metal and metalloid surfaces are typically oxidized during polishing to enable

rapid, even, defect-free polishing. The mechanisms by which this occurs are

Fig. 10.7 Solubility of

amorphous silica vs. pH [24]

Fig. 10.8 Pourbaix diagram for copper in water, with a total copper activity in solution of 10�5

[25]. The y-axis is the potential of the environment in volts with respect to the standard hydrogen

electrode (SHE)
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discussed in Sect. 2.2; however, regardless of mechanism, oxidizers are required to

induce this process and will be discussed here.

A successful CMP oxidant should rapidly induce oxidation of the wafer surface,

forming an adherent, continuous and stable oxide layer. It should also do so

uniformly, without generating pits or preferentially etching grain boundaries.

Where no oxidizer is known that meets all these criteria, a corrosion inhibitor

(such as those described in the next subsection) can be used in conjunction with

the oxidizer to help stabilize the film formed. The emphasis on oxidizer selection is

then on rapid reaction, and pitting and etching resistance.

Because the wafer surface essentially undergoes controlled corrosion during

polishing, electrochemical techniques are very often used to evaluate the perfor-

mance of oxidizers. A description of electrochemical characterization methods is

not within the scope of this work, but several references are available (e.g. [26]).

Oxidizing acids, specifically nitric acid, were the first oxidizers adopted in CMP.

Nitric acid was found to give poor results when used with copper as the oxide layer

formed was unstable and provided no passivation of the underlying metal [27].

To achieve oxidation in basic conditions, ammonium hydroxide is often used as

the oxidizing agent. A 1 M solution of NH3+ in water has a pH of 11.6, which is

sufficiently high for hydration and softening of the oxide layer in STI-type pro-

cesses. Ammonium hydroxide may also be used to oxidize metals, especially where

the Pourbaix diagram suggests that a high pH is desirable for polishing. However, it

also acts as a chelating agent for a number of metals, including copper, silver, cobalt

and zinc [28], and their oxides, including CuO [2]. This destabilizes the passive film

formed and can lead to preferential etching of grain boundaries in copper, excising

grains and roughening the metal surface [29].

Generally, hydrogen peroxide has been found to be the most suitable oxidizer in

metal CMP. It avoids the issues apparent with HNO3 in that it passivates the

underlying surface, and unlike NH4OH it does so without dissolving the oxide

film or metal at the same time. The use of H2O2 with copper in particular has the

additional advantage that Cu2+ ions catalyze the decomposition of the H2O2 into

OH* free radicals, which are stronger oxidizers than H2O2 alone and further

increase the slurry’s ability to quickly and evenly passivate the metal surface

[30]. This process is known as the Fenton cycle and it also occurs with other

transition metals, most notably iron.

Fig. 10.9 Typical slurry pH values for various CMP processes
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Corrosion Inhibitors

Many surfaces, including silicon, tungsten and aluminum, form a continuous and

adherent oxide layer when exposed to an oxidizing environment. This layer is then

removed during polishing, as described in Sect. 2.2. However this does not occur

with all surfaces for which CMP is required, leading to poor final results in several

areas, notably copper polishing. One solution to this is to add a corrosion inhibitor

to the slurry. Although this may seem counter-intuitive, as controlled corrosion is

desirable and necessary for successful polishing, the role of the corrosion inhibitor

in these situations is to stabilize any surface oxide that does form and prevent it

detaching from the surface, rather than prevent the corrosion reaction from happen-

ing, for example by preferentially reacting with the cathodic processes in play. This

stabilization is usually achieved by chemisorption of the corrosion inhibitor onto

the existing film as a chelate, bonding it tightly. As most other wafer surfaces

processed using CMP are passivating, the discussion in this section will be

restricted to copper.

The most common corrosion inhibitor used in copper CMP is benzotriazole, or

BTAH. This molecule has been used extensively and for many years as a corrosion

inhibitor for copper in applications such as water cooling towers. The thermody-

namic suitability of BTAH is demonstrated by the expanded passivity region of the

Pourbaix diagram, shown shaded in Fig. 10.10.

The slow reaction kinetics and potential environmental harms associated with

BTA [31] have led to considerable research on alternatives, especially amongst

Fig. 10.10 Pourbaix diagrams for the copper-water-BTA system, with (a) no BTA, (b) {aBTA}¼
10�4 and (c) {aBTA} ¼ 10�2 [32]. Reprinted with permission from J. Electrochem. Soc., 145, L42

(1998). Copyright 1998, The Electrochemical Society
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surfactants as many of these are known to chemisorb onto surfaces in a manner

similar to that of BTA. At the forefront of these alternative corrosion inhibitors are

ammonium dodecyl sulphate (ADS), Triton X-100 and D-TAB [2, 33–35].

Chelating Agents

Chelating agents are added to CMP slurries to dissolve any polishing debris

removed from the wafer surface and avoid scratching. In metal polishing processes,

the chelating agents may also prevent the redeposition of removed material on to

the polished surface. A number of chelating agents are typically used. For copper

CMP, these include citric acid and glycine. Chelating agents and corrosion

inhibitors have a complex impact on polishing rates. The addition of either can

lower or raise the polishing rate, depending on their relative concentration and the

oxidizer concentration present.

Other Additives

Several other substances are typically added to commercial slurries to prolong the

slurry pot life and stability. These may include stabilizers for volatile compounds such

as hydrogen peroxide and colloid stabilizers. Biocides to prevent bacteria growth and

other proprietary substances to modify the slurry viscosity [36] may also be added.

10.1.3 Pads

Polishing pads are typically made from cross-linked polyurethane, and are a few

millimeters in thickness. They are fixed to the platen with pressure-sensitive

adhesive on one side and are grooved on the uppermost, polishing face. Pads for

different applications have different hardness and microstructures, and may be

grooved in different patterns.

The pad has multiple roles in the CMP process, and both its microstructure and

macrostructure are important in achieving those roles. As well as holding the

abrasives and slurry against the wafer surface to achieve polishing, the pad controls

the distribution of the slurry from the centre of the pad to the edge through the use of

grooves. Common grooving patterns are shown in Fig. 10.11 and a single pad may

combine two or more of these, with simultaneous radial and concentric grooving

frequently used.

It is interesting to note that the actual utilization of slurry in CMP processes,

while dependent on a number of process variables, has been shown to be as low as

5% [37]. Because of their role in slurry transport and in establishing the lubrication

regime under the wafer, grooving may also have a significant effect on the polishing

temperature (Fig. 10.11).

Away from the grooves, pads generally have either a porous or fibrous micro-

structure, with the porous type being more common. Representative SEM images of

both types are shown in Fig. 10.12. These microstructures result in a rough

polishing surface, with average roughness on the order of 2 mm and peak-to-valley

heights as high as 20 mm.
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The mechanical properties of the pads vary significantly between pad types,

within pads and over time. Pads are designed with different hardness for different

applications, with harder pads being used for silicon dioxide and other hard wafers,

and soft pads for metals, primarily copper. The hardness of the pad is controlled by

the chemical make-up of the polyurethane, especially the degree of crosslinking,

but also by the size and number of pores present. This can lead to significant

variation in hardness within each pad, as shown in the spatial plot of hardness

recorded for a typical pad in Fig. 10.13. In this figure, the detected pad hardness

Fig. 10.11 Pad grooving patterns

Fig. 10.12 SEM micrographs for pads with (a) porous microstructure [38], and (b) fibrous

microstructure [39]
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varies from 0.004 to 0.4 GPa over an 80 mm � 80 mm area. The pad mechanical

properties also vary significantly over time due to the combined effects of exposure

to slurry chemistry, constant immersion in water, and conditioning. Some studies

suggest that the pad storage modulus can decrease by as much as 20% after

prolonged exposure to liquid [40].

Conditioning consists of dragging a rotating diamond grit disk back and forth

across the pad surface. Conditioning is necessary to refresh the pad surface, which

otherwise becomes ‘glazed’; without conditioning, the polish rate quickly drops

away, as shown schematically in Fig. 10.14 for polishing materials such as silicon

dioxide. Additionally, the pad is conditioned before use to cut the ‘skin’ off the pad

and open up the pores. The process of constant renewal does however wear the pad,

requiring it to be replaced periodically. This is why the pad is also classed as a

consumable in CMP technology.

10.1.4 Pad Conditioners

As described above, conditioning is the process of renewing the pad surface with a

diamond grit disk to ensure consistent polishing rates. This is essential to

Fig. 10.13 Map of pad hardness, demonstrating its variability [38]
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maintaining consistent polishing conditions, although pad wear debris generated by

conditioning also correlates with higher levels of wafer scratching [41].

Conditioning plays a role in distributing slurry across the pad by dragging it from

the centre, where it is poured onto the platen, to the edge. The style of conditioner

used, its speed and the conditioning pressure can therefore influence fluid distribu-

tion in polishing [5]. Some examples of conditioner styles produced by Mitsubishi

Materials Corporation are shown in Fig. 10.15; however many other designs are

available.

Like the polishing pad, the conditioning disk must be kept wet at all times to

avoid damage. The disk can also wear, causing diamond particles to detach and

scratch the wafer. The diamond disks are therefore also classed as ‘consumables’

for CMP and are periodically replaced.

10.1.5 Cleaning

Following polishing, wafers must be cleaned to remove residual chemicals and

adherent particles that could contaminate future fabrication stages. Particle

Fig. 10.14 Schematic diagram comparing the decay of polish rate for polishing with and without

conditioning

Fig. 10.15 Conditioner configurations (Adapted from Ref. [5])
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adhesion in particular is problematic as the adhesion force between particles and

substrates can be high, approaching 500 nN for alumina particles on various

substrates in some studies [44]. An SEM image of a silica substrate with copper

features fabricated by a damascene process is shown in Fig. 10.16. The device on

the left has been polished using silica particles, then rinsed thoroughly in water.

Many particles still adhere to the copper surfaces. In contrast, the same device is

shown on the right after undergoing a brush-scrubbing cleaning technique.

Particles can be prevented from adhering to the wafer using electrostatic repul-

sion, or removed after adsorption by mechanical or fluid shearing, or both. Electro-

static repulsion between the wafer surface and the particles is achieved by varying

the pH to point where both particles have the same polarity. This is demonstrated in

the zeta potential – pH diagram shown in Fig. 10.6. The image above shows this in a

practical sense; after polishing, the colloidal silica particles adhere to the copper but

not the silica substrate. This is because, in the same solution, the silica particles and

silica substrate must necessarily have the same charge and repel each other.

Particles can also be removed by etching away the surface to which they are

attached, or ‘underetching’. Studies have shown that approximately 3 nm of the

surface must be removed to reliably detach the particles [44]. As device size

decreases, this removed material forms a larger proportion of the device itself and

may not be acceptable, depending on the dimensions and applications of the device.

Where preventing contamination in this manner is either impractical or impos-

sible, particles are removed from the wafer by mechanically shearing with either a

brush or a fluid. Brush scrubbing uses rolling brushes to gently buff the polished

surface in conjunction with a cleaning fluid. The brushes generate a sufficient level

of fluid shear to roll or lift adherent particles from the wafer surface [44]. These are

prevented from redepositing on the wafer by using the cleaning solution chemistry

to develop electrostatic repulsion with or high wettability of the wafer surface.

Brush scrubbing, though effective, is a contact technique that applies a pressure to

the surface, and the particles on that surface. It can therefore lead to scratching of the

Fig. 10.16 Copper and silica surfaces after polishing and rinsing with DI water (a), and following
cleaning (b) [42]
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wafer. Megasonic streaming, by contrast, is a non-contact technique for cleaning. In

this technique, the wafer is submerged in a fluid that is agitated by sound waves at a

very high frequency (up to around 700 kHz). The sound waves generate fluid streams

in the tank and moreover induce very thin boundary layers on the submerged

surfaces. The combination of high fluid velocities and thin boundary layers induces

very high viscous shear forces along the wafer surfaces, removing any adherent

particles. As in brush cleaning, the cleaning fluid can be optimized to prevent

redeposition of any particles through electrostatic repulsion or wettability [45].

10.2 Polishing Mechanisms

From the previous section, it is evident that polishing is a complex, multi-parameter

process that combines many macro-scale inputs to control a surface at the nano-

scale. While the individual roles of many polishing components are known, the

mechanisms behind polishing are not as well understood. In this section, proposed

polishing mechanisms for three classes of process will be discussed. These are CMP

of hard materials such as oxide, metals, and mixtures of materials (achieving

selectivity). Attempts to mathematically model the polishing process, and the

difficulty in doing so, are then discussed.

10.2.1 Polishing Silicon Dioxide: The “Chemical Tooth”

The process of polishing hard materials is thought to be largely mechanical, with

chemical contributions from the slurry pH and the activity of the polishing particle.

“Chemical Components” in Sect. 1.2.3 briefly refers to dissolution of silica as

fundamental to polishing. In this context, dissolution is a process of siloxane bond-

breaking and hydration at the silica surface. In this sense, it is analogous to the

depolymerization of silica. This process can be represented by:

� Si� O� Si � þH2O , 2 � Si� OH

In this expression, water penetrates the siloxane bonds on the surface and

forms �Si–OH species. The importance of this process on polishing has been

demonstrated in a number of experiments; polishing has been carried out in liquids

with varying hydroxyl concentrations, such as simple alcohols in series from

methanol to n-dodecanol, and also in liquids without hydroxyl groups, such as

oils and paraffin. These experiments confirm the importance of hydroxyl groups;

polishing rates are close to zero where no hydroxyl groups are present and increase

with increasing hydroxyl concentration [23].

Why does a hydroxylated surface contribute so greatly to polishing for surfaces

of this nature? When contacted by a polishing particle, �Si–OH species allow one
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or more silica tetrahedra to chemisorb on to that particle and lift away from the

surface. In contrast, fully networked silica that has not been hydroxylated is not able

to chemisorb on to the surface and is not removed.

One side of this chemisorption couple is obviously the surface �Si–OH species

developed on the wafer surface. The other side is the particle; thus, the chemical

activity of the polishing particle and its ability to chemisorb �Si–OH also affects

polishing. This has been borne out by polishing studies that examine the activity of

polishing particles at their near-neutral surface charge. These studies indicate that

increasing particle surface activity, represented by valence, corresponds with a

higher polishing rate, as shown in Fig. 10.17.
This suggests that silica is slow to polish silica surfaces. While this can be true,

using a silica-silica system has the advantage that no foreign oxides are introduced

into the system. Additionally, as noted in section “Mechanical Components:

Abrasives”, silica particles are readily available, inexpensive and generally have

good size control.

Following chemisorption of the wafer material onto the particle, the particle

moves away from the wafer surface. At this point, the bonded material may adhere

to the particle and be removed or may remain on the wafer, depending on the

relative bond strengths. If it is removed, it may either remain on the particle, leading

to a gradual build-up of material there, or enter the polishing fluid where

redeposition onto the silica surface can occur.

This process of material removal, known as “chemical tooth” and described by

Cook in his seminal 1990 paper [23], is shown schematically in Fig. 10.18 with

silica as the abrasive material.

Fig. 10.17 Variation of material removal rate with oxide ion valence (Adapted from Ref. [23])
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Oxide polish is optimized primarily through the manipulation of the slurry pH

and the particle type. These are altered to maximize the adhesion of the wafer

surface molecules to the abrasives, and minimize redeposition of material back onto

the wafer. Polishing pressure and velocity are used to control the number of

particle-wafer contacts and the shear on the particles at the surface.

This same mechanism is used to polish silicon surfaces. In this case, an oxidizer

is added to the slurry to convert the silicon surface to SiO2. Polishing then proceeds

as outlined above.

10.2.2 Polishing Metals

As with silicon, metal surfaces are polished first by converting them to an oxide.

This is achieved by adding an oxidizer, selected by the criteria outlined in “Chemi-

cal Components” in Sect. 1.2.3, to the polishing slurry. Both oxidation and abrasion

are required to effect polishing. Numerous studies ([46] for example) have

demonstrated that polishing rates with abrasives only, or oxidizer only, are near

negligible and that polishing is achieved only by the combination of oxidizers and

abrasives.

The advantages of oxidizing a metal surface prior to polishing it are two-fold.

Firstly, the oxide layer is hydrated due to the aqueous chemistry of polishing

slurries and is very often softer than the underlying metal. This makes removal

by mechanical abrasion easier and increases polishing rates. Secondly, the oxide

layer, if continuous and adherent, passivates the surface it covers. This protects that

surface from damage and dissolution when it is not directly in contact with an

abrasive and/or the pad. As described in section “Chemical Components”,

Fig. 10.18 Schematic outlining the chemical ‘tooth’ of silica on silica during polishing
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a corrosion inhibitor can be added to the slurry to enhance this effect in metals that

do not form such an oxide naturally.

Once the oxide layer is removed by abrasion, the underlying metal is quickly

repassivated. This cycle of passivation, removal and repassivation is repeated until

the desired amount of metal is removed. This is shown schematically in Fig. 10.19

for the formation of a damascene feature.

Metals which are known to form a passivating film during CMP include tungsten

and aluminum. Copper, in contrast, does not form such a layer and considerable

research has been dedicated to identifying slurry additives that promote passivation.

The mechanical action of the abrasives on this passive film is not well under-

stood. As well as the “chemical tooth” described in the previous section, researchers

have postulated that the abrasives remove the oxide by mechanical scratching, with

a particular emphasis on sliding rather than rolling wear [47]. This may be enhanced

by particle adhesion [43, 48], or by the intersection of particle paths [22]. Fatigue of

wafer asperities by fluctuating hydrodynamic pressures, leading to fracture, has also

been proposed as a removal mechanism [49]. As in silica polishing, redeposition of

material removed from the wafer surface can occur [50] and is controlled by

chelating agents added to the slurry.

This lack of understanding makes CMP of metals more difficult to predict and

control than oxide CMP. At the same time, while oxide surfaces are often simply

planarized using CMP, the technique is used with metal for fabrication processes

such as damascene and dual-damascene that require greater control.

10.2.3 Polishing Mixed Surfaces (Selectivity)

There are many situations in which CMP of a mixture of materials is required. One

common example is shallow trench isolation (STI), in which CMP is used to

remove silicon dioxide until an underlying silicon nitride layer is reached. Another

example is damascene fabrication where copper is polished until an underlying

barrier layer is exposed. The barrier layer is then also removed. In both these

situations, the ability to polish one surface but not another is critical to achieving

a planar end product.

Fig. 10.19 The process of passivation, mechanical removal, and repassivation as used in dama-

scene fabrication
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Selectivity is generally achieved by protecting some areas from polishing by

adsorptive surface species. As an example, a number of organic acids and

surfactants have been employed in STI processes to preferentially bind to the nitride

surface. These include picolinic acid [51], polyacrylic acid [52] and aspartic acid

[53], achieving oxide-to-nitride polish rate ratios of 32, 77 and 80 respectively. The

size of the particle can also play a role in selectivity. A number of researchers have

noted that ceria abrasive size can affect selectivity, even when all the other slurry

components are held constant [52]. This is thought to be because the anionic

adsorbing species are able to interact with both the nitride and the ceria surfaces.

Silicon dioxide has a point of zero charge (PZC) of pH ~ 2, while the PZCs for

ceria and silicon nitride are ~7 and ~6.5. Thus, at an intermediate pH, the surfaces

of both the nitride and ceria are positively charged and can interact with negative

ions. While these ions may initially suppress removal of the nitride surface, they

will adsorb onto the ceria particles as they polish. The perceived size effect is

thought to stem from this phenomenon; the specific surface area of small particles is

considerably greater than that of large particles and they are able to absorb more

surfactant from the nitride surface at a given weight or volume concentration.

Selectivity in copper CMP is more complex, in that selectivity between two

metals (namely copper and tantalum) is typically required. This is often achieved in

practice by manipulating the pH of the slurry [34]. As noted in “Chemical

Components” in Sect. 1.2.3, the Pourbaix diagram for copper shows regions of

passivation, dissolution and immunity, with the passive regime preferred for

polishing. In contrast, the Pourbaix diagram for tantalum indicates passivity across

most of the pH range (Pourbaix). Consequently, copper displays a strong depen-

dence of polishing rate on pH, while polish rate is nearly independent of pH for

tantalum [54]. A range of copper-to-tantalum polish rate ratios are therefore

achievable, based on the slurry pH.

A second form of selectivity required in Cu CMP is selectivity between high and

low regions of the device being polished. In this case, selectivity is used to fabricate

planar surfaces from grossly non-planar precursor surfaces. Polishing of low-lying

areas is suppressed by forming a strongly passivating layer over these surfaces,

protecting them from removal until they are mechanically abraded. This highlights

the importance of effective passivation in achieving good polishing outcomes. This

mechanism as it pertains to smoothing is discussed further in Sect. 3.1.

10.2.4 Modeling the Polishing Process

The film thickness on a wafer cannot be measured in-situ during polishing, and so

the user must have some other method of deciding when sufficient material has

been removed. From this need has sprung many polishing models that attempt to

link the material removal rate (MRR) with process parameters such as pressure and

velocity. These have been employed with varying degrees of success and will be

discussed here.
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The first quantitative description relating polishing rate to process parameters

came from the glass industry. Preston proposed his now widely-known equation in

1927, which stated that the rate of material removed from a surface, per unit time,

was proportional to the product of the polishing velocity and pressure [55].

Expressed mathematically, this is

MRR ¼ Kp � PV (10.1)

where MRR is the material removal rate, P is the pressure applied to the polishing

couple, V is the relative velocity between the pad and wafer and Kp is an empiri-

cally-determined constant, often referred to as the Preston coefficient. This rela-

tionship has been successfully used for silicon dioxide polishing, and is moderately

successful at describing metal polishing. An example of its application to copper

polishing, and the Preston coefficients obtained, are shown in Fig. 10.20.

It is clear that the relationship breaks down at zero pressure or zero velocity. In

either of these situations, both P � V and MRR should be zero; however this is not

borne out by the data shown. To account for this, some workers have suggested

that the non-zero MRR at P � V ¼ 0 represents the chemical reaction rate of the

polished surface in the slurry [56]. Preston’s equation is modified to include the

removal rate at zero pressure and velocity, Rc, and the experimentally determined

constants, K and B, as follows:

MRR ¼ ðKPþ BÞV þ Rc (10.2)

CuCMP: MRR vs PV (Preston's Equation)
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Fig. 10.20 Polishing rate of copper vs. the product of the down force and polishing velocity,

demonstrating the application of Preston’s equation [38]
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Others have suggested that in fact the MRR remains zero until a minimum

pressure, known as the threshold pressure, is reached. The threshold pressure

represents the abrasives’ transition from rolling to sliding motion and is

accompanied by a significant increase in MRR [47]. As well as a threshold, they

also suggest that the MRR varies sublinearly with pressure, representing the

increase in actual contact area between the pad and wafer as pressure increases.

This is expressed as

MRR ¼ K � ðP2
3 � P

2
3

thÞV;P � Pth

0;P<Pth

(
(10.3)

where P is the applied pressure and Pth is the threshold pressure.

All three of these expressions are simple in form, and make no explicit reference

to any other polishing parameter, such as the concentration of the abrasive particles

or roughness of the pad. Instead, these effects are bound up in the constant Kp or K

which must be empirically determined. This excludes these models from use in a
priori process design and optimization.

A second class of models have thus been developed which attempt to calculate

MRR from first principles, for instance by the summation of material removed per

particle contact per unit time. These are numerous, and no one model has found

wide acceptance in the polishing community. Several are semi-empirical in nature

and include fitting parameters or other process parameters that may only be

obtained experimentally, such as effective hardness [21, 48, 57]. It is notable that

most of these include a statistical treatment of at least one component of the

polishing process, such as the pad roughness or the abrasive size distribution [58,

59, 60]. The use of finite element analysis of the mechanical polishing aspects is

also becoming widespread [61, 62]. A close examination of these models is beyond

the scope of this work; however the interested reader is referred to the literature

cited here.

10.3 CMP for Nanofabrication

CMP has many applications to nanotechnology and this section will discuss several

of these applications. We will discuss the ability of CMP to produce flat and

atomically smooth surfaces, the role of CMP to enable novel integration schemes

such as copper damascene technology, shallow trench isolation, and novel devices.

10.3.1 Smoothing

“Smoothness” is, in many respects, a relative term; micrometer-scale topography

may be considered “smooth” in comparison to a marble-sized object, but not in

comparison to an ant-sized object. Similarly, as devices become smaller, the
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roughness of their surfaces must meet smaller and smaller absolute limits in order to

ensure they are ‘smooth’ in relation to the object of which they are a part. An

illustration of this phenomena and the role of CMP in achieving smoothness is in

the manufacture of molecular devices. Because the components of such devices are

very small, even minor surface roughness can lead to very low yields. CMP has

been shown to produce roughness less than an angstrom; in devices composed of

Langmuir-Blodgett monolayers of eicosanoic acid on platinum substrates, smooth-

ing of the platinum by CMP increased yield from less than 50% to 100% [63]. CMP

therefore has applications in virtually all aspects of top-down nanofabrication,

including microfluidics and optoelectronics, as well as traditional applications in

IC manufacture.

In microfluidic devices, excessive wall roughness can lead to unacceptably high

fluid friction, and interrupt the flow characteristics of the device. This becomes

increasingly problematic as channel dimensions decrease [64]. CMP has been

shown to produce good quality polymer surfaces for MEMS and microfluidic

applications [65]. Optoelectronic devices have stringent requirements both for

short-range surface roughness and for longer range undulations in the surface.

Both roughness and undulations, or ‘waviness’, can induce signal losses in optical

waveguides. According to the Marcuse bending loss equation, the logarithmic

degree of loss is inversely proportional to the radius of the waviness; thus, as

waviness becomes more pronounced, the signal loss increases exponentially.

CMP has been shown to reduce both short- and long-range surface undulations in

optoelectronic integrated circuits to the extent that these bending losses are negli-

gibly small [66].

Smoothing is important during integrated circuit (IC) manufacture because

residual topography can generate defects on the device during subsequent fabrica-

tion steps, and can ultimately lead to failure of the device. Reactive ion etching

(RIE), a commonly used IC manufacturing technique, removes material from the

chip surface in a highly directional fashion. Because of this, topography on the

device can lead to incomplete etching and the formation of ‘stringers’ which may

lead to short-circuits in operation. A comparison of devices made with and without

CMP is shown schematically in Fig. 10.21.

Roughness can also lead to increases in the electric field experienced by

components of the IC device. This increased field can lead to accelerated break-

down of the dielectric layer, rendering the device non-functional and decreasing

yield [67].

CMP is an ideal technique for the purpose of smoothing as it has inherent

selectivity between high and low areas, allowing for the fabrication of extremely

smooth surfaces on both metals and other materials. This high/low selectivity is a

unique consequence of the anti-lubricating characteristics of the CMP process.

Several researchers have found that hydrodynamic lubrication, as indicated by the

Stribeck curve, is not achieved under normal CMP conditions [68, 69]. Hydrody-

namic lubrication occurs when two surfaces are completely separated by a fluid,

due to the pressure developed in that fluid. This occurs at low applied pressures
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and/or high relative velocities, signified by high values of the Sommerfield number,

So, a dimensionless number defined as

So ¼ �V

dP
(10.4)

where � is the fluid viscosity, V is the relative velocity between the two surfaces, d
is the separation between the surfaces and P is the pressure applied to the polishing

couple. Plotting the Stribeck curve (the coefficient of friction against the

Sommerfield number) identifies three zones of contact, shown on the schematic

curve in Fig. 10.22.

In many situations where wear is undesirable, for instance in bearings, the

friction couple operates in the hydrodynamic region. CMP, however, usually occurs

in the mixed lubrication regime, indicating that there is significant but not complete

Fig. 10.21 Schematic demonstrating the formation of topography-related defects; a non-planar

surface leads to incomplete RIE etching, which in turn leads to the formation of a ‘stringer’. This is

avoided if the surface is initially planarized with CMP
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contact between the polishing pad and the wafer [10]. This is thought to be a

consequence of the pad’s rough texture, and of the presence of grooves and porosity

that drain fluid from the polishing interface before pressure can develop.

The contact between the pad and wafer that does occur is located at the asperities

of both surfaces. It is at these points of contact that wear occurs, so the high points

on the wafer are preferentially removed. Passivation of the low lying areas ensures

that they do not dissolve until they are also relatively high enough to come in to

contact with the pad. This process is shown schematically in Fig. 10.23.

The focus of CMP for ultrasmooth surfaces is therefore passivation of the

polishing surface. As a consequence, the removal rates during this kind of polishing

can be very low [70]. The polishing parameters are typically chosen to be mild, with

very low pressures in particular. Additionally, the CMP tool may be isolated from

external vibration, and a lubricant such as carboxylic acid (with an alkyl chain

length of at least 10) may be added [68].

Difficulties in CMP for smoothing arise with the wide variety of surfaces that are

processed, including noble metals and ceramics which are not easily oxidized.

Solutions have been found for individual cases by a process of trial-and-error, or

by using a slurry originally intended for a different material; for instance, silver has

Fig. 10.22 Theoretical Stribeck curve

Fig. 10.23 Schematic of the high/low selectivity mechanism in CMP
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been processed using slurry developed for copper [71], though with limited success.

Another issue with using CMP for smoothing is the generation of defects. Scratches

and embedded particles are difficult to avoid in CMP without careful process

design, and again this generally is achieved through trial-and-error.

CMP has been used on metals such as platinum, silver and gold [71], hard disk

drive substrates [63, 72], and semiconductors such as CdZnTe [73, 74], GaN [75]

and InSb [76]. With the exception of CdZnTe, sub-nanometer roughness has been

recorded for all of these substrates after CMP processing, and sub-angstrom rough-

ness has been achieved for platinum and hard disk drive substrates. A selection of

surfaces polished and roughnesses achieved are tabulated in Table 10.2.

The dramatic improvement in surface smoothness achievable using CMP is

demonstrated in Fig. 10.24. Here, the surface of a copper film is shown as-deposited

on the left, then following polishing for 90 s in slurry of hydrogen peroxide, BTAH,

glycine, citric acid and 85 nm silica particles. CMP reduced the average roughness

of the surface from 61 Å
´
to 4 Å

´
, a 15-fold decrease, during this process. For

comparison, a surface scan of a commercial single crystal silicon wafer is shown

in Fig. 10.25. This surface was also finished using CMP and has an average

roughness of around 1 Å
´
.

Table 10.2 Comparison of roughness values obtained for different substrates using CMP

Material Roughness Ra (Å
´
) References

Hard disk substrate <0.4–0.9 [68, 72]

Platinuma 0.8 [63]

GaN 1 [75]

InSb 2–5 [76]

Sapphirea 6.83 [77]

CdZnTe 14.78–18.56 [74, 73]

aValue quoted is RMS roughness
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Fig. 10.24 AFM images of a copper thin film surface (a) as deposited using PVD (z axis scale is

100 nm/division), and (b) after CMP
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10.3.2 Novel Integration Processes

CMP removes material by chemical and mechanical means, as discussed earlier.

This means that while it removes material it also planarizes it on many length

scales. This ability to planarize material while it is being removed enables novel

process integration schemes. In this section, we will review the use of CMP to

enable damascene nano-interconnects and electrical isolation between nano

devices, and we will look at the application of CMP to phase change memory and

molecular devices.

10.3.2.1 Copper Damascene Process
The semiconductor industry historically manufactured interconnects by depositing

a blanket layer of aluminum (Al), then using lithography and etching technology,

excess Al was removed, leaving behind an interconnect structure. In this subtractive

approach, tungsten (W) vias were used to connect different Al interconnect layers

together, as shown in Fig. 10.26. In this figure, ILD 1 and 2, and the white W plugs

have been polished. The first ILD layer is borophosphosilicate glass, BPSG.

The interconnect line width control was determined by the etch bias of the metal

and the lithographic process. As dimensions shrank, control of line width became

exceedingly difficult, because the metal sidewall profile needed to be vertical to

allow for higher packing densities. This required the use of reactive ion etching with

large substrate biases to make ions impinge orthogonally to the surface. However,

ion bombardment eroded the edge of the photoresist profile leading to degradation
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Fig. 10.25 AFM scan of a silicon single crystal wafer
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of the Al edge profile and larger etch bias. Concurrent with these fabrication issues

with Al, there was ongoing research on replacing Al with copper (Cu).

As shown in Table 10.3, Cu has a much lower resistivity than Al, and only a

marginally higher value than silver (Ag). The issue with copper is that it is not

easily etched by dry etching techniques and it also requires an adhesion layer and a

diffusion barrier. Copper is a fast diffuser in SiO2 and is a deep trap in Si. Despite

these issues, Cu was selected to replace Al for two reasons. Firstly, Cu has 40%

lower resistivity than Al. This is important because signals propagated along

interconnects are delayed due to the resistance (R) of the interconnect and the

capacitance (C) with respect to other interconnects and the substrate. This gives rise

Fig. 10.26 Cross-section of a 0.5 mm technology devices showing aluminum interconnect

fabricated using plasma etch process. Note that ILD 1 and 2 were planarized using SiO2 CMP

Table 10.3 Properties of interconnect materials

Property Aluminum Silver Copper Gold

Resistivity, mO cm 2.67 1.59 1.67 2.35

Melting point, �C 659 961 1083 1063

Adhesion to SiO2 Good Poor Poor Poor

Diffusion barrier No Yes Yes Yes

Wet etching Yes Yes Yes Yes

Dry etching Yes No No No
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to RC delay. As devices shrink, the distance between interconnects decreases and

capacitance goes up. Decreasing the resistivity of the interconnect reduces the RC

delay. Secondly, Cu has the highest melting point of all of the potential interconnect

materials. This is important because a primary failure mechanism of interconnects

is electromigration, that is, the movement of lattice atoms in the direction of

electron flow due to transfer of momentum from the electrons to the atoms. At

the high current densities seen in interconnects, ~1 � 106 A cm�2, material is

transported in the direction of the electrons creating voids and hillocks at conductor

discontinuities. Electromigration is a diffusion type process that occurs more

readily along grain boundaries and interfaces that are aligned in the direction of

current flow. The mean time to failure for an interconnect is given by Black’s [78]

equation

t50 ¼ CJ�ne
Ea
kT (10.5)

where t50 is the median time to failure, C is a constant, J is the current density, n is

an integer between 1 and 7, but is believed to be 2, T is temperature in kelvins, k is
Boltzmann’s constant, and Ea is the activation for electromigration. Typical elec-

tronic devices operate between room temperature and 373 K. Electromigration at

device operating temperatures occurs more readily in low melting point materials.

While copper has desirable properties, it cannot be processed using the subtrac-

tive approach used to fabricate Al lines. Copper interconnects were enabled by CMP

using the damascene process as shown in Fig. 10.27 where the right hand panel

shows the damascene process and the left hand panel shows the shallow trench

isolation process (STI) that will be discussed later. In the damascene process, the

ILD is patterned with trench and vias. There are many ways to arrange the order of

sequence of the trench and via fabrication [79]. In the damascene process, Cu CMP

is used to remove the excess copper leaving the surface flat. Non-optimal polishing

of patterned surfaces can lead to dishing or erosion of these features. Both of these

are strongly affected by the size and density of the features. Dishing tends to occur

across features that are large compared to the abrasives, while erosion occurs in

areas of high pattern density [2]. These phenomena are illustrated in Fig. 10.28.

In order to prevent erosion and dishing, different areas of the wafer are required

to have different polishing rates. For instance, the erosion and dishing shown in the

schematic above could be reduced or eliminated if the metal polish rate was very

low, while the barrier layer (substrate) rate was high. This selectivity principle is

used to improve polishing outcomes on mixed surfaces.

The damascene process for copper has enabled the ability to add metal layers.

An example of a multilevel metal interconnect structure fabricated by Cu dama-

scene is shown in Fig. 10.29. Here, an eight layer copper interconnect structure is

shown and it is evident that all of the layers are flat, and there appears to be no

impediment, apart from cost, to adding many more metal layers.

As CMOS scaling dimensions approach the 20 nm milestone, the width of the

copper interconnects at the critical metal layers (those layers with critical
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dimensions) are also approaching 20 nm. At these dimensions, control of the CMP

process is critical.

10.3.2.2 Shallow Trench Isolation
It is necessary to electrically isolate nanodevices in order to prevent leakage and

interaction between adjacent devices. Isolating devices must be a very efficient

Fig. 10.28 Schematic

diagram comparing ideal and

suboptimal copper polish

Fig. 10.27 Schematic diagram showing the process for shallow trench isolation (STI) and

Damascene Cu interconnects
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process so as to not add significantly to chip area. Shallow trench isolation was

invented in 1977 [80] but not fully implemented in IC manufacturing until the

1990s. It was the application of CMP to STI that made this approach viable.

The STI process is shown schematically in left hand panel in Fig. 10.27. The

substrate is covered with a thin thermal oxide, and then a deposited silicon nitride

layer. The nitride layer is patterned to form a mask for the silicon trench reactive ion

etch. This etch tends to erode photoresist, so a hard, chemically resistant, mask must

be used. The trench is then filled with CVD oxide. Excess oxide is removed by CMP

and the process stops on the nitride layer. Finally the silicon nitride masking layer is

removed. There are many subtle and important features about STI. For example, the

bottom and top corners of the trench must be rounded to prevent the concentration

of electric fields. There are also requirements on the amount of silicon nitride left

after polishing, which means that the polish rate selectivity of STI slurry must be

high. STI polish has the most stringent requirements of any polish process.

10.3.2.3 Novel Devices
CMP has been used to fabricate phase change memory (PCM) devices with a

nanoscale damascene structure [81]. The damascene structure confined the Joule

heating, and the smoothness of the surface of the phase change material, Ge2Sb2
Te5 (0.8 nm RMS) improved the contact resistance with the net result that the PCM

had improved switching reliability.

The yield of molecular scale devices has been improved by CMP. This was

achieved by polishing sputtered platinum electrodes and improving the smoothness

from 2 to 0.08 nm. This improvement increased the water contact angle and led to

better packing of self-assembled alkanethiolate molecules on the polished surface

[63]. Cross bar molecular devices fabricated with the polished Pt electrodes gave

dramatic improvement in yield for self-assembled (2X) and Langmuir-Blodgett

(7X) films.

Fig. 10.29 65 nm multilevel

device. Each level has been

created by depositing an

excess of copper and then

polishing it down to create a

planar interface (Courtesy of

Intel Corporation)
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10.3.2.4 Issues
As with any technology, CMP has many virtues but also some shortcomings. CMP

does require down force for polishing to occur. A polishing pressure of 34.5 kPa

(5 psi) on a 0.1 m (400) diameter wafer has a down force of 280 N. This force also

results in shear stress between the pad and the wafer surface. These stresses and

forces may be too high for delicate nanostructures. CMP can also cause nano-

scratches in soft materials. These can be circumvented to a certain degree by use of

a soft pad and much lower polishing pressures. In addition, novel integration

schemes can also be devised. For example, instead of building an interconnect

structure, as shown in Fig. 10.29, on top of an array of nanodevices, one could build

the interconnect structure first and then build the devices on this structure. This is

shown schematically in Fig. 10.30. In this concept, the interconnects are fabricated

on one side of the wafer, then through-substrate vias are formed to the other side of

the wafer. Finally, nanodevices are fabricated on the other side of the substrate. This

is a hypothetical diagram that may be too complicated to build; however, it does

indicate one possible integration approach to separate the high stress and tempera-

ture steps from the sensitive nanodevice steps.

Conclusions

CMP is an extremely versatile technology that uses mechanical force and

chemical action to planarize surfaces and to make them smooth at the atomic

level. Furthermore, CMP is an enabling technology as discussed in this chapter,

and we believe that CMP will an even greater role to play in the future of

nanofabrication and nanotechnology.

Fig. 10.30 Schematic of possible integration scheme where the interconnects are manufactured

first, and the top surface planarized to allow nanodevice arrays to be built on top
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Abstract

The recent successful development of the helium ion microscope has produced

both a new type of microscopy and a new tool for nanoscale manufacturing. This

chapter reviews the first explorations in this new field in nanofabrication. The

studies that utilize the Orion helium ion microscope to grow or remove material

are described, concentrating on helium ion beam deposition, milling, and etch-

ing. Helium ion beam induced deposition combines the advantage of electron

beam deposition, namely high spatial resolution, with that of heavy-ion beam

induced deposition, namely high efficiency. Helium milling is much slower than

gallium milling, but ideal for structuring thin slabs of material with high

precision. A handful of studies has demonstrated the possibility of helium ion

beam etching. Experimental and theoretical studies suggest that secondary

electron emission is the dominant mechanism in helium ion beam induced

processing.

11.1 Introduction

When a beam of energetic ions crashes into a material, the composition and

structure of the material change. This phenomenon lies at the heart of many

techniques for manufacturing structures on the nanometer scale. In lithography,
the material is covered with a resist, the solubility of which changes with exposure

to the beam. In ion beam induced processing (IBIP), the physical and chemical
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conversion of an adsorbed layer is sufficient to deposit or etch the desired

nanostructure. Until recently, ion beam induced processing was carried out with

Ga+ ions (Ga-IBIP). In general, Ga-IBIP is much more efficient in terms of

processed volume per incident particle than the related technique of electron

beam induced processing (EBIP). Furthermore, purer materials can be obtained.

However, the minimum feature sizes are larger than for EBIP. Finally, the inevita-

ble ion implantation and ion beam sputtering might lead to process complications.

For these reasons, an alternative ion species was highly desirable. However, the use

of light ions was not initially considered to be effective. In an early study of gold

deposition with a broad helium beam, low deposition yields were measured [1].

Nevertheless, the recent launch by Alis Corporation (now part of Carl Zeiss) of

the Orion-Plus helium ion microscope with a sub-nanometer ion beam led scientists

to be optimistic that an alternative beam was available for nanometer scale

materials processing [2, 3]. Indeed, the first He-IBIP growth experiments performed

by the manufacturer [4] and follow-ups at Zeiss [5], at TNO in Delft [6–8], and at

the University of Southampton [9] proved the feasibility of this new materials

processing technique. Moreover, the first experiments displayed favorable qualities.

In particular, it was found that He-IBIP combines the efficiency of Ga-IBIP with the

spatial resolution of EBIP.

This chapter presents an overview of the recent work on helium ion beam

induced processing (He-IBIP), particularly direct milling, beam induced deposition

(He-IBID), and beam induced etching (He-IBIE). As this field is still very young,

only a limited number of studies has been published. Almost all of them are

explorative and only a few actual devices have been made so far. Nevertheless,

we believe these studies cover all relevant aspects of He-IBIP. We discuss in this

chapter the published studies and some unpublished ones. In addition, we summa-

rize the recent studies on nanofabrication by direct helium ion beam milling

[8, 10–13]. Wherever possible, we will explain the observed differences with the

related techniques of Ga-IBIP and EBIP.

Extensive descriptions of the interaction of helium ions with matter and of the

only instrument currently available commercially – the Orion helium ion micro-

scope – are given in Chap. 4. Therefore, only a brief summary of the fundamentals

and the equipment are given here. Furthermore, there are excellent recent reviews

of ion and electron beam induced processing, notably by Randolph et al. [14], by
Utke et al. [15], and by van Dorp and Hagen [16], and therefore we will not discuss
general aspects of IBIP and EBIP here.

11.2 Interaction of Helium Ions with Materials

11.2.1 Penetration of Ions in Matter

During imaging, the Orion helium ion microscope (HIM) irradiates the material

under study with a highly focused beam between 0.1 and 10 pA of helium ions [3].

The beam scans a rectangular area of the surface. The smallest spot size is typically
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between 0.4 and 2 nm, depending on the beam current. The acceleration voltage is

between 10 and 30 kV. For most imaging applications, the ion induced secondary

electrons (iSE’s) generated by the primary ions (PIs) are the active particles, i.e.
they generate the signal for imaging. Recent studies on nanofabrication by helium

ion beams suggest that they are also the actinic particles, i.e. they initiate the

chemical reactions for nanofabrication [4, 6–9].

Several relevant interaction events can take place when an ion impinges on a

surface. The most important ones are sketched in Fig. 11.1. We note that the typical

penetration depth of 30 keV He ions in matter is several hundreds of nanometers.

The incoming ion (1) can be scattered back into the vacuum by single (2) or

multiple (3) scattering events in the target material. During these scattering events,

the ion may be neutralized (4). Interactions inside the material may lead to the

emission of secondary electrons (5). The momentum imparted to the atoms by the

incoming ion can cause a collision cascade, resulting in the ejection of atoms, ions,

or molecules, i.e. sputtering (6). Instead of being scattered back into the vacuum,

the projectile may be adsorbed on the surface (7) or implanted in the interior of the

target material (8). All these processes are stochastic and the associated

probabilities depend strongly on the energy or velocity of the ions. A schematic

diagram of the various phenomena is shown in Fig. 11.2.

Figure 11.2 shows that implantation, sputtering, charge transfer, dissociative

scattering, and collision-induced dissociation are the most relevant processes for

30 keV helium ions. These processes may be desirable, irrelevant, or harmful

depending on the application in mind. Nevertheless, it is clear they should be

known and considered when He-ion beam processing is being applied for

nanofabrication. For instance, the growth of a 1 nm thick deposit requires a dose

of typically 1015 ions/cm2. In that case, substrate damage is unavoidable, see e.g.
Fig. 9 in Chap. 4.

Figure 11.3 from Ref. [18] illustrates the interaction volume of gallium ions,

helium ions, and electrons in silicon. It shows how changing the beam energy

changes the size and shape of the interaction volumes. Compared to gallium ions,

helium ions penetrate deeper and remain laterally more confined. Electrons

Fig. 11.1 Ion-solid

interactions (see text for

explanation)
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penetrate even deeper than helium, yet are laterally less confined. For

nanofabrication, limited beam spreading is vital.

Figure 2 in Chap. 4 compares calculated trajectories of 30 keV electrons and

30 keV helium ions in silicon. The top panel shows that very few helium ions are

scattered back to the surface. The bottom panel shows the primary particle

trajectories in the outermost 20 nm, which are two to four times the escape depth

or mean free path of the secondary electrons (SE). At a depth of 20 nm, the lateral

Fig. 11.2 Selected particle-surface processes as a function of ion kinetic energy (Reproduced

from J. Rabalais [17])

Fig. 11.3 Modeled interaction volume of gallium ions, helium ions, and electrons for equivalent

beam energies in silicon (Reproduced from R. Livengood and S. Tan, Intel Corporation [18])
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spreading of the helium beam is less than 1 nm, whereas for 30 keV electrons it is

several nanometers. These two observations demonstrate two beneficial attributes

of nanofabrication with helium ions compared to electrons: more localized near-

surface interactions, implying high resolution, and weak if any proximity effects.

11.2.2 Helium Ion Beam Milling

Removal or addition of material are the fundamental physical processes of

nanofabrication. Removal of material by direct helium ion sputtering (milling) is
possible, but slow. Nevertheless, milling limits the minimal detectable object size

in helium-ion microscopy, which for instance can be several nanometers for tin

balls [19]. At normal incidence and at 1–50 keV beam energies, the typical

sputtering rate is between 0.01 and 0.1 atoms per incident ion, which is about two

orders of magnitude lower than for Ga+ ions, see for instance Fig. 11.4a. At oblique

incidence, the helium sputtering yield rises strongly, see Fig. 11.4b, and values above

1 atom/ion can be reached at incidence near 90�. For a sputtering rate of 0.1 atom/ion,

removal of a 1 nm thick layer requires a dose of typically 1017 ions/cm2. At this dose,

substantial subsurface damage can occur [18]. In the experiment shown in Fig. 11.5,

a dose above 1018 helium ions/cm2 has been used, which should have caused a recess

of the bombarded copper surface of about 10 nm. Owing to swelling by the

formation of dislocations and nanobubbles, the actual surface has moved outward.

Due to the low removal rate and possible substrate damage, helium ion beammilling

will probably be used in special cases only.

Fig. 11.4 (a) Au sputtering yield as a function of He beam energy at normal incidence. At

30 keV, the yield is 0.1 atoms/ion, whereas for Ga, it is 10 atoms/ion (open circle). Note that gold
is one of the fastest eroding materials under ion bombardment. (b) Mo sputtering yields for Ga and

He, as a function of angle of incidence (Data from Ref. [20])
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11.2.3 Ion and Electron Induced Processing

Particle induced physical and chemical reactions at the surface depend of course on

the type and state of the solid. Solids covered with a thin layer of adsorbates might

be subjected to a chemical reaction with the adsorbates or their fragments. Cover-

age of a solid surface by a thin layer of adsorbates can be maintained during beam

exposure by injecting a precursor gas into the vacuum chamber. Beam-induced

chemical reactions between the adsorbed precursor molecules and the atoms at the

solid surface constitute the mechanism of EBIP and IBIP. With a judicious choice

of adsorbate, one can locally either deposit or remove material. One can select the

sites of conversion by directing the charged particle beam. For keV-energy electron

and ion beams, this can be done routinely with a spatial and temporal precision

better than 10 nm and 100 ns, respectively. As the adsorbed precursor molecules are

consumed during the conversion, a proper match between the fluxes of precursor

molecules and of ions or electrons is needed for optimal processing.

The emitted secondary particles can be electrons, atoms, molecules, or ions – see

Fig. 11.1. Owing to the large mass difference, the emission of secondary atoms,

ions, and molecules are rare in the case of electron beams. Furthermore, at beam

energies above several keV’s, ion beams cause more secondary electron emission

than electron beams. Helium ions are regarded as an intermediate between the

heavy Ga+ ions and the light electrons [15]. In principle, both the primary and the

secondary particles can induce surface reactions [15] – see Fig. 11.6. For heavy ion

beam-induced processing, it is generally believed that the secondary (sputtered or

excited) substrate atoms cause the surface reactions [1, 15] – see Fig. 11.6. How-

ever, Chen et al. have observed a clear influence of secondary electrons on the

growth by Ga-IBID [21].

The primary electron beam in most electron microscopes has an energy of

between a few hundreds of eV’s and several tens of keV’s in scanning electron

microscopes (SEM) and up to several hundreds of keV’s in transmission electron

Fig. 11.5 SEM cross

sections of a copper sample,

implanted with a helium dose

of 1.3 � 1018/cm2 with

varying beam energies.

Nanobubbles have formed at

the end of range of the ions

(Reproduced from

R. Livengood and S. Tan,

Intel Corporation [18])
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microscopes (TEM). Their associated secondary electrons have energies between a

few eV’s and several hundreds of eV’s. It is still not known whether the primary or

the secondary electrons contribute most to the electron induced reactions.

For deliberate processing, a needle of a gas injection system (GIS) is brought to

within of a few hundred micrometers to the impact point of the focused particle

beam, see Figs. 11.7 and 11.8. The needle can deliver a precursor gas from an

external reservoir to the area accessible by the beam. Precursor decomposition

results in growth of a deposit (Fig. 11.8a) or etching of the substrate (Fig. 11.8b).

The composition of the deposit is related to the chemical nature of the precursor

molecule, but many applications need a sufficiently pure deposit. For instance,

tungsten wires can be grown by beam induced decomposition of W(CO)6, but the

deposited material contains large quantities of carbon and oxygen as well. Unfortu-

nately, the additional organic or sometimes non-organic subgroups are indispens-

able for the delivery of the molecules from the gas-phase to the sites of interest. If a

heavy-ion beam is used for beam induced processing, growth of the deposit is

slowed down substantially by the inevitable sputter erosion or ion beam milling. A
fortiori, if the supply of precursor molecules is too low, sputter erosion might

dominate, leading to a net removal of material instead of growth. Obviously, the

use of a helium ion beam would reduce concomitant sputter erosion by at least an

order of magnitude down to a few percent. Consequently, a low flux of precursor

molecules retards the growth but does not lead to net removal of material. Hence,

balancing the fluxes of ions and precursors is less critical for He-IBID than for

Ga-IBID.

Fig. 11.6 (a) Interactions of primary electrons generating a flux of secondary electrons and

backscattered electrons. All electrons can dissociate adsorbed precursor molecules via electronic

excitation. (b) Interactions of primary ions generating secondary electrons and a collision cascade

in the substrate. The non-sputtered target atoms remain as excited surface atoms contributing to

molecule dissociation (Reproduced from I. Utke [15])
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Fig. 11.7 Helium-ion-

microscope (HIM) image of a

processed sample surface plus

a part of the outlet of a GIS

needle. The center of the

image corresponds to the

central axis of the ion beam

line. An array of fine needles

and a 1 � 1-mm2 box had

been deposited (Unpublished)

Fig. 11.8 Precursor depletion and replenishment in focused electron beam (FEB) induced

processing (EBIP): molecules adsorb, desorb, and diffuse at the surface and are dissociated

under electron impact. (a) FEB-induced deposition: the nonvolatile dissociation products form

the deposit, growing coaxially into the beam. Volatile fragments are pumped away. (b) FEB-
induced etching: the adsorbed molecules dissociate under electron impact into reactive species, the

latter react to form volatile compounds with the substrate material (Reproduced from I. Utke [15])
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11.2.4 Theoretical Aspects of Beam Induced Processing

The processes that determine beam induced growth and etching are related to the

physical and chemical attributes of the precursor molecules, of the actinic primary

particles, and of the material surface. These attributes determine the rate of

adsorption, spontaneous or beam-induced desorption, surface diffusion, and

beam-induced decomposition. Furthermore, they determine on the behavior of the

decomposition products: desorption or incorporation into the surrounding material.

If an ion beam is used, there is additional atom removal by milling. The deposition

or etch rate R(r), expressed in volume per unit of time, at a distance r to the center of
the beam spot on the surface, is [15]

RðrÞ ¼ sVf ðrÞnðrÞ; (11.1)

where s is the cross section for the deposition or etching process, V is the deposited

or removed volume, f(r) is the flux of primary or secondary particles (particles per

unit of area per unit of time), and n(r) is the surface density of adsorbed precursor

molecules.

The entire process of beam induced deposition or etching is described by the

second-order differential equation [15]

@n

@t
¼ sJ 1� n

n0

� �
þ D

@2n

@r2
þ 1

r

@n

@r

� �
� n

t
� sfn (11.2)

The four terms on the right-hand side represent adsorption, diffusion, desorption

and decomposition, respectively. J is the incoming precursor flux, n0 is the satura-
tion surface density of the precursors, D is the surface diffusion constant, and t is
the mean surface residence time of the precursor. An extended discussion of the role

of primary and secondary particles can be found in Ref. [15].

Solving Eq. (11.2) is rarely simple, especially when a three-dimensional object

of deviating composition develops. Sometimes steady-state solutions for a broad

beam exist or the initial growth behavior can be calculated [15]. For that reason,

several investigators used Monte Carlo methods to calculate the time dependent

growth or etching [22–24].

Interestingly, helium ion beams take a central position between heavy-ion beams

and electron beams. For instance, the concomitant occurrence of ion beam milling

during deposition with helium is much lower than with gallium. Moreover, the role

of excited or sputtered secondary atoms in precursor decomposition is assumed to

be very small for He-IBIP. On the other hand, both helium and gallium ion beams

induce secondary electrons in relatively high quantities. Therefore, one expects in

the case of helium and gallium ion beams similar contributions to the deposition by

the emitted secondary electrons. In any case, the availability of a third beam type of

a different nature will provide additional and independent tests of theoretical

models for beam induced processing.
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11.2.5 Equipment

Only a limited number of studies on deposition and etching with a helium ion beam

have been conducted so far, and even fewer have been published [3–9]. All authors

have used the same or similar equipment: the Orion helium ion microscope from

Zeiss [2, 3], equipped with an OmniGIS gas injection system from Omniprobe.

Precursor gases were methylcyclo-pentadientyl trimethyl platinum (C9H16Pt) for

platinum deposition [3, 5–9], tungsten hexacarbonyl W(CO)6 for tungsten deposi-

tion [4, 9], tetra-ethoxy-silane (TEOS) for silicon oxide deposition, and XeF2 for

etching.

The OmniGIS system (Fig. 11.9) houses three gas containers and a nitrogen

purge or carrier line, all connected via a gas reservoir to a long needle that can be

brought close to the beam impact point. The typical distance between the lowest

point of the needle and the sample surface measures 200–300 mm – see Fig. 11.8.

The diameter of the needle outlet is 500 mm and the angle between the needle and

the beam axis is 65�. In this system, gases are mixed with a carrier gas, usually

nitrogen, for more stable flows. This gas is also used for purging.

11.3 Review of Recent He-IBIP Work

11.3.1 Deposition of Boxes

Probably the simplest structure that can be made by beam induced deposition is a

box. It is obtained when the ion beam is scanned continuously within a rectangular

area of the specimen surface. An example from the University of Southampton is

shown in Fig. 11.10 [9]. The precursor was C9H16Pt and the substrate Si. The He+

ion current was varied between 0.5 and 4.0 pA, and the helium beam energy was

Fig. 11.9 The Orion helium

ion microscope of TNO Delft,

equipped with an OmniGIS

gas injection unit. The inset

shows the entire GIS unit
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30 keV. Beam dwell time was 1 ms and beam step size 1 nm. The exposure time for

all boxes was 100 s. The height of the boxes was measured by atomic force

microscopy (AFM).

Not surprisingly, higher doses imply higher boxes. In this example, they range

from 2 nm at 0.5 pA to 65 nm at 4.0 pA. Sanford et al. have grown 500–1,000-nm

high boxes, using the same precursor and similar conditions. The substrate, how-

ever, was chromium-coated glass [4]. These authors studied the dependence of the

growth rate and the Pt content on ion current, box size, and beam step size. These

issues will be discussed below.

11.3.2 Deposition with a Stationary Beam

The small sub-nanometer size of the primary beam would, in principle, allow the

fabrication of structures with features below 1 nm. Indeed, Van Dorp et al. [25]

have made the smallest EBID structures ever: 1.0 nm in diameter using a 0.3-nm

STEM beam, a thin Si3N4 membrane as substrate, and W(CO)6 as precursor gas.

However, these deposits were also low. During continued exposure, small EBID

structures grow in height and become tiny pillars, but they grow also in width up to

a saturation value of approximately 25 nm [22]. For Ga-IBID, the best pillars are

much broader, typically at least 100 nm. The width of Ga-IBID pillars cannot be

explained by the lateral spreading of the ions in the deposited material, which is

typically only several tens of nanometers – see Fig. 11.3 – nor by the range of the

secondary particles, which is even less. The poor spatial resolution of Ga-IBID is

still not understood, but could be related to the inevitable occurrence of sputtering

during growth.

There are only a few studies of He-IBID with a stationary beam. A remarkable

example is from Hill et al. [5], shown in Fig. 11.11: a tungsten whisker with an

aspect ratio of 130. The thinnest He-IBID pillar made so far is 36 nm wide [7] – see

Fig. 11.12 at 0.8 pA. So far, no group has studied the nucleation and initial

outgrowth of a He-IBID deposit. It is not clear yet whether He-IBID in the

nucleation phase can reach the same limit of 1 nm as EBID [25].

The top of the 36-nm wide PtC pillar of Fig. 11.12 has a radius of curvature of

9 � 2 nm. A TEM image of the top of a comparable pillar with the same radius of

curvature is shown in Fig. 11.13. For this pillar, the diameter reaches a constant

width of 52 nm at a distance of 200 nm from the top.

Fig. 11.10 Boxes grown at

various current by He-IBID,

using C9H16Pt; numbers

indicate current in pA (HIM

image, with 45� sample

tilt.) (Reproduced from

S. Boden [9])
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Ions scattered in the growing pillar might escape from the pillar’s shaft, where

they and their associated secondary electrons can induce lateral growth. The typical

penetration depth and lateral deflection in bulk PtC material is 200 and 80 nm,

respectively [7]. Alkemade et al. [6] and Chen et al. [7] concluded that the

penetration depth and the mean lateral deflection determine the final, saturated

pillar width.

Fig. 11.11 Tungsten pillar,

6.5 mm high and 50 nm wide,

grown with a stationary

30 keV He+ beam

(Reproduced from R. Hill [5])

Fig. 11.12 PtC pillars grown with a stationary beam of 25 keV He+ and a fixed dose of 6.0 pC.

The current was varied between 0.6 and 5.0 pA (Reproduced from P. Chen [7])
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With TEOS as precursor and with a stationary He+ beam, Maas and Van

Veldhoven grew whiskers of SiO2 – see Fig. 11.14. Once again, sharp structures

were formed, but their shapes were irregular: branches developed and the growing

whiskers were apparently attracted to nearby previously grown whiskers. Further-

more, the whiskers were moving during imaging, likely also a consequence of

charging.

11.3.3 Growth Rates

A key process parameter of any fabrication technology is the processing time. Long

processing times imply extra costs. Therefore, a key performance indicator is the

growth or removal rate, expressed in deposited or removed volume per incident ion

or per unit of charge, see Eq. (11.1). Figure 11.15 shows a compilation of all

published data on the current dependence of the He-IBID growth rate of Pt. Apart

from one data point, the growth rate in the experiment by Boden et al. [9] –indicated
by the red squares – is almost constant: 0.18 mm3/nC. The low rate at 0.5 pA might

indicate an initial phase of slower growth. Sanford et al. measured higher rates:

Fig. 11.13 TEM image of a

He-IBID PtC pillar. The

radius of curvature of the

apex is 9 nm (Maas, Van

Veldhoven, and Tichelaar,

unpublished)

Fig. 11.14 Silicon oxide

whiskers grown by He-IBID

with TEOS. The irregular

shapes are caused by charging

during growth (Maas and Van

Veldhoven, unpublished)
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between 0.20 and 0.60 mm3/nC – see the filled circles [4]. Furthermore, they

observed a decrease with increasing current, which they tentatively attributed to

depletion of the precursor molecules. The authors varied the beam step size

between 1 and 3 nm, but that did not affect the growth rate. Figure 11.15 shows

also the growth rate for a stationary beam – see the crosses. Surprisingly, the rates

do not differ much from those for the boxes.

In the scanning-beam experiments by Sanford et al., the time-averaged current

density was between 1 and 100 pA/mm2 [4], whereas Boden et al. used current

densities between 0.5 and 4 pA/mm2 [9]. The current density in the stationary-beam

experiment by Chen et al. [7] was many orders of magnitude higher: between 600

and 5,000 nA/mm2, assuming a beam diameter of 1 nm. Despite this large variation

in incident current densities, the growth rates in these studies are very similar. The

current dependence of the growth rate in the work by Sanford, i.e. the filled circles,
might be related to the decrease in C content at higher currents, see the next

paragraph. The open circles in Fig. 11.15 are Sanford’s data, but corrected for the

variations in Pt content.1 The lack of any current-density dependence suggests

either a very fast precursor supply to the growing area or a much larger growth

area than solely the primary beam spot.

11.3.4 Composition

Structures grown by electron or ion beam induced deposition are rarely pure. Various

elements of the original precursor molecules are often incorporated in the deposits. In

addition, oxygen and hydrogen from the ambient can be incorporated. Structures

grown by EBID have a composition that resembles the original precursor more than

the structures grown by Ga-IBID [15]. Sanford et al. [4] have measured by EDX the

Fig. 11.15 Compilation of

three published studies [4, 7, 9]

of the current dependence of

theHe-IBID growth rate for Pt.

The open circles are derived
from the filled circles by
correcting for variations in Pt

content. (For clarity, the open
circles are shifted horizontally
by 0.1 pA.) The triangles are
simulation results

(Reproduced fromP.Chen [7])

1 The data points were divided by the average Pt content; hence, the corrected data points scatter

around the original ones.
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composition of the boxes deposited by C9H16Pt He-IBID. The measured platinum

contents ranged between 8.5 and 20 at.%, much lower than for Ga-IBID (typically

35–40 at.%), but similar to EBID. Furthermore, there was a negative correlation

between Pt content and growth rate. For increasing current, the deposition rate

decreased but the Pt content increased. Possibly, the lower growth rate at the higher

currents in Fig. 11.15 is due to removal of carbon by ion beam heating.

EDX analysis in TEM by Maas, Van Veldhoven and Tichelaar (unpublished) of

the pillar of Fig. 11.13 revealed a Pt composition between 6 and 15 at.%, the

remainder being C. The measured Pt-C ratio for He-IBID is thus close to that of the

original precursor molecule.

11.3.5 Proximity Effects

The growth of SiO2 whiskers close to each other, Fig. 11.14, showed that proximity

effects can influence beam induced deposition. Here, proximity effects are very

likely mediated by charging or discharging via neighboring structures. In work by

Chen et al. [26] and by Maas and Van Veldhoven (unpublished), Pt pillars were

grown at variable separation or pitch. Figure 11.16 shows sets of nine sequentially

grown pillars at separations of between 80 and 500 nm and Fig. 11.17 shows the

corresponding pillar height and diameter as a function of separation. The gain in

height and width is about 25% at a pitch of 80 nm, corresponding to a near-doubling

in volume. Furthermore, closely packed pillars tend to grow toward each other.

Fig. 11.16 Proximity effects: the pillar at the lower left is grown first and the one at the upper

right last. If pillars are grown at small separations, their size is affected. Furthermore, they tend to

bend toward each other (Maas and Van Veldhoven, unpublished)
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Similar proximity effects are known for Ga-IBID [27]. In Ref. [27], growth in

the vicinity of the beam spot is attributed to secondary electrons and atoms.

Ga-IBID pillars are wider than He-IBID and larger separations (>3 mm) are needed

to avoid observable proximity effects. The cause of this difference is not well

known, but could be related to sputtering during Ga-IBID. Sputtering slows down

deposition at the beam spot, but not in the beam spot’s vicinity. On the contrary,

sputtered atoms might cause decomposition at their landing sites, contributing to

the proximity effect.

11.3.6 Complex Structures

Nanofabrication is being utilized to fabricate functional structures or devices with

one or more spatial dimensions in the sub-100-nm range. Before one can use a new

fabrication technology, processing conditions need to be investigated and, at least

partially or heuristically, understood. Helium ion beam induced deposition is still in

exploration and so far only some basic devices have been made. Systems equipped

with a pattern generator allow deposition of more complex structures. Figure 11.18

shows an oblique view of five parallel lines, 50 nm high, 15 nm wide, and with a

pitch of 50 nm. Note that the two outermost lines are virtually identical to the three

central ones. Apparently, proximity effects did not result in geometric irregularities.

The line-edge roughness (3s) was 3 nm.

In a follow-up experiment by Scipioni et al. [28], pairs of lines were grown. The
separation was reduced in steps down to 12 nm, see Fig. 11.19. The smallest

resolved line width was 13 nm and the smallest gap 6 nm. When the pitch was

reduced to 8 nm, the pair of lines merged. This experiment seems to be the current

record of smallest feature size for He-IBID.

Another example with the C9H16Pt precursor is shown in Fig. 11.20. The word

‘Best’ is written in 60-nm wide letters; the line width is 20 nm. Although the letters

are densely spaced, they do not merge, leaving for example a small gap of again

6 nm between the letters ‘B’ and ‘e’. The fact that the smallest gaps appear to be

Fig. 11.17 Proximity

effects: pillars become higher

and wider when they are

grown at smaller separation

(Maas and Van Veldhoven,

unpublished)
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only about half as large as the smallest lines is probably caused by the obstructed

delivery of the precursor molecules to the gap region.

Figure 11.21 shows a four-point probe device made of Pt. Preliminary

measurements revealed resistivities of between 2 and 60 O-cm, comparable to

that of EBID-grown Pt [29], but much higher than for Ga-IBID. Hall bar structures

in Pt and in W have been made by Boden et al. [9] – see Fig. 11.22.

11.3.7 Helium Ion Beam Milling

Several authors have shown the feasibility of direct milling by helium ions for

nanostructuring. As material removal by helium ion beam milling is inefficient and

Fig. 11.18 HIM image of Pt

lines made with He-IBIP

imaged at 30�-sample tilt. The

lines were made in parallel

with a 0.5 pA and 25 keV He+

beam. The line dose was

0.50 pC/mm (Reproduced

from D. Maas [8])

Fig. 11.19 Top-view HIM

images of pairs of He-IBID Pt

lines with various separations.

A 0.5 pA and 25 keV beam

and a line dose of 0.48 pC/mm
were used. At a separation of

16 nm, the lines are still

resolved (Reproduced from L.

Scipioni [28])
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the maximum current of the available instruments is low, most studies so far have

been limited to the shaping of materials in the sub-10 nm range. An example is

shown in Fig. 11.23: the cutting of a supported thin gold wire [8]. The line cut has a

width of only 8 nm. The high precision cut was achieved thanks to the narrow probe

size, the limited beam spread, and the high sputtering yield at high angles of

incidence. Scipioni et al. have made vias as narrow as 10 nm in a 100-nm-thick

gold layer, see Fig. 11.24 [12].

Rudneva et al. [13] have milled rectangular holes with very steep walls in small

particles of a number ofmaterials – see for example Fig. 11.25. Themilling of some of

Fig. 11.20 Extended He-

EBID structure in Pt; the bar

is 100 nm long. The gap

between the letters ‘B’ and ‘e’

is only 6 nm wide (Maas and

Van Veldhoven, unpublished)

Fig. 11.21 He-IBID grown

Pt lines in a four-point probe

device. Resistivity is similar

to EBID grown Pt (Maas and

Van Veldhoven, unpublished)

Fig. 11.22 AFM

measurements of He-IBID

grown Pt (a) and W (b) four-
point Hall bars. The insets

show the designs (Reproduced

from S. Boden [9])
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Fig. 11.23 HIM image of a

gold wire, cut by the helium

beam. The inset is a TEM

image of the same area. The

gap width of 8 nm is much

larger than the beam

diameter; nevertheless, this

precision is difficult to

achieve by means of Ga-

milling (Reproduced from D.

Maas [8])

Fig. 11.24 Milling of vias in gold. Left: vias made in a 100-nm-thick Au foil, imaged in

transmission mode; right: vias in a Au film, imaged in scanning mode, after removal of obstructing

material; the inset is a top view (Reproduced from L. Scipioni [12])

Fig. 11.25 (a) HIM images of rectangular holes milled with a 30 keV He+ beam in a small

CuxBi2Se3 particle. (b) High-resolution TEM image, suggesting that little damage was caused by

the ion beam (Reproduced from M. Rudneva [13])
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these holes was terminated just before the particle was completely punctured. High-

resolution transmission electron microscopy revealed that the remaining lamellae

were polycrystalline in the case of Au, Pt, and CuxBi2Se3 and amorphous in the case

of Si. Apparently, either damage in the first three materials did not occur or the

material annealed spontaneously or under ion beam bombardment. Note that, in

conventional TEM lamella preparation with a Ga focused ion beam, the material is

removed from the sides, not top-down. The high-aspect ratios of the vias or craters

made by a helium beam are remarkable. In Ga milling, craters have a typical V shape,

and aspect ratios are rarely above 5. Figure 11.4b shows two major differences

betweenHe- andGa-milling: the latter is one to two orders ofmagnitudemore efficient

than the former. However, He-milling is relatively very efficient at grazing angles,

implying that any protrusion in the sidewall of a crater is quickly removed by the ion

beam. In Ga-milling, the steepness of the crater sidewall is largely determined by

redeposition. Themilling of high-aspect ratio holes might have important applications

in nanotechnology, for instance as sieves or sensors for single-molecule studies.

Graphene is a single-atomic layer of graphite with potential applications in

nanoelectronic devices, but graphene structuring is a delicate process. Several

authors have reported success in structuring graphene with a focused helium

ion beam [9–11]. So far, the smallest graphene structures are about 10-nm-wide

ribbons [10], see Fig. 11.31.

11.3.8 He+ Ion Beam Induced Etching

Removal and addition of material are the fundamental physical processes of

nanofabrication. Removal by direct helium ion erosion (milling) is possible, but

slow, about one to two orders of magnitude slower than with Ga+ ions. The Ga+ ions

stop in the top layer of the material – see Fig. 11.3. As the top layer is constantly

being removed, damage by the Ga+ ions does not accumulate. In contrast, the He+

ions are stopped significantly deeper in the material and damage accumulation does

occur [18]. One can reduce the damage by lowering the beam energy and thereby

reducing the implant depth. However, ion beam milling at lower energy requires

higher doses. Fortunately, addition of an etchant gas during ion beam bombardment

can enhance erosion rates dramatically [30]. One can also remove material by using

an etchant gas combined with an electron beam [14].

Helium ion beam induced etching (He-IBIE) is one of the potent materials

processing capabilities of the new helium ion microscope. Although the implemen-

tation of chemical etching increases the possibilities for materials processing sub-

stantially, every combination of material and shape might require its own recipe.

However, finding useful recipes is time consuming and the added chemistries make

the instrument both more complex as well as susceptible to degradation. Recipe

development and impact on the instrument preclude rapid progress of helium ion

beam materials processing on the nanometer scale. Fortunately, there is ample

experience with conventional chemistry-enhanced plasma etching of materials [31].

The main difference between chemistry-enhanced plasma etching and helium ion
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beam induced etching is the method of pattern definition. Plasma-etching is based on

the use of masks, whereas He-IBIE is based on controllable focused ion beams.

In the experiment shown in Fig. 11.26, XeF2 was used as an etchant for the

surface oxide layer of Si. The ion beam dose was increased in steps from the lower

left to the upper right. The opening in the oxide caused spontaneous underetching of

Si by the influx of XeF2, see the gray cavity in the enhanced-contrast segment. Note

that spontaneous chemical etching is usually isotropic, whereas beam-induced

etching is anisotropic. For good processing results, the flux of etchant molecules

and the flux of ions must be well tuned. For instance, one can in some cases adjust

the anisotropy of the etch and thus influence the slope of the sidewalls in the pattern

by tweaking the balance between the two fluxes.

Figure 11.27 shows the surface of a TaN film, exposed to a 0.7 pA beam of 25 keV

He+ ions with and without the presence of XeF2. Clearly, beam induced etching took

place. This processed material can be used as a mask layer with a high spatial

resolution. For instance, the good resolution and the steepness of the crater walls

make He-IBIE ideally suitable for manufacturing photonic crystals with short period-

icity that can operate at the important range of blue or ultraviolet wavelengths.

11.3.9 Modeling of He-IBID

Equations (11.1) and (11.2) provide a theoretical basis to describe the growth by beam

induced deposition. Similar equations apply for beam induced etching. However, for a

non-flat and non-constant geometry, such as a growing pillar-like deposit or an etch pit,

the solutions of the differential equations might become very complex. Moreover,

many processes are not quantitatively known, for instance spontaneous desorption or

Fig. 11.26 He+ ion beam

induced etching of SiO2. The

image contrast of one

segment has been enhanced to

make the Si cavity below the

hole in the oxide visible

(Maas and Van Veldhoven,

unpublished)
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surface diffusion. Therefore, simplified or qualitative models [15, 32] or Monte Carlo

simulations [14–16] are used. The current-dependence of theHe-IBIDpillar height and

width has been explained qualitatively by a simplified model by Alkemade et al. [6]
and byMonte Carlo simulation by Chen et al. [7]. Both models assume that precursor

decomposition takes place wherever a particle enters or leaves the growing structure –

see Fig. 11.28. The primary ions enter the apex of the growing deposit within an area of

about 1 nm in diameter. However, their associated secondary electrons –denoted as

SE1’s– may escape from a region around the entrance point that is as wide as their

escape depth: up to ~10 nm – see Fig. 7 in Chap. 4. The value of 10 nm corresponds

well with the observed radius of curvature of the pillar’s apex – see Fig. 11.13.

Hence, the growth area is not the beam impact region of ~1 nm2, nor the region

from where SE1’s escape (~100 nm2), but the entire pillar top, up to a distance L of

~100 nm below the apex, where L is the penetration range. Hence, the growing area

is roughly pWL, ~10,000 nm2 – see Fig. 11.28. At 1 pA, the average current density

Fig. 11.27 He+ ion beam

induced etching of an 80-nm

thick TaN film. The line dose

was 3.9 pC/mm. The

demonstrated resolution is

12 nm half-pitch (Maas and

Van Veldhoven, unpublished)

Fig. 11.28 Vertical growth

occurs when ions penetrate a

deposit, whereas lateral growth

occurs when they escape. The

final widthW of the deposit

depends on the average

spreading of the ions and the

penetration range L (Modified

from P. Alkemade [6])

296 P.F.A. Alkemade and E. van Veldhoven

http://dx.doi.org/10.1007/978-3-7091-0424-8_4


over this area is ~0.1 nA/mm2, comparable to the highest density in the box growth

experiment of Sanford et al. [4]. A dominating contribution of secondary particles

can explain the similar growth rates for box and for pillar deposition in Fig. 11.15,

despite the orders of magnitude difference in primary current densities.

Figures 11.29 and 11.30 show the simulated growth of PtC4 pillars by He-IBID

[7] obtained with the EnvisION Monte Carlo code of Smith et al. [24]. In this code,
decomposition is assumed to occur either by ions or by secondary electrons. The

ions can cause decomposition when they enter and when they leave the pillar after

one or more scattering events. Chen et al. concluded that the simulation explains the

measured trends in the current dependence of the pillar volume – see the triangles in

Fig. 11.15 [7]. In particular, the decreasing height with increasing current is a direct

consequence of precursor depletion at the pillar apex. Furthermore, the simulated

pillar shape nicely resembles the actual one – see Fig. 11.13.

11.4 Conclusion and Outlook

Experiments conducted in various laboratories with different precursor gases and

substrate materials have shown that helium ion beam induced processing (He-IBIP)

is an attractive technique for structuring materials on the scale between a few

nanometers to a few micrometers. It has several features in common with electron

beam induced processing (EBIP) and heavy-ion induced processing, in particular

Ga-IBIP. With EBIP it shares high spatial resolution and with Ga-IBIP high

processing rates. The weak concurrent ion-beam erosion is an additional advantage

of He-IBIP over Ga-IBIP. However, the composition of helium-ion beam deposited

materials is not pure, but resembles the original composition of the precursor gas.

This situation is similar to that of EBID. In contrast, Ga-IBID produces purer deposits.

Despite the low sputtering yield – usually well below 1 atom per ion – direct

Fig. 11.29 Simulated He-IBID pillars of PtC4 grown at different He+ currents. Various colors

denote various decomposition mechanisms: red: primary ions; yellow: SE1’s; green: forward
scattered ions; cyan: SE2’s (Reproduced from P. Chen [7])

11 Deposition, Milling, and Etching with a Focused Helium Ion Beam 297



structuring of materials by helium ion beam milling is possible. Acceptable

processing times and very sharp features appear to be the consequence of a relatively

high sputtering yield (up to 1 atom/ion) at grazing incidence. Especially when very

thin layers such as graphene are to be structured, focused helium ion beammilling is

probably the best technique, see Fig. 11.31.

The mechanism of Ga-IBID is thought to be precursor decomposition by collisions

of excited substrate atoms [1, 15], although contributions from secondary electrons

cannot be excluded [21]. It is evident that this collisionalmechanism is inherentlyweak

in helium ion beam processing, and therefore we attribute the high processing rates of

He-IBID to a relatively high contribution from a large number of low-energy second-

ary electrons. The smallest structures made so far with He-IBID are a 13-nm wide line

and a 6-nm gap. Although the best demonstrated resolution in EBID is 1 nm [25], we

expect the same limit because the mechanisms of EBID and He-IBID are similar.

Furthermore, the relatively high deposition rate and the weak sputtering effects imply

favorable conditions for studying the processes by simulation. Indeed, recent Monte

Carlo simulations explain measured trends in He-IBID growth of simple structures.

We foresee good opportunities for He-IBIP in areas where Ga-IBIP reaches its

limits, mainly concerning mediocre resolution, unacceptable contamination by

implanted Ga, and damage formation by sputtering. In particular, He-IBIP might

Fig. 11.30 Simulated dose-dependence of He-IBID growth of PtC4 pillars. Various decomposi-

tion mechanisms are plotted (Reproduced from P. Chen [7])
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provide an alternative to standard Ga-IBIP for photomask repair and semiconductor

circuit edit. Here, He-IBIP will have to compete with EBIP, which is also being

considered as an alternative to Ga-IBIP. A shortcoming is, however, the deep pene-

tration of the ions. Implanted helium can cause large damage to the integrity of the

substrate hundreds of nanometers deep. On the other hand, damage near the surface is

less or might even disappear by self-annealing [13]. The rapid growth of tips –such as

the extremely long tungsten whisker in Fig. 11.11 – might find many applications in

nanosensing; for example as tips in atomic force microscopy or in functionalized

sensors, nano-antennas, field-emission tips, etc. Moreover, He-IBIP materials might

be used as mechanical or electrical connecting elements in nanodevices. Finally, He-

IBIP structured materials can be used as patterned seed layers for other growth

techniques such as chemical vapor deposition or atomic layer deposition.

Helium ion beam induced etching with a good spatial resolution has been

demonstrated as well. High-precision photomask repair and fabrication of short-

wavelength photonic crystals are examples for which He-IBIE might be the tech-

nique of choice.

Probably the most tedious part of research and development in this field is the

time-consuming search for proper chemistries and post-processing steps that meet

the requirements for dedicated applications. The situation for He-IBIP, however, is

no different from that for EBIP and Ga-IBIP. Nevertheless, the availability of a

third technique that combines the advantages of EBIP and Ga-IBIP could accelerate

progress in this field greatly. Finally, other noble gas ion sources such as neon with

its higher sputtering yields and shallower penetration depths [5, 33] or other light

ion sources such as hydrogen with very low damage formation might provide the

means to structure materials on the nanoscale with the best and finest tool: an

atomically sharp and easily controllable beam of inert but powerful particles.
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Laser Nanopatterning 12
Robert Fedosejevs, Ying Tsui, Zhijiang Chen,
and Shyama Banerjee

Abstract

Over the past decade, a variety of techniques have been developed to allow

flexible writing of nanopatterns and structures using visible, infrared and ultra-

violet laser radiation on a size scale well below the wavelength of light

employed. These include the use of subwavelength near field optical elements,

nonlinear interactions such as two photon absorption, nonlinear response of the

medium via contrast enhancement agents and coupling to plasmon modes which

have shorter wavelengths than the incident radiation. These can be used for

writing of surface features, internal features or complete 3D structures via

photopolymerization. Also, nanoablation can be employed both for precision

nanomilling of surfaces and direct production of nanoparticles. Laser induced

forward transfer of micro- and nano-dots of material is under development for

the direct deposition of materials onto surfaces with feature sizes down to

100 nm. Finally, a whole new generation of VUV, XUV and x-ray lasers is

emerging, promising even smaller feature sizes in the near future.

12.1 Introduction

Lasers are currently available throughout the ultraviolet to infrared wavelength

range and with pulse lengths from femtoseconds to continuous wave. This leads to a

large parameter space of potential interaction conditions which can be exploited in

order to support a variety of patterning techniques that can be used to produce a

wide range of nanostructures. In particular, the short interaction times obtainable

using femtosecond laser pulses can be exploited to give minimal lateral or
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volumetric energy spread and generate some of the smallest features possible. In

order to obtain nanometer scale features, a number of approaches have been

developed to go beyond the wavelength limit of the incident light. These include

the use of nonlinear processes which will reduce the interaction zone to a fraction of

the wavelength, near field focusing optics, interference effects between two beams

or coupling to shorter wavelength plasma waves both on the surface and inside the

volume using femtosecond pulses. By using ultraviolet wavelength lasers, feature

sizes can be made even smaller by these same approaches. New techniques for

efficiently generating coherent vacuum ultraviolet (VUV) and extreme ultraviolet

(XUV) pulses are advancing rapidly femtosecond and attosecond pulses are

advancing rapidly by means of high harmonic generation (HHG) [1–5], capillary

discharge lasers [6, 7] and short pulse laser-plasma pumped lasers at 13.9 nm [8].

New free electron laser (FEL) sources operating in the x-ray regime [9–11] are

opening up the possibility of direct patterning at the nanometer wavelength scale.

This requires the development of new optical components which can be used to

focus such short wavelength radiation and in many cases necessitates working in

vacuum. In addition to techniques of ablative or chemically patterning of materials,

it is also possible to use laser ablation for additive deposition of materials on a

nanometer scale in a process called Laser Induced Forward Transfer (LIFT). All of

these approaches will be touched on in the following sections.

The limiting factor for any laser based approach is the resolution limit, of the

order of a wavelength, which can be obtained for an imaging lens. For an imaging

system, the standard Rayleigh criterion for resolving two spots for uniform plane

wave input beams is based on the peak intensity of one spot coinciding with the first

minimum of the Airy intensity distribution function of the second spot [12] leading

to a limiting resolution of:

Res ¼ 0:61 l=n siny (12.1)

where l is the vacuum wavelength, n is the refractive index of the ambient medium,

ranging from 1.000 for air to 1.515 for immersion oil, and y is the angle subtended

by the edge of the lens aperture to the image point. The product of n sin y is defined
as the numerical aperture (NA) of the imaging system. The full width at half

maximum (FWHM) intensity for the Airy spot distribution function of a single

focused flat top laser spot is slightly smaller than this resolution criterion and is

given by a coefficient of 0.515 in Eq. (12.1). Also, real laser beams will be more

Gaussian in profile and thus the actual focal spot will be the Fourier transform of a

truncated Gaussian beam resulting in a different shape function than the ideal Airy

function. High power microscope objectives with numerical apertures up to 1.4

have been used for laser nanopatterning applications [13] which for visible and

ultraviolet wavelengths of 500 and 250 nm would give Rayleigh resolutions of 218

and 109 nm.

Further improvement in resolution is obtained in many applications by using

nonlinear processes to transfer the pattern. In these cases, a process which responds

as a function of the second or higher power of intensity is employed, leading to a
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much smaller region of response and modification than the original focal spot

diameter. One common such process is two photon absorption for writing 3D

structures inside of transparent media. Also, nonlinear material response can be

used to further enhance the feature sizes obtained.

12.2 Laser Material Interactions

The initial coupling of the laser radiation to the material surface comes through

either normal linear absorption or, for ultrashort pulses, through nonlinear absorp-

tion processes such as two-photon absorption. The latter are particularly useful for

transparent dielectric materials [14–16]. In many cases, the surface heats rapidly

and a thermal heat wave is launched into the material governed by the heat diffusion

equation. This sets an important length scale for the interaction which is governed

by the heat diffusivity coefficient:

D ¼ k=ðrCÞ (12.2)

where k is the thermal conductivity, r is the density of the target material and C is

its heat capacity. The heat diffusion process leads to spreading of the heat during an

interaction time t over a distance given by the approximate relation:

X ¼ a0ðD tÞ1=2 (12.3)

The coefficient a0, of the order of unity, depends on the exact geometry of the

system and exact time dependent profiles can easily be calculated numerically. For

example, in silicon which has a diffusivity of 0.8 cm2 s�1, the heat will spread over

a distance of ~280 nm in a nanosecond and 9 nm in a picosecond, while for fused

silica with a diffusivity of 0.008 cm2 s�1, the heat only spreads over a distance of

28 nm in a nanosecond and 0.9 nm in a picosecond. Typically, a time scale of the

order of the laser pulse width is chosen to estimate the heat diffusion length which

then defines the volume affected by this heat. In the ablation regime, the depth of

the interaction feature size is related to either the heat diffusion length or optical

skin depth, whichever dominates [17]. This is why pulses of picosecond or femto-

second duration are typically used for nanoprocessing.

The high transient surface temperature can induce phase transitions in the

material as well as chemical reactions with ambient gases. Such phase transitions

can include melting and vaporization. These, in turn, can lead to physical or

crystallographic changes upon resolidification [18, 19]. All of these processes can

modify the surface chemical composition and crystal structure of the interaction

region and surrounding region giving desired results in the interaction zone and

undesirable results outside of the interaction zone. The overall affected region is

called the heat affected zone (HAZ) [20–24]. In addition, shock waves also will be

launched by the rapid temperature rise which leads to a large local pressure jump in
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the interaction region since the inertial time response of the material to expand and

reach pressure equilibrium lags behind the energy absorption time scale. Long pulse

(multi-nanosecond) and lower intensity interactions will not lead to much shock

pressure. However, higher intensity short pulse interactions will lead to such

pressure jumps and also can lead to avalanche ionization and plasma formation.

If the latter occurs within the laser pulse duration, the absorption also rises rapidly

and the pressure jump becomes much greater. In these cases, the pressure jump can

become large enough to launch a shock wave which can lead to a larger damage

affected zone (DAZ) than the interaction region itself. For sensitive device

applications, such a damage affected zone may lead to device degradation or

failure. Thus the intensity range employed should be chosen to minimize these

deleterious effects.

At high intensities, free electrons initially created by multiphoton ionization

[25, 26] will be rapidly heated due to collisional or inverse Bremsstrahlung absorp-

tion which in turn causes further ionization leading to an avalanche in the electron

and ion density and the creation of a plasma [17, 27, 28]. The plasma causes

ablation of a significant amount of material due to an inward propagating strong

shock wave and rapidly expanding plasma plume. Typically, this leads to ablation

regions of several microns in size and only in the case of femtosecond pulses can

the characteristic dimensions be maintained in the nanometer range. Typical shock

velocities are on the order of 106 cm s�1 and for the plasma plume expansion of the

order of 107 cm s�1. The ablated species will have energies per particle ranging

from 0.1 eV for vaporized species for interactions at around 109 W cm�2, up to

100 eV for high intensity interactions at around 1014W cm�2. These ablated species

themselves can be used for redeposition of material to form laser deposited thin

films and in direct writing of materials using laser induced forward transfer (LIFT).

Advances in techniques to generate coherent VUV radiation are now at the

threshold of power levels which can be used for nanomachining applications.

Such sources include the XUV and x-ray free electron lasers at the Deutsches

Elektronen-Synchrotron (DESY) and Stanford Linear accelerator laboratories

(SLAC) [10, 11]. They also include new laser based sources using high harmonic

generation from femtosecond pulses both in gas jet targets and from solid surface

interactions [1, 2, 4, 5, 29–31]. The wavelengths accessible to such sources now

extend from 100 to 0.1 nm with pulse energies on the order of microjoules per pulse

[11, 32]. In the XUV wavelength range, absorption skin depths of many materials

are in the range of 10’s of nanometers allowing for the direct writing of patterns on a

nanometer length scale both through linear interaction with chemical resist

materials and through ablative interactions resulting in material removal.

12.3 2D Nanowriting Techniques

Nanometer surface feature sizes can be obtained using near field optical techniques,

microlenses and ultrashort wavelengths. In addition, shorter wavelength sources are

becoming available for direct writing in the sub 100 nm range.
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A number of techniques have been demonstrated to allow reduction of the

interaction region well below a wavelength. Nearfield optical microscopes have

been employed to reduce the optical source size down to 100 nm scale size

dimensions and lower. Nolte demonstrated this [33] as shown in Fig. 12.1, where

200 nm wide lines are written in a metal chrome layer on a quartz substrate by

writing at 1 kHz repetition rate with 100 fs pulses at 266 nm using a fluence of 1.5

times the observed ablation threshold of 70 mJ cm�2. Taylor et al. were able to

demonstrate 100 nm holes on a glass surface by irradiating and then chemically

etching the resulting damaged region [34].

Further reduction in size has been demonstrated in more recent publications of

the group of Russo et al. [35, 36] where nanoablation spots of down to 27 nm using

near field processing were obtained as shown in Fig. 12.2. By focusing on the rear

surface of glass cover slips with 600 fs pulses, Joglekar et al. demonstrated direct

creation of holes with exit crater diameters of down to 15–30 nm feature size [37].

In this case, self focusing or interaction with the glass material appears to play a role

in reducing the interaction spot size.

An alternative technique to concentrate the radiation to a small working point is

through the use of microlenses. These can be fabricated by a variety of standard

lithographic techniques and then used to concentrate an illuminating beam to a high

intensity working spot. An example is shown in Fig. 12.3 where a microlens array

has been used to ablate holes in a chrome metal layer with diameters of 100 nm and

depths of 20 nm at an incident fluence of 4.76 mJ cm�2 [38]. The lens arrays were

fabricated by fluidic assisted processing and illuminated with nanosecond 532 nm

laser pulses. In the same publication they also used continuous wave argon ion laser

radiation and sintered small spots below the lenses. By further heating and sintering

Fig. 12.1 Use of Nearfield Scanning Optical Microscope (NSOM) to produce subwavelength

features: (a) schematic layout and (b) grooves written in a chrome layer on fused silica at scan

rates of 2 and 10 mm/s at a fluence of ~100 mJ/cm2, at 266 nm wavelength and 1 kHz repetition

rate. Reprinted with permission from [33]
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the material after irradiation, an array of nanobeads of 50 nm diameter could be

formed. McLeod [39] used a steerable optical microlens, steered by an optically

trapping Bessel laser beam, and a femtosecond pulse then irradiated through the

lens onto the sample to produce 110 nm features. Li et al. [40] were able to form

30 nm features using shorter wavelength 248 nm KrF laser pulses incident on an

array of self assembled submicron lenses on the surface of n-type silicon followed

by etching. Further examples of such microlens and microlens array ablation and

etching can be found in Refs. [41, 42].

Another technique to give very small interaction regions involves the use of an

AFM probe tip to concentrate the laser radiation in the gap between the tip and

Fig. 12.2 (a) Use of NSOM to produce 27 nm FWHM holes with single 0.18 nJ laser pulses,

reprinted with permission from [35], and (b) exit hole of 30 nm diameter produced on Corning

0211 cover slips by focusing 4 nJ 600 fs pulses using a 1.3 NA oil immersion objective. Reprinted

with permission from [37]

Fig. 12.3 Microlens-assisted nanohole ablation using an array of microlenses: (a) AFM

images of holes ablated at fluences of 5.05 and 4.76 mJ cm�2 and (b) hole diameter as a function

of fluence. Reprinted with permission from [38]
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surface. This has been shown to give feature sizes in a gold film down to 10 nm as

shown in Fig. 12.4. In this case, a kHz, femtosecond laser at 800 nm wavelength

was used to irradiate the probe tip at a fluence of around 70 mJ cm�2 while the

probe tip was kept a few nm from the surface. Further examples of AFM tip writing

can be found in Refs. [43, 44].

The direct approach to achieving nanometer feature sizes is to use very short

wavelength sources. Argon fluoride lasers operating at 193 nm have been used to

machine nanopores with exit diameters of 90 nm [45]. Fluorine lasers operating at a

wavelength of 157 nm in the vacuum ultraviolet region have been used to write

structures with submicron feature sizes [46, 47]. An F2 laser has also been used to

carry out interference lithography using high contrast resists and high index immer-

sion fluid yielding a half pitch linewidth of 22 nm resolution [48]. UV interference

lithography has been used to write arrays of silicon nanowires of the order of 65 to

100 nm diameter using laser wavelengths of 244 and 325 nm combined with metal

assisted etching [49–51]. Three beam interferometry was also used with 800 nm

femtosecond laser pulses to create periodic patterns with feature sizes of 100 nm

[52]. Applications of such interference lithography of textured structures include

the control of cell behavior [53].

Many self organized surface nanostructures can be formed by carefully

controlling the fluence and polarization of a short pulse irradiating laser. Typically,

rippled or grating like structures are formed. Usually, many pulses are required in

order to allow the structures to propagate and grow. It is thought that these

structures are formed through the interaction of the incident radiation and surface

plasma waves excited on the surface, particularly in the case of metal surfaces but

also for semiconductors and dielectrics once the surface is ionized and becomes

conducting with each laser shot. Such rippled structures have been observed on

various semiconductor materials including GaP, GaAs, GaN and InP [54–56] as

shown in Fig. 12.5a,b with feature sizes down to 170 nm. More complex textured

and random structures with feature sizes of the order of 40 to 200 nm can be

produced by the rapid melting and cooling of the surface [57], such as shown in

Fig. 12.4 Ablative features written into gold film using 1 kHz, 83 fs, 800 nm laser pulses

concentrated with an AMF tip: (a) SEM image of 14 nm to 86 nm line features, (b) dependence
of feature size on laser fluence, (c) 14 nm continuous line. Reprinted with permission from [43]
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Fig. 12.5c. While ripple structures with periods down to 110 nm have also been

observed on graphite surfaces [58] and down to 170 nm on silica glass [59].

The next further step in wavelength for laser sources are the newly emerging

sources in the EUV and x-ray regime. Direct output of pulses on the order of a

millijoule at 46.9 nm generated in argon capillary discharge driven lasers has been

demonstrated and applied to fabricate 55 nm grating structures and 60 nm pillars

using interference lithography [60–62]. This source has also been employed for

nanomachining with ablation spots sizes of 82 nm full width on PMMA surfaces

using zone plate imaging [63]. High harmonic generation using gas jet, capillary

interaction or ionized plasma media [5, 29–31] and solid surface targets [64] can

generate nanojoule to microjoule level pulses. It is expected that micromachining

with such short wavelength sources will be demonstrated in the near future.

Much more intense free electron laser sources now exist at two accelerator

laboratories in the world, FLASH at DESY and LCLS at SLAC, which can produce

microjoules of pulse energy at wavelengths of 30 to 0.1 nm. Initial micromachining

experiments have begun at FLASH producing ablation holes with diameters of a

few microns using submicron focused beams [65]. It is expected that much smaller

ablation features will be produced in the near future and there will be significant

growth in the application of such systems over the next decade as the technology

becomes available.

12.4 3D Nonlinear Nanowriting Techniques

In order to write inside a volume, it is generally necessary to use a nonlinear

enhancement technique usually through an intensity dependent process such as

multiphoton absorption. By focusing below the surface, the average reaction rates

in the focal spot are much higher than in the intermediate planes between the

surface and the focal plane because the average intensity is so much higher in

the focal spot. Thus, a response can be obtained in the focal region without affecting

the rest of the material. This was first demonstrated by writing patterns in chemical

resists and photopolymers which are not sensitive to the fundamental laser

Fig. 12.5 Subwavelength Low spatial frequency (LSFL) and high spatial frequency (HSFL)

rippled structures on (a) GaP with 170 nm HSFL structures, reprinted with permission from [54]

and (b) InP with both LSFL and HSFL structures, reprinted with permission from [55] and

(c) complex structures in the ablation spot on copper at 0.35 J cm�2 for 65 fs, 800 nm pulses.

Reprinted with permission from [57]
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wavelength but which will respond to the second harmonic wavelength. Kawata

et al. [14, 66] set the initial standard for 2-photon writing in solids with their

demonstration of 3D writing of a micro statue of a bull whose total size was 7 by

10 mm as shown in Fig. 12.6a. They obtained a transverse resolution of 120 nm

when writing with 120 fs 800 nm pulses. Subsequently, the same group was able to

demonstrate writing of voxels with dimensions of 100 nm with the same technique

but by enhancing the contrast of the resist using quenching agents [15, 66] as shown

in Fig. 12.6b. Subsequently using more precise control, 23 nm features have been

demonstrated in the same resist as shown in Fig. 12.6c [67].

Other groups also followed with similar demonstrations with SU-8 resist includ-

ing the writing of 100 nm resolution features with 800 nm 100 fs pulses by the

group of Chichkov [68] and writing of 30 nm diameter nanorods in SU-8 resist [69].

A comparison of the various resists is summarized in Refs. [70, 71].

3D interference lithography using a nearfield diffractive optical element has also

been used to write photonic crystal structures into SU-8 resist which was subse-

quently infiltrated with amorphous silicon to produce complex 3D photonic

bandgap structures with feature sizes of the order of 150 nm [72].

Nanograting structures could also be produced inside transparent dielectric

media by focusing light below the entrance surface of the material. Such structures

require many repeated laser shots while scanning the sample and again are thought

to arise from an interaction between the incident laser radiation and plasma waves

produced inside the medium by ionization of the material. These interactions

produce densification and nanovoids within the material which act as grating

structures [73, 74]. In order to visualize them, the glass can be sectioned and etched

revealing the damage grating structure as shown in Fig. 12.7.

Fig. 12.6 (a) 10 by 7 micron

bull written in SCR500

photopolymer with 120 nm

resolution and (b) 100 nm dot

written in SCR500

photopolymer with the

addition of polymerization

quenchers to enhance the

contrast response. Reprinted

with permission from [66];

(c) 23 nm post written in

SCR500 Photopolymer.

Reprinted with permission

from [67]
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12.5 Nanomilling and Nanoparticle Synthesis

By operating below the single shot damage threshold and using repetitive pulses, an

incubation phenomenon is observed in most materials where eventually macro-

scopic damage becomes visible on the surface. The number of shots required

increases as a power law of the ratio of the operating fluence versus the single

shot damage fluence, and the strength of the dependence is given by an incubation

parameter, x [75, 76]. Such behavior is similar to fatigue failure in metals where

continuous flexing below the mechanical yield limit of a metal will eventually lead

to failure. In the case of laser excitation, the thermal pressure stress and subsequent

expansion and contraction with each laser pulse eventually leads to crystal

dislocations and micro-damage on the atomic level which grows with every laser

pulse. Operating with a single pulse right at threshold or with multiple pulses

slightly below threshold fluences can lead to the ablation of a very thin layer of

material which allows for the fine nanomilling of a surface to achieve a precise

thickness. The ability to nanomill down to an average rate of 2 nmwas demonstrated

by Kirkwood et al. on copper surfaces [77]. Nanomilling can be employed for fine

tuning surface acoustic wave devices or optical ring resonator devices. Recent work

is starting to demonstrate this capability [78]. Other applications of nanomilling can

be found in surface patterning and processing [79–81].

Another major application of nanomilling is the production of nanoparticles

from surfaces. Typically, ablation is carried out in liquid in order to collect the

nanoparticles produced. A variety of techniques and material systems have been

demonstrated. These include the generation of nanoparticles of gold ranging in size

from 2 to 30 nm [82–84], nanoparticles of silicon [85, 86], core–shell gold–silver,

platinum, silver, copper and organic samples [87–89]. Images of some of the

nanoparticles which can be produced are shown in Fig. 12.8.

12.6 Laser Induced Forward Transfer

Instead of nanomilling surfaces, it is also possible to add material to surfaces using

laser induced forward transfer (LIFT). In this case, a portion of a thin film is

transferred in the form of dots from a transparent donor substrate onto a nearby

acceptor substrate by laser pulses. This technique was first demonstrated by

Fig. 12.7 Nanograting

structures in glass after

sectioning and etching for

different polarizations and

scan directions. Reprinted

with permission from [73]
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Bohandy et al. [90] to produce direct writing of 50 mm wide Cu lines on silicon and

fused silica substrates by using single nanosecond (ns) excimer laser pulses

(193 nm). Recently, feature sizes down to 200 nm have been demonstrated [91].

Figure 12.9 shows the typical LIFT process. A continuous thin film is first

deposited onto a substrate which is transparent to the laser. The film is usually

between a few tens of nm up to a micron thick; and this coated substrate is called the

donor substrate. An acceptor substrate is placed underneath, in close proximity to

the film to the donor substrate. A laser pulse, typically a hundred femtoseconds to

tens of nanoseconds in duration, is focused onto the film through the donor

substrate, causing formation of vapor at the interface. The force tears out a portion

of the film causing it to eject from the donor substrate at high speed. The ejected

film travels through the gap between the donor and acceptor substrates, striking and

binding to the acceptor substrate.

Fig. 12.8 Nanoparticles produced by laser ablation in liquids. Left: dextran nanoparticles,

reprinted with permission from [89] and right: gold nanoparticles. Reprinted with permission

from [88]

Fig. 12.9 A schematic

diagram showing the LIFT

process
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Metallic materials transferred by using nanosecond pulses (ns-LIFT) have several

shortcomings, such as poor film quality due to the energy deposition leading to cracks

and debris around the transferred spot, and oxidation of metal and delamination of the

transferred layers because of the melting and solidification during transfer process.

Typically these shortcomings can be overcome by using ultrashort picosecond or

femtosecond laser pulses (ps-LIFT or fs-LIFT). For a ns pulse, the absorbed laser

energy will diffuse during the laser pulse duration and thus the molten region will be

over a much larger volume than the laser absorbed region defined by the laser focal

spot and laser penetration depth. On the other hand, for an ultrashort laser pulse, heat

diffusion is very small during the pulse duration which is conducive to the transfer of

submicron patterns.

Since the LIFT process was first proposed in 1986, a large variety of metals,

inorganic and organic materials have been transferred by LIFT. Even living cells

were reported to be transferred by LIFT. Laser Induced Forward Transfer process is

ideal for applications in prototyping and custom device fabrication, as well as in the

modification and repair of existing devices or surfaces whose topography or

chemistry make traditional micro-patterning techniques impossible. Using a LIFT

system with an XYZ micropositioning system, material can be added onto or

removed from micro-devices programmatically as needed. Various applications

have been realized by directly transferring metals, other inorganic and organic

materials. Complicated patterns can be printed to a substrate by building up LIFT

micro-dots while moving the acceptor substrate with a computer-controlled trans-

lation stage. Combining the LIFT technique with other laser direct writing

techniques such as laser micromachining leads to a complete capability of both

adding and removing materials, allowing the fabrication of embedded electronic

devices as has been reported.

Extreme conditions of high temperature and high pressure exist during the LIFT

process. Many delicate materials such as functional nanostructured materials and

biological cells may not survive such condition. Thus, ways of mitigating the

situation are required. One way is to use more sophisticated design of LIFT

donor substrate. Employing multilayered films for LIFT was first applied by

Tolbert, originally called laser ablation transfer [92]. In this method, a thin inter-

mediate layer consisting of laser absorbing materials is first deposited on the

transparent donor substrate. The target material which is going to be transferred

is then deposited on top of this laser absorption material. During the LIFT process,

the incident laser pulse interacts with the absorption layer, resulting in vaporization,

which will then force the target material that is in contact with the absorption layer

to be removed and transferred towards the acceptor substrate. This approach will

reduce the damage of the target material, since laser energy mainly reacts with the

intermediate layer and make the transfer of materials with weak absorption of the

laser radiation possible. By using this approach, laser dye [93], phosphor powders

(Y2O3:Eu and Zn2SiO4:Mn) [94], polymers [95], organic conducting polymer [96],

biomolecule microarrays [97–99], peptides [100], proteins [101] and living cells

[102] were successfully transferred with the use of metals (Au, Cr or Ti) as the

absorption layer (several tens of nanometers thick). Organic light emitting pixels
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were successfully transferred by LIFT using 30–40 nm Ag nanoparticles as an

absorption material on the donor substrate. Polymers can also be used as absorption

materials on donor substrates. Stem cells were successfully transferred using a

commercial polymer as the absorption material [103]. Cells [104], organic light-

emitting diode (OLED) pixels [105], and semiconductor nanocrystal quantum dots

(NQD’s) [106] were successfully transferred using LIFT with photosensitive

triazene polymer (TP) as a sacrificial layer. For the transfer of OLED pixels and

semiconductor NQD’s, the donor substrate used consists of three layers: a layer of

TP, a layer of metal, and a layer of LIFT material (OLED pixels or CdSe NQDs).

The TP sacrificial layer is vaporized by the UV laser pulse and the rapidly

expanding organic vapor pushes the metal-LIFT material bi-layer towards the

acceptor substrate. The metal layer serves as an electrode and it also prevents the

exposure of the OLED pixels or CdSe NQD’s to the UV radiation. Pique’s group

from Naval Research Laboratory (NRL) have developed the MAPLE DW (matrix-

assisted pulsed laser evaporation direct write) technique which combined the laser-

induced forward transfer (LIFT) and matrix-assisted pulsed laser evaporation

(MAPLE) [107]. This approach employs the mixture of soluble materials to be

deposited and a solvent phase which is usually pre-cooled to low temperature as the

target material on a donor substrate. When the target is irradiated with a laser pulse,

the solvent is rapidly vaporized and pumped away, propelling the solute toward to

the acceptor substrate to form a uniform thin film with minimal decomposition.

This approach has been applied to transfer metals, ceramics and polymeric

materials such as Ag, Au, BaTiO3 and BTO [108, 109]. Various types of physical

and chemical sensor devices, microbatteries and biosensors have been also

prototyped by this approach [110]. More recently, an approach named Laser

Decal Transfer was proposed by the same NRL research group [111, 112]. This

approach uses viscous nanoparticle suspensions (Ag in their case) as inks for the

target material. It was found that the viscosity of the suspension plays an important

role in the ability to perform the decal transfers. Another technique called blister-

based laser induced forward transfer was used to transfer diamond nanopowder

[113]. In this study, the diamond nanopowder is spread over the metal surface on a

Ti-coated donor substrate and a 50 ps visible laser pulse is used to heat the metal

film on the donor substrate. The laser heated metal film works like a flexible

membrane as it moves outward it pushes the nanopowder towards the donor

substrate. Not all functional materials require complex donor substrates. Carbon

nanotube (CNT) field emission cathodes have been successfully transferred by ns-

LIFT using a simple CNT-coated glass substrate [114]. The field emission

properties of the transferred CNT are not degraded.

The spatial resolution of the LIFT process depends on the size of the LIFT spot.

Typically a laser with Gaussian spatial profile is used in LIFT. Since laser ablation

typically has a sharp energy threshold, the region of film that is exposed to the laser

above the ablation threshold will be removed. For the region of the film below this

threshold, little permanent change occurs in the film. Heat diffusion blurs the

energy threshold by allowing the transfer of heat through the film. Thus, ultrashort

pulses permit ablation spots smaller than the laser beam waist. If the ablation
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threshold is close to the peak intensity of the laser spot, the deposition spot may be

significantly smaller than the beam waist of the laser profile.

The size of the LIFT spot depends on the fluence, as shown in Fig. 12.10. In these

experiments a donor substrate coated with 80 nm thick Cr is used. The 800 nm,

130 fs laser has a focused beam waist diameter of 3.7 mm. The diameter of the LIFT

spots increases rapidly with fluence from 0.2 to 2 J/cm2 and more slowly for

fluences from 2 to 20 J/cm2. The smallest Cr LIFT spots have a diameter around

700 nm, which is five times smaller than the laser beam waist diameter, when the

laser fluence is kept around the transfer threshold at near 0.2 J/cm2, as shown in

Fig. 12.11.

Fig. 12.10 Diameter of transferred Cr dots versus fluence. Reprinted with permission from [115]

Fig. 12.11 SEM images of

transferred spots from 80 nm

continuous Cr film at

F ¼ 0.24 J/cm2 (the scale bar

is 1 mm). Reprinted with

permission from [115]
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The thickness of the film on the donor substrate is an important parameter. It has

been reported that the minimum achievable spatial resolution of transferred Cr

material by fs-LIFT is around 330 nm [116]. In that study, the film on the donor

substrate is very thin (30 nm) so that the laser is expected to melt through the entire

thickness of the film and would cause a molten Cr droplet to deposit on the acceptor

substrate. Numerical simulations confirm [115] the melting depth is approximately

40 nm for experimental conditions as shown by Banks et al. [116]. The technique

using a film less than the melting depth is called nanodroplet LIFT. In such a

technique, the size of the LIFT droplet is expected to be dictated by the thickness of

the film and the material properties (in particular its liquid surface tension).

The size of a nanodroplet depends on the molten volume which is defined by the

laser focal spot size and the film thickness. As shown in Fig. 12.12, the diameter of

Fig. 12.12 LIFT of gold droplets: (a) dependence of the transferred droplet size on the focusing

conditions and gold film thickness and (b) a 220 nm Au droplet transferred by using a 10 nm thick

film. Reprinted with permission from [91]
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the Au droplets decreases when smaller focal spots or thinner films are used. A

220 nm Au nanodroplet was obtained when an even thinner 10 nm thick Au film

was used. Even smaller nanodroplets are expected if one would use the near field

optical techniques discussed in Sect. 12.3.

Another technique [115] to transfer even smaller sub-micron dots is illustrated

schematically in Fig. 12.13a. An array of sub-micron size material dots are

fabricated on the donor substrate by using e-beam lithography, EUV lithography

or laser nanopatterning techniques. The laser pulses are then focused on the top of

these pre-patterned material spots in order to transfer them onto the acceptor

substrate. This technique has recently allowed transfer of prepatterned spots with

diameters of the order of 100 nm as shown in Fig. 12.13b.

Fig. 12.13 LIFT process

with pre-patterned donor

substrate in order to achieve

100 nm scale size deposition

spots: (a) schematic diagram

showing the process; (b) a
100 nm Cr dot transferred

using the technique
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12.7 Summary

It is clear that optical techniques are pushing towards smaller feature sizes in all the

different application areas. Feature sizes down to the order of 100 nm are available

by ablative patterning, nonlinear writing and laser induced forward transfer of

materials, particularly using femtosecond lasers and ultraviolet wavelengths.

Features down to 10 nm scale size are achievable using NSOM and AFM field

concentration techniques and other nonlinear enhancement techniques. Working

close to the ablation threshold, nanomilling thin surface layers is possible and low

intensity ablation also leads to the production of nanoparticles from a range of

materials. In the future, new coherent EUV and x-ray radiation sources, currently

under development, should allow direct writing of nanostructures approaching a

10 nm size limit. It is expected that the use of laser nanopatterning techniques will

continue to grow in the coming years.
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Templating and Pattern Transfer Using
Anodized Nanoporous Alumina/Titania 13
Karthik Shankar

Abstract

This chapter provides an overview of the non-lithographic nanofabrication

process known as “hard templating”. Nanoporous alumina fabricated by electro-

chemical anodization continues to be the most widely used hard template

although anodically formed nanotubular titania is increasing in importance for

templating applications. Hard templates sustain almost no deformation to minor

mechanical loads and are unchanged under the action of organic solvents and

neutral salt solutions. Their mechanical robustness and relative chemical inert-

ness allows hard templates to be compatible with a variety of chemical, electro-

chemical and mechanical processes typically used in nanofabrication, several of

which are covered in other chapters of this book. Hard templates typically

consist of a self-organized array of nanochannels of similar or identical size

oriented orthogonally to a substrate. The last 15 years have seen immense

progress in the construction of thinner, more versatile hard templates of greater

pattern order prepared on ever more diverse substrates. Hard templating has been

at the forefront of nanotechnology research as a method to direct the creation of a

wide variety of metallic, semiconducting and organic nanostructures. This

chapter is organized as follows: The processes used to form hard templates

and to improve their pattern order are presented in Sect. 13.2, the use of the

template nanochannels to grow ordered functional one-dimensional

nanomaterials in Sects. 13.3 and 13.4, and the use of hard templates to affect

nanoscale pattern transfer is presented in Sect. 13.5.
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13.1 Introduction

Self-organized nanopore arrays of valve metal oxides can be formed non-

lithographically by the electrochemical anodization of valve metals such as Al,

Ti, Ta, Hf, Zr, etc. The anodization process is simple and economical and the

resulting structures are mechanically robust and chemically resistant even at ele-

vated temperatures. Therefore, anodically formed nanoporous valve metal oxides

are excellent architectures for templating and pattern transfer and a wide variety of

functional nanostructures have been formed using nanoporous alumina and titania.

The anodic formation of porous alumina has been known since 1956 [1, 2] but has

been extended to the other valve metals only in the last decade [3–7]. We shall

restrict our discussion to anodic aluminum oxide (AAO) and nanotubular TiO2. In

AAO, the thickness of the nanoporous film, the size of the nanopores and their

spacing are the morphological parameters of interest and these can be controlled by

tuning the anodization potential, the duration of the anodization and by choosing

the appropriate electrolyte to perform the anodization. In TiO2 nanotube (TNT)

arrays, the tubular architecture results in an additional morphological parameter,

namely the wall-thickness. Both AAO and TNT’s have been fabricated on a variety

of different substrates such as glass [8–12], Si wafers [13–15], flexible polymeric

substrates [16] and even curved surfaces such as metallic pipes [17, 18]. Also, both

AAO and TNT’s can be transformed into free-standing membranes several

hundreds of mm in thickness by detaching the nanoporous film from the underlying

substrate. It has been difficult to form high quality nanoporous Al2O3 on the

technologically important transparent conducting oxide (TCO) coated glass

substrates due to issues of adhesion, though a relatively recent technique that uses

a very thin Ti adhesion promoter appears to be promising [19]. On the other hand,

the formation of TNT’s on TCO coated glass substrates, while challenging, has

been successfully achieved and utilized for devices [11]. Another important differ-

ence between AAO and TNT’s lies in their differing conductivities; Al2O3 is an

insulator whereas crystalline TiO2 is an n-type semiconductor.

13.2 Formation of Nanoporous Alumina
and Nanotubular Titania

13.2.1 Formation of Nanoporous Anodic Aluminum Oxide

Nanoporous alumina is formed by the electrochemical anodization of aluminum in

acidic aqueous electrolytes. Figure 13.1a shows a commercially available electro-

chemical cell frequently employed to perform the anodic synthesis of nanoporous

alumina while Fig. 13.1b is a schematic of an electrochemical cell used to perform

the anodic synthesis of titania nanotubes. The cathode of the electrochemical cell is

formed from an inert material that does not corrode in the anodization electrolyte.

Platinum is typically used as the cathodic material. The valve metal undergoing

anodization constitutes the anode of the electrochemical cell. A reference electrode
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such as Ag/AgCl or saturated calomel is sometimes used as a third electrode. For

temperature sensitive applications where thermal runaway during anodization

presents a problem, cooling water lines fed to a glass sheath surrounding the

electrochemical cell are used and a thermometer is inserted into the electrolyte to

monitor the temperature (see Fig. 13.1b). The bubbling of inert gas through the

electrolyte to control the concentrations of oxygen and moisture (for organic

electrolytes) in the anodization bath is commonly applied (see Fig. 13.1a). During

anodization, oxide growth and oxide etching occur simultaneously as field assisted

oxidation of Al at the aluminum/oxide interface competes with field assisted

dissolution of the oxide at the oxide/electrolyte interface. The porous structure

occurs as a result of the balance between the competing reactions, a delicate

equilibrium which is only achieved in certain electrolytes of oxalic, sulfuric and

phosphoric acids. More extensive studies of the mechanism of pore initiation and

growth may be found elsewhere [20–24].

Hexagonally ordered AAO membrane with monodispersed nanopores in which

the range of order extends to areas of the order of mm2, can be formed by a two-step

anodization process [26–28]. In the two-step process, the first step consists of

anodizing a polished Al foil in the requisite electrolyte for several hours and then

etching away the nanoporous alumina thus formed using wet etchants. Chromic

acid, phosphoric acid and mixtures thereof are commonly used as the wet etchants.

In the second step, the Al foil subjected to the first step above is re-anodized in the

same electrolyte as before and at the same potential. The concave dimples

remaining on the surface of the Al foil act as nucleation sites to guide the formation

of highly ordered self-organized pores in the second anodization step. The pore size

and pore spacing of these alumina membranes are proportional to the anodization

voltage. Thus by controlling the anodization voltage, the pore size and distribution

of the pores can be easily tailored. Pore densities as high as 1011 pores per cm2 can

be achieved. AAO membranes are sold commercially, but only a limited number of

pore diameters are available. Depending on the speed of formation of the porous

layer, the processes to form self-ordered alumina nanopore arrays are classified into

Fig. 13.1 (a) Electrochemical cell model K0235 from Princeton Applied Research, commonly

used to anodically form nanoporous alumina. (b) Schematic of an anodization cell used to form

TiO2 nanotube arrays (Reprinted with permission from Ref. [25])
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mild anodization (MA) with slower oxide growth rates of 2–6 mm h�1 and hard

anodization (HA) with faster growth rates of 50–100 mm h�1. A wide range of pore

sizes can be formed ranging from 5 to 200 nm. Smaller pores are formed at lower

voltages in sulfuric acid electrolytes, intermediate-sized pores in oxalic acid

electrolytes and larger pores are formed at higher voltages in phosphoric acid

electrolytes. However, a high degree of spatial ordering for MA is only obtained

within three well-defined growth regimes [29]: (1) sulfuric acid at 25 V for an

interpore distance (Dint) of 63 nm (2) oxalic acid at 40 V for Dint ¼ 100 nm and (3)

phosphoric acid at 195 V for Dint ¼ 500 nm. Hard anodization is performed at high

voltages of 100–150 V in oxalic acid electrolytes. The HA process consists of first

forming a thick protective oxide layer of thickness >400 nm by mild anodization at

lower voltages (e.g. 40 V) followed by gradually ramping the anodization voltage to

the final target voltage (e.g. 150 V), where it is then held constant for the reminder

of the HA process. The purpose of the thick oxide layer is to suppress breakdown

effects and to enable uniform oxide film growth even at the high voltages used in

the HA process. When a free-standing AAO membrane is required, the aluminum

substrate is removed after the final anodization by selective dissolution in a

saturated solution of mercuric chloride.

13.2.2 Large-Scale Highly Ordered Nanoporous Alumina
by Pretexturing the Aluminum

Nanoporous alumina is perfectly ordered when the pores form a hexagonal honey-

comb structure consisting of close-packed nanochannels of high-aspect ratio

(shown in Fig. 13.2). As mentioned in Sect. 13.2.1, the largest sizes of domains

with defect-free ordering is restricted to a few mm2. To demonstrate scalability and

increase throughput for templating applications, nanoporous alumina with much

larger defect-free domains is demanded. The size of self-ordered domains have

been increased by prepatterning the aluminum (Al) surface prior to the anodization

process and using the patterns as the nucleation sites to guide the growth of the

nanochannels [31]. In 1997, Masuda pioneered the use of hard-stamping to form the

necessary nucleation sites on the surface of polished aluminum. In Masuda’s

process, conventional electron beam lithography was used to pattern a hexagonally

arranged array of convexes on a master mold [32]. The mold was made from a

mechanically hard material such as SiC. The master mold was then pressed onto the

aluminum surface using an oil press at room temperature to generate the required

array of concaves on the surface of aluminum. The soft-imprinting technique [16]

introduced by the Gao group uses Ar+ plasma etching through a free standing

nanoporous alumina membrane etch mask to create ordered nanoindentations on

the Al surface. The AAO etch mask was itself formed by a regular two-step

anodization such as described in Sect. 13.2.1. Using this technique, highly ordered

porous anodic alumina templates were fabricated on different substrates (such as Si,

glass slides, and flexible polyimide films) over large areas (>1.5 cm2). Another

interesting technique employing self-assembly is based on the spontaneous
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organization of monodisperse polystyrene nanoparticles into a 2D array. In this

process, shallow concaves were formed on Al by replicating the ordered structure of

the 2D array of polystyrene particles on the submicrometer scale and initiating hole

development during anodization [33]. Other approaches in the service of the same

objective include direct focused ion beam (FIB) lithography [34], interference

lithography [35], holographic lithography [36], colloidal lithography [37] and

block copolymer self-assembly [38]. Tables 13.1 and 13.2 summarize the

approaches discussed above and provide details about the techniques themselves,

the areas over which order is preserved and substrates used. A more recent

technique namely, step and flash imprint lithography (SFIL) [31] was used to

demonstrate near-perfect ordered AAO with square and hexagonal lattice configu-

ration on silicon substrate over 4 in. wafer areas (see Fig. 13.3).

13.2.3 Formation of Titania Nanotube Arrays

The key processes responsible for the formation of a nanoporous structure in

alumina and titania are similar with one exception. In the anodic formation of

TiO2 nanotube arrays, in addition to the field assisted oxidation and field-enhanced

oxide dissolution reactions, a third reaction is present, namely chemical etching by

HF [25]. Chemical dissolution of titania in the HF electrolyte plays a key role in the

formation of nanotubes rather than a nanoporous structure. Similar to AAO, the

Fig. 13.2 SEM micrographs

of naturally occurring long-

range ordered anodic porous

alumina formed in three types

of acid electrolytes: (a)
sulfuric acid, (b) oxalic acid
and (c) phosphoric acid
(Reprinted with permission

from Ref. [30])
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pore diameter in anodically formed TNT’s is mainly determined by the anodization

voltage. The wall-thickness of the nanotubes is known to be influenced by the

temperature of the anodization electrolyte, the strength and duration of chemical

etching and the nature of the solvent medium [39]. The exact dependence of the

wall-thickness on the anodization parameters is not yet well-understood. TNT’s

form in fluoride ion bearing aqueous electrolytes over the pH range 0–5. In

addition, TNT’s also form in various organic electrolytes containing F� ions.

Formamide, ethylene glycol (EG), glycerol and dimethyl sulfoxide (DMSO) are

solvents commonly used to prepare organic electrolytes. The nanotube length is

determined by the strength of chemical etching and by the thickness of the barrier

Table 13.1 Summary of methods to pretexture bulk Al

Al pre-patterning methods

Ordered

pattern area Remarks

Two-steps anodization13 Not available This method requires the use of a thick al film

(>40 mm).

Hard stamping using SiC

stamp14
3 � 3 mm SiC stamp was fabricated using electron beam

lithography. Stamping pressure: 28 kN/cm2.

Hard stamping using Ni

stamp15
Wafer scale Ni stamp can be mass-replicated from master pattern,

fabricated using laser interference lithography,

Stamping pressure: 25 kN/cm2.

Hard stamping using

optical diffraction

grating16

5 � 5 mm Close packed arrays of rhomb-shaped ridges were

formed on Al surface by using a two-step press-in

procedure of a right angle friangular master grating.

Hard stamping using Si3N4

stamp17
4-in. wafer Silicon nitride stamp was replicated from a silicon

master, fabricated using deep-UV lithography and

KOH wet etching. Stamping pressure: 5 kN/cm2.

Focused-ion-beam18,20 Not available Resist-assisted or direct patteming onto Al surface.

Colloidal lithography21 >cm2 areas Colloidal crystals were deposited onto mica surface

using an accelerated evaporation induced self-

assembly. Stamping pressure: 100 kN/cm2.

Block-copolymer self-

assembly22
Not available Pore size of 12 nm with interval of 45 nm was fabrica

ted using this method.

Reprinted with permission from Ref. [31]

Table 13.2 Summary of methods to pretexture Al on substrates

Holographic

lithography19
1 � 1 cm Nanoscale surface corrugations were created by evaporating Al

onto the photoresist-grating-patterns on a substrate, developed

by holographic lithography.

Soft imprinting23 >1.5 cm2 This method utilizes argon milling technique to transfer the

pattern from a master template, fabricated using a two-steps

anodization process, onto the Al surface.

Nanoimprint

lithography24
2.5 in. wafer A 2.500 nickel mold was replicated from a master pattern,

fabricated using electron beam lithography, and imprinted into

a thermoplastic resist. The resist patterns were then transferred

to the Al surface via argon ion beam milling.

Reprinted with permission from Ref. [31]
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layer present at the interface between the Ti metal and the electrolyte. Strong

chemical etching reduces the length of the nanotubes. In electrolytes of low-to-

moderate viscosity, solid state transport of reactant ions through the barrier layer is

the rate limiting step capping the length of the nanotubes [40, 41]. In organic

electrolytes, the barrier layer formed is thinner and consequently the nanotubes

grow faster and much higher tube-lengths are achieved. While the maximum length

of nanotubes obtained in aqueous electrolytes is 6.6 mm (at a pH of ~5), nanotubes

as long as 100 mm are obtained in formamide-based electrolytes and tube-lengths up

to 1 mm have been obtained in EG-based electrolytes. The range of pore sizes

obtained extend from 15 nm (inner diameter), obtained in aqueous electrolytes at

anodization voltages of 8 V, to nanotubes of 900 nm inner diameter obtained at

150 V in diethylene glycol (DEG)-based electrolytes [42]. Cylindrical nanotubes

are obtained in all electrolytes excepting those based on EG. In EG based

electrolytes, irregular hexagonal pores are obtained. Efforts towards achieving

ideal hexagonal ordering in anodic nanotubular titania are ongoing [43]. Table 13.3

provides a summary of commonly used recipes for the synthesis of TNT’s

(Fig. 13.4).

13.2.4 Formation of Nanoporous Alumina and Nanotubular
Titania Templates on Non-Native Substrates

The formation of nanopore arrays on a non-native substrate requires first the

deposition of the metal to be anodized on the desired substrate. Typically,

sputtering or evaporation is used for this step. The next step consists of anodizing

the deposited Al/Ti film. In the case of TNT’s, a third step, namely the induction of

crystallinity by a thermal annealing process, may also be performed.

Dresselhaus et al. [8] obtained high aspect ratio nanoporous alumina with a good

degree of pore ordering and high optical transparency using a two-step anodization

method on glass substrates, Si wafers and Platinum-coated Si wafers. Thick alumi-

num films (~6-12 mm) were first deposited on substrates by thermal evaporation.

Subsequently, the samples were electrochemically polished and then subjected to

the first anodization for 10 minutes, corresponding to the formation of 1 mm of

alumina. Next, this layer of Al2O3 was etched away and the sample was reanodized

Fig. 13.3 Photograph of a

near-perfect AAO template

on a 4 in. silicon wafer. The

10 mm � 10 mm square

areas with bright light

diffraction indicate the

anodized sample that was

prepatterned using SFIL

(Reprinted with permission

from Ref. [31])
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Table 13.3 Summary of commonly used anodization recipes to fabricate TiO2 nanotube arrays

References

Electrolyte

Anodic

parameters

Morphology of

NT’s

Solvent F� carrier F� conc. H2O conc.

V

(V) t (h)

ID

(nm)

L

(mm)

WT

(nm)

[44] Water (pH < 1) HF 0.25 wt% – 10 1 22 0.2 13

[44] Water (pH < 1) HF 0.25 wt% – 20 1 76 0.4 17

[45] Water (pH ¼ 4.5) KF 0.1 M – 10 90 30 2.3 –

[46] Water (pH ¼ 4.5) KF 0.1 M – 25 17 110 4.4 20

[46] Water (pH ¼ 5) KF 0.1 M – 25 17 110 6 20

[41] Formamide NH4F 0.27 M 5% (vol) 20 24 56 19.6 17

[41] Formamide NH4F 0.27 M 5% (vol) 35 30 129 37.4 15

[41] Formamide N(n-Bu)4 F 0.27 M 5% (vol) 35 48 146 68.9 22

[41] Formamide N(n-Bu)4 F 0.27 M 5% (vol) 15 46 50 20 15

[47] Dimethyl

sulfoxide

(DMSO)

HF 1% (vol) 1% (vol) 20 70 50 10 –

[47] Dimethyl

sulfoxide

(DMSO)

HF 1% (vol) 1% (vol) 60 70 150 93 –

[48] Glycerol NH4F 0.5 wt% 0 20 13 40 2.5 12

[49] Glycerol NH4F 0.27 M 50% (vol) 35 6 230 2 –

[40] Ethylene glycol NH4F 0.3 wt% 2% (vol) 20 17 45 5 10

[40] Ethylene glycol NH4F 0.3 wt% 2% (vol) 65 17 135 105 25

Fig. 13.4 SEM micrographs of TiO2 nanotube array morphologies achieved by Ti anodization.

The upper images are from Ti anodization in an ethylene glycol bath and show an irregular

hexagonal architecture similar to nanoporous alumina; the lower image is the architecture

resulting from Ti anodization in an aqueous KF bath and shows nanotubes with a circular cross-

section (Reprinted with permission from Ref. [50])
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under the same conditions until the entire Al film was converted into nanoporous

alumina. However, only AAO templates smaller than 1 mm in thickness remained

attached to the substrate at the end of the process. When the alumina layer was

thicker than 1 mm, the build-up of compressive stress within the film due to the

volume expansion during anodization, resulted in the AAO template detaching from

the underlying substrate [8]. The detachment of thicker AAO templates was avoided

by using silicon dioxide coated Si wafers at the expense of a thicker barrier layer. On

the technologically important TCO-coated glass substrates (FTO and ITO), the

growth of nanoporous alumina is problematic, due to which AAO-templated depo-

sition has not been widely used in growing semiconductor nanowire- and nanotube

arrays for use in optoelectronic devices. Even though Todoroki et al. [12] report the

formation of nanoporous alumina on TCO-coated glass by a simple anodization of a

sputtered Al film, others report the delamination and destruction of the template

[19], also confirmed by our own experience. In this regard, the use of a thin Ti seed

layer before the deposition of Al appears to be a promising route towards stabilizing

the growth of nanoporous alumina on TCO-coated glass substrates and improving

adhesion of the template to the substrate [19] (Fig. 13.5).

Mor et al. [9] formed highly transparent, well-ordered TiO2 nanotube arrays on

glass substrates by anodizing a vacuum deposited Ti film in an aqueous electrolyte

containing 0.25 wt% HF and 12.5 vol% acetic acid. More recently, Varghese et al.

[11] formed very long (1–20 mm) TNT’s of high quality on conductive FTO-coated

glass substrates by anodizing a vacuum deposited Ti film in a DMSO- based

electrolyte containing 4% HF. In both cases, the method of vacuum deposition of

the Ti film was found to be critical to the formation of high quality TNT’s. TNT’s

were formed only when the Ti films were suitably dense and possessed coarse

grains. Ti films deposited at room temperature using thermal evaporation or ordi-

nary sputtering did not result in TNT’s following anodization. Only Ti films

deposited using magnetron sputtering at an elevated substrate temperature of

500�C or formed at room-temperature by ion-beam assisted magnetron sputtering

were found to result in high-quality TNT’s upon anodization (Fig. 13.6).

Fig. 13.5 Optical micrographs of AAO templates produced on ITO:glass substrates coated with a

0.3–10 nm Ti. The template without a barrier layer in (b) is more transparent than the one with a

barrier layer in (a) (Reprinted with permission from Ref. [19])
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13.3 Templated Growth of Functional Nanomaterials

Nanoporous alumina presents highly ordered templates of pre-determined channel

length, diameter, width and density, due to which it is frequently used to form the

templated growth of nanowires (NW’s) and nanotubes (NT’s) of various other

materials. In this synthetic approach, nanocylinders of the desired material are

formed by either filling the pores of AAO (for NW’s) or coating the walls of

AAO (for NT’s). Whether NW’s or NT’s are formed depends on the wetting

behavior of the deposited material and the chemistry of the pore wall. A subset of

this technique is membrane-based nanomaterial synthesis, in which free-standing

AAO membranes are used as the growth template. In comparison to track-etched

polymeric membranes and mesoporous materials, AAO membranes have the

advantages that they possess a larger pore density and the pores are organized in

a non-random hexagonal array. The large thickness of AAO and TNT membranes

(50–1,000 mm) in comparison with the pore size (15–200 nm) permits the formation

of very high aspect ratio nanostructures. Typically, the AAO template is released by

selective dissolution of the Al2O3 host solid subsequent to templated growth.

However in some cases, the template is not released. When the underlying substrate

is conducting (e.g. heavily doped Si or TCO-glass), the mechanical robustness of

the Al2O3 host and built-in electrical contact to the conducting substrate are useful

for the electrical transport measurements on template-grown nanowire arrays [8].

Conductivity of the underlying substrate also allows facile electrodeposition into

the nanopores to form NW and NT arrays. However, the anodization process

produces a dense and continuous alumina barrier layer along with the nanopores.

This barrier layer is completely resistive, and therefore prevents direct physical and

electrical contact between the pore and the substrate. There are three methods used

to overcome this limitation. In one method, the nanoporous template is detached

from the substrate by etching away the substrate, followed by subsequent etching of

the exposed barrier layer to open up the blocked ends of the alumina channels.

Fig. 13.6 Key stages in the

fabrication of a transparent

TiO2 nanotube-array film:

(a) sputter deposition of a
high-quality Ti thin film,

(b) anodization of resulting

film, and (c) heat treatment to

oxidize the remaining metallic

islands (Reprinted with

permission from Ref. [51])
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A metal layer is vacuum deposited on one side of the template (which is now free-

standing) and provides the desired electrical contact to the pore. Since this method

produces an unsupported freestanding membrane which is brittle and therefore

fragile, it works best for membranes several tens of micrometers thick. Thinner

membranes are difficult to detach from the substrate intact [52]. A second method,

which does not require the detachment of the template from the substrate, consists

of thinning the barrier layer at the bottom of the pores by stepping down the

anodization voltage to reduce its resistance. By exploiting the rectifying property

of the barrier layer, alternating current (ac) electrodeposition is used to electro-

chemically deposit materials into the pores. The third method, which again does not

require detachment, consists of selectively chemically etching the barrier layer to

either provide direct access to the underlying substrate or at least create tiny

conducting paths in the barrier layer. A 3 h etch in a 0.1 M phosphoric acid solution

for 3 h at room temperature forms a through-pore membrane but also slightly

widens the diameter of the nanopore. Plasma etching with CF4 + O2 gas system

is also effective for removing the barrier layer without changing either the pore

diameter or the period. The flow rates of CF4 and O2 used in one study were 18 and

8 sccm, respectively. The pressure was 100 mT with a power of 250 W. An etching

time of 10 min opened the pores [53].

The nanomaterials whose templated growth is formed using AAO fall into the

following broad categories:

1. Nanowires of ferromagnetic materials such as Ni, Fe, Co and their alloys for

studies of magnetic properties and for use in high density memories and

biosensors. Electrochemical deposition is the most commonly used technique

to fill the pores of AAO with ferromagnetic metal [54–56]. Consequently, a

conductive substrate is essential. Due to its simplicity, direct current electrode-

position is widely used. Alternating current electrodeposition provides more

control and does not require the barrier layer at the bottom of the pores to be

completely removed. Nanoporous alumina is the template of choice although

recently, a TiO2 nanotube array template was also used to form ferromagnetic

Ni nanocylinder arrays [57].

2. The localized surface plasmon resonance (LSPR) of noble metal nanos-

tructures occ3urs at the wavelengths of visible light. Consequently, nanorods

of Au [58, 59], Ag [60, 61] and Cu [62] are being actively studied for use in

plasmonics for applications including, but not limited to, high sensitivity label-

free biosensing [63], metamaterials [64], enhancement of non-linear optical

effects [65] and ultra-sensitive single-molecule sensing [66]. The higher sur-

face area of noble metal nanotubes makes them more attractive for all the

above mentioned applications but fewer reports exist of their fabrication and

characterization [67]. Once again, electrodeposition into the pores of

nanoporous alumina is a widely used technique to form noble metal nanotubes

and nanowires, a technique pioneered in the nineties by the research group of

C. R. Martin [68–72]. However, non-electrochemical methods have also been

applied such as oblique angle evaporation of the noble metal into the AAO

template [73], photochemical decomposition of Ag- and Au-containing
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precursors in AAO pores [74] and fusion of Ag nanoparticle chains (see

Fig. 13.7) formed in AAO templates by solvothermal synthesis [75].

3. Nanorods and nanotubes of inorganic semiconductors for applications in

photovoltaics [76, 77], light emission [78] and lasing [79], single-electron

devices [80] and thermoelectrics [81]. CdS nanorods has been grown by

electrochemical deposition [82] and CdS nanotubes by chemical vapor deposi-

tion [83] into AAO templates. Recently, a number of papers have reported on

the formation of single crystal CdS nanowires by techniques such as template-

assisted vapor–liquid–solid (VLS) growth [84] and chemical precipitation in

AAO templates [85]. Templated growth has been used to form 1-D

nanostructures primarily in II-VI semiconductors such as CdS, CdSe [86],

CdTe [87], ZnO [88, 89], ZnS [90–93], ZnTe [94], PbS [95], PbSe [96] and

Bi2Te3 [97–99]. Reports on the templated formation of NR’s/NT’s from III-V

semiconductors such as GaN [100, 101] exist but are far fewer. TiO2 nanotube

arrays are also emerging as hard-templates for II-VI nanostructure synthesis

[102, 103].

4. Organic nanotubes and nanowires of p-conjugated organic small-molecules and

polymers. The growth of carbon nanotubes (CNT’s) by the catalytic pyrolysis of

unsaturated hydrocarbons such as ethylene, propylene or acetylene on Co

particles electrochemically embedded at the bottom of the pores of AAO

templates was demonstrated in the late nineties [104–107]. Such CNT arrays

are being considered for use as active materials in nanoscale transistors [108], as

field-emitters [109–111] and as electrodes in fuel cells and Li-ion batteries

[112]. Nanorods and nanotubes of p-conjugated organic small molecules such

as phthalocyanines [113, 114], triphenylamines [115], linear acenes [116] and

fullerenes [117] have also been formed by AAO templating. Similarly, semi-

conducting polymer NT’s and NR’s have been grown in AAO [118–123]. Such

p-conjugated nanostructures find application in ordered bulk heterojunction

solar cells, organic schottky diodes and devices employing polarized light

emission.

Fig. 13.7 (a) Schematic of the growth process for metal nanorods by fusion of metal

nanoparticles and (b) TEM image of Ag nanorods released from the AAO template (Reprinted

with permission from Ref. [75])
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13.4 Pore Differentiation: Highly Ordered Mosaic-Like
Nanostructures

In 2003, Masuda et al. introduced a new method based on pretexturing the alumi-

num to engineer differentiation of the self-organized AAO pores into two types

with a controllable period [124]. To appreciate how this is accomplished, consider

the following process: A SiC master mold is patterned using conventional electron-

beam lithography to create an ideally ordered arrangement of convex dots with a

period of 200 nm but with the important difference that every sixth site had a defect

(no dot). When this master mold is stamped onto a polished Al foil, the pattern on

the mold is replicated on the Al surface as an ordered array of concave dimples but

with a dimple missing at every sixth site. The imprinted Al foil is anodized at 80 V

in 0.05 M oxalic acid at 16�C to form the nanoporous architecture [125]. When the

aluminum is subsequently selectively removed to reveal the barrier layer, it is found

that the barrier layer is thicker at the imprinted sites than at the non-imprinted sites.

Likewise, the pores formed at the non-imprinted sites are smaller in diameter than

the pores at the imprinted sites. The difference in thickness between the barrier

layer at the imprinted and non-imprinted sites is exploited to selectively open the

bottoms of the smaller non-imprinted pores. Figure 13.8L shows the SEM image

taken from the barrier layer side of such an AAO membrane with selectively

opened holes. It is clear from this image that pores of slightly smaller diameter,

at every sixth site (corresponding to the non-imprinted sites) are selectively opened.

In the next step, a contact layer is deposited on the top-side of the membrane to

provide electrical contact during the subsequent electrodeposition of gold into the

membrane. Since the pore bottoms have been selectively opened only at the non-

imprinted sites, Au is selectively deposited into these pores as seen at the site

labeled ‘b’.

Clearly, the selective opening of the pores is contingent upon performing the wet

etch of the barrier layer for just enough time for the thinner barrier layer at the

Fig. 13.8 (L) SEM image, taken from the barrier layer side, of an alumina substrate with

selectively opened holes (a) porous alumina (b) selectively opened hole and (c) barrier layer (R)
SEM image of the fabricated Au disk array (Reprinted with permission from Ref. [125])

13 Templating and Pattern Transfer Using Anodized Nanoporous Alumina/Titania 333



bottom of the non-imprinted pores to be completely removed thus opening the pore

but not so long as to also cause the remaining pores to open. In this particular report

[125], a dipping time of 77 min in phosphoric acid was found to be optimal for

selective opening of the pores. The entire process sequence is illustrated in the

schematic diagram of Fig. 13.9.

The same pore differentiation process can be further continued to open all the

remaining pores after the deposition of metal (say gold) into the selectively opened

pores. In the subsequent step, a second material (say nickel) is deposited into the

remaining pores (now open) thus resulting in a binary mosaic-like nanocomposite.

It also follows that the pore differentiation process can be extended to vary the

period of the differentiated pores. Also, the two materials used to form the mosaic

composite need not be restricted to metals such as Ni and Au but could be any two

materials that can be grown in the pores by electrochemical or electro phoretic

deposition. The detailed fabrication sequence for such an elaborate pore differenti-

ation process [124] is schematically depicted in Fig. 13.10. SEM images of the

resulting binary mosaic-nanocomposite are shown in Fig. 13.11. In very recent

work [126], this principle was extended to form an anodic nanoporous alumina

mask with a checkerboard pattern.

Fig. 13.9 Schematic of the preparation process for a pore-differentiated Au-nanodisk array: (a)
imprinting the aluminum with a SiC mold; (b) anodization of the Al; (c) removal of the Al; (d)
formation of an electrode on the top-surface of the AAO membrane; (e) selective etching of the

barrier layer at shallow sites to form selectively opened holes; (f) deposition of Au (Reprinted with
permission from Ref. [125])
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13.5 Pattern Transfer Using Anodically Formed
Nanoporous Hard Templates

Self-organized anodically formed nanoporous templates offer an attractive high-

yield low-cost route for large area sub-100 nm scale pattern production. The

templated growth of nanomaterials considered in Sect. 13.3 is an additive process

consisting of material deposition into the pores of AAO or TNT’s. Pattern transfer,

on the other hand can employ either additive or subtractive processes to replicate

the nanoporous structure of a free-standing AAO membrane onto an underlying

substrate. In subtractive processes, the nanopores of anodic alumina are used as a

mask to etch the substrate. Thus, AAO has been used as a mask to perform pattern

transfer by MeV ion irradiation [127]. It has also been used as a mask for wet

etching [128] and for dry etching methods such as plasma ashing [129] and reactive

ion etching (RIE) [53, 101, 130]. Subtractive processes are classified into positive

transfer and negative transfer schemes. In positive transfer, the nanoporous pattern

is directly transferred onto an underlying substrate (typically a metal or semicon-

ductor) via etching. In negative transfer, the inverse structures of the nanoporous

pattern are formed via evaporation of masking caps followed by subsequent

etching.

Fig. 13.10 Schematic

diagram showing the

preparation process of the

Au-Ni mosaic nanostructure:

(a) stamping the Al using a

SiC mold; (b) Al anodization;
(c) Al removal; (d) formation

of a contact electrode on the

surface side of the

nanoporous alumina

membrane; (e) selective
penetration of the barrier

layer at the non-imprinted

sites; (f) selective deposition
of Au; (g) formation of an

insulator layer; (h)
penetration of the barrier

layer at the imprinted sites;

(i) deposition of Ni resulting

in a mosaic nanocomposite

(Reprinted with permission

from Ref. [124])
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13.5.1 AAO as Etch-Mask for Formation of Nanohole Arrays
on Single Crystal Semiconductor Substrates

Hexagonally ordered AAO is attractive for use in 2D photonic crystal based

micrometer optoelectronic devices. However, in order to utilize the highly ordered

nano-channel structure of AAO as a photonic material, it must first be transformed

into semiconductors, which have significantly higher dielectric constants and con-

comitantly larger photonic bandgap [131]. This has motivated the use of ultrathin

alumina membranes as etch masks to form nanohole arrays on Si, GaAs, InP and

ZnTe. Crouse et al. [13] formed nanoporous alumina with a pore spacing of 100 nm

Fig. 13.11 (L) SEM images of the barrier layer of a pore-differentiated membrane highlighting

the importance of the correct etching time (a) as-anodized membrane (b) after etching in 5 wt%

phosphoric acid at 30�C for 60 min and (c) after etching in 5 wt% phosphoric acid at 30�C for

80 min. After etching for 60 min, only the barrier layer at the non-imprinted sites was penetrated as

shown in (b). Additional etching resulted in penetration of the barrier layer for the imprinted sites

as seen in (c). The etching time required to penetrate the barrier layer was thus dependent on

whether or not the sites overlying the pores were imprinted or not, a unique property exploitable to

selectively deposit two different materials inside the channels of anodic alumina templates. (R)

(top) SEM image of the selectively embedded gold at the non-imprinted sites of the pore-

differentiated AAIO membrane (bottom) SEM images of the mosaic composite composed of

gold and nickel: (a) low magnification and (b) high magnification. Gold cylinders are the brighter

dots. All images in Fig. 13.11 were reprinted with permission from Ref. [124]
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and a pore diameter of 50 nm on Si wafers by thermal evaporation of Al followed by

single step anodization at 40 V in 0.3 M oxalic acid. After thinning the AAO

template from 2 mm to 300 nm by ion-milling and removing the barrier layer by a

1 h long pore-widening etch in 5 wt% H3PO4, the hexagonal pattern was transferred

to the Si substrate by using the AAO template as a mask for the reactive ion-etching

of Si by Cl2 + BCl3. Very recently, InGaN-based light emitting diodes (LED’s)

were successfully grown and fabricated on Si (111) wafers patterned at the nano-

scale using an AAO etch mask [79]. AAO templates with an average nanopore

diameter of 150 nm and an interpore distance of 120 nm were formed by anodiza-

tion at 6�C for 30 min in 0.3 M phosphoric acid under an applied voltage of 120 V.

The AAO pattern was transferred to the Si substrate by inductively coupled plasma

(ICP) etching through the template. The purpose of the nano-patterning was to

reduce the high dislocation density that results when GaN is grown in Si substrates

due to large mismatch in lattice constant and thermal conductivity between Si and

GaN. In another report [132], antireflective sub-wavelength structured surfaces (for

photovoltaic application) were fabricated on single-crystalline Si wafers patterned

using an AAO etch-mask.

Figure 13.12a shows a schematic of the fabrication process used to achieve the

sub-wavelength structured surfaces while Fig. 13.12b shows SEM images of the

resulting SWS Si. The starting step, namely the thermal oxidation of Si, was

performed in a standard quartz furnace to form a thin protective oxide barrier for

anodic oxidation. The thickness of the deposited Al film was 500 nm. The anodiza-

tion was performed in 0.3 M oxalic acid at 40 V to obtain a periodicity of ~100 nm

and was followed by pore-widening in 5 wt% H3PO4 to remove the barrier layer.

Fast atom beam etching (FAB) with SF6 gas performed under an acceleration

Fig. 13.12 Sub-wavelength structured (SWS) silicon wafers patterned using AAO: (a) fabrica-
tion sequence used to prepare SWS Si; (b) SEM images of the Si surface after fast atom beam

etching through the AAO mask for 50 min showing (b-1) top-view and (b-2) cross-section

(Reprinted with permission from Ref. [132])
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voltage was used to generate the SWS surface relief grating. Figure 13.13

demonstrates that the reflectivity of the resulting SWS Si is less than 1% across

the entire wavelength range from 300 to 1,000 nm. Also shown in Fig. 13.13 is the

high reflectance of a polished Si wafer and the reflectance of a conventionally

alkali-textured Si wafer [132].

13.5.2 AAO as Stencil for Nano Dot Array Formation

The lateral ordering of semiconductor nanocrystals in 2D arrays is a subject of both

fundamental and applied research in nanophotonics and nanoelectronics. Si

nanocrystals embedded within thin dielectric layers form the building blocks of

certain next generation non-volatile memory devices. Quantum dot (QD) lasers

constructed from arrays of InP and InAs nano-islands on GaAs and other substrates

are becoming increasingly important for applications such as high density optical

data storage systems. The formation of lateral 2D arrays of QD’s is also important

in fundamental experiments designed to investigate the collective behavior of large

assemblies of coupled nano-elements. In all these applications, high regularity in

the arrangement of the QD arrays and control of their spacing is required to obtain

precise control over the device properties. Furthermore, critical feature sizes

smaller than 100 nm need to be fabricated over a large area. These requirements

are beyond the reach of conventional nanofabrication techniques. The use of

electrochemically formed self-organized nanoporous alumina stencils offers an

attractive route towards the formation of 2D QD arrays.

In one report, CdS nanodot arrays were formed on Si substrates by thermal

evaporation of CdS through an ultrathin AAO membrane. The resulting CdS

nanodots (shown in Fig. 13.14) were polycrystalline with a (002) preferred orienta-

tion and possessed a mono-dispersed size distribution [133]. The photolumi-

nescence (PL) characteristics of CdS NP’s of two different sizes, 10 nm in (a)

Fig. 13.13 Measured

reflectivity spectra of AAO-

patterned SWS Si samples

fabricated by the process

depicted in Fig. 13.12a.

(Reprinted with permission

from Ref. [132])
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and 50 nm in (b), are shown in Fig. 13.14R and each show two features, namely

band-edge emission (sub-band I) and surface-defect emission (sub-band II). Band-

edge emission is ascribed to the radiative recombination of excitons in the NP’s and

therefore the corresponding peak energy of such band-edge emission is usually

slightly lower than the band-gap energy of the CdS NP’s. The 10 nm nanodots had a

particle crystallite size smaller than 4 times the Bohr exciton radius and therefore

exhibited the effects of quantum confinement, which manifested itself in the

strongly blue-shifted broad peak of sub-band I. On the other hand, the 50 nm

nanodots, which were outside the excitonic confinement regime, exhibited a narrow

size-independent band-edge emission at 506 nm [133].

By reactive ion etching (RIE) using BCl3 through an AAO membrane etch-mask

with a periodicity of 110 nm and a diameter of 55 nm, Liang et al. [134] transferred

the nanopore array pattern onto a GaAs substrate. Subsequently, they grew a highly

ordered InAs nanodot arrays by molecular-beam epitaxy on non-lithographically

nanopatterned GaAs. The resulting dots (see Fig. 13.15) were organized in a dense

hexagonal lateral superlattice.

For plasmonic device applications, it is desirable to create periodic arrays of

size-controlled noble metal particles (Ag and Au) on arbitrary substrates. Here too,

AAO templates have been used. Atwater et al. [135] demonstrated an 8% increase

in short circuit density in an optically thin GaAs solar cell decorated with densely

packed high-aspect ratio Ag nanoparticles (NP’s) fabricated by masked deposition

through an AAO template. Enhanced light absorption occurred in this device due to

the longer optical path of incident light in the absorber layer, which was itself due to

the strong scattering by interacting surface plasmons formed in the Ag NP’s.
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Fig. 13.14 Left, CdS nanodot arrays with an average diameter and spacing of 80 nm and 105 nm

respectively, formed on Si substrates using an AAOmask; and right, photoluminescence spectra of

CdS nanodot arrays of (a) 10 nm height and (b) 50 nm height and their two Gaussian fit subbands.

The excitation wavelength is 350 nm. The peak positions of the subbands I and II are located at

about 473 and 575 nm in sad and 506 and 563 nm in sbd, respectively (Reprinted with permission

from Ref. [133])
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13.5.3 AAO as Mask for Ion Beam Irradiation

Matsuura et al. [136] performed ion beam irradiation at normal incidence to a

polished single crystalline SrTiO3 substrate through an AAO template bonded to

the substrate with the beam aligned parallel to the pore axis to transfer the

nanoporous pattern on to the substrate. The AAO template had 55 nm pores and a

pitch of 100 nm. Different ion beam irradiation recipes were tried: Pt ions with

energies of 200 keV, 500 keV and 1 MeV at fluences of 1 � 1014, 2 � 1014 and

2 � 1014 cm�2 respectively were used to amorphize exposed areas on the SrTiO3

substrate. During irradiation, the substrates were held at 77 K to precipitate the

onset of amorphization. The amorphized SrTiO3 also experienced a 20% reduction

in density. Subsequently, the template was removed and the amorphized SrTiO3

was selectively etched by immersing the substrate in concentrated aqueous nitric

acid [136]. This patterning technique is powerful because ceramic materials such as

SrTiO3 are not easily etched or patterned by other nanofabrication methods.
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