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Preface

This book describes recent developments in basic and applied science and engineering of finely

dispersed particles and related systems. Written by a team of outstanding scientists, this book

takes an interdisciplinary approach to the elucidation of the heat, mass, and momentum transfer

phenomena as well as the electron transfer phenomenon, at well-characterized interfaces. The

considered scales are milli-, micro-, nano-, and atto-, using both coherence and decoherence theor-

etical approaches. Milli- and microscales may cover more or less classical chemical engineering

insight, while nano- and attoscales focus on modern molecular and atomic engineering. In this

context, “atomic engineering” recalls the ancient idea of interplay of particles that are small, indi-

visible, and integer (Greek “atomoz”). In the recent scientific literature, terms such as nanoscience

and nanotechnology, functional artificial nanoarchitectures, nanosystems and molecular machin-

ery, once considered merely futuristic, have become focuses of attention. The aim of this book

is to provide the readers with recent concepts in the physics and chemistry of well-studied interfaces

of rigid and deformable particles in homo- and hetero-aggregate dispersed systems. As many such

systems are non-Newtonian, apart from classical momentum, heat, and mass transfer phenomena,

the electron transfer phenomenon is also introduced into their description. Examples of such

systems are: emulsions, dispersoids, suspensions, nanopowders, foams, fluosols, polymer

membranes, biocolloids, and plasmas. Thus, the central themes of this book are the hydrodynamic,

electrodynamic, and thermodynamic instabilities that occur at interfaces and the rheological

properties of the interfacial layers responsible for the existence of droplets, particles, and

droplet–particle–film structures in finely dispersed systems.

Part I, Introduction, written by Spasic, Mitrovic, and Krstic, gives a brief overview of the finely

dispersed systems through their classification considering surface and line continua and point

discontinua, states of aggregation, homo and hetero, and their shape, rigid or deformable.

In Part II, General, several overviews are presented, beginning with Ohshima’s chapter on

electrokinetic behavior of charged particles and droplets, then Delgado and González-Caballero

present a chapter on electrokinetic phenomena in suspensions, followed by Schramm and Stasiuk’s

overview of emulsions, and finally Saboni and Alexandrova close this section with heat and mass

transfer in finely dispersed systems.

Part II continues with a section on various approaches and transitions. Chapter 6 covers

polymer networks and transitions from nano- to macroscale by Plavsic. The following chapter is

on the atomic scale imaging of oscillation and chemical waves at catalytic surface reactions by

Elokhin and Gorodetskii. Then next chapter relates the characterization of catalysts by means of

an oscillatory reaction written by Kolar-Anić, Anić, and Čupić. Then Dugić, Raković, and

Plavsic address polymer conformational stability and transitions based on a quantum decoherence

theory approach. Chapter 10 of this section, by Jarić and Kuzmanović, presents a perspective of the

physics of interfaces from a standpoint of continuum physics.

Finally, Part II ends with a section on tools. The first chapter, written by Petkovska, discusses

nonlinear dynamics methods for estimation of equilibrium and kinetics in heterogeneous solid–

fluid systems. Then Oldshue discusses current principles of mixing related to the scale up and

scale down. This section ends with Jovanić’s chapter on quantification of visual information.

Part III deals with homo-aggregate finely dispersed systems and contains chapters about

emulsions, dispersoids, and liquid–liquid dispersions. Oldshue presents a brief chapter on non-

Newtonian aspects of emulsification. The following chapter by Spasic, Lazarevic, and Krstic dis-

cusses a new theory of electroviscoelasticity using different mathematical tools. Then, a review of



experimental results on the production of mono-dispersed emulsions using Shirasu membranes is

presented by Vladisavljevic, Shimizu, Nakashima, Schubert, and Nakajima. The Dispersoids

section contains a single chapter by Zdujić who gives a short account of the main aspects of the

mechanical treatment of inorganic solids. Part III concludes with a chapter by Bart on Liquid–

Liquid Dispersions introducing reactive extraction in electric fields.

Part IV covers hetero-aggregate finely dispersed systems and includes four chapters. The first

section Foams contains a chapter written by Creux, Lachaise, and Graciaa on gas bubbles within

electric fields. In the chapter on section Fluosols, Jokanovic presents nano-designing of structures

and substructures in spray pyrolysis processes. Further on, Alexandrova, Amang, Garcia, Rollet,

and Saboni address transfer phenomena through polymer membranes. The chapter on Multiphase

Dispersed Systems, written by Duduković and Nikačević, is concerned with gas-flowing solids-

fixed bed contactors. The following chapter discusses reaction and capillary condensation in

dispersed porous particles by Ostrovskii and Wood. This section ends with a chapter by Skala

and Orlovic on particle production using supercritical fluids.

The book closes with Part V “Hetero-Aggregate Finely Dispersed Systems of Biological

Interest” and contains eight chapters under the one section head of Biocolloids. Kuo and Hsu

begin this section by discussing the effects of electrical field on the behavior of biological cells.

Then Dzwinel, Boryczko, and Yuen present methods, algorithms, and results of modeling meso-

scopic fluids with discrete particles. That is followed by a chapter discussing nonlinear dynamics

of a DNA chain presented by Zdravković. The next chapter, written by Partch, Powell, Lee,

Varshney, Shah, Baney, Lee, Dennis, Morey, and Flint, discusses surface modification of dispersed

phases designed for in vivo removal of overdosed toxins. Following on, Pasqualini and

López present their chapter on carbon nanocapsules and their nuclear application. In chapter 30,

Markvicheva presents methods of bioencapsulation in polymer micro- and nanocarriers and

their application in biomedical fields. The penultimate chapter by Bugarski, Obradovic,

Nedovic, and Goosen describes a method of electrostatic droplet generation for cell immobiliz-

ation. The final chapter of the book, written by Mojovic and Jovanovic, is dedicated to a micro-

biosensor based on immobilized cells.

The intended audience of this book includes: chemical engineers — researchers in fundamen-

tals of finely dispersed particles — separation, sorption, membrane processes, nanoscience and

nanotechnology; physical chemists — researchers in colloid, biocolloid and interface science;

theoretical and applied mechanicians — rheologists; biologists and medicine researchers —

hematology, genetics and electroneurophysiology; researchers in food, pharmaceutical, petro-

chemical, and metallurgical science.

Applications and implications of the material presented in the book are supposed to contribute

to the advanced fundamentals of interfacial and colloidal phenomena. Related subject

examples are:

. Entrainment problems in solvent extraction

. Colloid and interface science

. Chemical and biochemical sensors

. Electroanalytical methods

. Biology and biomedicine (hematology, genetics, electroneurophysiology)

. Interface surface, line, point and overall barriers-symmetries (surface — bilipid membrane

cells, free bubbles of surfactants, Langmuir Blodgett films; line — genes, liquid crystals,

microtubules; point — fullerenes, micro-emulsions; overall — dry foams, polymer

elastic and rigid foams)
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I. CHEMICAL ENGINEERING AND SCALES — MACRO, MICRO,

NANO, AND ATTO

A. MACRO- AND MICRO-SCALE

Classical chemical engineering has been intensively developed during the last century. Theoretical

backgrounds of momentum, mass, energy balances, and equilibrium states are commonly used as

well as chemical thermodynamics and kinetics. Physical and mathematical formalisms are related

to heat, mass, and momentum transfer phenomena as well as to homogeneous and heterogeneous

catalyses. Entire object models, continuum models, and constrained continuum models are

frequently used for the description of the events, and for equipment designing. Usual, principal,

3



equipments are reactors, tanks, and columns. Output is, generally, demonstrated as conventional

products, precision products, chemicals (solutions), and biochemicals.

B. NANO-SCALE

Molecular engineering still suffers substantial development. Besides heat, mass, and momentum

transfer phenomena, commonly used in classical chemical engineering, it is also necessary to intro-

duce the electron transfer phenomenon. Description of the events is based on molecular mechanics,

molecular orbits, and electrodynamics. Principal tools and equipment are: micro-reactors, mem-

brane systems, micro-analytical sensors, and micro-electronic devices. Output is, generally,

demonstrated as molecules, chemicals (solutions), and biochemicals.

C. ATTO-SCALE

Atto-engineering for more than a whole century is in permanent and almost infinite development.

Theoretical background is related to the surface physics and chemistry, quantum and wave mech-

anics, and quantum electrodynamics. Discrete and constrained discrete models are convenient for

describing related events. Tools and equipment are: nano- and atto-dispersions and beams (demons,

ions, phonons, infons, photons, electrons), ultra-thin films and membranes, fullerenes and bucky

tubules, Langmuir–Blodgett systems, molecular machines, nano-electronic devices, and various

beam generators. Output is, generally, demonstrated as finely dispersed particles (plasma,

fluosol–fog, fluosol–smoke, foam, emulsion, suspension, metal, vesicle, dispersoid).

II. NANO CONTINUA, DISCONTINUA, AND

SPACES OF INTERACTIONS

A. GEOMETRY AND FORCES OF INTERACTIONS

The hypothetical continuous material may be called continuous medium or continuum. The adjec-

tive continuous refers to the concept when molecular structure of matter is disregarded and being

without gaps or empty spaces. Also, it is supposed that mathematical functions entering the theory

are continuous functions, except possibly at a finite number of interior surfaces separating regions

of continuity [1]. Boundaries of condensed homogeneous phases (liquids and some solids) in the

nano-scale also, present, continua, but only with two dimensions; in the third dimension their

characteristics change. Such boundaries may be defined as bonded surface continua. Besides a

surface tension force, all characteristics of nanolayers at boundaries of condensed phases are differ-

ent from their bulk properties (e.g., density, viscosity, heat, and mass transfer rates) in the surface

toward bulk direction. Further, in the nanospace outside a condensed phase, another layer with

interacting forces appears. Molecules and ions inside this nanospace are attracted or repulsed,

and attracted molecules or ions behave either as two-dimensional gasses or as another condensed

nanophase. In both cases, characteristics (e.g., polarity, reactivity, stereo position) of these

adsorbed molecules or ions are different from the properties of “free” molecules or ions, and

may be defined as another two-dimensional nano continua. These continua are also bonded and

asymmetric (Figure 1.1).

Generally, bonded two-dimensional (surface) continua exist at the contact of two immiscible

homogeneous phases. At the contact of three immiscible homogeneous phases, only line nanoele-

ments exist. The examples are contact lines between two liquids and one gaseous phase

(Figure 1.2). Line elements are defined as one-dimensional bonded nano continua, with

line tension forces, molecules, or ions attraction or repulsion forces in the nanospace over a line

element and a complex asymmetric structure. Gasses adsorbed at a line element have only one

degree of freedom (one-dimensional gasses can also be a condensed matter). Molecules or ions

at line elements also change their characteristics.
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Bonded point elements exist at contacts of four phases, analogous to line elements at contacts of

two liquids, one gaseous phase, and one solid phase. These elements are discontinuous in all dimen-

sions. In the nanospace over point elements, the adsorbed molecules or ions have zero degree of

freedom. Point elements are presented in Figure 1.3.

Solid crystals have surface-, line-, and point-bonded elements as a part of their morphology

(Figure 1.4). Surfaces of solid adsorbents and catalysts are fractional micro to nano compositions

of surface-, line-, and point-bonded elements (Figure 1.5).

Free nano continua or discontinua can be defined, also, as surface, line, and point elements, and

as their combinations. Free surface elements are ideally composed of two nanolayers placed sym-

metrically each other (Figure 1.6). Such structures are “ideal membranes” and can be composed of

solid materials, liquids, and even gasses. Ideal membranes exist in nature, e.g., bilipide cell mem-

branes and “black” surfactant bubbles (Figure 1.7a and b). It is visible that both membranes are

composed of only two molecular layers of asymmetric surface-active molecules, with hydrophilic

ends placed outward (cell membranes) or inward (surfactant bubbles). Ideal membranes, composed

FIGURE 1.1 Bonded surface nano continua: 0 — bulk material (volume continuum), 1 — interface, 2 —

bonded surface continuum, 3 — external space of interaction, 4 — condensed adsorbed layer, 5 — new

external space.

FIGURE 1.2 Line continuum at the contact of three phases: 1 — bulk liquid A, 2 — bulk liquid B, 3 — bonded

surface continuum A, 4 — nanospace A, 5 — bonded surface continuum B, 6 — nanospace B, 7 — gaseous

phase, 8 — circular line continuum.
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of two or more monomolecular layers, placed on porous or nonporous carriers, can be produced by

Langmuir–Blodgett technique [2], using surface-active polymers (Figure 1.8).

Ideal gas or vapor membranes can be composed of two or oligo molecular gas or vapor layers,

in a gap between two solid or liquid surfaces, which “borrow” an external nanospace to the gas

(Figure 1.9). Similar effects can be obtained with a gas or vapor inside nanopores of solid hydro-

phobic membranes.

Free line nanoelements are liquid crystals, nanotubules [3], and linear fullerenes [4]. Tubular

organization of carbon atoms and some organic molecules is a very interesting example of a

self-organization in the nanoscale. Besides, double helix structures, carriers of genes in chromo-

somes and plasmids, regardless of their molecular organization, are line nanoelements. All free

surface elements (two-dimensional continua) and free line elements (one-dimensional continua)

possess some kind of symmetry. Gasses or vapors inside nanotubules are, also, gaseous line

nano continua and ought to have different properties than free gasses. Some line nanoelements

are presented in Figure 1.10.

FIGURE 1.3 Point element at the contact of four phases: 1 — liquid A, 2 — liquid B, 3 — solid C, 4 —

gaseous phase (over A and B), 5 — line continuum, 6 — point elements.

FIGURE 1.4 Bonded surface, line, and point elements at solid crystals: 1 — surface continuums, 2 — line

continuums, 3 — point elements.
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Ideal point free nanoelements are fullerenes C60 or C70 (Figure 1.11) [4]; such structures could

be defined as zero-dimensional continua. These elements are symmetric and nearly independent of

all external influences. Some nanostructures in liquids, due to their forms and electrical charges, are

also close to ideal point nanoelements. Clusters of water molecules or atoms of metals, are nonideal

point nanoelements.

Complex free nano continua are foams. Foams can be divided into two groups: cream foams, in

which free gas bubbles are submerged in a liquid matrix, and dry foams, in which nearly complete

liquid phase is bonded inside foam structures. The first system is a simple two-phase liquid–gas

mixture. The second system is a three-dimensional network of surface, line, and point elements.

Dry foam is presented in Figure 1.12. Dry foam is composed of three elements: (i) flat surface

elements (membranes), composed of two opposite monomolecular liquid surfactant layers, with

a nonorganized liquid between the layers; (ii) line elements, which are limiting surface elements,

of the tubular shape, with nonattached liquid phase inside; and (iii) point elements, surfactant

hollow spheres, connecting line elements, also, filled with a nonattached liquid phase. Sizes of

all dry foam elements are large, compared to thicknesses of outside nanolayers, due to the non-

attached liquid phase; so, when a foam material is polymerized into solid, elastic or rigid structures,

then the mechanical characteristics of solid foams depend upon strengths of all elements and the

geometry of a foam and relative strengths of the ordered material at surface of the elements and

inside the elements.

B. PROCESSES IN NANO CONTINUA, DISCONTINUA, AND SPACES OF INTERACTIONS

Basically, there are four kinds of physical or chemical processes in nano continua, discontinua, and

spaces of interactions: (1) processes in the nanospace over surface, line, or point elements; (2) pro-

cesses in the nanospaces inside surface, line, and point elements; (3) barrier processes — mass and

energy transfer processes, with or without physical and chemical transformations, through internal

and external nanospaces; (4) membrane processes — mass and energy transport processes through

membranes (double gas, liquid, and solid surface, line and point elements). Membrane processes

are presented in Figure 1.13.

Furthermore, processes in nanosystems could be defined as follows.

FIGURE 1.5 Bonded fractal surface, line, and point elements of an adsorbent or a catalyst: (a) rough surface of

an adsorbent or a catalyst; (b) flat surface of a solid composed of three phases (A–C), with gaseous phase D

(over).

FIGURE 1.6 Free surface elements (continua).
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1. Diffusion

Besides unrestricted diffusion in three-dimensional continua and restricted (Knudsens) diffusion,

five other types of diffusion processes may be distinguished:

1. Surface diffusion — unrestricted diffusion along nanospaces over or under surfaces in

bonded surface continua, over membranes (at both sides), and inside a membrane

(Figure 1.14a).

2. Diffusion through surface continua — diffusion through external and internal nanospaces

for bonded surface continua, or through two external nanospaces and one internal nano-

space for membranes (Figure 1.14b).

3. Diffusion along line continua (through external and internal nanospaces in entities as

nanotubules, Figure 1.14c).

4. Diffusion across line continua (from an external surface nanospace to another surface

nanospace over a line continua, Figure 1.14d).

5. Point diffusion — diffusion from one point nanoelement to another is a process common

for complex nanosystems such as sorbents and catalysts. Such “jumping diffusion” is a

process with energy of activation. Point diffusion occurs in nanospaces over complex sur-

faces, inside the pores of porous media, with micro- and sub-micropores, and through

crystal lattices, from one “point hole” to another (e.g., Na ions through b-Al2O3, in

batteries S–Na. All these types of point diffusion are presented in Figure 1.15).

FIGURE 1.7 “Black” bilipide cell membrane: (a) and surfactant bubble (b).

FIGURE 1.8 Langmuir–Blodgett membrane (four molecular layers).
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2. Sorption Processes

Interactions in nanospaces (sorption processes) may be classified into following groups:

1. Adsorption in external nanospaces. Basically, there are three kinds of interactions in

external nanospaces of solids or liquids — adsorption at surface elements, adsorption at

line elements, and adsorption at point elements. All these processes present attraction

or repulsion of molecules, ions, or particles, influenced by physical forces. Positive

adsorption (attraction) is a reversible process and, in the case of noncondensed gasses,

only monomolecular layer is adsorbed. This is happening probably because attraction

forces over adsorbed molecules are negligible.

2. Adsorption with condensation (external nanospaces). At vapor pressures, for adsorbed

gasses over corresponding condensation pressures (due to a surface tension, at lower

pressures in narrow capillaries), adsorbed gasses convert into a liquid phase. Regardless

of whether the primary adsorption occurred at surfaces, lines, or points, a condensed

phase generates its own nanospace; so an adsorption with the condensation, generally,

produces multi-molecular adsorbed layers.

3. Chemisorption. Chemisorption is a surface, line, or point process, where chemical bonds

exist between a sorbent and a sorbate. The process occurs both in external and internal

nanospaces of a chemisorbent. It, generally, produces multi-molecular layers, because

the process proceeds into internal nanolayers of sorbents. Chemisorption, in a number

of cases, is irreversible. A chemisorbed film produces its own nanospace, in many cases

with completely different characteristics from a primary nanospace.

4. Adsorption in internal nanospaces. In nanospaces under surfaces of liquids or gels, or

inside membranes, both positive and negative adsorption processes occur (increase or

decrease of concentrations of molecules or ions). Tenzides are adsorbed in the nanospace

inside water surfaces, and one method of removing and concentrating surface-active

agents from aqueous solutions is the foam flotation (high increasing of surface internal

nanospace areas). Contrary to this, mineral anions and cations are negatively adsorbed in

the same nanospaces, especially if water molecules are activated; in gel structures, inside

FIGURE 1.9 Ideal gas or vapor membrane: La — liquid phase A, Lb — liquid phase B, SM — solid

microporous membrane (hydrophilic), G — gaseous phase.

FIGURE 1.10 Line nanoelements (line continua).

Classification of Finely Dispersed Systems 9



hydrophilic polymers, in zeolite cages, or in nanopores of hydrophilic minerals. The process

of water desalination, by reverse osmosis, can be explained by the exclusions of ions and

other solutes, from bonded water inside reverse osmosis (RO) membranes and the consecu-

tive transport of water molecules, through the membrane, by pressure differences. Molecu-

les or ions, adsorbed in internal nanospaces of nanotubules, and linear and point fullerenes,

can be stored. Some new electrochemical systems are designed using this phenomenon.

5. Adhesion. Adhesion can be defined as a bulk, surface, or line adsorption, or an attraction of

surface nanospaces. For a solid–solid system, adhesion forces are well defined only for

FIGURE 1.11 Fullerene (ideal free point nanoelement).

FIGURE 1.12 Model of a dry foam: S — surface elements, L — line elements, P — point elements.
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highly polished surfaces, without any adsorbed films. For liquid–solid interactions,

adhesive forces are expressed by interphase surface tensions and can be measured by

angles of wetting (Figure 1.16). Adhesives are defined as liquid agents, which wet solid

surfaces and upon drying, cooling or polymerization glue surfaces together after the

solidification. The mechanical adhesive force to separate glued surfaces expresses the

quality of an adhesive. Mechanical or chemical roughening of solid surfaces produces

three effects: cleaning, increasing specific surface areas, and introducing line and point

nanoelements with high specific energies.

FIGURE 1.13 Mass and energy transport processes (surface, line, and point membranes): (a) processes

through surface membrane: A — mass transport, B — energy transport, C — coupled mass transport,

V1,2 — bulk fluids, P1, C1, T1, 11, Ca2, Cb2 . P2, C2, T2, 12, Ca1, Cb1; (b) processes over line membrane

(two-dimensional gasses): Line membrane, S1 and S2 — liquid surfaces (liquids 1.2); (c) processes over

point membrane (one-dimensional gasses), S1, S2, S3 — surface membranes, L1, L2, L3 — line membranes,

P1 — point membrane (foam), PL1, CL1, TL1, 1L1 . PL2, CL2, TL2, 1L2.
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6. Adhesion of gas bubbles to solid particles. In the hydrometallurgical process, flotation, gas

bubbles are attached to ore particles and carry them to the surface of the liquid phase. The

attraction force is adhesion of circular line elements at the contact of a nonwetted solid

phase (ore), liquid phase (aqueous solutions of flotation agents), and gas phase (air or

hydrogen bubble). This system is presented in Figure 1.17.

By different flotation agents that are adsorbed at surfaces of components, in a complex ore

mixture, the flotation process can be made to be selective, with bubbles attached only to a specified

ore particle.

FIGURE 1.14 Types of diffusion processes at a bonded continuum or at a membrane: (a) surface diffusion, (b)

diffusion through surface continua, (c) diffusion along line continuums, (d) diffusion across line continua; Cx

— bulk or nanospace concentrations, G — gaseous phases, L — liquid phases, F — fluid phases, BLE —

bonded line element, LG — line gas.

FIGURE 1.15 Types of point diffusion processes.

12 Finely Dispersed Particles



3. Heterogeneous Catalysis

Heterogeneous catalysis is an activation process to carry out specific chemical reactions, occurring

in different nanospaces. Concerning types of nanospaces, following catalytic systems exist:

1. Catalysis in internal nanospaces of liquid catalysis. A catalysis of this sort probably

occurs in molten salts carried in pores of inert porous carriers, to increase gas–liquid

contact surface areas — vanadium pentoxide catalysts for the oxidation of SO2 to SO3

[5]. Reactants diffuse into the nanolayer below the catalysts surface and the product

countercurrently diffuses out.

2. Catalytic reactions in the surface external nanospace, at the surface of impermeable

liquids. Example of this catalytic system is Viladsen’s catalyst [6,7], with microspheres

of molten indium inside the “cages” of a porous inert ceramics (Figure 1.18). Since reac-

tion rates are proportional to the catalysts area, this arrangement ensures very high acces-

sible specific surface areas.

3. Catalytic reactions in external nanospaces over solid, line, and point elements. A very

high percentage of all heterogeneous catalytic systems is of this type. Combinations of

catalysts, promoters, and carriers obtain line and point active centers, with specified

characteristics. Besides a catalytic activity and selectivity, good catalytic system ought

FIGURE 1.16 Contact angles as a measure of surface interactions: lipophilic a and lipophobic b.

FIGURE 1.17 Adhesion of the circular line element (gas bubble) to a hydrophobic ore particle.
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to have high mass transfer rates, in the case of a diffusion-controlled process, and also high

heat transfer rates, for strongly exothermal or endothermic processes.

4. Stereo-specific catalytic reactions. External nanospaces for stereo-specific catalytic synth-

eses are “nanomachines” with such arrangement of active centers that only molecules

of defined three-dimensional shapes can be synthesized. An example is crown ethers,

with hollows in which active atomic groups are distributed in such a way that only one

stereo-specific molecule can be produced.

C. MEMBRANE PROCESSES

Owing to its importance in nature, science and technology of membrane processes have the special

place in nanospace processes. Generally, membrane processes can be classified into three inter-

connected groups: mass transport processes, without or with chemical transformations; energy

transport processes, without or with energy transformations; and information transport and

processing. In this section, only mass transport processes interconnected with corresponding

energy transport and transformations will be discussed.

Transport of ions, molecules, and molecule aggregations through different membranes can be

achieved by following mechanisms: viscous flows through porous membranes; having with pores

much larger than 100 nm; diffusion (Knudsens, line or point), for pores of about 10 nm; diffusion

with adsorptions and desorptions (point diffusion); point diffusion from one hole to other (ions);

line diffusion through line ionic conductors; and diffusion through internal nanospaces of nanopor-

ous membranes. Driving forces are gravity, gradients of pressures, temperatures, and concen-

trations, electrical and magnetic fields, and chemical interactions (reversible or irreversible

reactions, countercurrent transport of ions).

By aims membrane mass transport processes can be classified as controlled release, separation,

separation and enrichment, chemical transformation (catalytic or noncatalytic), and biochemical

transformation processes.

1. Controlled Release Processes

Controlled release is used mostly to make different liquid or gaseous mixtures and to distribute

drugs or pesticides. Process is controlled by diffusion rates (point diffusion or diffusion in internal

nanospaces) and the driving force is a concentration gradient.

FIGURE 1.18 Viladsen’s liquid-phase catalyst.
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2. Separation Processes

Separation processes may be classified by sizes of entities to be separated, mechanisms of separ-

ation, types of membranes, and driving forces. Classification by mechanisms is as follows:

1. Sieving. Sieving presents a separation of particles considering their sizes, e.g., the separ-

ations of microorganisms, macromolecules, molecules, and atoms. In sub-micro- and

nanoscale, sieving is seldom the only separation mechanism. Mostly it is combined

with interactions of membrane elements and systems to be separated, as an adsorption

or repulsion of molecules, ions, and particles, on membrane sub-micro- or nanoelements,

and electric charges of a membrane and components to be separated. Driving force is

mostly a pressure difference, and membranes are porous. Rates of transport are, generally,

governed by viscous flow rates.

2. Diffusion. In most cases, diffusion, without other combined mechanisms (solubility,

adsorption, exclusion), produce low separation factors. High separation factors may be

obtained only if diffusion is highly selective, e.g., point diffusion in “holes” of

b-Al2O3, for Na ions.

3. Barrier membrane process. Processes in which one component, in a mixture, interacting

with internal or external nanospaces of a membrane, present a barrier for another com-

ponents, so that only the interacting component passes through the membrane. In the sim-

plest case, a surface-active micro-filtration membrane, if saturated with a wetting liquid, is

the barrier for a gas or a nonwetting liquid. Using lipophilic and lipophobic micro-fil-

tration membranes, this phenomenon is applied in multiphase membrane contactors [7]

and in the production of fine emulsions.

Another type of a barrier makes use of adsorbed molecules or ions, inside membrane

sub-micro- or nanopores, which prevent non-adsorbed components to pass through

a porous membrane (Sourirajans model for RO water desalination). In this case, a

membrane is composed of an adsorbed component.

Third type of barrier separation membranes work with the exclusion of components

nonpassing through the membrane, by changed solubilities of nonpassing components

in a passing component, due to interaction with the internal nanospace of the membrane.

Such a mechanism explains the water separation, by reverse osmosis, from dissolved salts

and organics, using hydrophilic polymer or gel-type membranes.

Fourth type of barrier membrane process works on the principle of exclusion, but by an

external power field, was applied in O2/N2 separation, using porous membranes under a

strong magnetic field (paramagnetic O2 was excluded from the field and the membrane).

4. Solvent-type separation membranes. Membranes used mostly for separations of gasses or

vapors, which dissolve and pass through one component, or a group of components, from a

mixture. It is not clear whether membranes composed of only two symmetric nanolayers

have advantages over thicker membranes, besides shorter diffusion paths, but one theory

claims that for some ultra-thin (nano) membranes, very high separation factors can be

obtained, for pairs of gasses, of which molecules of one can “jump” through the mem-

brane, while the other gas have to pass by the slow diffusion process.

5. Other interactions in a membrane internal nanospace. The first is evaporation through a

nonporous membrane (pervaporation). Interaction of separating components with a

polymer in a membrane internal nanospace, in some cases, moves liquid–vapor equili-

brium and removes azeotropic points.

Separation and enrichment of metal ions, using reversible chemical reactions in liquid

or gel-type membranes: Using selective extragents, it is possible to obtain high separation

and enrichment factors for metal ions (e.g., Cu, In, U, Pu), with a simultaneous extraction

and stripping (pertraction). Driving force for this process is the countercurrent diffusion of
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H ions. It is not clear whether molecular forces in the nanospace, inside a membrane,

activate these processes. In our experiments on the simultaneous pertraction of two

metals (Cu and In), from a common aqueous solution, Cu : In separation factors of

5000 : 1 and enrichment factors for both metals up to 1000 : 1 were obtained, and so it

would be worthwhile to further investigate such processes.

6. Membrane catalytic reactors. Catalytic elements, in the form of membranes: thin two-

sided layers of a permeable liquid catalyst, or a porous solid catalyst, has the main advan-

tage in its two-sided configurations, so it is possible to design more complex and efficient

catalytic reactors, as some, already investigated, or only considered systems:

Membrane catalytic reactors with separated reactants:

Suitable for fast and potentially dangerous reactions, or for reactions which could

produce unwanted products, without a catalyst. When the reaction rate is much

higher than diffusion rates of both reactants, the reaction zone, inside a catalytic mem-

brane, is a thin layer, moving in the membrane according to stoichiometric ratios. A

product is moving out of the catalyst countercurrently to one of reactants (adjusted by

pressure differences).

Membrane catalytic reactors with the separation of products from reactants:

In the case when products could react with reactants, or when equilibria are far from

complete conversions, a combination of the catalytic membrane reactor with a mem-

brane, which separates products from reactants, would make possible such processes

as ammonia synthesis, at low pressures and with high yields.

D. STABILITY OF NANOSYSTEMS

By definition, surface nano continua, either bonded or free, ought to be infinitely stable entities, and

so their shapes are closed spheres or ellipsoids. Destabilizing factors are: power fields, e.g., a large

liquid drops, on a nonwetting surface becomes unstable and breaks into smaller drops (Figure 1.19);

shear stresses, e.g., liquid drops or gas bubbles moving in a fluid with velocities over critical Re

numbers change their shapes and break into smaller entities; changes in chemical compositions,

e.g., evaporation of water from soap bubbles; Marangoni instabilities at liquid internal surface

nanospaces; and mechanical or electromechanical oscillations of surface elements.

Surface continua can be limited and stabilized by line elements (Figure 1.20), but line-bonded

or free continua are stable only if they are unlimited structures (rings). It is an interesting

observation that stable genetic elements are plasmids — closed ring genetic elements inside the

cells protoplasm — while open chains of genes, in chromosomes, are inherently unstable and

are temporarily stabilized by “telomeres,” stacks of point elements at the ends of a gene double

helix. Open line elements in a dry foam are limited and stabilized by point elements

(Figure 1.12). Linear fullerenes, are also, stabilized by half of the point fullerene. Ring nano-

tubules or fullerenes though not synthesized till now, it could be expected that such nanoentities

do exist.

Point elements are stable, if they have a structure of a closed symmetric sphere. Asymmetric

point structures as different clusters are unstable and easily agglomerate or break.

Complex nanostructures such as sols or gels, with networks of fractal surface, line, and point

elements, are highly unstable. Sols are jellified by removing a part of the solvent (sol–gel

transformations to obtain ultra-thin ceramic membranes), by temperature changes, or by

changing pH. Gels are broken by heating, by mechanical forces, or by ultra-high electro-

magnetic waves. Drying of hydrogels, to produce sorbents with nanopores, generates large

forces inside submicro- and nanopores, due to water meniscus in the pores. With such processes,

it is impossible to obtain sufficiently large surface areas. Supercritical drying — heating gels

16 Finely Dispersed Particles



over the critical temperature for water, at pressures over the critical pressure, and gradually lower-

ing the pressure — ensure the drying of gels without destabilizing pores.

Instabilities in beds of porous catalysts, for strongly exothermic processes, occur when heat

transfer rates from the bed are not adequate, so the temperature rises, increasing reaction rates, and

thus producing heat energy. This instability produces “hot spots” inside the bed and melts or inac-

tivates the catalyst. Besides other solutions, our microcapillary catalytic reactor elements, using

very thin porous layers of a catalyst (6–10 mm), attached to the heat-transferring body (glassy

carbon), ensure stable exothermal processes, as the ammonia synthesis, or CO oxidation to CO2.

E. CONCLUSIONS

The concept of surfaces and line-bonded or free nano continua and point discontinua, besides

extending mechanics of continua to two- and one-dimensional entities, make possible an unifying

approach to processes such as diffusion, adsorption, and heterogeneous catalysis. Practically, it

would enable R&D of new micro- or nanochemical reactors, separation units, and integrated

reactor-separator systems. With the introduction of electric, magnetic, and optic characteristics

of nano continua and influences of corresponding power fields, the concept could be extended to

electrochemistry, nanoelectronics, and optics. Also, studies of mechanical characteristics of

surface, line, and point nanostructures would make possible design and construction of new

nanomachines.

FIGURE 1.20 Stabilizing of surface continua with a circular line continuum.

FIGURE 1.19 Unstable liquid drops at a lipophobic surface.
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III. GENERAL COMMENTS RELATED TO THE NEW CLASSIFICATION OF

FINELY DISPERSED SYSTEMS

A. RESEARCH PHILOSOPHY

One brief answer to the questions What? and Why? (Philosophy) could be schematically presented

using the proposition: “Along the Path Question Mark toward Exclamation Mark” (Figure 1.21).

E — Engineering — takes the behavior as given and study how to build the object that will

behave — Engineering enable the things to work, e.g., the process, operation, and equipment B

can fulfill the objective C; proof is the demonstration!

AS — Applied Science — theories related to particular classes of things, just different of the

Science that studies the general or universal laws; some processes, operations, and equipment B can

fulfill the objective C; when the demonstration become possible then the applied science disappears!

S — Science — takes the object as given and studies its behavior; sciences discover and explain

how the things work!

B. RESEARCH STRATEGY AND METHODOLOGY

Using the same proposition “Along the Path Question Mark toward Exclamation Mark” one brief

answer to the question How? (strategy) could be schematically presented following methodological

weight hierarchy (capability or feasibility), as it is shown in Figure 1.22, although, researcher is not

always aware of the strategic path or the step he is using at the time!

C. CHARACTERISTICS, APPROXIMATION, AND ABSTRACTION LEVELS

A new idea, using deterministic approach, has been applied for the elucidation of the electron and

momentum transfer phenomena at both the rigid and deformable interfaces in finely (micro, nano,

atto) dispersed systems. Since the events at the interfaces of finely dispersed systems have to be

considered at the molecular, atomic, and entities level, it is inevitable to introduce the electron

transfer besides the classical heat, mass, and momentum transfers commonly used in chemical

engineering [8]. Therefore, an entity can be defined as the smallest indivisible element of matter

that is related to the particular transfer phenomenon. Hence, the entity can be either a differential

element of mass or demon, or an ion, or a phonon as quantum of acoustic energy, or an infon as

quantum of information, or a photon, or an electron [9,10].

A possible approach is proposed to the general formulation of the links between the basic

characteristics, levels of approximation, and levels of abstraction related to the existence of

finely dispersed systems (DS) [11]. At first, for simplicity and easy physical and mathematical mod-

eling, it is convenient to introduce the terms: homo-aggregate (phases in the same state of aggrega-

tion [HOA]) and hetero-aggregate (phases in a more than one state of aggregation [HEA]). Now the

FIGURE 1.21 Research Philosophy.
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matrix presentation of all finely dispersed systems is given by

½(DS)ij ¼ (HOA)dij þ (HEA)tij� (1:1)

where i and j refer to the particular finely dispersed system position; i.e., when i ¼ j then diagonal

positions correspond to the homo-aggregate finely dispersed systems (plasmas, emulsions, and dis-

persoids, respectively), and when i = j then tangential positions correspond to the hetero-aggregate

systems (as already mentioned fluosols–fog, fluosols–smoke, foam, suspension, metal, and vesicle,

respectively). Furthermore, the interfaces may be deformable D and rigid R that is presented in

Table 1.1.

Now, related to the levels of abstraction and approximation it is possible to distinguish conti-

nuum models (the phases considered as a continuum, i.e., without discontinuities inside entire

phase, homogeneous, and isotropic) and discrete models (the phases considered according to the

Born–Oppenheimer approximation: entities and nucleus/center of total energy (CTE), i.e. their

motions are considered separately). Continuum models are convenient for microscale description

(entire object models), e.g., conventional products, precision products, chemical solutions, bio-

chemicals while discrete models are convenient for either nanoscale description (molecular mech-

anics, molecular orbits), e.g., chemical solutions, biochemicals, molecular engineering, and

attoscale description (quantum electrodynamics), e.g., molecular engineering, attoengineering.

Since the interfaces in finely dispersed systems are much developed, it is sensible to consider

the discrete models approach for description of a related events [12]. For easier understanding it

is convenient to consult, among others, e.g., Refs. [13–23].

CONTEMPLATION

ANTICIPATION

SYNTHESIS

ANALYSIS

?

!

FIGURE 1.22 Research strategy and methodology.
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D. HIERARCHY OF ENTITIES

Figure 1.23a shows a stereographic projection or mapping from Riemann sphere, whereas

Figure 1.23b shows a “hierarchy” of entities, which have to be understood as a limit value of the

ratio u0/Z (withdrawn from magnetic Reynolds criteria [Rem ¼ 4plGu0=c
2], where the conduc-

tivity G is expressed as a reciprocal of viscosity/impedance Z (G ¼ l=Z), l the path length that

an entity “override,” u0 the characteristic velocity, and c the velocity of light). In general S corre-

sponds to the slow system or superfluid and F corresponds to the fast system or superconductor;

now, it is possible to propose that all real dynamic systems are situated between these limits.

Also, it seems sensible to think about the further structure of entities, namely, demon, phonon,

infon, photon, and electrons; for example, electron, the basic entity can be understood as an ener-

getic ellipsoid shown in Figure 1.23c (based on the model of electron following Maxwell–Dirac

isomorphism (MDI). Electron is an entity which is dual in nature, one and the same time, it is

quantum–mechanical or microscopic (N ¼ 22) and electrodynamics or macroscopic (N ¼ 3).

TABLE 1.1
A New Classification of Finely Dispersed Systems

Dispersed Medium

Dispersed Phase Gas Liquid Solid

Gas PLASMA D FOAM D METAL R

Liquid FLUOSOL/fog D EMULSION D VESICLE D

Solid FLUOSOL/smoke R SUSPENSION R DISPERSOIDE R

FIGURE 1.23 (a) A stereographic projection or mapping from Riemann sphere; (b) hierarchy of entities,

correlation viscosity and impedance-characteristic velocity, S — slow/demon (superfluid) and F — fast/
electron (superconductor); (c) entity as an energetic ellipsoid (at the same time macroscopic and microscopic),

CTE — center of total energy, motions (translation, rotation, vibration, precession, angle rotation).
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Now, spatio-temporal, five-dimensional existence of an entity, e.g., electron may be presented by

equation [(x� a)2 þ (y� b)2 þ (z� d)2 � (ct � e)2 � (kN0vN � f )2 ¼ 0], where kN0 is the factor

of spatio-temporal synergy (cm sec), and vN the isotropic angle rotation (sec�1) [4].
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I. INTRODUCTION

In this chapter, we discuss electrokinetic behaviors of particles and drops. The motion of charged

colloidal particles in a liquid under a steady external electric field, which is called electrophoresis,

depends on the thickness of the electrical diffuse double layer formed around the charged particles

and the zeta potential z [1–9]. The zeta-potential z is defined as the potential at the plane where the

liquid velocity relative to the particle is zero. We assume that this plane, which is called the slipping

plane or shear plane, is located at the particle surface so that the zeta-potential z is equal to the

particle surface potential c0 . We also assume that the magnitude of the applied electric field E
is not very large so that the velocity U of the particles, which is called electrophoretic velocity,

is proportional to E in magnitude. The ratio of the magnitude of U to that of E is called electrophor-

etic mobility m, which is given by m ¼ U/E (where U ¼ jUj and E ¼ jEj). In this chapter, we

derive equations relating m to z or electric charges of various types of colloidal particles.

II. GENERAL MOBILITY EXPRESSION

A charged particle immersed in a liquid containing an electrolyte is surrounded by the electrical

diffuse double layer. The thickness of the electrical double layer is given by the Debye length

1/k (k ¼ Debye–Hückel parameter). For a general electrolyte composed of N ionic mobile
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species of valence zi and bulk concentration (number density) n1
i , k is defined by

k ¼
1

1r10kT

XN

i¼1

z2
i e2n1

i

 !1=2

(2:1)

where 1r is the relative permittivity of the electrolyte solution, 10 the permittivity of a vacuum, e the

elementary electric charge, k is Boltzmann’s constant, and T the absolute temperature. The velocity

U of the particle under an applied electric field E strongly depends on the relative magnitudes of

1/k and the particle size.

The first attempt to derive the relation between m and z was made by Von Smoluchowski [10]

and Hückel [11], and later by Henry [12]. Full electrokinetic equations determining electrophoretic

mobility m of spherical particles with arbitrary values of ka and z were derived independently by

Overbeek [13] and Booth [14]. Wiersema et al. [15] solved the equations numerically. The compu-

ter calculation of the electrophoretic mobility was considerably improved by O’Brien and White

[16]. Approximate analytic mobility expressions have been proposed by several authors [17–19].

Consider a spherical hard particle of radius a and zeta potential z moving with a velocity U in

a liquid containing a general electrolyte composed of N ionic species with valence zi and bulk

concentration (number density) ni
1, and drag coefficient li (i ¼ 1, 2, . . . , N ). The origin of the

spherical polar coordinate system (r, u, f) is held fixed at the center of the particle. Ohshima

et al. [19] derived the following general mobility expression:

m ¼
a2

9

ð1

a

1�
3r2

a2
þ

2r3

a3

� �
G(r) dr (2:2)

with

G(r) ¼ �
e

hr

dy

dr

XN

i¼1

z2
i n1

i exp(�ziy)fi (2:3)

y ¼
ec

kT
(2:4)

where c is the equilibrium potential, y the corresponding scaled potential, h the viscosity, and the

function fi , which is related to the deviation dmi(r) of the electrochemical potential of the ith ionic

species at position r due to the applied electric field, is defined by

dmi(r) ¼ �ziefi(r)E cos u (2:5)

III. MOBILITY EXPRESSION CORRECT TO ORDER z (HENRY’S FORMULA)

When z is low, the electrical double layer around a spherical particle maintains its spherical

symmetry during electrophoresis. In this situation, Equation (2.2) gives

m ¼
1r10

h
z f (ka) (2:6)

with

f (ka) ¼ 1� eka{5E7(ka)� 2E5(ka)} (2:7)
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where En(ka) is the exponential integral of order n. Equation (2.6) was first derived by Henry [12]

and f (ka) is called Henry’s function. As ka! 1, f (ka)! 1 and Equation (2.6) tends to

Smoluchowski’s formula applicable for large ka [10], viz.,

m ¼
1r10

h
z (2:8)

whereas if ka! 0, then f (ka)! 2=3 and Equation (2.6) becomes Hückel’s formula applicable for

small ka [11], viz.,

m ¼
21r10

3h
z (2:9)

Ohshima [20] has derived the following simple approximate formula for Henry’s function

f (ka) with relative errors less than 1%:

f (ka) ¼
2

3
1þ

1

2(1þ 2:5=ka{1þ 2 exp(�ka)})3

� �
(2:10)

For the case of a cylindrical particle, the electrophoretic mobility depends on the orientation

of the particle with respect to the applied electric field. When the cylinder is oriented parallel to

the applied electric field, its electrophoretic mobility mk is given by Smoluchowski’s equation

(2.8), that is,

mk ¼
1r10

h
z (2:11)

If the cylinder is oriented perpendicular to the applied field, then the mobility depends on z and

ka and is given by (Equation (3) in Ref. [21])

m? ¼
1r10

h
z f (ka) (2:12)

with

f (ka) ¼ 1�
4(ka)4

K0(ka)

ð1

ka

K0(t)

t5
dt þ

(ka)2

K0(ka)

ð1

ka

K0(t)

t3
dt (2:13)

where K0(x) is the zero-order modified Bessel function of the second kind. Ohshima [23] obtained

an approximate formula for Henry’s function for a cylinder,

f (ka) ¼
1

2
1þ

1

(1þ 2:55=ka{1þ exp(�ka)})2

� �
(2:14)

the relative error being less than 1%. As ka! 1, f (ka)! 1 and Equation (2.12) gives

Smoluchowski’s equation (2.8), while if ka! 0, then f (ka)! 1/2. For a cylindrical particle

oriented at an arbitrary angle between its axis and the applied electric field, its electrophoretic
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mobility averaged over a random distribution of orientation is given by [22,24]

mav ¼
1

3
mk þ

2

3
m? (2:15)

IV. MOBILITY EXPRESSION CORRECT TO ORDER 1/ka

Henry’s equation (2.6) assumes that z is low, in which case the double layer remains spherically

symmetrical during electrophoresis. For high zeta potentials, the double layer is no longer spheri-

cally symmetrical. This effect is called the relaxation effect. Henry’s equation (2.6) does not take

into account the relaxation effect, and thus this equation is correct to the first order of z. Ohshima

et al. [19] derived an accurate analytic mobility expression correct to order 1/ka in a symmetrical

electrolyte of valence z and bulk concentration (number density) n with the relative error less than

1% for 10 � ka , 1, which is

Em ¼ sgn(z)
3

2
~z�

3F

1þ F
H þ

1

ka
�18 t þ

t3

9

� �
K þ

15F

1þ F
t þ

7t2

20
þ

t3

9

� ���

�6(1þ 3 ~m)(1� e�
~z=2)Gþ

12F

(1þ F)2
H þ

9~z

1þ F
( ~mGþ mH)

�
36F

1þ F
~mG2 þ

m

1þ F
H2

� ���
(2:16)

with

Em ¼
3hze

21r10kT
m (2:17)

~z ¼
zejzj

kT
(2:18)

F ¼
2

ka
(1þ 3m)(e

~z=2 � 1) (2:19)

G ¼ ln
1þ e�

~z=2

2

 !
(2:20)

H ¼ ln
1þ e

~z=2

2

 !
(2:21)

K ¼ 1�
25

3(kaþ 10)
exp �

ka

6(ka� 6)
~z

� �
(2:22)

t ¼ tanh
~z

4

 !
(2:23)

m ¼
21r10kT

3hz2e2
l (2:24)

~m ¼
21r10kT

3hz2e2
~l (2:25)
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where Em is the scaled electrophoretic mobility, sgn(z ) ¼ þ1 if z . 0 and 21 if z , 0, ~z the

magnitude of the scaled zeta potential are l and ~l respectively, corresponding to the ionic drag

coefficients of counterions and co-ions; m and ~m are the corresponding scaled quantities.

In Figure 2.1, we plot the mobility zeta-potential relationship for a positively charged spherical

particle in KCl ( ~m ¼ 0:176 for K and m ¼ 0.169 for Cl) for several values of ka. It is seen that there

is a mobility maximum due to the relaxation effect.

V. MOBILITY EXPRESSION CORRECT TO ORDER z 3

Equation (2.16) is applicable for all z for 10 � ka , 1. To obtain an approximate mobility

expression applicable for ka , 10, it is convenient to express the mobility in powers of z and

make corrections to higher powers of z in Henry’s mobility equation (2.6), which is correct to

the first power of z. Ohshima [25] derived a mobility formula for a spherical particle of radius a

in a symmetrical electrolyte solution of valence z and bulk (number) concentration n under an

applied electric field. The drag coefficient of cations, lþ, and that of anions, l2, may be different.

The result is

m ¼
21r10z

3h
1þ

1

2½1þ 2:5={ka(1þ 2e�ka)}�3

� �

�
21r10z

3h

zez

kT

� �2
ka{kaþ 1:3 exp(�0:18ka)þ 2:5}

2{kaþ 1:2 exp(�7:4ka)þ 4:8}3

�

þ
mþ þ m�

2

� � 9ka{kaþ 5:2 exp(�3:9ka)þ 5:6}

8{ka� 1:55 exp(�0:32ka)þ 6:02}3

�
(2:26)
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FIGURE 2.1 The reduced electrophoretic mobility Em of a positively charged spherical colloidal particle of

radius a in a KCl solution at 258C as a function of reduced zeta-potential ez/kT for various values of ka. Em is

defined by Equation (2.17). Calculated via Equation (2.16).
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where mþ and m2 are dimensionless ionic drag coefficients, defined by

m+ ¼
21r10kT

3hz2e2
l+ (2:27)

The first term on the right-hand side of Equation (2.26) corresponds to an approximate Equation

(2.10) for Henry’s function (Equation (2.6)). Equation (2.26) excellently agreed with exact numeri-

cal results [15] especially for small ka, in which region no simple analytic mobility formula is avail-

able other than Henry’s equation (2.6). Thus Equation (2.26) is a considerable improvement of

Henry’s equation (2.8). For example, the relative error is less than 1% for jzj � 7 at ka ¼ 0.1

and for jzj � 3 at ka ¼ 1.

VI. LIMITING MOBILITY OF HIGHLY CHARGED PARTICLES

It is seen from Figure 2.1 and also from Equation (2.16) that m tends to a constant limiting value m1,

which is independent of z, as z! 1. This limiting mobility m1 is given by

m1 ¼
1r10

h

kT

ze

� �
2 ln 2þ O

1

ka

� �
(2:28)

Equation (2.28) implies that a highly charged particle behaves as if its effective zeta-potential zeff

were (kT/ze)2 ln 2 independent of the real zeta-potential z. This is due to the fact that for highly

charged particles, counterions are accumulated near the particle surface and these counterions do

not contribute to the mobility. Recently, Ohshima [26,27] derived an expression for the limiting

mobility of a positively charged particle in a general electrolyte solution, viz.,

m1 ¼
1r10

h
zeff þ O

1

ka

� �
as z! 1 (2:29)

with

zeff ¼ �
kT

2e

X
0zini

ðy

0

ðy

0

{exp (�ziy
0)� 1}ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 ni{exp(�ziy 0)� 1}

q dy0

8
><

>:

9
>=

>;
dyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1 ni{exp(�ziy)� 1}

q (2:30)

where the summation
P
0 is taken over only co-ions (zi . 0 for positively charged particles).

Equation (2.29) gives

zeff ¼
kT

e

� �
ln 6 and m1 ¼

1r10

h

kT

e

� �
ln 6 (2:31)

for the case of 2–1 electrolyte and

zeff ¼
kT

e

� �
2 ln

2

1þ 1=
ffiffiffi
3
p

� �
and m1 ¼

1r10

h

kT

e

� �
2 ln

2

1þ 1=
ffiffiffi
3
p

� �
(2:32)

for 1–2 electrolyte. For the case of a positively charged particle in an aqueous electrolyte solution

at 258C, zeff is 35.6 mV for 1–1 electrolytes, 46.0 mV for 2–1 electrolytes, and 12.2 mV for 1–2

electrolytes. It is also found that m1 increases as the valence of co-ions increases, whereas m1

decreases as the valence of counterions increases.
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VII. LIQUID DROPS

The electrophoretic mobility of liquid drops is quite different from that of rigid particles since the flow

velocity of the surrounding liquid is conveyed into the drop interior [28–32]. The electrophoretic mobi-

lity of a drop thus depends on the viscosity hd of the drop as well as on the liquid viscosity h. Here we

treat the case of mercury drops, in which case the drop surface is always equipotential. The general

mobility expression for a mercury drop having a zeta-potential z is derived by Ohshima et al. [30],

m ¼
a2

9

ð1

a

3hd

3hd þ 2h

� �
�

3r2

a2
þ

6(hd þ h)

3hd þ 2h

� �
r3

a3

� �
G(r) dr (2:33)

where G(r) is given in Equation (2.3). For low z, Equation (2.33) leads to

m ¼
1r10

h
z

h

3hd þ 2h
kaþ

3hd þ h

3hd þ 2h
þ 2ekaE5(ka)�

15hd

3hd þ 2h
ekaE7(ka)

� �
(2:34)

For hd! 1, Equation (2.34) reduces to Henry’s equation (2.6) for a rigid sphere. Ohshima [33] has

shown that Equation (2.34) is further approximated well by

m ¼
21r10

3h
z 1þ

1

2(1þ 1:86
ka

)3

" #
h

3hd þ 2h
kaþ

3(hd þ h)

3hd þ 2h

� �
(2:35)

An approximate analytic mobility equation applicable for arbitrary values of z was derived by

Levich [28], and Ohshima et al. [30] derived a more accurate mobility expression correct to order

1/ka for the case of symmetrical electrolytes of valence z. The leading term of their expression is

given by [30]

m ¼
21r10kT

3hze

sgn(z )

(
hd

h
þ 2

3
þ D)

ka

2

� �
(e

~z=2 � e�
~z=2) (2:36)

with

D ¼ m(1� e
~z=2)2 þ ~m(1� e�

~z=2)2 (2:37)

where ~z, F, m, and ~m are already given in Equations (2.18), (2.19), (2.24), and (2.25), respectively. We

find that in the limit of large ka,

m(mercury)

m(rigid)
¼ O(ka) (2:38)

That is, in this limit, the mobility of mercury drops is much larger than that of rigid particles by the order

of ka. It is also to be noted that mercury drops behave like rigid particles at very high zeta potentials

(solidification effect) [28,30] and exhibit the same limiting mobility given by Equation (2.28).

VIII. GENERAL MOBILITY EXPRESSION FOR SOFT PARTICLES

Now we consider the electrokinetic behavior of soft particles, i.e., colloidal particles covered with a

polymer layer (Figure 2.2). A number of theoretical studies have been made [34–46] on the basis of

the model of Debye and Bueche [47], which assumes that the polymer segments are regarded as

resistance centers distributed in the polymer layer, exerting frictional forces g u on the liquid

flowing in the polymer layer, where u the liquid flow velocity and g a frictional coefficient. The

Navier–Stokes equation for the liquid flow inside the polymer layer is thus given by

hr � r � uþ g uþ rpþ rclrc ¼ 0 (2:39)
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Ohshima [42–45] presented a theory for electrophoresis of a soft particle. The general mobility

expression of a soft particle that consists of the hard particle core of radius a covered with a layer of

polyelectrolytes of thickness d (¼b 2 a) and moves in an electrolyte solution of viscosity h is given

by [45]

m ¼
b2

9

ð1

b

3 1�
r2

b2

� �
�

2L2

L1

1�
r3

b3
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G(r) dr

�
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3l2
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G(r) dr

(2:40)

where

L1 ¼ 1þ
a3

2b3
þ

3a

2l2b3
�

3a2

2l2b4

� �
cosh½l(b� a)� � 1�

3a2
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þ

a3

2b3
þ
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2l2b3
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3a2

2b2
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�

3a

2l2b3
(2:42)

L3 ¼ cosh½l(b� a)� �
sinh½l(b� a)�

lb
�

a

b
(2:43)

L4 ¼ sinh½l(b� a)� �
cosh½l(b� a)�

lb
þ
la2

3b
þ

2lb2

3a
þ

1

lb
(2:44)

da

b

FIGURE 2.2 A soft particle consisting of a hard particle core of radius a covered with a polymer layer of

thickness d; b ¼ aþ d.
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and

l ¼
g

h

� �1=2

(2:45)

IX. CHARGED-POLYMER-COATED PARTICLE

Consider a particle coated with a charged polymer layer (i.e., a polyelectrolyte layer). For the case

where dissociated groups of valence Z are distributed with a uniform density N in the polyelectro-

lyte layer and the electrolyte is symmetrical with valence z and bulk concentration (number density)

n, Ohshima [42–45] obtained

m ¼
1r10

h

c0=km þ cDON=l

1=km þ 1=l
f

d
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ZeN

hl2
(2:46)
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2
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5 (2:49)

km ¼ k 1þ
ZN

2zn

� �2
" #1=4

(2:50)

where c0 is the surface potential (i.e., the potential at the boundary of the polyelectrolyte layer and

the surrounding solution), cDON the Donnan potential of the polyelectrolyte layer, and km the effec-

tive Debye–Hückel parameter of the polyelectrolyte layer that involves the contribution of the

fixed charges ZeN.

Equation (2.46) is applicable for the case where the relaxation effect is negligible and la� 1,

ka�1, ld�1, and kd�1. For d� a ( f (d/a) � 1), the polyelectrolyte layer can be regarded as

planar and Equation (2.46) becomes

m ¼
1r10

h

c0=km þ cDON=l

1=km þ 1=l
þ

ZeN

hl2
(2:51)

whereas for d� a ( f (d/a) � 2/3), the soft particle behaves like a spherical polyelectrolyte with no

particle core. In the limit a! 0, the particle core vanishes and the particle becomes a spherical poly-

electrolyte (a porous charged sphere). For low potentials, in particular, Equation (2.46) tends to

m ¼
ZeN

hl2
1þ

2

3

l

k

� �2
1þ l=2k

1þ l=k

" #
(2:52)

which agrees with Hermans–Fujita’s equation for spherical polyelectrolytes [48].

For cylindrical soft particles, Ohshima [49,50] derived the following mobility expressions:

mk ¼
1r10

h

c0=km þ cDON=l

1=km þ 1=l
þ

ZeN

hl2
(2:53)
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and

m? ¼
1r10

h

c0=km þ cDON=l

1=km þ 1=l
f

d
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ZeN

hl2
(2:54)

with

f
d
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� �
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1

2
1þ

1

2(1þ d=a)2

� �
(2:55)

Ohshima [51] also derived an expression for the electroosmotic velocity in an array of parallel soft

cylinders.

For the case where the fixed charges are not uniformly distributed in the polyelectrolyte layer and

that the relative permittivity in the polyelectrolyte layer does not take the same value as that in the bulk

solution phase, the above theory must be modified as discussed by Ohshima and Kondo [52] and Hsu

et al. [54]. Tseng et al. [55] considered the effects of charge regulation on the mobility in the polyelec-

trolyte layer. The case where the polyelectrolyte layer is not fully ion-penetrable is considered in

Ref. [56]. Varoqui [57] considered the case where electrically neutral polymers are adsorbed with

an exponential segment density distribution onto the particle surface with a charge density.

Ohshima [58] extended Varoqui’s theory [57] to the case where adsorbed polymers are charged.

Saville [59] and Hill et al. [60] considered the relaxation effects of soft particles in electrophoresis.

X. UNCHARGED-POLYMER-COATED PARTICLE

The general mobility expression (2.76) is also applicable for the case where a hard particle of radius

a carrying with zeta-potential z is covered with an uncharged polymer layer. Ohshima [61] derived

the following mobility expression applicable for arbitrary values of ka but for low zeta potentials z:

m ¼
1r10z

h
fm(ka, kb,la, lb) (2:56)

with
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where fm(ka, kb, la, lb) is a modified Henry function for polymer-coated spherical particles,

L1–L4 are given by Equations (2.41)–(2.44), and l is given by Equation (2.45). Ohshima [62]

also derived a mobility formula applicable for arbitrary z but large ka in a z–z symmetrical elec-

trolyte, viz.,

m ¼
3a(L3 þ laL4)1r10

2hl2b3L1

z�
2F

1þ F

kT

ze

� �
ln

1þ exp (zez=2kT)

2
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(2:58)

where F is given by Equation (2.19).

XI. ELECTROPHORETIC MOBILITY IN SALT-FREE MEDIA

So far we have discussed electrophoresis of particles and drops in electrolyte solutions, i.e., salt-

containing media. For those in salt-free media containing only counterions (e.g., nonaqueous

media [63]), special consideration is needed. To treat a suspension of spherical particles in a

salt-free medium, one usually employs a free volume model, in which each sphere of radius a is

surrounded by a spherical free volume of radius R within which counterions are distributed so

that electrical neutrality as a whole is satisfied. The particle volume fraction f is given by

f ¼ (a/R)3. We treat the case of dilute suspensions, viz., f� 1 or a/R� 1. Let the concentration

(number density) and valence of the counterions be n and 2z, respectively. For a spherical particle

carrying surface charge density s or total surface charge Q ¼ 4pa2s, it follows from the electro-

neutrality condition that

Q ¼ 4pa2s ¼
4

3
p(R3 � a3)zen (2:59)

The Debye–Hückel parameter thus depends on the particle charge, viz.,

k ¼
z2e2n

1r10kT

� �1=2

¼
ze

1r10kT

3a2s

(R3 � a3)

� �1=2

¼
3zeQ

4p1r10kT(R3 � a3)

� �1=2

(2:60)

Consider first the equilibrium potential distribution around a spherical particle in a salt-free

medium. The Poisson–Boltzmann equation for electric potential c(r) (or its scaled form

y ¼ zec/kT ) at a distance r from the origin of one particle is given by

d2y

dr2
þ

2

r

dy

dr
¼ k2ey (2:61)

Herec(r) is set equal to zero at points where the concentration of counterions equals its average value

n. An approximate solution to Equation (2.61) for the case of dilute suspensions has been obtained by

Imai and Oosawa [64–66] and later by Ohshima [67]. They showed that there are two distinct cases

separated by a certain critical value of the particle charge Q, that is, (case 1) the low-charge case and

(case 2) the high-charge case. In the latter case, counterions are condensed near the particle surface

(counterion condensation). For the dilute case (f� 1), approximate values ofc(a) andc(R) together

with the particle surface potential cs defined by cs ¼ c(a) 2 c(R) are given below.

The low-charge case: If

Q� � ln
1

f

� �
(2:62)
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is satisfied, then

c(a) ¼
Q

4p1r10a
(2:63)

c(R) � 0 (2:64)

cs ¼
Q

4p1r10a
(2:65)

where

Q� ¼
Q

4p1r10a

ze

kT
(2:66)

is the scaled particle charge.

The high-charge case: If

Q� . ln
1

f

� �
(2:67)

is satisfied, then

c(a) ¼
kT

ze
ln

Q�

6f

� �
(2:68)

c(R) ¼ �
kT

ze
ln

Q�

ln (1=f)

� �
(2:69)

cs ¼
kT

ze
ln

Q�2

6f ln (1=f)

� �
(2:70)

In the low-charge case, cs is proportional to Q (Equation (2.65)). In the high-charge case, however,

because of the counterion condensation effect, the increase of cs with Q is suppressed (Equation

(2.70)). An approximate expression for the critical value Q�cr of Q� separating the low-charge

case and the high-charge case for dilute suspensions is given by

Q�cr ¼ ln
1

f

� �
(2:71)

Ohshima [68,69] derived approximate expressions for the electrophoretic mobility of a spheri-

cal particle in a salt-free medium. The results are:

m ¼
Q

6pha
or m ¼

21r10z

3h
(for the low-charge case) (2:72)

m ¼
21r10

3h

kT

ze
ln

1

f

� �
(for the high-charge case) (2:73)

That is, in the low-charge case (Q� � ln(1/f)), m is given by Hückel’s formula (Equation (2.9)) and
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in the high-charge case (Q� . ln(1/f)), because of the effect of counterion condensation, m

becomes constant and is the same as if the zeta potential were always equal to (kT/ze)ln(1/f),

independent of Q.

The above theory can be extended to electrophoresis of liquid drops [70] and soft particles

[71a,b] in salt-free media. The result for liquid drops of viscosity hd is as follows [70]:

m ¼
Q(hd þ h)

2pha(3hd þ 2h)
or m ¼

21r10z(hd þ h)

h(3hd þ 2h)
(for the low-charge case) (2:74)

m ¼
21r10z(hd þ h)

h(3hd þ 2h)

kT

ze
ln

1

f

� �
(for the high-charge case) (2:75)

For soft particles [71a,b],

m ¼
Q

DH

(for the low-charge case) (2:76)

m ¼
4p1r10b

DH

kT

ze
ln

1

f

� �
(for the high-charge case) (2:77)

with

DH ¼ 6phb
L2

L1

þ
3L3

2l2b2L1

� ��1

(2:78)

where DH is the drag coefficient of a soft particle, L1–L3 are defined by Equations (2.41)–(2.43),

and l is given by Equation (2.45).
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I. INTRODUCTION

Everybody involved in the use, design, or investigation of colloidal particles dispersed in aqueous

solution is aware of the importance of the surface charge acquired by the particles. Many properties

of the suspension are in fact dramatically controlled by the large surface-to-volume ratio of the par-

ticles and by the additional phenomenon of charging of the interface. With respect to the first issue,

recall that while a spherical particle 1 cm in diameter has a surface-to-volume ratio of 600 m21, the

figure increases by as much as a factor of 104 if the same particle was subdivided into 1-mm par-

ticles. But it is the second issue mentioned (the existence of the charged interface) that is the core of

this chapter. Figure 3.1 shows approximately the stability ratio of charged spheres 100 nm in diam-

eter suspended in 1 mmol/l KCl solutions. This quantity is the ratio of the number of collisions

between particles to the number of collisions resulting in coagulation, and it measures how

effective is the surface charge to avoid aggregation in the suspension. Note the dramatic effect

of the surface charge on the colloidal stability of the system: it increases by orders of magnitude

even for the relatively modest charges accessible to the colloidal particles.

Not in all cases are those charges directly accessible by experiment (for instance, by conducti-

metric or potentiometric titration, see Refs. [1–3]). It is the rule rather than the exception that the
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surface charge must be inferred or indirectly determined, and a number of methods available for

such a determination are grouped under the common name of electrokinetic techniques, based

on the occurrence of electrokinetic phenomena. In order to understand them, it is first necessary

to consider that electroneutrality conditions impose that the liquid adjacent to the suspended par-

ticle has a net electric charge, opposite to that on the surface: part of the ions in that liquid will

likely be strongly attached to the surface by short-range attractive forces, and can be considered

immobile, and the same will be admitted with respect to the liquid in that region. On the contrary,

both ions and liquid outside it can be moved by an external field, for instance, an electric one: in fact

the electric force will act on the ions (mainly, counterions, that is, ions with charge opposite in sign

to that of the surface) and they will drag liquid in their motion. The electric potential existing at the

boundary between the mobile and immobile phases is known as electrokinetic or zeta (z) potential,

and the relative motion between the solid and the liquid referred to above is in fact the very essence

of electrokinetic phenomena.

Briefly, one could say that they involve the generation of a liquid flow (or a particle motion)

when an external field is applied to the solid–liquid interface, or, conversely, the generation of

an electric potential when a relative solid–liquid motion is provoked by, for instance, a pressure

gradient or a gravitational field. In this context, electrokinetic phenomena and the techniques

associated with them demonstrate their importance. They are manifestations of the electrical prop-

erties of the interface, and hence deserve attention by themselves. But, furthermore, they are a valu-

able (unique, in many cases) source of information on those electrical properties, because of the

possibility of being experimentally determined [4–6].

From these comments, it appears reasonable to admit that, prior to a thorough description of the

electrokinetic effects in suspensions, some sketch of the structure of the ionic atmosphere surround-

ing the particle should be given. This is the aim of the following section.

II. THE ELECTRICAL DOUBLE LAYER AROUND A COLLOID PARTICLE

It is an experimental fact that most solids acquire an electric surface charge when dispersed in a

polar solvent, in particular, in an aqueous electrolyte solution. The origins of this charge are

FIGURE 3.1 Stability ratio (ratio between the number of collisions and the number of collisions leading to

coagulation) of a suspension of 100-nm spheres in 1 mmol/l KCl solution, for different surface charge

densities.
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diverse [4–8], and include:

1. Preferential adsorption of ions in solution. This is the case of ionic surfactant adsorption.

The charged entities must have a high affinity for the surface to avoid electrostatic

repulsion by already adsorbed ions.

2. Adsorption–desorption of lattice ions. Silver iodide particles in Agþ or I2 solutions are

the typical example: the crystal lattice ions can easily find their way into crystal sites

and become part of the surface. They are called potential-determining ions (p.d.i.).

3. Direct dissociation or ionization of surface groups. This is the mechanism through which

most polymer latexes get their charge. Thus, the dissociation of sulfate and carboxyl

groups is responsible for the negative charge of many anionic polymer lattices. In the

case of oxides, zwitterionic MOH (M is the metal) surface groups can generate either posi-

tive or negative charge, depending on pH. Hþ and OH2 would hence be p.d.i. for oxides.

4. Charge-defective lattices: isomorphous substitution. This is a mechanism typical of clay

minerals [9]: some of the Si4þ and Al3þ cations of ideal structure are substituted by others

with lower charge and almost the same size. As a consequence, the crystal would be nega-

tively charged, although this structural charge is compensated by surface cations, easily

exchangeable in solution.

The net surface charge must be compensated for by ions around the particle to maintain the

electroneutrality of the system. Both the surface charge and its compensating countercharge in sol-

ution form the so-called electrical double layer (EDL). In spite of the traditional use of the word

“double,” its structure can be very complex, not fully resolved in many instances, and it may

contain three or more layers, extending over varying distances from the solid surface (Figure 3.2).

It is normally admitted that the charges responsible for the surface charge s0, the so-called titra-

table charge, are located on the surface itself. If titration is possible, this is the charge that will be

measured. The corresponding potential is the surface potential C0. Ions capable of undergoing

specific adsorption might be located at a distance from the wall that will be of the order of

an ionic radius, because it is assumed that they have lost their hydration shell, at least in the direc-

tion of the solid surface. We will call si the surface charge and Ci the potential at such a plane of

atoms, located at a distance b from the solid (see Figure 3.2), and often called inner Helmholtz

FIGURE 3.2 Schematic representation of the potential distribution around a negatively charged spherical

particle of radius a.
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plane (IHP). If r is the radial coordinate of a coordinate system centered in the spherical particle of

radius a, then the region between r ¼ a and r ¼ aþ b, or Stern layer (also known as inner part of

the double layer, or compact part of the double layer), is free of charge. Let us note that ions res-

ponsible for Ci will have not only electrostatic interactions with the surface: in fact they often

overcome electric repulsions, and are capable, for instance, of increasing the positive charge of

an already positive surface. It is usual to say that the missing interactions are of a chemical or

specific nature.

At a larger distance from the surface, r ¼ aþ d and beyond, only ions undergoing electrostatic

interactions with the surface and subject to thermal collisions with the molecules of solvent are

located, and they are in fact distributed over a certain distance to the solid. This third layer in

the ionic distribution can be characterized by a volume charge density r(r), although it is of prac-

tical use to introduce a diffuse charge density sd, located at d, according to [5,8]:

sd ¼
1

(aþ d)2

ð1

d

r2r(r) dr (3:1)

for a spherical interface. The potential at d is called diffuse or Stern potential, Cd, and the volume

ionic distribution extending from r ¼ aþ d is called the diffuse layer, or diffuse part of the double

layer. The ideal surface located at d is the outer Helmholtz plane (OHP), and it identifies the

beginning of the diffuse layer.

The diffuse layer can be described mathematically in a rather simple way. The distribution of

ions in space is given by the Boltzmann distribution:

ni(r) ¼ n0
i (1) exp

�eziC(r)

kBT

� �
, i ¼ 1, . . . , N (3:2)

where ni(r) is the number concentration of type-i ions (it is assumed that there are N different ionic

species, with charge zie) in position r, n0
i (1) the equilibrium number concentration of those ions,

far from the particle, kB the Boltzmann constant, and T the absolute temperature. Finally, the

Poisson equation will give us the relationship between the potential C at position r and ionic

concentrations in the same position:

r2C(r) ¼ �
1

1m

r(r) ¼ �
1

1m

XN

i¼1

ezin
0
i (1) exp �

eziC(r)

kBT

� �
(3:3)

1m being the electric permittivity of the dispersion medium. Equation (3.4) (the Poisson–

Boltzmann equation) is the starting point of the Gouy–Chapman description of the diffuse layer.

It will be clear that there is no general solution to this partial differential equation but in certain

cases [10,11]. We detail some of them as follows.

1. A flat interface, with low diffuse potential. In this case:

C ¼ Cde�kx (3:4)

the so-called Debye approximation. k21 is the Debye length and it is clearly a measure of

the diffuse layer thickness. Its value is

k�1 ¼
1mkBT

PN
i¼1 e2z2

i n0
i (1)

( )1=2

(3:5)
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The following is a practical formula for the calculation of k21 in an 1–1 electrolyte

(N ¼ 2, z1 ¼ 1, z2 ¼ 21) dissolved in water at 258C:

k�1 ¼ 0:308c�1=2 nm

if c is the molar concentration of electrolyte (n0
1(1) ¼ n0

2(1) ¼ 103NAc, with NA being the

Avogadro number).

2. A flat interface, in a symmetrical z-valent electrolyte (z1 ¼ 2z2 ¼ z) for arbitrary Cd:

y(x) ¼ 2 ln
1þ e�kx tanh (yd=4)

1� e�kx tanh (yd=4)

� �
(3:6)

where y is the dimensionless potential and given as

y ¼
zeC

kBT
(3:7)

and a similar expression can be given for yd.

3. A spherical interface (radius a) at low potential:

C(r) ¼ Cd

a

r

� �
e�k(r�a) (3:8)

Note that numerical solutions or approximate analytical expressions have to be applied in other

cases. It must also be pointed out that if the complex structure of the double layer is simplified to a

model considering that the diffuse layer starts right on the solid surface (no Stern layer is present),

C0 can be used instead of Cd in Equations (3.4), (3.7), and (3.8).

Summarizing, the main hypotheses and simplifications of the Gouy–Chapman–Stern approach

are [5]:

. Ion sizes are neglected: they are considered as point charges.

. The electric permittivity of the medium is constant at any point of the ionic atmosphere,

with a value identical to that in the bulk solution.
. The incomplete dissociation of the solute is not considered.
. The solvent is considered as a continuum not altered or polarized by the charged surface.
. The surface charge is considered homogeneous, and the surface itself is supposed to be

molecularly flat.

This is not the proper place to discuss these issues. The reader is referred to Ref. [5] for

a detailed discussion. By way of example, we will only consider the ion size problem in some

detail. The picture of the diffuse layer in Figure 3.2 must be changed: let us assume that there

are only two types of ions in solution, cations with radius r1, and anions, with radius r2. Several

authors have contributed to the evaluation of the potential and ion concentration profiles in this

case: early works were carried out by Valleau and Torrie [12] and Bhuyan et al. [13]. Figure 3.3

[12] is an example illustrating the distributions of electric potential and ionic concentrations assum-

ing finite ion sizes and a flat interface. This figure corresponds to the case in which the surface

charge density is zero: the difference in ionic radii gives rise to a charge separation and, correspond-

ingly, to a potential drop that would be absent for point ions. It must be mentioned that at high

charged densities counterions govern the whole distribution and there is no difference between

the several treatments.
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Another assumption of the Gouy–Chapman theory that might not be fulfilled in practical situ-

ations is that the solid–liquid interface is rigid. There are a number of situations in which the

surface contains dissociable groups distributed in a surface layer of certain thickness, giving

rise, upon dissociation, to the formation of a volume distribution of charges. This is the case of

many biological cells or artificial membranes as well as polyelectrolyte-covered surfaces (soft par-

ticles). The electrolyte solution in this fixed-charge region may also have a viscosity different from

that in the bulk, due to the additional drag force provoked by polymer chains extending in the

region. Contributions by Ohshima and co-workers have been especially noticeable in this field

[14–16]. Let us also mention that Kuo and Hsu [17] first considered a general case in which

both soft interfaces and ions of generally different charges and radii were investigated.

III. ELECTROKINETIC PHENOMENA AND THE ZETA POTENTIAL

If an external electric field is applied to the interface in Figure 3.2, it will exert some force on the

ions (and hence on the liquid) in the diffuse part of the double layer, whereas both ions and liquid

closer to the wall (the so-called stagnant layer) can be considered immobile for the moment. As a

consequence, a relative motion between the phases in contact will occur. The exact location of the

FIGURE 3.3 Position dependence of the ion concentrations (top) and dimensionless potential (bottom) for an

uncharged interface with ion sizes r2 (anions) and (r2þ 2.6 Å) (cations) with 1 mol/l concentration in the bulk.

(From Valleau, J.P. and Torrie, G.M., J. Chem. Phys., 76, 4623, 1982. With permission of the American

Institute of Physics.)
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boundary between the mobile and immobile phases, the so-called slip or shear-plane, is not pre-

cisely known. It corresponds to the distance dek in Figure 3.2 at such a distance to the surface,

the potential equals the electrokinetic or zeta potential, z. Note that the existence of that boundary,

and even of the zeta potential itself, is strictly an abstraction, as both notions are based on the

assumption that the viscosity of the liquid medium jumps discontinuously from infinite in the

Stern layer to a finite value in the diffuse atmosphere. However, as all treatments on electrokinetic

phenomena rely in fact on the existence of the zeta potential, we will not pursue this question any

more, and admit the model of viscosity jump as one that works reasonably well.

Having discussed the notion of the electrokinetic potential, we will now focus on the different

electrokinetic phenomena, which can be distinguished by the mobile–immobile phases, the nature

of the applied field, and the quantity that must be experimentally determined. A brief list of

definitions follows:

1. Electrophoresis. It is the translation of a colloidal particle under the action of an externally

applied field, E, constant in time and position-independent. For not very large applied fields, a

linear relationship exists between the steady electrophoretic velocity, ve (attained by the particle

typically a few microseconds after application of the field) and the applied field,

ve ¼ ueE (3:9)

where ue is the quantity of interest known as electrophoretic mobility.

2. Sedimentation potential. It is the potential difference, Used, sensed by two electrodes placed at

a known vertical distance in the suspension, subjected to a gravitational (or, equivalently, centrifu-

gal) field, g. If the density of the particles is lower than that of the supporting fluid, we can also

speak of flotation potential.

3. Electrorotation. It is the rotational motion of colloidal particles. It is provoked by an applied

rotating field, and the quantity of interest is the angular velocity of the particle, V. It depends on the

frequency of the field, v, and can be zero, positive (i.e., co-field rotation), or negative (counter-field

rotation).

4. Dielectrophoresis. An alternating, nonhomogeneous (spatially varying) electric field is

applied in this case to the particles. They undergo a translational motion toward or away from

the high-field region, depending on the difference between the electric permittivities of particle

and liquid. This translation is known as dielectrophoresis.

5. Diffusiophoresis. It is the motion of the suspended particles under the action of an externally

applied concentration gradient of the electrolyte solution (or a gradient of solvent composition) that

constitutes the dispersion medium. The presence of this macroscopic concentration gradient

induces a local gradient of electric potential in the vicinity of the particle thus provoking

its motion. The reciprocal phenomenon of diffusiophoresis is termed capillary osmosis: the

concentration-gradient-induced electric field sets the liquid in the vicinity of the double layer

into motion.

6. Electroosmosis. It is the motion of the liquid adjacent to a charged surface due to an externally

imposed electric field. The phenomenon may occur in, for example, flat or cylindrical capillaries,

membranes, porous plugs, etc.

7. Streaming potential and streaming current. In these phenomena, the motion of the liquid is

forced by an applied pressure gradient. The displacement of the charged liquid gives rise to an elec-

tric current (streaming current) if there is a return path for the charges, or an electric potential

(streaming potential) if the sensing electrodes are connected to a high input-impedance voltmeter

(open circuit).

8. Dielectric dispersion. It is the change with the frequency of an applied alternating current

(AC) field of the dielectric permittivity of a suspension of colloidal particles. The phenomenon
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is also dependent on the concentration of particles, their zeta potential, the ionic composition of the

medium, and appears to be very sensitive to most of these quantities.

9. Electroacoustic phenomena. They are electrokinetic phenomena that have recently gained

interest, both experimentally and theoretically. In the ESA (electrokinetic sonic amplitude) tech-

nique, an alternating electric field is applied to the suspension and the sound wave produced

in the system is detected and analyzed. The colloid vibration potential (CVP) or colloid vibration

current (CVI) is the reciprocal of the former: a mechanical (ultrasonic) wave is forced to

propagate through the system, and the resulting alternating potential difference (or current) is

measured.

The list could be made longer, taking the idea of electrokinetics in a wide sense (response of the

colloidal system to an external field that affects differently to particles and liquid). Thus, we could

include: electroviscous effects (the presence of the EDL alters the viscosity of a suspension in the

Newtonian range); suspension conductivity (the effect of the solid–liquid interface on the direct

current (DC) conductivity of the suspension); particle electroorientation (the torque exerted by

an external field on anisotropic particles will provoke their orientation; this affects the refractive

index of the suspension, and its variation, if it is alternating, is related to the double-layer

characteristics).

Not all these phenomena have the same significance for the investigation of colloidal suspen-

sions, as only some of them occur in dispersed systems, and not all have received the same interest

because of their different case of application to the determination of interface properties in practical

situations. A wider account than that given here can be found in, for instance, Refs. [5,6,8]. In the

following sections, we describe in some detail the physics underlying a selection of those that can

be considered more interesting from the authors’ point of view.

IV. ELECTROPHORESIS

A. PHYSICAL PRINCIPLES

We must solve the problem of finding the steady velocity acquired by a colloidal sphere of radius a

and total surface charge Q upon application of an electric field that, far from the particle, equals E.

The particle is considered nonconducting and with an electric permittivity much smaller than that of

the dispersion medium. For the moment, we will also assume that the electrolyte concentration is

very low and that a is small enough for the following inequality to hold between the double-layer

thickness (Equation (3.5)) and the radius:

k�1 � a or ka� 1 (3:10)

that is, we are in the thick double-layer (or Hückel) approximation. Because the ionic atmosphere

extends over such long distances, the volume charge density in the surrounding liquid will be very

low, and the applied field will hence not provoke any liquid motion around the particle. As a con-

sequence, the only forces acting on the latter are Stokes drag (FS) and electrostatic (FE). As the par-

ticle moves with constant velocity (the electrophoretic velocity ve), the net force must vanish:

FS ¼ �6phave, FE ¼ QE, FS þ FE ¼ 0 (3:11)

From these equations,

ve ¼
Q

6pha
E (3:12)
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It is admitted in this and the following that the surface, diffuse, and zeta potentials coincide, so

that the potential on the surface of the charged sphere is in fact the zeta potential. Its value will be

z ¼
1

4p1m

Q

a
(3:13)

that, upon substitution in Equation (3.13), leads to

ve ¼
2

3

1m

h
zE (3:14)

or the electrophoretic mobility:

ue ¼
2

3

1m

h
z (3:15)

which is the so-called Hückel’s formula for the electrophoretic mobility of a sphere; its usefulness

is limited, as it is only valid for ka� 1.

Let us now consider the opposite situation, for which analytical solution exists, that is, the large

ka approximation:

k�1 � a or ka� 1 (3:16)

In this case, the surface charge is screened by double-layer ions in a comparatively thin region, in

which electroneutrality is lost. The field will hence provoke a liquid motion that affects the particle

motion itself, and that is essential in fact to understand the phenomenon of electrophoresis.

As before, we assume that the particle is spherical with a constant potential, z, along the

surface; another important assumption is that the equilibrium potential distribution is not altered

by the presence of the external field. The electric potential distribution will simply be the superpo-

sition of the equilibrium potential (such as given by Equations (3.4), (3.6), and (3.8) in their ranges

of validity) plus a potential due to the presence of the external field. Assuming that the zeta potential

is low (this may be an important restriction for the solution that we will find), the particle plus its

double layer can be considered as insulating (the electrical conductivity of the particle, Kp, is almost

zero) and the electric permittivity of the particle will equal 1p. The electrolyte solution is a leaky

dielectric, because of its finite conductivity (Km = 0). The problem is better solved if a reference

system is used that is centered in the sphere (recall that it is moving at constant velocity, so it is an

inertial reference system): the particle can thus be considered as an obstacle at rest to the flow of

charged liquid. Because the liquid does not move far from the particle in the laboratory system, the

use of the coordinate system fixed to the particle will yield a liquid velocity equal to 2ve at long

distances. In other words, calculating the velocity of liquid far from the obstacle will give us the

electrophoretic velocity by simply changing the sign to our result.

It is frequent [11,18] to solve the problem by considering it as the superposition of two

situations. The steady electrophoretic velocity is just the result of the balance between two

forces: one is the force that would be necessary to keep the particle at rest in the presence of an

external field that sets the charged liquid in the double layer into motion; the second force is the

one that would be necessary to maintain the particle fixed under a uniform liquid flow of

velocity 2ve.

We will consider the first case. If E is the modulus of the applied field, assumed to be directed

along the z-axis of the reference system, the electric potential perturbation provoked by the field,
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dC(r), is given by

dC(r) ¼ �Er cos uþ C0

Ea3

r2
cos u (3:17)

where r, u are, respectively, the radial and angular polar coordinates and C0 is known as the induced

dipole coefficient. Its value depends on the conductivity and permittivity ratios between the par-

ticles and the medium. We will return to it later. Now we are interested in evaluating the fluid vel-

ocity profile, v(r), provoked by this potential perturbation on the charged diffuse layer. This

requires solving the Navier–Stokes equations for a problem with spherical symmetry, in which

the body force term is given by 2r(r)r[dC(r)], in an incompressible fluid in steady motion at

low Reynolds number. The equations read [18–20]:

hr � r� v(r)þ rp(r)þ r(r)rdC(r) ¼ 0, r � v(r) ¼ 0 (3:18)

where p(r) is the pressure distribution. As we are not interested in this quantity, it is useful to take

the curl operator in the first Equation (3.18) and make use of the second one to write

hr2(r � v)þ r� r(r)rdC(r)½ � ¼ 0 (3:19)

Taking into account Poisson equation relating the volume charge density r(r) to the equilibrium

potential distribution, C(r) (recall that the geometry of the double layer is assumed to be the

same as in the absence of applied field; hence, C only depends on the radial coordinate r), Equation

(3.19) transforms into

hr2(r � v)þ 1m

d3C

dr3
êr

� �
� rdC ¼ 0 (3:20)

where êr is the radial unit vector of a spherical coordinate system.

We will not go into the full details of the calculation (see Refs. [11,19]), but some crucial steps

will be given. First, it can be shown that derivatives of the velocity with respect to the angular

spherical coordinate u are negligible when compared with radial derivatives, because the double

layer is so thin compared with the particle radius. Then

r2(r � v) ’ @
3vu

@r3
êf (3:21)

where vu is the velocity component in the tangential direction and êf the unit vector in the direction

of the spherical coordinate f. Finally, using Equations (3.20) and (3.21), we find the partial

differential equation linking the fluid velocity and potential distributions in the double layer:

h
@3vu

@r3
¼ �1m

@dC

@u

@3C

@r3
¼ �1m(1� C0)E sin u

@3C

@r3
(3:22)

after making use of Equation (3.17). From Equation (3.22),

vu(r) ¼
1m

h
(1� C0)E sin u½z�C(r)� (3:23)

Outside the double layer (at distances r� aþ k21), the electroneutrality of the liquid leads to a

zero volume force in Navier–Stokes equation, and the velocity field is given by the simple form

r2(r � v) ¼ 0 (3:24)
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Following Landau and Lifshitz [19] and O’Brien and White [18], symmetry arguments suggest

that the velocity can be expressed in terms of an unknown function f depending on the radial coor-

dinate r as follows:

v(r) ¼ r� r� ½ f (r)E� (3:25)

and considering that E is a constant vector,

r � v ¼ �r2(rf � E) (3:26)

and

r2(r� v) ¼ 0 ¼ (r2r2rf )� E (3:27)

The solution of Equation (3.27), making again use of the constancy of E, is [19]:

f (r) ¼ Ar þ
B

r
(3:28)

where A and B are constants to be evaluated. According to Russel et al. [11], this can be done by

matching at the double-layer limit the velocities calculated outside (3.25) and inside (3.23). First,

we evaluate the radial, vr, and tangential, vu, components of the outside velocity:

vr ¼ 2E cos u �
A

r
þ

B

r3

� �
, vu ¼ E sin u

A

r
þ

B

r3

� �
(3:29)

The matching is carried out by equating vu and dvu/dr in (3.29) with the corresponding

expressions from (3.23) assuming that the double layer is so thin that the double-layer limit can

be taken at r � a. This yields

A ¼
3

2

1m

h
a(1� C0)z, B ¼ �

1

2

1m

h
a3(1� C0)z (3:30)

We are now in conditions of calculating the total force on the sphere for the first problem: a

constant applied field. For symmetry reasons, it will be directed in the direction of the applied

field, that is, along the z-axis. As the electrical force is negligible at the limit of the double layer

and beyond, we will need to calculate only the pressure and hydrodynamic forces on the particle’s

surface. The z-component of the resultant is [19]:

F0z ¼

þ þ

r¼a

(srr cos u� sru sin u) dS (3:31)

where sij are the components of the stress tensor:

srr ¼ �pþ 2h
@vr

@r
, sru ¼ h

1

r

@vr

@u
þ
@vu
@r
�

vu

r

� �
(3:32)

and the pressure distribution can be calculated from Navier–Stokes equation in the absence of

volume forces Equation (3.18). The procedure is described in Ref. [19], and it yields

p ¼ p0 � 2h
a

r2
E cos u (3:33)
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where p0 is the (isotropic) pressure in the absence of the field. The result of the integration can be

easily found:

F0z ¼
8

3
phAE (3:34)

Concerning the second problem, the force on the particle is simply the Stokes drag. For a liquid

moving with velocity �veẑ far from the particle:

F00z ¼ 6pha(�ve) (3:35)

As the particle is moving at a constant velocity, the net force must be zero, F0z þ F00z ¼ 0, that is:

ve ¼
4

9

A

a
¼

2

3

1m

h
(1� C0)zE (3:36)

and the electrophoretic mobility:

ue ¼
2

3

1m

h
(1� C0)z (3:37)

The value of the dipole coefficient for different situations will lead to various expressions for

the mobility. A discussion on this issue can be found in, for example, Refs. [20–22], and a general

expression for a constant (DC) field is

C0 ¼
2Du� 1

2Duþ 2
(3:38)

where Du, the Dukhin number, relates the conductivity of the double layer (the conductivity Kp of

the particle is assumed to be negligible) or surface conductivity, Ks, to that of the medium, Km, by

means of

Du ¼
Ks

Kma
(3:39)

For a given conductivity of the electrolyte solution, the Dukhin number is mainly dependent on the

zeta potential. A simple expression, valid for ka� 1, was first found by Bikerman (see Ref. [5]) for

a symmetrical electrolyte of valence z:

Ks ¼
2e2z2c

kBTk
Dþ(e�zez=2kBT � 1) 1þ

3mþ

z2

� �
þ D�(ezez=2kBT � 1) 1þ

3m�

z2

� �� �
(3:40)

where Dþ (D2) is the diffusion coefficient of cations (anions) and mþ (m2) the dimensionless

mobility of cations (anions):

m+ ¼
2

3

1m

h

kBT

e

� �2
1

D+ (3:41)

Note that if the Dukhin number is low (absence of surface conductivity), the dipole coefficient

equals 21/2, and the electrophoretic mobility will be

ue ¼
1m

h
z (3:42)
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which is the well-known Helmholtz–Smoluchowski (H–S) equation. It is useful because of its sim-

plicity and, additionally, because it remains valid whatever the shape of the particle with the con-

dition that the double-layer thickness be much smaller than the curvature radius everywhere on the

particle surface [23,24].

As the zeta potential increases, Du also increases and the dipole coefficient changes from its

originally negative value to zero or positive, and so for high z, the mobility will be lower than

predicted by the H–S formula. Figure 3.4 is a representation of the variation of C0 and the electro-

phoretic mobility with the zeta potential. Note that our expression (3.37) fails for very high elec-

trokinetic potentials, due to the fact that in these conditions the double layer gets polarized, that

is, it loses its equilibrium configuration. We will return to this point later.

Henry [25] was the first author who solved the problem for spheres of any radius (also for infi-

nite cylinders), that is, of any ka value, although for small zeta potentials. Restricting ourselves to

the case of spheres, Henry’s equation for nonconducting particles reads

ue ¼
2

3

1m

h
z f (ka) (3:43)

where

f (ka) ¼ 1þ
(ka)2

16
� 5

(ka)3

48
þ � � � (3:44)

and the following approximate formula has been given by Ohshima [10]:

f (ka) ¼ 1þ
1

2(1þ 2:5=ka½1þ 2 exp (�ka)�)3

� �
(3:45)

Key contributions to the understanding and evaluation of the electrophoretic mobility, and, in

general, of the physical basis of electrokinetic phenomena is due to Overbeek [26], and also to

Booth [27], who produced theories that followed similar lines, for spheres in both cases. These

FIGURE 3.4 Comparison of the zeta-potential (z) dependencies of the electrophoretic mobility ue (left axis)

and the product (1 2 C0)z (Equation 3.37) for spherical particles of radius a ¼ 100 nm in 1 mM KCl solutions.
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authors first considered that during the electrophoretic migration the double layer loses its original

symmetry, and gets polarized: the nonequilibrium potential distribution is no longer the simple

addition of those of the applied field on an uncharged particle, and of the equilibrium EDL. The

mathematical problem is much more involved in this case, and it can only be fully solved numeri-

cally. The first (numerical) treatments of the problem, valid for arbitrary values of the radius, the

zeta potential, or the ionic concentrations, were elaborated by Wiersema et al. [28] and O’Brien and

White [18]. Some numerical results are displayed in Figure 3.5. The validity of the Helmholtz–

Smoluchowski formula for large ka and low-to-moderate zeta potentials is clearly observed.

B. EXPERIMENTAL DETERMINATION

1. Microelectrophoresis

It is probably the most widespread method: it is based on the direct observation, with a suitable

magnifying optics, of individual particles in their electrophoretic motion. In fact, it is not the par-

ticle what is seen but its scattering pattern when illuminated in a dark background field. It allows

direct observation of particles in their medium and the observer can in principle select a range of

sizes to be tracked in case of polydispersed suspensions [29,30]. As the observations are possible

only if the suspensions are dilute enough, even moderately unstable systems can be measured, as

aggregation times are expectedly large for such dilute systems.

The main drawback of these methods is related to the bias and subjectivity of the observer,

that can easily select only a narrow range of velocities, which might be little representative of

the true average value of the suspension. Hence, some manufacturers (see a few Web sites in

Ref. [31]) have modified their designs to include automatic tracking by digital image processing:

the observer’s eye is substituted by a video camera and a computer.

Another source of error is the location of the so-called stationary level: if the electrophoresis

channel is cylindrical, electroosmotic flow in the channel walls will provoke a velocity distribution

in the cylinder [8] given by

vL ¼ vea 2
r2

R2
� 1

� �
(3:46)

FIGURE 3.5 Full calculation of the electrophoretic mobility of spheres as a function of the zeta potential for

the ka values indicated, compared with the Helmholtz–Smoluchowski formula.
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where veo is the electroosmotic liquid velocity close to the wall, R the capillary radius, and r the

radial distance from the cylinder axis. From Equation (3.46) it is clear that vL ¼ 0 if r ¼ R/
ffiffiffi
2
p

,

so that the true electrophoretic velocity will be displayed only by particles moving in a cylindrical

shell placed at 0.292R from the channel wall.

Minor et al. [32] have analyzed the time dependence of both the electroosmotic flow and elec-

trophoretic mobility in an electrophoresis cell. They concluded that, for most experimental con-

ditions, the colloidal particle reaches its steady motion after the application of an external field

in a much shorter time than electroosmotic flow does. Hence, if electrophoresis measurements

are performed in an alternating field with a frequency much larger than the reciprocal of the charac-

teristic time for steady electroosmosis (t � 108 sec), but smaller than that of steady electrophoresis

(t � 1027 sec), the electroosmotic flow cannot develop. In such conditions, electroosmosis is sup-

pressed, and the velocity of the particle is independent of the position in the cell. Figure 3.6 is an

example: we measured the velocity of polystyrene particles in the center of a cylindrical cell using a

pulsed field with the frequency indicated: when the frequency is above 10 Hz, the velocity (average

between the field-on and field-off values) tends to the true electrophoretic velocity measured at the

stationary level. Another way to overcome the electroosmosis problem is to place both electrodes

providing the external field, inside the cell, completely surrounded by electroneutral solution; as no

net external field acts on the charged layer close to the cell walls, the associated electroosmotic flow

will not exist [33].

2. Electrophoretic Light Scattering

Visual microelectrophoresis techniques are increasingly replaced by automatic methods based on

the analysis of the (laser) light scattered by particles during their electrophoresis [34–36]. These

are known as electrophoretic light scattering (ELS) methods [37] and have different principles of

operation. In general, due to the Doppler shift of the scattered light, a beat pattern is produced in

the detection photomultiplier, the frequency of which, ve, can be related to the electrophoretic

velocity. Such a frequency can be measured by means of a spectrum analyzer or by analysis

of the correlation function of the scattered light. Knowledge of ve leads immediately to that

FIGURE 3.6 Particle velocity in the center of a cylindrical electrophoresis cell as a function of the frequency

of an applied pulsed potential. Data obtained during field on and field off are shown together with their average.

The dashed-dotted horizontal line corresponds to the electrophoretic velocity measured in a DC field at the

stationary level (labeled ve) and at the center of the channel (labeled v).

Electrokinetic Phenomena in Suspensions 57



of the velocity as

ve ¼
ve

Ek cosa
(3:47)

where k is the modulus of the scattering vector (difference between the wavevectors of scattered

and incident light, meaured in the dispersion medium) and a the angle between k and the

direction of electrophoretic migration. Another technique, phase analysis light scattering or

PALS [38,39], is capable of determining the electrophoretic mobility with high accuracy,

especially in the case of particles moving with very low electrophoretic velocities. The

method is capable of detecting electrophoretic mobilities as low as 10212 m2 V21 s21, that is,

1024 mm s21/V cm21 in practical mobility units.

V. SEDIMENTATION POTENTIAL (DORN EFFECT)

When a colloidal particle has a density different from that of the surrounding liquid, sedimentation

(or buoyancy) will take place. The presence of the double layer gives rise additionally to the gen-

eration of an electric field that, summed over all the particles (if their average separation is larger

than their size), generates the sedimentation (or flotation) potential. This is the Dorn effect, a sim-

plified theory of which will be described below [40–42].

When the particle is falling, the flow of liquid around it will alter the spatial distribution of

double-layer charges (Figure 3.7, see Ref. [42]): the normal fluxes of counterions (cations) and

coions (anions) carried upward by the liquid are roughly identical, as they are due to the convective

motion of electroneutral solution. However, the double layer is enriched in cations (we assume a

negative surface charge), and hence their tangential flux will be much larger than that of anions,

so the lower pole of the particle will be enriched in anions that are scarce in the double layer,

while the upper region will undergo accumulation of cations. This process originates a dipole

oriented against the gravitational field g (in the same direction as g for a positive particle). If the

dipole moment is d, the electric field it will generate is

dC ¼ �
1

4p1m

d � r

r3
(3:48)

FIGURE 3.7 Diagrammatic illustration of the charge fluxes (normal, ~j+n , and tangential ~j+s ) around a

sedimenting particle. (From Delgado, A.V. and Shilov, V.N., in Encyclopedia of Surface and Colloid

Science, Marcel Dekker, New York, 2002, pp. 1920–1950. With permission from Marcel Dekker, Inc.)
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Calling n to the number of (identical) particles per unit volume in the suspension, the total field, Esed

can be calculated as [24,41]:

~Esed ¼ �
nd

1m

(3:49)

The following expression was given by Dukhin and Derjaguin [24] for the induced dipole moment

d ¼ 6p
12

mza

Km

Used (3:50)

where Used is the limiting sedimentation velocity of an uncharged sphere given by

Used ¼
2

9

a2(rp � rm)

h
g (3:51)

and rp(rm) is the density of the particles (medium). Using Equations (3.50) and (3.51):

d ¼
4

3

p12
mza3

K1h
(rp � rm)g (3:52)

Combining (3.49) and (3.52), we obtain

Esed ¼ �
1mz

Kmh
(rp � rm)fg (3:53)

that is the Smoluchowski equation for the sedimentation potential. In Equation (3.54), use has been

made of the relationship between volume fraction f and particle radius and concentration:

f ¼ 4pa3n=3.

FIGURE 3.8 Full calculation of the sedimentation field (Esed) of spherical particles of 100 nm radius as

compared with Smoluchowski formula, as a function of zeta potential for the ka values indicated.
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Like in the case of electrophoresis, the Smoluchowski equation is only valid for particles with thin

double layers and negligible surface conductance (low zeta potentials). The theory was later genera-

lized to arbitrary ka values by Booth [43] for low zeta potentials, and was developed for arbitrary z by

Stigter [44]. Considering the fact that rather concentrated suspensions are often used in sedimentation

potential determinations, theories have also been elaborated to include these situations [45–47].

Figure 3.8 shows some examples in which full numerical results are compared with

Smoluchowski equation. Note that, as mentioned, the Smoluchowski approach is less valid, the

higher the zeta potential and the thicker the double layer.

Because of the experimental difficulties involved in the determination of the Dorn effect, sedi-

mentation potentials are seldom used in routine determinations of zeta potential. The reader is

referred to Ref. [42] for the latest methods of sedimentation and flotation potential determinations.

VI. DIELECTROPHORESIS

Observation of this electrokinetic phenomenon involves the application of a spatially nonhomoge-

neous electric field to the suspension: this provoking the migration (or dielectrophoresis) of the

polarized particles [48,49]. The particles will move toward the high-field region if they are more

polarizable than the dispersion medium, or will be repelled toward the low-field region otherwise.

A great deal of information on the electrical properties of the interface can be obtained if the

measurements are performed in alternating fields. In such a case, an effect of the frequency of the

sinusoidal external field on the velocity of motion (the dielectrophoretic velocity) can be observed.

The relaxations observed can be interpreted in terms of the different contributions to the polariz-

ation of the particle and its double layer.

In general, because of the differences between the permittivities and conductivities of the dis-

persed phase and the medium, the induced dipole moment of the particle in an electrolyte solution

consists of two contributions. One is due to the polarization (orientation) of the molecular dipoles of

both phases, and the other is due to the process of accumulation of charges of different signs on

opposite poles of the particle. Thus, at very high frequencies (in practice, several MHz) ionic

motions in the electrolyte solution and in the double layer toward and around the particle are too

rapid for charge accumulation to proceed. Hence, only orientation of dipoles in both the particle

and the liquid medium can participate in the dipole.

When the frequency is of the order of the so-called Maxwell–Wagner relaxation frequency,

vMW,

vMW ffi
Km

1m

(3:54)

ionic migrations in both the solution and the double layer can participate in the polarization of the

latter. At this frequency and below, the zeta potential of the particles starts to play a role: if the

Dukhin number Du� 1 (low z), normal fluxes brought about by the field (in the case of a negative

particle, accumulation of cations at the left pole and depletion at the right, when the field points

from left to right) cannot be compensated for by the double-layer conductance, whereas for

Du� 1 (high zeta potential), the cations brought normally to the particle are transported at a

faster rate tangentially to it (high surface conductivity), and they accumulate at the right, being

depleted at the left.

The last fundamental frequency scale is related to the fact that on the right-hand side of the par-

ticle, normal outward fluxes of cations from the double layer find inward fluxes of anions brought

normally from the bulk by the field. As a consequence, an increase in neutral electrolyte concen-

tration is produced, and, for the same reasoning, a decrease will occur at the left side. A gradient

of neutral electrolyte concentration (concentration polarization) is thus produced, with
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a characteristic frequency

va ffi
2Deff

a2
(3:55)

where Deff is the effective diffusion coefficient given by

Deff ¼
2DþD�

Dþ þ D�
(3:56)

This concentration gradient gives rise to diffusion fluxes that oppose the tangential fluxes pro-

voked by the field. If the time dependence of the applied field is of the form E ¼ E0 e�ivt, the

strength and phase of the induced dipole moment in each of the situations described can be inter-

preted by considering that the latter is a complex quantity, d	, and so is the dipole coefficient

(complex quantities will be denoted by asterisks):

d	 ¼ 4p1ma3C	0E (3:57)

As the dielectrophoretic force acting on the particles depends on the real part of the induced dipole

coefficient [50,51] as follows:

FDP ¼ 1m Re(C	0)rE2
rms (3:58)

where Erms is the root-mean-square amplitude of the applied field, it will be clear that the change of

the velocity of motion with the frequency of the external alternating field must be due to the

frequency dependence (dispersion) of the induced dipole moment [52,53]. Figure 3.9 illustrates

the behavior of Re(C	0) as a function of frequency for a spherical particle with z ¼ 2100 mV

and a ¼ 100 nm in a 1-mM KCl solution. In view of the large variations that can be attained by

FIGURE 3.9 Frequency dependence of the real part of the induced dipole coefficient for a spherical particle

100 nm in radius with a 100 mV zeta potential in a 1-mmol/l KCl solution.
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the dipole coefficient, it might happen that its successive relaxations would cause that the polariz-

ability of the particle changes from being larger to being smaller than that of the medium. At the

frequency at which this takes place (the crossover frequency), the particle would invert the direc-

tion of its dielectrophoretic motion, as shown in Figure 3.10. The analysis of the behavior of the

crossover frequency can therefore yield important information on the dielectric properties of the

particles, and it has been particularly applied to submicrometer particles [54].

Let us mention that dielectrophoresis has also found wide application in manipulation and

sorting of particles and biological cells. Together with standard electrophoresis, it is perhaps the

most often used electrokinetic phenomenon with practical applications in mind. Even particle sep-

aration can be achieved by using microelectrode arrays [55]. Based on the dielectrophoresis

phenomenon, a new technique has recently become available for particle or cell separation,

namely the dielectrophoresis/gravitational field-flow fractionation (DEP/G-FFF). In DEP/
G-FFF, the relative positions and velocities of unequal particles or cells are controlled by the

dielectric properties of the colloid and the frequency of the applied field. The method has been

applied to model polystyrene beads, but, most interestingly, to suspensions of different biological

cells [56].

Experimental determinations of the dielectrophoretic motion in conventional dielectrophoresis

have often been based on the changes in the light scattered by the suspensions because of the die-

lectrophoretic aggregation of the particles. Gimsa and co-workers [50] have set up a precise optical

technique (based on PALS, and thus called DPALS by the authors): the nonhomogeneous electric

field is generated in the measuring cell by two peaked electrodes, and the scattered light is phase-

analyzed in a very similar way to that described for electrophoresis and electrorotation. As observed

in Figure 3.11 [50], the particle velocity can be measured with an accuracy of the order of 1 mm/s,

and the effect of the frequency of the applied field (above �1 kHz, to avoid unwanted electrode

effects) on the translational velocity is clearly appreciable.

VII. LOW-FREQUENCY DIELECTRIC DISPERSION OF SUSPENSIONS

A. PHYSICAL BASES FOR THE DIELECTRIC RELAXATION IN SUSPENSIONS OF COLLOIDAL PARTICLES

The dipole moment induced in a colloidal particle by an external field can be probed through its

contribution to a collective behavior of the suspension, namely the dielectric constant or the

FIGURE 3.10 Fluorescence micrographs (bar length ¼ 20 mm) showing the positive (a) and negative (b)

dielectrophoresis of latex spheres. In (a) the frequency of the applied field is 1 MHz and the particles are

attracted toward the region of high field (between adjacent electrodes); in (b) the frequency is 1 MHz, and

the spheres are repelled to the region of low field (central area between the electrodes). (Taken from

Hughes, M.P. and Green, N.G., J. Colloid Interface Sci., 250, 266, 2002. With permission from Elsevier

Science.)
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conductivity of the system. We will now briefly describe how the latter two macroscopic quantities

can be expressed in terms of the microscopic individual dipole moments of the spherical particles

(permittivity 1p) dispersed in a medium with permittivity 1m. Let us point out that, because of the

complex character of the induced dipole moment, the suspension will also be characterized by a

complex permittivity, which will be denoted by 1	 ¼ 10 þ i100.

A rich source of information is the variation, with the frequency of the externally applied AC

field, of the complex dielectric constant or the complex conductivity. Similar to dielectrophoresis,

the relaxations observed can be interpreted in terms of the different contributions to the polarization

of the particle and its double layer. This can be seen by first evaluating the current density, J,

through a suspension in the presence of a time-varying field:

J ¼ JDC � iv1	E ¼ KDCE� iv1	E (3:59)

where JDC is the zero-frequency (conduction) current. From this, the complex conductivity K	

relating J and E will be

K	 ¼ KDC � iv1	 (3:60)

KDC being the constant field (DC) conductivity. For the low values of volume fraction f that will be

assumed, a linear dependence between suspension quantities and f:

K	 ¼ K	s þ fDK	 (3:61)

KDC ¼ Km þ fDKDC (3:62)

1	 ¼ 1m þ fD1	 (3:63)

where K	s is the complex conductivity of the solution given by

K	s ¼ Km þ iv1m (3:64)

FIGURE 3.11 Dielectrophoretic velocity of latex particles in an external conductivity of 3.4 mS/cm, as a

function of the frequency of the external field. (From Eppmann, P., Prüger, B., and Gimsa, J., Colloids

Surf. A, 149, 443, 1999. With permission from Elsevier Science.)
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and the so-called increments of complex conductivity, DC conductivity, and complex permittivity,

DK	, DKDC, and D1	, respectively, represent the role of the particles and their double layers on the

overall conductive and dielectric properties of the suspension. In terms of their real and imaginary

parts,

D1 ¼ D10 þ iD100 (3:65)

DK	 ¼ DKDC � ivD1	 ¼ DKDC þ vD100 � ivD10 (3:66)

Note that, according to Equation (3.66), any significant portion of the current out of phase

with respect to the field can be interpreted macroscopically as a large real part of the dielectric

constant of the suspension. From our earlier qualitative description, the slowest processes are the

diffusion fluxes originated by concentration polarization. At low frequencies, a high dielectric

constant is thus expected for the suspension. As the frequency increases, these slow processes

cannot follow the field: as a consequence, they are frozen and the dielectric constant decreases.

This is the a- (or volume diffusion-) relaxation of the suspension, which will occur for v � va.

At still higher frequencies, the Maxwell–Wagner relaxation (v � vMW) will be observable: for

those frequencies, ions cannot rearrange back and forth around the particle as fast as required by

the field.

The quantitative relationship between the conductivity of the suspension, K	, and the complex

dipole coefficient reads [24,57–60]:

K	 ¼ K	s (1þ 3fC	0) (3:67)

and from this, the main experimentally accessible quantities, 10 and K (real parts of the dielectric

constant and conductivity of the suspension, respectively) are given, with C	0 ¼ c1 þ ic2, by

10 ¼ 1m þ 3f1m c1 �
Km

v1m

c2

� �
, K ¼ Km þ 3fKm c1 þ

v1m

Km

c2

� �
(3:68)

The last equation demonstrates that the starting point for the solution of the problem is the

calculation of c1(v) and c2(v). There is no simple expression for these quantities that are extremely

sensitive to the structure and dynamics of the double layer (this makes low-frequency dielectric

dispersion [LFDD] measurements a most valuable electrokinetic technique). Probably, the first

theoretical treatment is the one due to Schwarz [61], who considered only surface diffusion of

counterions (it is the so-called surface diffusion model). In fact, the model is inconsistent with

any explanation of dielectric dispersion based on double-layer polarization. The generalization

of the theory of diffuse atmosphere polarization to the case of alternating external fields and its

application to the explanation of LFDD were first achieved by Dukhin and Shilov [20]. A full

numerical approach to the LFDD in suspensions is due to DeLacey and White [60], and comparison

with this numerical model allowed to show that the thin double-layer approximations [20,62,63]

worked reasonably well in a wider than expected range of values of both z and ka [64].

Figure 3.12 is an example of the calculation of D10. From this it will be clear that: (i) at low

frequencies D10 can be very high; and (ii) the relaxation of the dielectric constant takes place in

the few-kHz frequency range, in accordance with Equations (3.56) and (3.57).

B. THE MEASUREMENT OF THE DIELECTRIC CONSTANT OF SUSPENSIONS

Although measurements have been reported in the time domain [65], the most usual technique for

measuring the dielectric constant (or, recall its equivalence, the conductivity) of suspensions as a

function of the frequency of the applied field is based on the use of a conductivity cell connected
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to an impedance meter. In most cases, either the distance between the electrodes can be changed

(see, e.g., Refs. [66–72]) or a four-electrode cell [73–76] is used.

These experimental requirements are designed to overcome or, at least, minimize the problem

of electrode polarization at low frequencies. It is important to stress that the electrode impedance

dominates over that of the sample at sufficiently low frequencies. Grosse and Tirado [77] have

recently introduced a method (the quadrupole method), in which the correction for electrode polar-

ization is optimized by following a suitable measurement routine. Finally, it has been shown that

the so-called logarithmic derivative method can help in separating the effect of the electrodes from

the true relaxation of the suspension permittivity [78]. Figure 3.13 allows the comparison between

the accuracies achieved with the different procedures.

VIII. ELECTROACOUSTIC PHENOMENA

As mentioned during the description of the sedimentation potential, when a gravitational or cen-

trifugal field produces the deformation (polarization) of the EDL, a dipole is generated in each par-

ticle of the suspension. If, instead of a constant field, it is a harmonic sound wave that passes

through the suspension, the relative motion between the particles and the surrounding liquid

(that are assumed to have different densities) provokes again a distortion of the ionic atmosphere,

and as a consequence, an alternating electric field. This simple idea is the core of the group of elec-

trokinetic phenomena known as electroacoustic phenomena [79–82]. The one described above, in

which a pressure wave produces an AC field, is called colloid vibration potential (CVP) or current

(CVI) if it is the current that is measured instead of the potential; the reciprocal phenomenon also

occurs: a sound wave is produced by application of an AC electric field to the suspension. The latter

electrokinetic phenomenon and technique are called electrokinetic sonic amplitude (ESA).

O’Brien [81,82] introduced the concept of dynamic electrophoretic mobility of the particles, u	d,

as a basic quantity for the electroacoustic description of dispersed systems. The macroscopic

(average) current, J, and particle velocity, vp, are related to the pressure gradient rp and external

FIGURE 3.12 Real part of the dielectric increment (relative to the vacuum permittivity 10) of a suspension of

spherical particles 100 nm in diameter with a 100-mV zeta potential. Dispersion medium: 1 mmol/l KCl

solution.
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field E by

J ¼ arpþ K	E, vp ¼ brpþ u	dE (3:69)

where a, b, K	, u	d are the transport coefficients, and because the applied field or pressure gradient

are alternating, they all have a time dependence of the type exp (�ivt). Note that b is a measure of

the electric field generated by a sound wave, while u	d contains information about the acoustic wave

generated by an applied AC field. The evaluation of b and u	d requires the solution of the electro-

kinetic equations for zero field and zero pressure gradient, respectively. However, it is not necess-

ary to calculate both coefficients. The generalization of Onsager’s reciprocity relationship leads to

a/ f
rp � rm

rm

u	d (3:70)

where f is the volume fraction of solids, and rp and rm are the densities of the particles and the

liquid medium, respectively. As the CVP is measured in open-circuit conditions (J ¼ 0 in Equation

(3.69)), the potential gradient provoked by the pressure one will be

rV ¼
a

K	
rp (3:71)

and from this, the CVP (voltage drop per unit pressure drop) will be

UCV ¼
a

K	
/ f

rp � rm

rm

u	d
K	

(3:72)

If, as is presently the case with commercial devices, it is the current and not the potential that is

measured, the CVI (per unit pressure gradient) will be given by

ICV / f
rp � rm

rm

u	d (3:73)

FIGURE 3.13 Real part of the dielectric increment (relative to the vacuum permittivity 10) of ethylcellulose

(Aquacoatw) latex particles as a function of frequency, in 1 mmol/l sodium salicylate: (4) logarithmic

derivative technique; (O) standard electrode-separation procedure.
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with the advantage that the dependence with the complex conductivity disappears from the

measured quantity. A formally identical expression [82] can be given for the amplitude of the

sound induced by the applied field per unit field strength (AESA):

AESA / f
rp � rm

rm

u	d (3:74)

Assuming (as it is reasonable) that for conditions in which the approximation ka� 1 is valid,

the dynamic mobility also contains the (1� C	0) dependence displayed by the static mobility

(Equation (3.37)), one can expect a qualitative dependence of the dynamic mobility on the fre-

quency of the field as shown in Figure 3.14. The first relaxation (the one at lowest frequency) in

the modulus of u	d can be expected at the a-relaxation frequency (Equation (3.55)): as the dipole

coefficient increases at such frequency, the mobility should decrease. If the frequency is increased,

one finds the Maxwell–Wagner relaxation (Equation (3.54)), where the situation is reversed:

Re(C	0) decreases and the mobility increases. In addition, it can be shown [19,82] that at frequencies

of the order of (h=a2rp) the inertia of the particle hinders its motion, and the mobility decreases in a

monotonic fashion. Depending on the particle size and the conductivity of the medium, the two

latter relaxations might superimpose on each other and be impossible to distinguish.

Calculations performed by O’Brien [81] have shown that the expression for the mobility in the

case of dilute suspensions with double-layer thickness smaller than the particle radius is

u	d ¼
2

3

1mz

h
G

va2

n

� �
½1þ f � (3:75)

where n ¼ h/rm is the kinematic viscosity of the liquid, and the function G carries the information

of the inertia of the particle, which is given by

G(x) ¼
1þ (1þ i)

ffiffiffiffiffiffiffi
x=2
p

(3þ 2Dr=rm)

1þ (1þ i)
ffiffiffiffiffiffiffi
x=2
p

þ i(x=9)(3þ 2Dr=rm)
(3:76)

with Dr ; rp � rm. The function f contains the information on the effect of Dukhin number and

frequency on the polarizability of the particle (the zeta potential cannot be high, as the

FIGURE 3.14 Modulus of the dynamic mobility and real part of the induced dipole coefficient as a function of

frequency for particles 500 nm in radius in 0.1 mmol/l KCl solution. Zeta potential: 2150 mV.
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concentration polarization is not considered in this approach):

f ¼
1� iv0 � (2Du� iv01p=1m)

2(1� iv0)þ (2Du� iv01p=1rs)
(3:77)

where v0 ; v=vMW. Figure 3.15 illustrates the typical dependences of the modulus and phase of u	d
on the frequency.

Dukhin et al. [83–85] have performed the direct calculation of the CVI in the situation of con-

centrated systems. In fact, it must be mentioned here that one of the most promising potential appli-

cabilities of these methods is their usefulness with concentrated systems (high volume fractions of

solids, f) because the effect to be measured is also in this case a collective one. The first general-

izations of the dynamic mobility theory to concentrated suspensions made use of the Levine and

Neale cell model [86,87] to account for particle–particle interactions. An alternative method esti-

mated the first-order volume fraction corrections to the mobility by detailed consideration of pair

interactions between particles at all possible different orientations [88–90]. A comparison between

these approaches and calculations based on the cell model of Zharkikh and Shilov [91] has been

carried out in Refs. [92,93].

Experimental determinations with both electrokinetic techniques have increased during the last

10 years mainly because there are commercial instruments devised for their determination [94]. In

the basic experimental procedures, an AC voltage is applied to a transducer which produces a sound

wave that after traveling through a delay line passes into the suspension. This acoustic excitation

causes a very small periodic displacement of the fluid in turn giving rise to a small oscillating

dipole. Like in the Dorn effect, the electric field detected by the receiving transducer is the

result of the addition of the dipolar fields of each individual particle. The voltage difference,

which then appears between the electrodes (measured at zero current flow), is proportional to

UCV. The current, measured under short-circuit conditions, is a measure of ICV. Alternatively, an

AC electric field can be applied across the electrodes. A sound wave is thereby generated near

the electrodes in the suspension, and this wave travels along the delay line to the transducer.

The transducer output is then a measure of the ESA effect. For both techniques, measurements

can be performed for a set of frequencies typically in the range of 1–100 MHz.

FIGURE 3.15 Modulus and phase angle of the dynamic mobility as a function of frequency for particles

170 nm in radius in a 0.2 mmol/l KCl solution. Zeta potential: 290 mV.
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IX. ELECTROKINETICS OF NONRIGID PARTICLES

So far we have limited ourselves to solid, rigid particles, for which the interface and, in particular,

the electrokinetic potential and the slip plane are well defined. We will briefly discuss two situations

in which this hypothesis fails. The first one is the electrophoretic mobility of charged liquid drops in

an emulsion. Clearly, we cannot assume that the fluid velocity relative to the particle is zero at the

separation between the drop surface and the liquid medium itself, as the motion of the latter will be

transmitted to the drop, the viscosity of which is hp.

A careful account of the problem can be found in Ref. [95]. Ohshima et al. [96] first found a

numerical solution of the problem, valid for arbitrary values of the zeta potential or the product

ka. In the same paper, they dealt with the problem of finding the sedimentation potential and the

DC conductivity of a suspension of mercury drops. The problems are solved following the lines

of the electrophoresis theory of rigid particles previously derived by O’Brien and White [18].

The liquid drop is assumed to behave as an ideal conductor, so that electric fields and currents

inside the drop are zero, and its surface is equipotential. The main difference between the treatment

of the electrophoresis of rigid particles and that of drops is that there is a velocity distribution of the

fluid inside the drop, vI, governed by the Navier–Stokes equation with zero body force (in the case

of electrophoresis), and related to the velocity outside the drop, v, by the boundary conditions:

a) v and vI are equal on the drop surface:

v

����
r!aþ
¼ vI

����
r!a�

(3:78)

b) The normal components of both velocities must vanish on the surface:

v � r̂

����
r!aþ
¼ vI � r̂

����
r!a�
¼ 0 (3:79)

c) The tangential component of the hydrodynamic stress tensor ~s is continuous:

( ~s � r̂)� r̂

����
r!aþ
¼ ( ~s � r̂)� r̂

����
r!a�
¼ 0 (3:80)

As in the case of rigid particles, the general solution of the problem must be obtained numeri-

cally, but in the same paper [96] the authors obtained approximate analytical solutions correct to

order z or z2, or valid for large ka. For instance, their expression valid for low zeta potential and

arbitrary ka reads

ue ¼
1mz

h

h

3hp þ 2h
kaþ

3hp þ h

3hp þ 2h
þ 2ekaE5(ka)�

15hp

3hp þ 2h
ekaE7(ka)

" #
(3:81)

where En(z) is the exponential integral of order n:

En(z) ¼

ð1

1

e�zt

tn
dt

In Equation (3.81) the first term, linearly dependent on ka, coincides with the expression previously

found by Levine and O’Brien [97].
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The second problem of interest is that of the electrophoresis of soft (polyelectrolyte-covered)

particles. This problem is not merely of academic interest: polyelectrolytes are often used to

control the surface charge of the particles and hence the stability and other properties of their sus-

pensions. In the presence of such polyelectrolytes, the particles get covered by a layer of the

polymer in an amount controlled by its interactions with the solid and by the quality of the

solvent for the polyelectrolyte used.

The essential point is that such an adsorption process markedly influences the hydrodynamic

and electrical properties of the interface. Figure 3.16 is a schematic representation of the structure

formed: polymer chains with fixed charges extend out of the solid surface to an average distance

d ¼ b� a; in this region, the fluid can move, although with an increased viscosity because of

the hydrodynamic resistance of the polyelectrolyte layer (also called hydrogel layer). To take

this into account, a friction term 2gv is included in the Navier–Stokes equation.

In addition, the polymer layer is assumed to be characterized by a constant volume concen-

tration of fixed charges (N per unit volume) of valence Z, and it is permeable to the ionic

species in the solution. This contains a z-valent symmetrical electrolyte with concentration n

(number of each kind of ions per unit volume). Hence, the electric potential at the solid surface,

r ¼ a, is the Donnan potential, CDON, given by [14–16]:

CDON ¼
kBT

ze
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þ

ZN

2zn

� �2

þ1

( )1=2
2

4

3

5 (3:82)

The limit of the charged layer, r ¼ b, coincides with the beginning of the diffuse atmosphere,

with potential C0. Note that this potential has no relationship with z, in fact an undefined quantity

for this type of particles, as there is no true slip plane. The C0 potential is

C0 ¼
kBT
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FIGURE 3.16 Schematic representation of the interface structure for a solid particle covered with a

polyelectrolyte layer in an electrolyte solution. The Donnan and diffuse potentials are marked.
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Both potentials govern the evaluation of the electrophoretic mobility that can be expressed as

ue ¼
1m

h

Cd=km þCDON=l

1=km þ 1=l
f

d

a

� �
þ

ZeN

hl2
(3:84)

where

l ¼
g

h

� �1=2

(3:85)

is a dimensionless friction parameter and

km ¼ k 1þ
ZN

2zn

� �2
" #1=4

(3:86)

is an effective Debye length. The function f (d/a) changes from 1 to 2/3 as d/a increases; if d � a

the hydrogel layer is almost planar. In the opposite case, one is effectively describing the behavior

of a sphere of polyelectrolyte.

A very significant result of this theory, widely confirmed by experiments, is that at the limit of

high electrolyte concentration (n� N) the mobility does not tend to zero as it does in the case of

rigid particles (where the zeta potential is much reduced by high ionic strength because of double-

layer compression). Instead, a finite mobility is always found, precisely related to the characteristics

of the hydrogel layer [10]:

ue(n� N) ¼
ZeN

hl2
(3:87)

As an example, Figure 3.17 [98] shows the effect of NaNO3 concentration and pH on the electro-

phoretic mobility of magnetite particles covered by a layer of the negatively charged polymer

Carbopol 941w (a registered trade mark of Noveon, USA): note that the mobility can be very

FIGURE 3.17 Effect of NaNO3 concentration on the electrophoretic mobility of magnetite particles covered

with a layer of a negatively charged polyelectrolyte (Carbopol 941w) for different pH values. (From Viota, J.L.,

de Vicente, J., Durán, J.D.G., and Delgado, A.V., J. Colloid Interface Sci., 284, 527, 2005. Copyright (2005),

with permission from Elsevier Science).
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high (close to 25 mm s21/V cm21 at pH 7, when the charge/viscosity of the polymer is optimum)

even for 0.16 mol/l concentration. The lines are the best fit to Ohshima’s theory, which is clearly

capable to explain the results.

Let us finally mention that other approaches have been proposed that numerically solve the

problem for arbitrary values of the parameters of interest, specifically, zeta potential and ionic

strength. Details can be found in Refs. [99,100]. The problem of the dielectric spectroscopy of sus-

pensions of this type of particles has been analyzed in Refs. [101,102].

X. DYNAMIC STERN LAYER AND ELECTROKINETIC PHENOMENA

In our previous discussion of the different electrokinetic phenomena, we have relied on the notion

of the electrokinetic or zeta potential for their explanation. It should also be clear that there is no

possibility of directly measuring z, and all our estimations on it must be based on a theoretical

model. According to this so-called classical or standard electrokinetic model, any ions located

in the stagnant layer of liquid immediately below the slip plane are completely immobile, and

do not participate in any transport processes taking place in the system.

However, the significant differences found between theory and experiment for a number of

electrokinetic phenomena prompted a number of authors to reconsider the validity of this hypothe-

sis. Differences of this kind have in fact been found by comparing the zeta potentials obtained from

two or more electrokinetic techniques on the very same systems. Comparisons have been carried

out between, for instance, electrophoretic mobility and DC conductivity [103,104], electrophoretic

mobility and dielectric dispersion [72,75,105,106]. As an example, Figure 3.18 shows the signifi-

cant differences that can be found between experimental data of dielectric dispersion of latex par-

ticles and those calculated by means of the classical DeLacey and White theory [60] using the zeta

potentials obtained from electrophoretic mobility. It has long been recognized that a possible expla-

nation for these divergences must lie on the fact that ionic transport in the inner part of the double

layer is possible, that is, a dynamic Stern layer (DSL) model must be used rather than the standard

one in order to reconcile the results from different electrokinetic techniques.

Rosen et al. [107], Simonova and Shilov [108], and Zukoski and Saville [109,110] were among

the first in modifying, in a quantitative manner, the classical electrokinetic theories to account for

FIGURE 3.18 Frequency dependence of the relative dielectric increment of 265-nm radius polystyrene

spheres in 0.1 mmol/l KCl solution. Symbols: experimental data; solid line: classical calculation; dashed

line: DSL calculation. In both calculations, the zeta potential used was the one best-fitting simultaneously

electrophoretic mobility and dielectric dispersion data.
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the possibility of lateral transport of ions in the inner part of the double layer, and the improvements

achieved were checked against DC conductivity and electrophoretic mobility data. Later, the theory

was also elaborated for the analysis of the dielectric constant of suspensions in the DSL scenario

[107,111]. Mangelsdorf and White [112–114] performed a slightly different study of the

problem, and the ability of this theory to reach a close similarity between theory and experiment

has also been demonstrated [71,72]. Figure 3.18 also includes calculations based on this theory

and its closeness to experimental data is evident. The DSL theory has also been applied to other

electrokinetic phenomena like sedimentation potential [47]. Let us mention that Kijlstra et al.

[73–75] were also successful in modifying the large-ka model of dielectric dispersion to include

ionic motions in the stagnant (immobile fluid) layer adjacent to the solid.
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I. INTRODUCTION

This chapter provides an introduction to the occurrence, properties, and importance of practical

emulsions. Spanning a wide array of bulk physical properties and stabilities, a common starting

point for understanding emulsions is provided by the fundamental principles of colloid science.

These principles may be applied to emulsions in different ways to achieve quite different results.

A desirable emulsion, which must be carefully stabilized to assist one stage of an industrial

process, may be undesirable in another stage and may necessitate a demulsification strategy.

With an emphasis on the definition of important terms, the importance of interfacial properties

to emulsion making, stability, and breaking is demonstrated.

A. IMPORTANCE OF EMULSIONS

If two immiscible liquids are mixed together in a container and shaken, one of the two phases will

become a collection of droplets that are dispersed in the other phase. Thus, an emulsion has been

formed. Some important kinds of familiar emulsions include those occurring in foods (milk, mayon-

naise, etc.), cosmetics (creams and lotions), pharmaceuticals (soluble vitamin and hormone pro-

ducts), agricultural products (insecticide and herbicide emulsion formulations), and the petroleum

recovery and processing industry (drilling fluid, production, process plant, and transportation emul-

sions). Emulsions have long been of great industrial interest, they may be applied or encountered at all

stages in the processing industries. In addition to their wide occurrence, emulsions have important

properties that may be desirable, in a natural or formulated product, or undesirable, like an unwanted

emulsion in an industrial process. This chapter is intended to provide an introduction to the basic prin-

ciples involved in the occurrence, making, and breaking of practical emulsions.

Examples in Table 4.1 show that real-world emulsions may be desirable or undesirable. In the

petroleum industry for example, one kind of oil well drilling fluid (or “mud”) is emulsion based.

Here, a stable emulsion (usually oil dispersed in water) is used to lubricate the cutting bit, and to

carry cuttings up to the surface. This is obviously a desirable emulsion and great care goes into its

proper preparation. On the other hand crude oil, when spilled on the ocean, tends to become emulsi-

fied in the form of “chocolate mousse” emulsions, so named for their color and semi-solid consist-

ency. These high water content, water-in-oil emulsions tend to be quite stable due to the presence

of strong stabilizing films, increase the quantity of pollutant and are usually very much more

viscous than the oil itself. This kind of environmentally damaging emulsion is highly undesirable.

All practical emulsion applications or problems tend to have in common the same basic prin-

ciples of colloid science that govern the nature, stability, and properties of emulsions. The wide-

spread importance of emulsions in general, and scientific interest in their formation, stability and

properties, have precipitated a wealth of published literature on the subject. This chapter provides

an introduction and overview. A number of books provide very useful introductions to the proper-

ties, importance, and treatment of emulsions [1–5] in industry. Most good colloid chemistry texts

contain introductory chapters on emulsions [6–9], while for much more detailed treatment of

advances in specific emulsion areas the reader is referred to some of the chapters available in

specialist monographs and encyclopedias [10–12].
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B. DEFINITION AND CLASSIFICATION OF EMULSIONS

Emulsions are a special kind of colloidal dispersion — one in which a liquid is dispersed in a

continuous liquid phase of different composition. The dispersed phase is sometimes referred to

as the internal (disperse) phase. The continuous phase is sometimes referred to as the external

phase. Emulsions form one of the several kinds of colloidal systems, being so designated when

their droplets have diameters between about 1 and 1000 nm [13]. In practical emulsions, the

droplet sizes may well exceed the size limits given above (e.g., the fat droplets in milk) and

extend into the hundreds of micrometers. In most emulsions, one of the liquids is aqueous while

the other is an oil of some kind. Several types of emulsion are readily distinguished in principle,

depending upon which kind of liquid forms the continuous phase:

. Oil-in-water (O/W) for oil droplets dispersed in water

. Water-in-oil (W/O) for water droplets dispersed in oil

. Oil-in-water-in-oil (O/W/O) double emulsion

. Water-in-oil-in-water (W/O/W) double emulsion

Double emulsions have applications in, for example, cosmetics, agriculture, food, photography,

leather, petroleum, and drug-delivery [5,14]. There also exist even more complex types of emul-

sions, like O/W/O/W, etc. [5]. Figure 4.1 (from Ref. [15]) shows an example of a W/O/W/O

emulsion.

The type of emulsion that is formed depends upon a number of factors. If the ratio of phase

volumes is very large or very small then the phase having the smaller volume is frequently the dis-

persed phase. If the ratio is closer to 1 then other factors determine the outcome. Table 4.1 lists

some simple examples of industrial emulsion types.

Lyophobic colloids, which include all emulsions other than the microemulsions, are not formed

spontaneously on contact of the phases, because they are thermodynamically unstable when com-

pared with the separated states. These dispersions can be formed by other means, however. Most

emulsions that will be encountered in practice contain oil, water, and an emulsifying agent. The

emulsifier may comprise one or more of the following: simple inorganic electrolytes, surfactants,

TABLE 4.1
Some Occurrences of Emulsions

Field Emulsion Examples

Environment and meteorology Water or sewage treatment emulsions, oil spill mousse emulsions

Foods Milk, butter, mayonnaise, cream liqueurs, ice cream, creams, soft

drink syrups, mayonnaise, sauces, margarine, spreads, salad

dressings, cheeses

Geology, agriculture, and soil science Insecticides and herbicides, sulfidic melt in magma

Manufacturing and materials science Polishes, asphalt (paving) emulsion

Biology and medicine Soluble vitamin and hormone products, biological membranes, blood

Petroleum production and mineral processing Emulsion drilling fluids; emulsion fracturing, stimulation, acidizing

fluids; enhanced oil recovery (EOR) in situ emulsions; produced

(well-head) emulsions; bituminous oil sand process and froth

emulsions; heavy oil pipeline emulsions; fuel oil and tanker

emulsions

Home and personal care products Hair and skin creams and lotions
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polymers, or finely divided solids. The emulsifying agent may be needed to reduce interfacial

tension and aid in the formation of the increased interfacial area with a minimum of mechanical

energy input, or it may be needed to form a protective film, at the droplet surfaces, that acts to

prevent coalescence with other droplets. Although, most emulsions are not thermodynamically

stable, in practice they can be quite stable (lasting as long as months to years in some cases) and

may resist explicit demulsification treatments.

In some systems the addition of a fourth component, a cosurfactant, to an oil/water/surfactant

system can cause the interfacial tension to drop to near-zero values, on the order of 1023 to

1024 mN/m, allowing spontaneous or nearly spontaneous emulsification to very small drop

sizes, ca. 10 nm or smaller. The droplets can be so small that they scatter little light, thus the

emulsions can appear to be transparent and they do not break on standing or centrifuging.

Unlike coarse emulsions these microemulsions are usually thought to be thermodynamically

stable [16,17]. The thermodynamic stability is frequently attributed to transient negative interfacial

tensions, but this remains an area of ongoing research [18,19]. The ultralow interfacial

tensions, high solubilization capacity, and long-term stability of microemulsion systems have

application in areas such as enhanced oil recovery (EOR), soil and aquifer decontamination and

remediation, foods, pharmaceuticals (drug delivery systems), cosmetics, and pesticides

[1,5,17,20–22].

II. PHYSICAL CHARACTERISTICS OF EMULSIONS

A. APPEARANCE

A tremendous range of emulsion appearances are possible, depending upon the droplet sizes and

the difference in refractive indices between the phases. An emulsion can be transparent if either

the refractive index of each phase is the same, or alternatively, if the dispersed phase is made up

of droplets that are sufficiently small compared with the wavelength of the illuminating light.

Thus, an O/W microemulsion of even a crude oil in water may be transparent. If the droplets

are of the order of 1 mm diameter a dilute O/W emulsion will take on a somewhat milky-blue

cast; if the droplets are very much larger then the oil phase will become quite distinguishable

and apparent.

FIGURE 4.1 Example of a water-in-oil-in-water-in-oil (W/O/W/O) emulsion. (From Schramm and Kutay [15].

Reprinted with the permission of Cambridge University Press.)
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Physically the nature of the simple emulsion types can be determined by methods such

as [23]:

Texture. The texture of an emulsion frequently reflects that of the external phase. Thus O/W

emulsions usually feel “watery or creamy” while W/O emulsions feel “oily or greasy.”

This distinction becomes less evident as the emulsion viscosity increases, so that a

highly viscous O/W emulsion may feel oily.

Mixing. An emulsion readily mixes with a liquid that is miscible with the continuous phase.

Thus, milk (O/W) can be diluted with water while mayonnaise (W/O) can be diluted with

oil. Usually, an emulsion that retains a uniform and milky appearance when greatly diluted

is more stable than the one that aggregates upon dilution [10].

Dyeing. Emulsions are most readily and consistently colored by dyes soluble in the continu-

ous phase (e.g., methylene blue for water or fuschin for oil [24]).

Conductance. O/W emulsions usually have a very high specific conductance, like that of the

aqueous phase itself, while W/O emulsions have a very low specific conductance. A

simple test apparatus is described in Ref. [10].

Inversion. If an emulsion is very concentrated, it will probably invert when diluted with

additional internal phase.

Fluorescence. If the oil phase fluoresces then fluorescence microscopy can be used to deter-

mine the emulsion type as long as the drop sizes are larger than the microscope’s limit of

resolution (.0.5 mm) (see Ref. [24]).

Magnetic resonance imaging (MRI). MRI is sensitive to any NMR-active nuclei, like

protons. This allows one to distinguish different chemical environments in which these

nuclei find themselves, including oil versus water (see Refs. [15,25]).

Emulsions do not always occur in the idealized form of drops of one phase dispersed in another.

The occurrence of double emulsions, of the types O/W/O and W/O/W, and more complex mul-

tiple emulsions, such as O/W/O/W and W/O/W/O, have already been mentioned. In addition,

emulsions may contain oil and water, solid particles, and even gas [5]. Emulsions may also

occur within another type of colloidal dispersion like inside foams [26]. Figure 4.2 (from

Ref. [15]) shows an example of an aqueous foam with oil droplets residing in its Plateau

borders. In these cases, the above techniques can sometimes be used to determine the continuous

FIGURE 4.2 Example of a foam containing emulsified oil droplets. (From Schramm and Kutay [15].

Reprinted with the permission of Cambridge University Press.)
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phase, but not always. For example, the dye test may produce misleading results when applied to a

multiple emulsion, or to a bicontinuous emulsion. The characterization of multiple emulsions is

usually best accomplished by techniques such as optical and electron microscopy that permit

direct observation of the dispersed phases.

B. RHEOLOGY

The rheological properties of an emulsion are very important. High viscosity may be the reason that

an emulsion is troublesome, a resistance to flow that must be dealt with, or a desirable property for

which an emulsion is formulated.

A summary of the various rheological classifications can be found in Refs. [27,28]. Emulsions

are frequently pseudoplastic, as shear rate increases viscosity decreases, this is also termed as shear-

thinning. An emulsion may also exhibit a yield stress, that is, the shear rate (flow) remains zero until

a threshold shear stress is reached — the yield stress (tY) — then pseudoplastic or Newtonian flow

begins. The pseudoplastic flow may also be time dependent, or thixotropic, in which case viscosity

decreases under constant applied shear rate.

Some very useful descriptions of experimental techniques have been given by Whorlow and

others [27,29,30]. Very often measurements are made with an emulsion sample placed in the

annulus between two concentric cylinders. The shear stress is calculated from the measured

torque required to maintain a given rotational velocity of one cylinder with respect to the other.

Knowing the geometry, the effective shear rate can be calculated from the rotational velocity.

One reason for the relative lack of rheological data for emulsions, compared with that for other col-

loidal systems, is the difficulty associated with performing the measurements in these systems. A

practical O/W emulsion sample may contain suspended particles in addition to the oil drops. In

attempting to conduct a measurement, a number of changes may occur in the sample chamber

making the measurements irreproducible and not representative of the original emulsion [31].

Physical changes such as creaming/sedimentation, centrifugal separation, and shear-induced

coalescence can cause non-uniform distributions, altered droplet size distributions, or even phase

separations within the measuring chamber [23].

It is frequently desirable to be able to describe emulsion viscosity in terms of the viscosity of the

continuous phase (h0) and the amount of emulsified material. A very large number of equations

have been advanced for estimating suspension (or emulsion, etc.) viscosities. Most of these are

empirical extensions of Einstein’s equation for a dilute suspension of spheres:

h ¼ h0(1þ 2:5f)

where h0 is the medium viscosity and f the dispersed phase volume fraction, f , 1.

For example, the empirical equations typically have the form [1]:

h ¼ h0(1þ a0fþ a1f
2 þ a2f

3 þ � � � )

and may include other terms, as in the Thomas equation,

h ¼ h0(1þ 2:5fþ 10:5f2 þ 0:00273 exp½16:6f�):

These equations assume Newtonian behavior, or at least apply to the Newtonian region of a flow curve,

and they usually apply if the droplets are not too large, and if there are no strong electrostatic inter-

actions. Additional relationships are compiled and discussed in more detail elsewhere [5,13,19,26].

Emulsions can show varying rheological or viscosity behaviors. Sometimes these properties are

due to the emulsifier or other agents in the emulsion. However, if the internal phase has a sufficiently

high volume fraction (typically anywhere from 10% to 50%) the emulsion viscosity increases

due to droplet “crowding,” or structural viscosity, and becomes non-Newtonian. The maximum

volume fraction possible for an internal phase made up of uniform, incompressible spheres is
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74%, although emulsions with an internal volume fraction of 99% have been made [10]. Figure 4.3

shows how emulsion viscosity tends to vary with volume fraction; the drop in viscosity at f ¼ 0.74

signifies inversion. At this point, the dispersed phase volume fraction becomes 0.26, in this

example, and the lower value of f is reflected by a much lower viscosity. If inversion does not

occur, then the viscosity continues to increase. This is true for both W/O and O/W types.

A graphic and important example is furnished by the oil spill “chocolate mousse” emulsions

formed when crude oil spills into seawater. These W/O emulsions have high water contents

which may exceed 74% and reach f ¼ 0.80 or more without inverting. As their common name

implies, these mousse emulsions not only have viscosities that are much higher than the original

crude oil, but can also become a semisolid. With increasing time after a spill, these emulsions

weather (the oil becomes depleted in its lower boiling fractions), apparently making the emulsions

more stable, solid-like, and considerably more difficult to handle and break.

In addition to bulk viscosity properties, a closely related and very important property is the

interfacial viscosity, which can be thought of as the two-dimensional equivalent of bulk viscosity,

operative in the oil–water interfacial region. As droplets in an emulsion approach each other the

thinning of the films between the drops, and their resistance to rupture, are thought to be of

great importance to the ultimate stability of the emulsion. Thus, a high interfacial viscosity can

promote emulsion stability by retarding the rate of droplet coalescence, as discussed in later

sections. Further details on the principles, measurement, and applications to emulsion stability of

interfacial viscosity are reviewed by Malhotra and Wasan [32].

III. MAKING AND STABILIZING EMULSIONS

A. MAKING EMULSIONS

An emulsion can be made by simply mixing oil into water with sufficient mechanical shear.

Emulsions of any significant stability, however, contain oil, water, and at least one emulsifying

agent. The emulsifying agent may lower interfacial tension thus making it easier to create small

FIGURE 4.3 The influence of volume fraction on the emulsion type and viscosity of a model emulsion.

(Adapted from data in Becher [1].)
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droplets. Another emulsifying agent may be needed to stabilize the small droplets so that they do

not coalesce to form larger drops, or even separate out as a bulk phase. In the classical method of

emulsion preparation, the emulsifying agent is dissolved into the phase where it is most soluble,

after which the second phase is added, and the whole mixture is vigorously agitated. The agitation

must be turbulent and is crucial to produce sufficiently small droplets [33]. Frequently, after an

initial mixing, a second mixing with very high applied mechanical shear forces is required.

1. Mechanical Aspects

High-shear mixing can be provided by a propeller-style mixer or turbine agitator, but more com-

monly a colloid mill or ultrasound generator is employed. A wide range of techniques are now avail-

able including, for example, atomizers and nebulizers of various designs used to produce emulsions

having relatively narrow size distributions. Food emulsions are usually made using colloid mills if

very small droplet sizes are not required, such as for mayonnaise or salad cream [34]. When very

small droplet sizes are needed then a coarse emulsion is usually passed through a high-pressure hom-

ogenizer, which can produce droplets smaller than 2 mm diameter [34]. When making high-viscosity

emulsions, agitators capable of scraping the walls of the container are used [33,35].

Phase inversion can also be used. For example, butter results from the creaming, breaking and

inversion of emulsified fat droplets in milk. More generally, if ultimately a W/O emulsion is

desired, then a coarse O/W emulsion can be first prepared with mechanical energy addition, and

then the oil content is progressively increased. At some volume fraction above 60–70% the emulsion

will suddenly invert, producing a W/O emulsion of much smaller water droplet sizes than were the

oil drops in the original O/W emulsion. A phase inversion method requiring much less mechanical

energy uses a controlled temperature change to cause an emulsion to suddenly change form, from a

coarse O/W emulsion, through a microemulsion phase, and into a fine W/O emulsion [36]. This is

known as the phase inversion temperature (PIT) method (Figure 4.4).

2. Surface Chemical Aspects

In simple two-phase colloidal systems a thin intermediate region or boundary, known as the inter-

face, lies between the dispersed and dispersing phases. Interfacial properties are very important

because emulsified droplets have a large interfacial area, and even a modest interfacial energy

FIGURE 4.4 Illustration of the preparation of a finely divided O/W emulsion from a coarse W/O emulsion using

a heating–cooling cycle and the phase inversion temperature (PIT) principle. (From Förster [36]. Reprinted with

permission of Blackwell Publishing Ltd.)
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per unit area can become a considerable total interfacial energy to be reckoned with. For example,

when emulsifying an oil into water every subdivision step in which the average droplet radius is

halved increases the interfacial area by a factor of 2, with a commensurate increase in total free

surface energy needed. In practice, the energy requirement is even greater than estimated by a

surface area calculation due to the need for droplets and bubbles to deform before smaller drops

can pinch-off [37,38].

The exact result is influenced by the viscosities of the two liquid phases, the amount of mech-

anical shear produced, and the interfacial tension, among others. One representation is given by the

critical Weber number [37–39]. The Weber number, We, is given by:

We ¼
h1 _gR

g12

(4:1)

where h1 is the viscosity of the continuous phase, ġ the shear rate, R the droplet radius produced,

and g12 the interfacial tension (the subscript 2 represents the dispersed phase). The critical Weber

value has to be exceeded in order for a droplet to be disrupted and burst. In laminar flow We can

range from 0.5 to 1. For turbulent flow the conditions are somewhat different [38,39]. Figure 4.5

shows the critical Weber number as a function of viscosity ratio, h2/h1, between the dispersed (h2)

and continuous (h1) phases [39]. This shows that high velocity gradients are needed to deform

droplets when the continuous phase viscosity is low.

The type of emulsion that will be formed is also influenced by the critical Weber number

[36–38,40]. Figure 4.6 shows that for a given viscosity ratio, h2/h1, between the dispersed (h2)

and continuous (h1) phases, reducing the interfacial tension increases the Weber number, and

lowers the energy needed to cause droplet breakup (see [37,40]). For a given flowing system invol-

ving a viscous oil, the viscosity ratio will be smaller, and an emulsion is easier to form, if it is a

W/O emulsion rather than an O/W emulsion.

To reduce the energy requirement for emulsification, surfactants are usually added to lower the

interfacial free energy or interfacial tension. A small quantity of surfactant addition can lower the

amount of mechanical energy needed for emulsification by several orders of magnitude (an

illustration is provided in [23]). Surfactants adsorb at interfaces, frequently concentrating in one

molecular layer at the interface. These interfacial films often provide the stabilizing influence in

emulsions since they can both lower interfacial tension and increase the interfacial viscosity. The

FIGURE 4.5 The critical Weber number for disruption of droplets in simple shear flow (solid curve), and for

the resulting average droplet size in a colloid mill (hatched area) as a function of the viscosity ratio for disperse

to continuous phases. (From data in Walstra [39].)
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former makes emulsions easier to form while the latter provides a mechanical resistance to coalesc-

ence. In-depth discussions of surfactant structure and chemistry can be found in Refs. [41–43].

There are a number of “rules of thumb” for predicting the emulsion type that will form from the

specific chemical systems. For example,

. Bancroft’s rule, is based on the concept that if an emulsifying agent is preferentially wetted

by one of the phases then the greatest amount of the emulsifying agent can be accommo-

dated at the interface if it is convex toward the preferentially wetting phase (i.e., if that

phase is the continuous phase). Simply stating that the liquid in which the surfactant is

most soluble tends to become the continuous phase.
. The oriented-wedge theory is based on the concept that, for anionic surfactant emulsifiers,

polyvalent metal ions will tend to form each coordinate to the polar groups of two surfactant

molecules, forcing the hydrocarbon tails into a wedge-like orientation. In this case, the

hydrocarbon tails in a close-packed interfacial layer are most easily accommodated if the

oil phase is the continuous phase. As a result, anionic surfactants associated with monovalent

metal cations should tend to produce O/W emulsions, while those of polyvalent metal

cations should tend to produce W/O emulsions. This works best for carboxylate surfactants.
. By analogy with the Bancroft and oriented-wedge rules, the liquid that preferentially wets

solid particles should tend to form the continuous phase in a solids-stabilized emulsion.

Thus if there is a low contact angle (measured through the water phase) then an O/W

emulsion should form.

It is emphasized that there are exceptions to each of these rules, and sometimes one will work where

the others do not. They do, however, remain useful for making initial predictions.

The hydrophile–lipophile balance (HLB) concept is probably the most useful approach to

predict the type of emulsion that will be stabilized by a given surfactant or surfactant formulation.

FIGURE 4.6 Droplet breakup as a function of viscosity ratio. The solid line represents the critical Weber

number value above which droplet breakup will occur. (From Isaacs and Chow [37]. Copyright 1992

American Chemical Society. With permission.)
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The HLB concept was introduced [44,45] as an empirical scale that could be used to describe the

balance of the size and strength of the hydrophilic and lipophilic groups on an emulsifier molecule.

Originally used to classify Imperial Chemical Industries’ nonionic surfactant series of “Spans” and

“Tweens” the HLB system has now been applied to many other surfactants, including ionics and

amphoterics.

This dimensionless scale ranges from 0 to 20; a low HLB (,9) refers to a lipophilic surfactant

(oil soluble) and a high HLB (.11) to a hydrophilic (water soluble) surfactant. In general, W/O

emulsifiers exhibit HLB values in the range 3–8 while O/W emulsifiers have HLB values of

about 8–18. There exist empirical tables of HLB values required to make emulsions out of

various materials [44] and tables and equations to determine emulsifier HLB values [10,44,46].

If the value is not known, then a series of lab emulsification tests are required, using a series of

emulsifying agents of known HLB values.

Experimentally, bottle tests can be used to determine the HLB value for a prospective

emulsifier by mixing it with an emulsifier of known HLB, and an oil for which the HLB required

for emulsification is known [23,47].

A limitation of the HLB system is that other factors are important as well. Also, the HLB is

an indicator of the emulsifying characteristics of an emulsifier, but not the efficiency of an emulsi-

fier. Thus, while all emulsifiers having a high HLB tend to promote O/W emulsions, there will

be a considerable variation in the efficiency with which those emulsifiers act for any given

system. For example, usually mixtures of surfactants work better than pure compounds of the

same HLB.

There is some evidence to suggest that, depending upon the phase volume ratios employed, the

emulsification technique used can be of greater importance in determining the final emulsion type

than the HLB values of the surfactants themselves [47]. As an empirical scale the HLB values are

determined by a standardized test procedure. However, the HLB classification for oil phases in

terms of the required HLB values is apparently greatly dependent on the emulsification conditions

and process for some phase volume ratios. When an emulsification procedure involves high shear,

or when a 50/50 phase volume ratio is used, interpretations based on the classical HLB system

appear to remain valid. However, at other phase volume ratios and especially under low shear emul-

sification conditions, inverted, concentrated emulsions may form at unexpected HLB values [47].

This is illustrated in Figure 4.7a and b.

Just as solubilities of emulsifying agents vary with temperature, so does the HLB, especially for

the nonionic surfactants. A surfactant may stabilize O/W emulsions at low temperature, but W/O

emulsions at some higher temperature. The transition temperature, at which the surfactant changes

from stabilizing O/W to W/O emulsions, is known as the PIT, or sometimes as the HLB tempera-

ture. At the PIT, the hydrophilic and oleophilic natures of the surfactant are essentially the same. As

a practical matter, emulsifying agents are chosen so that their PIT is far from the expected storage

and use temperatures of the desired emulsions. In one method [48], an emulsifier with a PIT of

about 508C higher than the storage or use temperature is selected. The emulsion is then prepared

at the PIT where very small droplet sizes are most easily created. Next, the emulsion is rapidly

cooled to the desired use temperature, where now the coalescence rate will be slow, and a stable

emulsion results.

Microemulsions are stable emulsions of hydrocarbons and water in the presence of surfactants

and co-surfactants. They are characterized by spontaneous formation, ultra-low interfacial tension,

and thermodynamic stability.

The optimum surfactant formulation for a microemulsion system is dependent on many vari-

ables (i.e., pH, salinity, temperature, etc.). References [17,49] list some of the components in a

typical formulation. The surfactants and co-surfactants must be available in large amounts at a

reasonable cost. In addition, they should also be chemically stable, brine soluble, and compatible

with the other formulation components. Common surfactants used are petroleum sulfonates and

ethoxylated alcohol sulfates [50,51]. The degree of interfacial tension lowering depends on the
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phase behavior of the oil or brine or surfactant mixture. Surfactants are generally used at concen-

trations much higher than their critical micelle concentration (cmc). Phase behavior will depend on

the surfactant partition coefficient between the oil and brine.

The widespread interest in microemulsions and its use in industrial applications are based

mainly on their high solubilization capacity for both hydrophilic and lipophilic compounds, their

large interfacial areas, and on the ultralow interfacial tensions achieved when they coexist with

excess aqueous and oil phases. The properties of microemulsions have been extensively reviewed

elsewhere [18,52–57]. The ultralow interfacial tension achieved in microemulsion systems has

application in several phenomena involved in oil recovery and in other extraction processes (i.e.,

soil decontamination and detergency).

0

2

4

6

8

10

12

14

16

18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Oil-Water Ratio

H
L

B

w/o 

w/o w/o 

o/w 

o/w o/w 

o/w unstable 

unstable unstable 

0

2

4

6

8

10

12

14

16

18

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Oil-Water Ratio

H
L

B

w/o 
+ o/w/o

o/w 
+ w/o/w

(a)

(b)

FIGURE 4.7 Observed emulsion tendency as a function of HLB and oil–water ratio for kerosene/water

emulsions prepared under high shear (a) and low shear (b). (From Vander Kloet and Schramm [47].

Reproduced with permission of American Oil Chemists’ Society.)
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B. STABILIZING EMULSIONS

A consequence of the small drop size and presence of an interfacial film on the droplets in emul-

sions is that quite stable dispersions of these species can be made. That is, the suspended droplets do

not settle out or float rapidly, and also the drops do not coalesce quickly.

Emulsion droplets can come together in very different ways, so emulsion stability has to be

considered in terms of three different processes: creaming (sedimentation), aggregation, and

coalescence. Creaming is the opposite of sedimentation and results from a density difference

between the two liquid phases. In aggregation two or more droplets clump together — touching

only at certain points, and with virtually no change in total surface area. Aggregation is sometimes

referred to as flocculation or coagulation. In coalescence two or more droplets fuse together to form

a single larger unit, reducing the total surface area.

In aggregation, the species retain their identity, but lose their kinetic independence since the

aggregate moves as a single unit. Aggregation of droplets may lead to coalescence and the for-

mation of larger droplets until the phases become separated. In coalescence, on the other hand,

the original species lose their identity and become part of a new species. Kinetic stability can

thus have different meanings. An emulsion can be kinetically stable with respect to coalescence,

but unstable with respect to aggregation. Or, a system could be kinetically stable with respect to

aggregation, but unstable with respect to sedimentation or flotation. This means that kinetic stability

has to be understood in terms of a clearly defined process, degree of change, and time scale.

Encounters between particles in dispersion can occur frequently due to any of the Brownian

motion, sedimentation, or stirring. The stability of the dispersion depends upon how the particles

interact when this happens. Table 4.2 lists some factors involved in determining the stability of

emulsions. The main causes of repulsive or barrier forces may be electrostatic, steric, or mechan-

ical. The main attractive forces are the van der Waals forces between objects.

1. Charged Interfaces and the Electric Double Layer

Most substances acquire a surface electric charge when brought into contact with a polar medium

like water. For emulsions, the origin of the charge can be due to ionization, as when surface acid

functionalities ionize when oil droplets are dispersed into an aqueous solution, or it can be due to

adsorption, as when surfactant ions or charged particles adsorb onto an oil droplet surface. For solid

particles there can be additional mechanisms of charging. One is the unequal dissolution of cations

and anions that make up the crystal structure (e.g., in the salt-type minerals). Another is the diffu-

sion of counterions away from the surface of a solid whose internal crystal structure carries an

opposite charge due to isomorphic substitution (e.g., in clays). The surface charge influences the

distribution of nearby ions in the polar medium. Ions of opposite charge (counterions) are attracted

TABLE 4.2
Some Factors Involved in Determining the Stability of Emulsions

Low interfacial tension (makes it easier to form and maintain large interfacial area)

Electric double layer (EDL) repulsion (reduces the rates of aggregation and coalescence)

Surface viscosity (retards coalescence)

Steric repulsion (reduces the rates of aggregation and coalescence)

Small droplet size (may reduce the rate of aggregation)

Small volume of dispersed phase (reduces the rate of aggregation)

Bulk viscosity (reduces the rates of creaming and aggregation)

Small density difference between phases (reduces the rates of creaming and aggregation)

Dispersion force attraction (increases the rates of aggregation and coalescence)
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to the surface while those of like charge (coions) are repelled. An electric double layer (EDL),

which is diffuse because of mixing caused by thermal motion, is thus formed.

In emulsions where the oil phase contains partitioned organic acids, like fatty acids, the degree of

surface charging is more complicated than this. In this case, the oil–water interface becomes nega-

tively charged in alkaline aqueous solutions due to the ionization of the acid groups at the interface.

Adsorption of surfactants at the interface also influences the overall charge. Therefore, the degree of

negative charge at the interface depends on the pH and ionic strength of the solution [58,59], and also

on the concentration of natural surfactant monomers present in the aqueous phase [60,61]. Examples

can be found in heavy oil [17,49, 51,62] and bitumen-containing systems [58–61,63,64].

The EDL consists of the charged surface and excess of a neutralizing counterions over coions,

distributed near the surface. The EDL can be viewed as being composed of two layers:

1. An inner layer that may include adsorbed ions

2. A diffuse layer where ions are distributed according to the influence of electrical forces

and thermal motion.

In a simple model for the diffuse double layer, such as that of Göuy and Chapman, the electrical

potential (c) decays exponentially with distance (x) into solution:

c ¼ c8 exp (�kx) (4:2)

where c8 is the surface potential and 1/k is the double layer thickness.

The variation of potential out into solution is actually more complex. For example, a layer of

specifically adsorbed ions bounded by a plane, the Stern plane, can be added to the model rep-

resented by Equation (4.1), in which case the potential changes from c8 at the surface, to c(d) at

the Stern plane, to c ¼ 0 in bulk solution. Additional details are provided elsewhere [65–67].

In the simplest example of colloid stability, emulsion droplets would be stabilized entirely by

the repulsive forces created when two charged surfaces approach each other and their EDLs

overlap. The repulsive energy VR for spherical droplets is given approximately as,

VR ¼
B1k2T2ag2

z2
exp½�kH� (4:3)

where

g ¼
exp½zec(d)=2kT � � 1

exp½zec(d)=2kT � þ 1

Here the spheres have radius a and are separated by distance H, B is a constant, and z the counterion

charge number.

2. Attractive Forces

van der Waals postulated that neutral molecules exert forces of attraction on each other, which are

caused by electrical interactions between three types of dipolar configurations. The attraction

results from the orientation of dipoles which may be (1) two permanent dipoles, (2) dipole–

induced dipole, or (3) induced dipole–induced dipole. The third kind of forces between nonpolar

molecules are also called London dispersion forces. Except for quite polar materials, the London

dispersion forces are the most significant of the three.

For molecules the dispersion force varies inversely with the sixth power of the intermolecular

distance. For dispersed emulsion droplets, the dispersion forces can be approximated by adding up

the attractions between all interdroplet pairs of molecules. When added this way the dispersion
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force between two droplets decays less rapidly as a function of separation distance than is the case

for individual molecules. For two spheres of radius a separated by distance H, the attractive energy

VA can be approximated by,

VA ¼ �
Aa

12H
(4:4)

for H , 10–20 nm and H � a. The constant A is known as the Hamaker constant and depends on

the density and polarizability of atoms in the droplets. The Hamaker constant is usually not well

known and must be approximated [68,69].

3. DLVO Theory

Derjaguin and Landau, and independently Verwey and Overbeek [70], developed a quantitative

theory for the stability of lyophobic colloids, now known as the DLVO theory. It was developed in

an attempt to account for the observation that colloids coagulate quickly at high electrolyte concen-

trations, slowly at low concentrations, and with a very narrow electrolyte concentration range over

which the transition from one to the other occurs. The latter defines the critical coagulation concen-

tration (CCC). The DLVO theory accounts for the energy changes that take place when two droplets

(or particles) approach each other, and involves estimating the energy of attraction (London–van der

Waals) versus interparticle distance, and the energy of repulsion (electrostatic) versus distance. These,

VA and VR, are then added together to yield the total interaction energy V. There is a third important

force at very small separation distances where the atomic electron clouds overlap, causing a strong

repulsion, called Born repulsion. The theory has been developed for several special cases, including

the interaction between two spheres, and refinements are constantly being made.

VR decreases exponentially with increasing separation distance, and has a range about equal to

k21, while VA decreases inversely with increasing separation distance. Figure 4.8 shows a single

FIGURE 4.8 Two interaction energy curves, V(1) and V(2), resulting from the summation of an attraction

curve (VA) with two different repulsive energy curves VR(1) and VR(2). (From Shaw [6]. Copyright 1981,

with permission from Elsevier Ltd.)
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attractive energy curve and two different repulsive energy curves, representing two very different

levels of electrolyte concentration. The figure also shows the total interaction energy curves that

result in each case. It can be seen that either the attractive van der Waals forces or the repulsive

EDL forces can predominate at different interdroplet distances.

Where there is a positive potential energy maximum, a dispersion should be stable if V � kT ,

that is, if the energy is large compared to the thermal energy of the particles (15 kT is considered

unsurmountable). In this case colliding droplets should rebound without contact, and the emulsion

should be stable to aggregation. If, on the other hand, the potential energy maximum is not very

great, V � kT , then slow aggregation should occur. The height of the energy barrier depends on

the surface potential, c(d) and on the range of the repulsive forces, k�1. The figure shows that

an energy minimum can occur at larger interparticle distances. If this is reasonably deep compared

to kT then a loose, easily reversible aggregation should occur.

4. Practical Guidelines for Electrostatic Stabilization

The DLVO calculations can become quite involved, requiring considerable knowledge about the

systems of interest. Also, regardless of the equations used, there are some problems. For

example, there will be some distortion of the spherical emulsion droplets as they approach each

other and begin to seriously interact, causing a flattening. Also, views of the validity of the

theory have been changing as more becomes known about the influence of additional forces

such as those due to surface hydration. The DLVO theory nevertheless forms a very useful starting

point in attempting to understand complex colloidal systems like petroleum emulsions. There are

empirical “rules of thumb” that can be used to give a first estimate of the degree of colloidal stability

that a system is likely to have if the zeta potentials of the droplets are known.

Many types of colloids tend to adopt a negative surface charge when dispersed in aqueous sol-

utions having ionic concentrations and pH typical of natural waters. For such systems one rule of

thumb stems from observations that the colloidal particles are quite stable when the zeta potential is

about 230 mV or more negative, and quite unstable due to agglomeration when the zeta potential

is between þ5 and 25 mV. An expanded set of guidelines, developed for particle suspensions, is

given in Ref. [71]. Such criteria are frequently used to determine optimal dosages of polyvalent

metal electrolytes, for example, alum, used to effect coagulation in water-treatment plants.

Any of maximizing, minimizing, or reversing the charge on surfaces can be important to opti-

mize the efficiency of industrial separation processes, including flotation processes [69,72,73]. Here

again, batch and on-line measurements of the emulsified droplet zeta potentials can be used to

monitor and control such processes [69,73,74].

In general, where electrical surface charge is an important determinant of stability it tends to be

easier to formulate a stable O/W emulsion than a W/O emulsion because the EDL thickness is

much greater in water than in oil. W/O emulsions tend to be stabilized by other mechanisms,

including steric and mechanical film stabilization.

5. Steric Stabilization

Protective agents can act in several ways. They can increase double layer repulsion if they have

ionizable groups. The adsorbed layers can lower the effective Hamaker constant. An adsorbed

film may necessitate desorption before particles can approach closely enough for van der Waals

forces to cause attraction, or approaching particles may simply cause adsorbed molecules to

become restricted in their freedom of motion (volume restriction). The use of natural and synthetic

polymers to stabilize aqueous colloidal dispersions is technologically important, with research in

this area being focused on adsorption and steric stabilization [75–80].

With sufficiently high surface loading, long-chain surfactants and high molecular-weight poly-

mers can become adsorbed at the surfaces of emulsion droplets such that a significant amount of

adsorbate extends out from the surfaces. In this situation, an entropy decrease can accompany
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the approach of a droplet, providing a short-range, volume-restriction, stabilization mechanism

referred to as protection, or steric stabilization. The term protection has been used because this

effect can cause significant salt tolerance on the part of an O/W emulsion. In most cases there

will be adsorption layers on each approaching droplet surface so there will also be an osmotic

pressure contribution, again at close approach, due to overlap of the adsorption layers. The

osmotic contribution may result in increased repulsion, or not, depending on the favorability of

mixing the protruding chains of the adsorbed species. Damodaran [81] provides an equation for

the net steric repulsive energy potential between protein-stabilized emulsion droplets that illustrate

the relative contributions of an osmotic repulsive contribution that favors stretching the chains and

elastic energy of the chains that opposes the stretching.

In steric stabilization, adsorbed polymer molecules must extend outward from the droplet

surface, yet be strongly enough attached that they remain adsorbed in the presence of applied

shear. It is also possible to have particles stabilized by both electrostatic and steric stabilization;

these are said to be electrosterically stabilized.

For effective stabilization the droplet surfaces should be fully covered by the adsorbed surfac-

tant or polymer, otherwise uncovered regions of adjacent particles or droplets may come into

contact with each other, or bridging flocculation between them may occur. Further, the stabilizing

surfactant or polymer should be strongly adsorbed (firmly anchored) to the surfaces. Molecular

structure and solvation, adsorption layer thickness and hydrodynamic volume, and temperature

also determines the effectiveness of steric stabilization [75–79]. One way to predict whether

steric stabilization is likely for a given dispersion is to estimate the protrusion distance of the sur-

factant or polymer chains [80].

6. Mechanical Film Stabilization

Some kinds of emulsions can be stabilized by the presence of a protective film around the dispersed

droplets. Oilfield W/O emulsions may be stabilized by the presence of a protective film formed

from asphaltenes, resins, and possibly solid particles. When drops approach each other during

the process of aggregation, the rate of oil-film drainage will be determined initially by the bulk

oil viscosity, but within a certain distance of approach, the interfacial viscosity becomes important.

A high interfacial viscosity will significantly retard the final stage of film drainage and promote

kinetic emulsion stability. These films can be viscoelastic, possibly rigid, and provide a mechanical

barrier to coalescence, yielding a high degree of emulsion stability. More detailed descriptions are

given in [32,82,83].

Emulsions can also be stabilized solely by an interfacial layer of adsorbed fine particles. Such

emulsions are termed Pickering emulsions. A film of close-packed, interacting solid particles can

have considerable mechanical strength, which provides the mechanism for stabilization. The most

stable Pickering emulsions occur when the contact angle is close to 908, so that the particles will

collect at the interface. If the contact angle for such a fine particles is u, 908 then most of the particle

will reside in the aqueous phase, and an O/W emulsion is indicated. Conversely, if u . 908 then the

particle will be mostly in the oil phase, and W/O emulsion would be predicted. This represents

another application of the oriented wedge theory which, stated for solids, is: if the particles are pre-

ferentially wetted by one of the phases then many of them can be accommodated at the interface if that

interface is convex toward that phase — that is, if that phase is the continuous phase. There will be

exceptions to this rule, but it remains useful for making initial predictions.

In Pickering emulsions the particles can be quite close-packed and the stabilizing film between

droplets can be quite rigid, providing a strong mechanical barrier to coalescence. This can lead to

emulsions having stabilities on the order of 1 yr [84]. For this to occur the solid particles need to be

well anchored at the oil–water interface and to have significant lateral attractive interactions with

each other [84]. An example of the kind of solid particles that can be used to make Pickering emul-

sions is provided by hydrophilic silica particles that have been partially hydrophobized by treatment
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with organosilane compounds. Such particles can be bi-wetting and have sufficient mutual attrac-

tion to be at least weakly aggregated in bulk suspension, and therefore to exhibit the necessary

lateral–mutual attraction when adsorbed at the O/W interface. Arditty et al. [88] described the

preparation of O/W, W/O, and multiple emulsions using only solid particles as the stabilizing

agents.

IV. EMULSION SEPARATION AND BREAKING

A. CREAMING AND SEDIMENTATION

Droplets in an emulsion will have some tendency to rise or settle according to Stokes’ law. An

uncharged spherical droplet in a fluid will sediment out if its density is greater than that of the

fluid. The driving force is gravity, the resisting force is viscosity and is approximately proportional

to the droplet velocity. After a short period of time the particle reaches terminal (constant) velocity

dx/dt when the two forces are matched. Thus,

dx

dt
¼

2a2(r2 � r1)g

9h
(4:5)

where a is the particle radius, r2 the droplet density, r1 the external fluid density, g the gravitational

constant, and h the bulk viscosity. If the droplet has a lower density than the external phase then it

rises instead (negative sedimentation). Since emulsion droplets are not rigid spheres, they may

deform in shear flow. Also, with the presence of emulsifying agents at the interface, the drops

will not be noninteracting, as is assumed in the theory. Thus, Stokes’ law will not strictly apply

and may underestimate or even overestimate the real terminal velocity.

The process in which emulsion droplets rise or settle without significant coalescence is called

creaming (Figure 4.9). This is not emulsion breaking, but creaming produces two separate layers

of emulsion that have different droplet concentrations, which are usually distinguishable from

each other by color or opacity. The term comes from the familiar separation of cream from raw

milk. It can be seen from Stokes’ law that creaming will occur faster when there is a larger density

difference and when the droplets are larger. The rate of separation can be enhanced by replacing

the gravitational driving force by a centrifugal field. Centrifugal force, like gravity, is proportional

to the mass, but the proportionality constant is not g but v2x, where v is the angular velocity

(¼2p x rev. per sec) and x the distance of the particle from the axis of rotation. The driving force

for sedimentation becomes (r2 2 r1) v2x. Since v2x is substituted for g, one speaks of multiples

of “g” in a centrifuge. The centrifugal acceleration in a centrifuge is not really a constant throughout

the system, but varies with x. Since the actual distance from top to bottom of a sedimenting column is

usually small compared to the distance from the center of revolution, the average acceleration is used.

The terminal velocity then becomes:

dx

dt
¼

2a2(r2 � r1)v2x

9h
(4:6)

In general, for given liquid densities, creaming will occur more slowly, the greater the electrical

charge on the droplets the higher the emulsion viscosity [85]. Although, a distinct process, cream-

ing does promote coalescence by increasing the droplet crowding and hence the probability of

droplet–droplet collisions.

B. COALESCENCE

Up to this point, stability to aggregation has been considered. However, once aggregation has taken

place in an emulsion, there remains the question of stability to coalescence. Usually emulsions made

96 Finely Dispersed Particles



by mixing together two pure liquids are not very stable. To increase the stability an additional com-

ponent is usually needed, which forms a film around the dispersed droplets providing a barrier to

both aggregation and coalescence. Although, there are numerous effective agents and mechanisms,

the additional component is frequently a surfactant. Stability to coalescence involves the mechan-

ical properties of the interfacial films. This will be considered further in the next section.

Considering stability to both aggregation and coalescence, the factors favoring emulsion

stability can be summarized as:

Low interfacial tension — low interfacial free energy makes it easier to maintain large inter-

facial area.

Mechanically strong film — this acts as a barrier to coalescence and may be enhanced by

adsorption of fine solids, or of close-packed surfactant molecules.

EDL repulsion — this repulsion acts to prevent collisions and aggregation.

Small volume of dispersed phase — this reduces the frequency of collisions and aggregation.

Higher volumes are possible, for close-packed spheres the dispersed phase volume frac-

tion would be 0.74, but in practice the fraction can even be higher.

Small droplet size — if the droplets are electrostatically or sterically interacting.

High viscosity — this slows the rates of creaming and coalescence.

An assessment of emulsion stability involves the determination of the time variation of some

emulsion property such as those described in the section, Physical Characteristics of Emulsions

above. The classical methods are well described in Ref. [4]. Some newer approaches include the

use of pulse nuclear magnetic resonance or differential scanning calorimetry [86].

FIGURE 4.9 Creaming, aggregation, and coalescence in an O/W emulsion. (Reprinted from Schramm, L.L.,

in Emulsions, Fundamentals and Applications in the Petroleum Industry, Schramm, L.L., Ed., American

Chemical Society, Washington, and Oxford University Press, New York, 1992, pp. 1–49. Copyright 1992

American Chemical Society. With permission.)
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C. INVERSION

Inversion refers to the process in which an emulsion suddenly changes form, from O/W to W/O, or

vice versa. The maximum volume fraction possible for an internal phase made up of uniform,

incompressible spheres is 74%. Although, emulsions with a higher internal volume fraction do

occur (such as W/O oil spill mousse and O/W cosmetic “night cream” emulsions), it is more

usual that inversion occurs when the internal volume fraction exceeds some value reasonably

close to f ¼ 0.74. Other factors have a bearing as well, of course, including the nature and concen-

tration of emulsifiers and physical influences such as temperature or the application of mechanical

shear.

The exact mechanism of inversion remains unclear, although, obviously some processes of

coalescence and dispersion are involved. In the region of the inversion point multiple emulsions

may be encountered. The process is also not always exactly reversible. That is, hysteresis may

occur if the inversion point is approached from different sides of the composition scale (an

example is given in Ref. [23]).

D. EMULSION BREAKING

The stability of an emulsion is often a problem. Demulsification involves two steps. First, there

must be agglomeration or coagulation of droplets. Then, the agglomerated droplets must coalesce.

Only after these two steps can complete phase separation occur. In a typical W/O emulsion some of

the water may quite readily settle out (the “free water”); the rest will require some kind of specific

emulsion treatment. In processing industries, chemical demulsification is commonly used to separ-

ate water from oil in order to produce a fluid suitable for further processing. The specific kind of

emulsion treatment required can be highly variable, even within the same industry.

The first step in systematic emulsion breaking would be to characterize the emulsion to be

broken in terms of its nature (O/W, W/O, or multiple emulsion), the number and nature of immis-

cible phases, the presence of a protective interfacial film around the droplets, and the sensitivity of

the emulsifiers [32,82,83]. Based on an emulsion characterization, a chemical addition can be pre-

scribed to neutralize the effect of the emulsifier, followed by mechanical means to complete the

phase separation.

It follows directly from the previous considerations of emulsion stability that if an emulsion is

stabilized by electrical repulsive forces, then demulsification could be brought about by overcom-

ing or reducing these forces. In this context the addition of electrolyte to an O/W emulsion could be

used to achieve the CCC, in accord with the Schulze–Hardy rule. Similarly, demulsifying agents,

designed to reduce emulsion stability by displacing or destroying the effectiveness of protective

agents, can be applied. An example is antagonistic action — addition of an O/W promoter to

break a W/O emulsion. These considerations are discussed in further detail in [1,87,88].

A wide range of chemical demulsifiers are available in order to effect this separation [89–93].

Selecting the best demulsifier however, is complicated by the wide range of factors that can affect

demulsifier performance, including oil type, the presence and wettability of solids, oil viscosity, and

the size distribution of the dispersed water phase.

Demulsifiers are frequently surfactants; the relationship between demulsifier structure and

performance has been studied for over 50 years [94]. Mikula and Munoz [88] trace the historical

evolution of demulsifier chemistry and effective concentration range, and several reviews of demul-

sifier chemistry and properties are also available [95–99]. A demulsifier must displace or counter-

act the emulsifying agent stabilizing the emulsion, and promote aggregation and coalescence of the

dispersed phase into large droplets that can be separated [92,93].

Examples of the primary active agents in commercial demulsifiers include ethoxylated (cross-

linked or uncross-linked) propylene oxide or ethylene oxide polymers or alkylphenol resins. There

are, of course, many others. These products are formulated to provide specific properties including
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HLB, solubility, rate of diffusion into the interface, and effectiveness at destabilizing the interface

[4,87]. A wide range of properties and parameters are used to characterize surfactant demulsifiers

and predict their performance, from physical properties to compositional and structural analyses

[88,99–102], although in practice the degree of characterization needed to tailor a demulsifier

based on first principles is prohibitive.

Apart from the above noted chemical treatments, a variety of physical methods are used in emul-

sion breaking. These are all designed to accelerate coagulation and coalescence. For example, oilfield

W/O emulsions may be treated by some or all of settling, heating, electrical dehydration, chemical

treatment, centrifugation, and filtration. The mechanical methods, such as centrifuging or filtering

rely on increasing the collision rate of droplets, and applying an additional force driving coalescence.

An increase in temperature will increase thermal motions to enhance the collision rate, and also

reduce viscosities (including interfacial viscosity), thus increasing the likelihood of coalescence.

In the extremes, very high temperatures will cause dehydration due to evaporation, while freeze–

thaw cycles will break some emulsions. Electrical methods may involve electrophoresis of oil dro-

plets, causing them to collide, to break O/W emulsions. With W/O emulsions, the mechanism

involves deformation of water droplets, since these are essentially nonconducting emulsions. Here

the electric field causes an increase in the droplet area, disrupting the interfacial film. Increased

droplet contacts increase the coalescence rate, breaking the emulsion. More details on the application

of these methods in large-scale continuous processes are given elsewhere [87,103,104].

V. APPLICATIONS

Emulsions are commonly used in many industries. Emulsions are important in foods, pharmaceuti-

cals, insecticides and herbicides, polishes, drugs, biological systems, cosmetics and other personal

care creams and lotions, paints, lacquers, varnishes, and electrically and thermally insulating

materials.

In addition to desirable emulsions, a recurring feature in many process industries is the rag layer,

a gel-like emulsion that forms and accumulates at the oil–water interface in the separation vessels of

many industrial processes. Rag layers tend to concentrate a range of emulsion stabilizing com-

ponents. Once formed, it can also trap additional components that would otherwise have creamed

or settled out of the way. Rag layers can interfere with level-sensing monitors, short-out electrostatic

grids, promote channeling flows, and, of course, prevent oil or water separation [87,88].

A. MANUFACTURING

Metalworking fluids provide lubricity and cooling during the various metal-working and metal-

cutting operations. Some modern synthetic metalworking oils are actually O/W microemulsions

[105]. Such microemulsions switch readily to O/W macroemulsions when diluted with water at

the time of application. Once applied, the surfactants involved adsorb onto metal surfaces with

their hydrophobic groups oriented away from the surfaces thus reducing friction and ensuring

wetting of the metal by hydrocarbons present in the metalworking emulsion [105].

Asphalt emulsions are used in road paving for the production of a smooth, water-repellant

surface. First, an asphalt O/W emulsion is formulated, which has sufficiently low viscosity to be

easy to handle and apply, and which has sufficient stability to survive transportation, brief

periods of storage, and the application process itself. The emulsion needs to be able to shear thin

during application, and then break quickly when it contacts the aggregate. The asphalt emulsions

are usually 40–70% bitumen and stabilized either by natural naphthenic surfactants released by

treatment with alkali (for a somewhat similar situation involving bitumen processing see also

[64]), or else by the addition of anionic or cationic surfactant [106]. Emulsified asphalt can be

applied to gravel or rock even when wet [1,20,105,106].
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B. ENVIRONMENT

Marine oil spills can cause significant environmental damage. Following a spill, wind and wave

energy advection and turbulence can cause an O/W emulsion to be formed, the droplets of which

typically become weathered and settle out, which helps to disperse oil into the water column and

away from sensitive shorelines [107]. Otherwise, the oil may pick up water to form a W/O

“mousse” emulsion, probably stabilized by mechanically strong films [108,109] comprised of

asphaltenes and natural surfactants [108,110–112]. These high water content mousse emulsions

tend to be quite stable, increase the quantity of pollutant, and are usually very much more viscous

than the oil itself. With weathering they can become semi-solid and considerably more difficult to

handle, very much like the rag layer emulsions referred earlier. The presence of mechanically

strong films makes it hard to get demulsifiers into these emulsions, so they are hard to break

[113]. These factors, together with weather and sea conditions, complicate the use of dispersants

and demulsifiers [107,108,113–116].

The contamination of groundwater by nonaqueous phase liquids (NAPLs) is a common environ-

mental concern. Typical NAPLs such as tetrachloroethylene (PCE), trichloroethylene (TCE), and

1,1,1-trichloroethane (TCA) can easily invade the subsurface, are difficult to remove, are of

concern with respect to drinking water standards, and have low biodegradability [117,118]. The tech-

niques used to achieve the displacement, solubilization, and flushing of the NAPLs are adapted from

surfactant-based EOR technology [119–121], including microemulsion-flooding [122,123]. With a

good surfactant formulation based upon good phase behavior, up to 99.9% of the NAPL can be recov-

ered from a soil column in as little as 1.0–2.0 pore volumes of surfactant-flooding [121]. A major

constraint for such processes is that surfactants, if left behind must not impose an environmental

threat [124].

Industrial processing may lead to emulsions being discharged into tailings ponds, such as in the

tailings ponds created by surface processing of mined oil sands [64,125].

C. FOODS

1. Food Emulsion Stabilization

The principles of colloid stability, particularly including DLVO theory and steric stabilization, can

be applied to many food emulsions [80,81]. The applicability of DLVO theory is restricted,

however, partly because the primary potential-energy minima are somewhat shallow and partly

due to the tendency of adsorbed proteins extend outward from surfaces so far that steric stabiliz-

ation becomes more important [34,126]. The presence of protein in an adsorption layer can also

contribute a viscoelastic restriction to coalescence. Finally, the oils in food colloids are usually tri-

glycerides (of either animal or vegetable origin). These oils may exist in liquid or crystalline states

at room temperature; frequently both simultaneously. The existence of the crystal form at interfaces

contributes yet another stabilizing component [34].

Most of the surfactants used to stabilize food emulsions and foams fall into one of two cat-

egories [81,127,128]:

1. Low molar mass species, such as lipids, phospholipids (lecithin), mono- and di-glycerides,

sorbitan monostearate, polyoxyethylenesorbitan monostearate, and

2. High molar mass species, such as proteins and gums.

The low molar mass species usually have long-chain fatty acid groups which provide

the hydrophobic character. The polar groups may be, for example, glycerol (in mono- and di-

glycerides) or substituted phosphoglyceryl species (in phospholipids) [34]. These tend to be used

in the preparation of, for example, W/O emulsions.
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The high molar mass species reside mostly in the aqueous phase with a number of peptide

groups residing in the oil–water interface [81]. Although, these surfactants are less effective at

reducing interfacial tension, they can form a viscoelastic membrane-like film around oil droplets

and tend to be used in the preparation of, for example, O/W emulsions.

These distinctions and trends are by no means exclusive, mixtures are the norm and competitive

adsorption is prevalent. Caseinate, one of the most commonly used surfactants in the food industry,

is itself a mixture of interacting proteins of varying surface activity [128]. The phospholipids can

also interact with proteins and lecithins to form independent vesicles [34], thus creating an

additional dispersed phase.

2. Protein-Stabilized Emulsions

Some food emulsions, including milk, cream, ice cream, and coffee whiteners and toppings, are

stabilized by proteins like casein that form a coating around the fat globules [34,129]. These pro-

ducts also need some of the fat (oil) to be partly crystalline to link the droplets in a network structure

and prevent complete coalescence of the oil droplets, especially under shear [34]. In milk, hom-

ogenization involves breaking the stabilizing films surrounding both fat droplets and casein

micelles, allowing interaction between them [126]. The newly created, smaller, fat droplets

become stabilized by casein micelles and fragments of casein micelles [126]. Products such as

ice cream (see next section), proteins, additional emulsifiers (such as monoglycerides), and gum

hydrocolloids may all take part in forming a stabilizing film around the oil droplets. In all these

cases emulsion stabilization is thought to be mostly due to steric rather than electrostatic forces.

Stability may also arise from reduction of density contrast between the droplets and external

phase [85].

Casein or egg-yolk proteins are used as emulsifiers in another category of O/W food emulsions

[34,126]. A key difference here is that in these caseinate-stabilized oil emulsions, the casein forms

essentially monolayers and there are no casein micelles or any calcium phosphate. Such emulsions

are thought to be stabilized more by electrostatic repulsive forces and less by steric stabilization

[126]. Similarly, mayonnaise, hollandaise, and béarnaise sauces, for example, are O/W emulsions

mainly stabilized by egg-yolk protein [34,129]. Here, the protein-covered oil (fat) droplets are

stabilized by a combination of electrostatic and steric stabilization [129]. Perram et al. [130]

described the application of DLVO theory to emulsion stability in sauce béarnaise.

Ice cream is interesting in that it is a partially frozen, foamed emulsion [131]. The first step in

formulating ice cream is to create an emulsion that is, essentially, homogenized milk. Here, proteins

and other emulsifiers (such as egg yolk) stabilize the fat droplets against coalescence [132,133]. The

second stage in ice cream production is foaming and emulsion destabilization. Air is incorporated

by whipping or by air injection and egg white acts as a foaming agent. The added shear causes

partial coalescence, causing air bubbles to be trapped in clumped fat globules. When whipping

and freezing occur simultaneously, good fat destabilization is achieved and a complex internal

structure is achieved that has fat globules both adsorbed onto air bubbles and aggregated to each

other [131,133]. Here also, the DLVO theory has been applied to describe the stability of this

complex kind of emulsion [133].

Cream liqueurs are emulsions that have a cream-like appearance and need to remain stable for

years despite having a high alcohol content (which makes the aqueous phase a poorer solvent for

proteins) [128]. As is the case in making ice cream, the homogenization process ruptures the pro-

tective membrane surrounding oil (milk fat) droplets leaving droplets that are coated with casein

protein, except that in this case smaller droplets (,0.8 mm diameter) are produced.

3. Nonprotein-Stabilized Emulsions

Some products, like butter and margarine are stabilized by fat crystals. Margarine comes from a hot

W/O emulsion, stabilized by fat crystals that is formulated when quickly set by rapid chilling.
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Lecithin, a typical ingredient in margarine, enhances the solubility of monoglycerides in the oil

blend, and monoglycerides reduce the interfacial tension between the oil and water phases [134].

Mayonnaise, hollandaise, and béarnaise, are examples of O/W emulsions in which the emulsifier

is egg yolk (a source of phospholipids) [129,134].

Salad dressings and mayonnaise can be stabilized by ionic surfactants, which provide some

electrostatic stabilization as described by DLVO theory, or by nonionic surfactants which

provide a viscoelastic surface coating. The protein-covered oil (fat) droplets tend to be mostly

stabilized by steric stabilization (rather than electrostatic stabilization) [34,126,129], particularly

at very high levels of surface protein adsorption, in which case the adsorption layer can include

not just protein molecules but structured protein globules (aggregates). In some cases, lipid

liquid crystal layers surround and stabilize the oil droplets, such as the stabilization of O/W dro-

plets by egg-yolk lecithins in salad dressing [34,135].

Carbonated soft drinks are frequently prepared by diluting and carbonating “bottler’s” soft

drink syrups, which are O/W emulsions of flavoring oils (about 10 vol.%) in aqueous solutions

of sugars, coloring and preservatives [128]. These emulsions must be stable enough to survive ship-

ping and storage prior to bottling, plus the dilution and storage prior to sale and use. In this case the

emulsifiers tend to be of the low molar mass type like polysaccharides (not proteins) [128].

D. BIOLOGY AND MEDICINE

One of the several shapes that micelles can take is laminar. Since the ends of such micelles have

their lyophobic portions exposed to the surrounding solvent, they can curve upward to form spheri-

cal structures called vesicles. Vesicles comprise one or more bilayers surrounding a pocket of

liquid, and are formed by molecules such as phospholipids. Multilamellar vesicles have concentric

spheres of unilamellar vesicles, each separated from one another by a layer of solvent [105].

Figure 4.10 provides an illustration. Vesicles can be about the same size as living cells, but have

a much simpler structure [136–139]. Vesicles can be used as drug delivery vehicles by solubilizing

pharmacologically active species in the hydrocarbon core of the bilayers [140,141]. This approach

has been used in the treatment of tumors and rheumatic arthritis [142].

Other kinds of microencapsulation also provide means for transporting and controlling the

release of chemical species in a variety of applications, from pharmaceuticals to cosmetics to agro-

chemicals [142]. The microencapsulating surface, or barrier, can be:

1. A polymer film, in which case chemical release is controlled by wall thickness and the

nature and properties of pores in the film, if any, or

2. A liquid membrane (as in a multiple emulsion), in which case chemical release is con-

trolled by diffusion and dissolution.

Emulsions are involved when interfacial polymerization is used to microencapsulate a lipophi-

lic drug. In this case the drug is placed in an oil phase together with a hydrophobic monomer, an

added surfactant and suitable mechanical shear allows these to be incorporated into the dispersed

oil droplets of an O/W emulsion. A hydrophilic monomer is then dissolved in the aqueous phase

and the two monomers interact at the oil/aqueous interface to create polymer films that form the

capsule walls. For a hydrophilic drug all of the above could simply be reversed.

A multiple emulsion can also be used for microencapsulation by, for example, first making a

stable “primary” O/W emulsion using a high HLB surfactant and a mechanical stirrer. The

primary emulsion is then itself emulsified into an oil phase that contains a low HLB surfactant,

this time employing gentle, low shear agitation. The result is an O/W/O multiple emulsion. The

first surfactant (high HLB) should provide a strong interfacial film in order to protect the droplets

during the subsequent preparation steps, and also later, during storage. The second surfactant (low

HLB) should provide a barrier to aggregation and coalescence. A polymer coating on the exterior

102 Finely Dispersed Particles



surfaces of the O/W/O droplets can provide additional stability [142]. The multiple emulsion also

allows for slow release of the delivered drug and the time release mechanism can be varied by

adjusting the emulsion stability. Again, for a W/O/W emulsion, all of the above can be reversed.

W/O/W emulsions have been used for transporting hydrophilic drugs such as vaccines, vitamins,

enzymes, and hormones [143].

E. PERSONAL CARE PRODUCTS

1. Cosmetic Skin Care Products

Cosmetic skin care products contain many ingredients, have both functional and aesthetic require-

ments, and are frequently formulated as emulsions. These emulsions can provide an “otherwise

impractical combination of ingredients into a single, stable, formulation and enable regulation of

rheological properties without significantly affecting the efficacy of active ingredients”

[144–146]. This kind of product may be required to serve many functions, including [145]

moisturizing and blocking harmful UV radiation, smoothness, velvety feel, pleasant smell, and

appearance. The aqueous phase typically contains humectants to prevent water loss, co-solvents

to solubilize fragrances or preservatives, water-soluble surfactants, viscosity builders, proteins,

vitamins, and minerals [145]. The oleic phase typically contains oils and waxes, dyes and perfumes,

and oil-soluble surfactants [145].

The nature of the emulsion may be W/O, O/W, multiple, or microemulsion. Both PIT emul-

sions and microemulsions are used, characterized by fine droplet sizes and good stability [147].

Selection of the actual emulsifiers for cosmetic skin care products is usually based on HLB

while being careful about their possible toxicity and irritability. Good cosmetic formulations

also yield good skin–product interactions and therefore good penetration of active ingredients

into the skin layers. A hand cream, for instance, may be an O/W macroemulsion with a

10–25% oil phase, or a W/O emulsion, which has a greasier feel and leaves a longer-lasting

residue [147]. As the product dries on the skin, phase behavior is an important factor in producing

an effective product [144].

The rheological properties of cosmetic creams and lotions are an important aspect of consumer

approval. Cosmetic emulsions that are intended for moisturizing, cleansing, and protecting skin

require rheological properties that permit rapid application and the deposition of continuous, pro-

tective oleic films onto skin surfaces [33]. The rheological properties also determine the final thick-

ness of the oleic layers that are deposited onto the skin surface, which in turn determines the

effectiveness of the product since skin moisturizing occurs by the formation of an occlusive film

FIGURE 4.10 (a) Unilamellar and (b) multilamellar vesicles. (From Rosen and Dahanayake [105].

Reproduced with permission of American Chemical Society.)
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over the skin surface, which slows down moisture loss [33,145]. Cosmetic creams and lotions are

generally nonNewtonian fluids, exhibiting shear thinning behavior and a yield stress [148]. They

may also be viscoelastic due to the incorporation of hydrocolloid thickeners that contribute a gel

network.

Although, forming a protective barrier on the skin is important, some cosmetic products also

contain physiologically active ingredients that will improve skin conditions only if they penetrate

the skin [35]. Having the product formulated as an emulsion has additional benefits when it comes

to the delivery of active ingredients which, for example, are released more slowly from multiple

emulsions than from pure solutions containing the same substances [149].

2. Other Personal Care Products

A number of personal care foams are produced from what are commonly known as aerosol pro-

ducts.1 These include cosmetic foams like hair styling mousse and shaving foam. There are also

some similar nonpersonal care products such as aerosol foods (i.e., canned whipped cream),

household aerosol foams (like glass and carpet cleaning foams) and household insulating foams

(polyurethane foam). Originally these tended to use chlorofluoro carbons (CFCs) as the pressurized

propellant phase (which in application becomes the dispersed gas phase). With increasing environ-

mental awareness and concerns, the CFCs have largely been replaced by propane–butane blends.

These products are formulated as emulsions in the pressurized containers and therefore contain a

number of components that are needed to, among other things, stabilize the emulsion in the can,

and then stabilize the foam that is produced during the use of the aerosol product [150].

F. PETROLEUM PRODUCTION

Emulsions occur or are created throughout the full range of processes in the petroleum producing

industry, including drilling and completion, fracturing and stimulation, reservoir recovery, surface

treating, transportation, oil spill and tailings treating, refining and upgrading. These emulsions are

desirable in some process contexts and undesirable in others.

1. Near-Well Emulsions

Emulsions have been used as alternatives to suspensions (muds) in drilling fluid formulation. Two

kinds of oilwell drilling fluid (or “drilling mud”) are emulsion based: water-continuous and oil-

continuous (invert) emulsion drilling fluids. Here a stable emulsion (usually oil dispersed in

water) is used to maintain hydrostatic pressure in the hole. This is obviously a desirable kind of

emulsion. However, just as with classical suspension drilling muds, careful formulation is

needed in order to minimize fluid loss into the formation, cool and lubricate the cutting bit, and

to carry drilled rock cuttings up to the surface [151]. The oils used to make the emulsions were orig-

inally crude oil or diesel oil, but are now more commonly refined mineral oils [151]. Oil-continu-

ous, or invert, emulsion fluids are typically stabilized by long-chain carboxylate or branched

polyamide surfactants. Borchardt [152] lists a number of other emulsion stabilizers that have

been used. Organophilic clays have also been used as stabilizing agents. Invert emulsion fluids

provide good rheological and fluid-loss properties, are particularly useful for high-temperature

applications, and can be used to minimize clay-hydration problems in shale formations [151].

Other desirable near-wellbore emulsions are used to increase the injectivity or productivity of

wells by fracturing or acidizing. In either case, the goal is to increase flow capacity in the near-well

region of a reservoir. Either water- or oil-based fracturing emulsions are injected at high pressure

and velocity, through a wellbore, and into a formation at greater than its parting pressure. As a

1This common use of the term aerosol refers to formulated products that are packaged under pressure, and released through a

fine orifice to produce a foam. This is different from the meaning of the term aerosol in colloid and interface science, which

refers to a dispersion of either liquid droplets or solid particles in a gas (liquid aerosols or solid aerosols, respectively).
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result, fractures (cracks) are created and propagated. Emulsified fracturing fluids are typically O/W

emulsions that may consist of 60–70% liquid hydrocarbon dispersed in 30–40% of a viscous

polymer solution or gel. They can provide excellent fluid loss control, possess good transport prop-

erties, and can be less damaging to the reservoir than other fluids. However, emulsions are more

difficult to prepare and can be more expensive. In acidizing emulsions, the acids used to increase

the productivity of reservoirs by dissolving fine particles in flow channels are usually hydrochloric

acid (carbonate reservoirs) or hydrofluoric acid (sandstone reservoirs) [153], or blends of

these [152].

2. Reservoir Occurrences of Emulsions

Emulsions are commonly produced at the wellhead during primary (natural pressure driven) and

secondary (water-flood driven) oil production. For these processes the emulsification has not

usually been attributed to formation in reservoirs, but rather to formation in, or at the face of,

the wellbore itself [154]. However, at least in the case of heavy oil production, laboratory [162]

and field [156,157] results suggest that W/O emulsions can be formed in the reservoir itself

during water and steam-flooding. Macroemulsions, as opposed to microemulsions, can be injected

or produced in situ in order to either for blocking and diverting [158,159], or for improved mobility

control [160].

After the primary and secondary cycles of oil recovery, chemicals may be injected to drive out

additional oil in an EOR process, which may involve creating in situ emulsions in the reservoir. In a

water-wet reservoir the water would have been imbibed most strongly into the smallest radius

pores, while the largest pores will retain high oil contents. Chemical-flooding involves the injection

of a surfactant solution, which can cause the oil or aqueous interfacial tension to drop from about

30 mN/m to near-zero values, on the order of 1023 to 1024 mN/m, allowing spontaneous or nearly

spontaneous emulsification and displacement of the oil [50,161,162]. The exact kind of emulsion

formed can be quite variable, ranging from fine macroemulsions, as in alkali or surfactant or

polymer-flooding [51], to microemulsions [18,163]. Microvisualization studies suggest that with

such low interfacial tensions, multiple emulsions may form, even under the low flow rates that

would be produced in a reservoir [15]. Microemulsions can produce a more efficient oil displace-

ment than alkali or surfactant or polymer-flooding, but microemulsion-flooding has developed

slowly because of its complex technology and higher costs [49,121,164–167].

3. Emulsions in Surface Operations

An emulsion that was beneficial in a reservoir may be an undesirable type of emulsion (usually

W/O) when produced at a wellhead. Such emulsions have to be broken and separated because pipe-

line and refinery specifications place severe limitations on the water, solids, and salt contents of oil

they will accept (in order to avoid corrosion, catalyst poisoning, and process upset problems). A

variety of physical methods are used in emulsion breaking, all of which are designed to accelerate

coagulation and coalescence. Examples include settling, heating, electrical dehydration, chemical

treatment, centrifugation, and filtration. The mechanical methods, such as centrifuging or filtering,

rely on increasing the collision rate of droplets and applying an additional force driving coalesc-

ence. Thermal methods increase droplet collision rates and also reduce viscosity. Electrical

methods may involve electrophoresis-induced droplet collisions (O/W emulsions) or deformation

of water droplets causing disruption of interfacial films (W/O emulsions). More details on the

application of these methods in large-scale continuous processes are given elsewhere [103,104].

In addition to physical methods, with suitable emulsion characterization, chemical treatments

can be applied to displace or destroy the effectiveness of the original stabilizing agents at the

interfaces [4,87], thus making an emulsion easier to break.

Some emulsions are made to reduce viscosity so that an oil can be made to flow, such as when

heavy oils are formulated as O/W emulsions to reduce their viscosity for economic pipeline
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transportation over large distances [168,169]. Here the emulsions need to be stable enough for

handling, transportation, and able to survive brief flow stoppages, but they also need to be amenable

to breaking at the end of the pipeline. Asphalt emulsions, for example, should shear thin upon appli-

cation and break up to form a suitable water-repelling roadway coating material.

The large Canadian oil sands surface-mining and processing operations involve a number of

kinds of emulsions in a variety of process steps. Here, bitumen is separated from the sand

matrix, in large tumblers, and forms an O/W emulsion containing not just oil and water, but

also dispersed solids and gas. The emulsified oil is further separated from the solids by a flotation

process which produces an oleic foam termed bituminous froth, which may be either gas dispersed

in the oil (primary or secondary flotation) or the reverse, gas dispersed in water (secondary or ter-

tiary flotation). The bituminous froths contain not just oil and gas, but also emulsified water and

some dispersed solids. The froth has to be broken in order to permit pumping and subsequent

removal of entrained water and solids before the bitumen can be upgraded to synthetic crude oil.

The diluted froth contains multiple emulsion types including tenacious multiple emulsions [23],

which complicate the downstream separation processes. These aspects are reviewed elsewhere

[25,64,125].

Finally, at an oil upgrader or refinery, any emulsified water will have to be broken and separated

out in order to avoid operating problems [87,170]. As with other crude oil emulsions, the presence

of solid particles and film-forming components from the crude oil can make this very difficult.
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I. INTRODUCTION

The knowledge of the basic phenomena involved between a fluid sphere and an external flow is

important for the comprehension of liquid–liquid, solid–liquid, and gas–liquid systems in the

fields of chemical, petrochemical, or environmental engineering. The system considered here is

a rigid or a fluid sphere of radius a moving with a constant velocity U1 in another immiscible

fluid of infinite extent, which is at a different temperature. Some of the early works on the

motion and heat or mass transfer from a fluid sphere, as well as recent advances, are exposed.

Particular emphasis is placed on drag coefficients and Nusselt and Sherwood numbers. This

information should be useful for the study of the dispersed systems (liquid–liquid, gas–liquid,

or solid–liquid), particularly for the design of liquid–liquid contactors (in the field of chemical

engineering) like liquid–liquid extraction equipment or direct contact exchangers. This review

deals with transport at low (creeping flow) and high Reynolds numbers (0 , Re , 400).

II. GOVERNING EQUATIONS

We consider Reynolds numbers not exceeding 400; this is the higher limit for which the flow is

axisymmetric in the case of the rigid sphere and for which a bubble of air in water remains

quasi-spherical. As the flow is considered axisymmetric, the Navier–Stokes equations can be
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written in terms of stream function and vorticity (c and v) in spherical coordinates r and u [1, 2]:

E2Cd ¼ vdr sin u (5:1)
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sin u ¼ E2(vdr sin u) (5:2)
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E2 ¼
@2

@r2
þ

sin u

r2

@

@u

1

sin u

@

@u

� �

Outside the fluid sphere the above equations are still valid, but for numerical reasons the radial

coordinate r is transformed via r ¼ ez, where z is the logarithmic radial coordinate. The results are

as follows:

E2Cc ¼ vcr sin u (5:3)
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ez sin u ¼ e2zE2(vcez sin u ) (5:4)

Introducing the following dimensionless quantities normalizes all variables: r ¼ r0/a;

v ¼ v0a/U1; c ¼ c0/(U1 a2); Re ¼ 2aU1/nc , where a is the radius of the sphere, Re the Rey-

nolds number, U1 the terminal velocity, and n the kinematic viscosity. The primes denote the

dimensional quantities and subscripts d and c refer to dispersed and continuous phase, respectively.

In terms of dimensionless stream function c, the dimensionless radial and tangential velocities

are given by

u ¼ �
1

r2 sin u

@C

@u
, v ¼

1

r sin u

@C

@r

The boundary conditions to be satisfied are:

1. Far from the fluid sphere (z ¼ z1), undisturbed parallel flow is assumed: vc ¼ 0;

cc ¼ 0.5e2z sin2 u

2. Along the axis of symmetry (u ¼ 0, p): cc ¼ 0, vc ¼ 0, cd ¼ 0, vd ¼ 0

3. Across the interface (z ¼ 0 or r ¼ 1), the following relations take into account, respect-

ively: negligible material transfer, continuity of tangential velocity, and continuity of tan-

gential stress:

cc ¼ 0, cd ¼ 0,
@Cc

@z
¼
@Cd

@r
,

mc

md

@2Cc

@z2
� 3

@Cc

@z

� �
¼
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@r2
� 2

@Cd
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� �

with m being the dynamic viscosity.
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The drag coefficient CD and surface pressure P are obtained by integrating the appropriate

component and are given as follows.

Stagnation pressure: P0 ¼
8

Re

ðr1

I

@v

@u

� �

u¼08

dr

r
(5:5)

Surface pressure distribution: Pu ¼ P0 þ
4

Re

ðu

0

@v

@r
þ v

� �

r¼1

du� (u2)r¼1 (5:6)

Friction drag coefficient: CDf ¼
4

Re

ðp

0

@v

@u
þ v cotg u

� �

r¼1

sin 2u du (5:7)

Pressure drag coefficient: CDp ¼

ðp

0

Pu sin 2u du (5:8)

Total drag coefficient: CD ¼ CDp þ CDf (5:9)

The unsteady convective heat transfer from a fluid sphere is governed by the following dimen-

sionless energy equation:
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where Pe is the Peclet number (Pe ¼ 2aU1/a), a the thermal diffusivity, t the time (t ¼ a t0/a2),

and T the dimensionless temperature based on the initial temperature difference: T ¼ (T 0 � T 01)=
(T 0d,0 � T 01).

The boundary conditions to be satisfied are:

Far from the fluid sphere (r!1): T ¼ 0

Along the axis of symmetry (u ¼ 0 and p): @T=@u ¼ 0

Across the interface (r ¼ 1): T ¼ 1

The Nusselt number is computed from the flux of heat transfer from the surface of the sphere:

Nu ¼ �

ðp

0

@T

@r

����
r¼1

sin u du (5:11)

For constant properties, in the absence of dissipation and for dilute solutions, the equations gov-

erning mass transfer and heat transfer are identical. The results in this chapter are given in terms of

Nusselt number Nu ¼ f (Re, Pe) in which Pe ¼ Re Pr. The equivalent results for mass transfer can

be found by simply replacing Nu by Sherwood number Sh ¼ f (Re, Pe) in which Pe ¼ Re Sc.

III. TRANSPORT AT LOW REYNOLDS NUMBERS

A. FLUID MECHANICS

Rigid sphere: When Re! 0, the nonlinear inertia terms in the Navier–Stokes equations vanish and

an analytical solution exists. The steady creeping flow past a rigid sphere was first determined by
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Stokes [3]. The stream function representing the motion is given by

c ¼ U1r2 sin2 u
3

4

a

r
�

1

4

a3

r3

� �
(5:12)

The drag coefficient is given by “Stokes’s law”:

CD ¼
24

Re
(5:13)

The surface vorticity is given by

vs ¼
3

2a
U1 sin u (5:14)

Fluid sphere: Studies by Hadamard [4] and Rybczynski [5] have addressed the problems of

steady creeping flow past a fluid sphere analytically. The stream functions representing the

motion are given by

cc ¼
U1r2 sin2 u

2
1�

a(2þ 3k)

2r(1þ k)
þ
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2r3(1þ k)

� �
(5:15)
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� �
(5:16)

where k ¼ md/mc is the viscosity ratio.

This solution yields the following expression for the drag coefficient of a viscous fluid sphere:

CD ¼
8

Re

2þ 3k

1þ k

� �
(5:17)

The vorticity at the interface is given by

v i ¼
U1 sin u

2a

2þ 3k

1þ k

� �
(5:18)

B. HEAT OR MASS TRANSFER

For a stagnant drop, in the absence of any motion in the continuous phase (Re ¼ 0), conduction is in

the radial direction. The steady-state conduction–convection equation is reduced to

@

@r
r2 @T

@r

� �
¼ 0 (5:19)

This equation gives the Nusselt number:

Nu ¼ 2

which represent the lower limit for heat or mass transfer from a sphere.
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For creeping flow (0 , Re , 1), the solutions of the conduction–convection equation with

flow field of the Hadamard–Rybczynski or Stokes are given by numerical integration [1]. The

numerical results show that the concentration contours are not symmetrical (Figure 5.1 and

Figure 5.2) and that the flow inside and outside the sphere largely influences heat or mass transfer.

In the case of a sphere with weak viscosity ratio, the heat or mass transfer is facilitated.

The Feng and Michaelides [6] results show a higher interface mass-transfer rate for the gas

bubble than that of a solid sphere.

FIGURE 5.2 Concentration contours for a gas bubble in creeping flow. (From Feng, Z.G., Powder Technol.,

112, 63–69, 2000. With permission.)

FIGURE 5.1 Concentration contours for a solid sphere in creeping flow. (From Feng, Z.G., Powder Technol.,

112, 63–69, 2000. With permission.)
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For fluid spheres in creeping flow (Re , 1) with k ¼ 0, the conduction–convection equation

with the Hadamard–Rybczynski flow field has been solved numerically by several authors. Clift

et al. [1] have correlated the available numerical data in the form:

Nu ¼ 1þ (1þ 0:564Pe2=3)3=4 (5:20)

For rigid spheres in Stokes’s regime (Re , 1), Clift et al. [1] proposed an empirical correlation

on the basis of results from numerical solutions to conduction–convection equation, which follows:

Nu ¼ 1þ (1þ Pe)1=3 (5:21)

When the Peclet number is very large (Pe! 1), the temperature or the concentration varies

only in a very thin layer adjacent to the surface of the sphere. Using the Stokes flow field and

the thin boundary layer approximation, Friedlander [8] and Lochiel and Calderbank [9] derive

the following expression for rigid sphere:

Nu ¼ 0:991Pe1=3 (5:22)

For a fluid sphere with Pe! 1, the thin boundary layer approximation and the flow field of

Hadamard–Rybczynski give the following equation [1]:

Nu ¼ 0:65

ffiffiffiffiffiffiffiffiffiffiffi
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1þ k

r
(5:23)

More recently Feng, and Michaelides [7] have studied the effect of the viscosity ratio on the

heat or mass transfer from a fluid sphere. For fluid spheres in creeping flow (Re , 1) and viscosity

ratio ranging from 0 to 1, they correlated their numerical data by the following equation:

Nu ¼
0:651

1þ 0:95k
Pe1=2 þ

0:991k

1þ k
Pe1=3

� �
1þ

0:61Re

Reþ 21
þ 0:032
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þ
1:65(1� 0:61Re=(Reþ 21)� 0:032)

1þ 0:95k
þ

k

1þ k

� �
(5:24)

TABLE 5.1
Nusselt Number at Low Reynolds Number (Re! 0)

Pe

10 100 500 1000

Equation (5.21) 3.62 7.91 15.86 21.85

Equation (5.24) k ¼ 0 3.72 (3.68) 8.33 (8.20) 16.66 (16.29) 22.90 (22.37)

k ¼ 1 3.51 (3.46) 7.15 (6.97) 13.11 (12.93) 17.37 (17.27)

k ¼ 10 3.27 (3.28) 6.03 (5.90) 9.90 (9.78) 12.41 (12.38)

k ¼ 100 3.22 (3.25) 5.79 (5.69) 9.22 (9.10) 11.38 (11.30)

k ¼ 1000 3.21 (3.24) 5.76 (5.64) 9.15 (8.97) 11.27 (11.09)

Equation (5.20) 3.22 5.66 8.94 11.00
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Values of Nusselt number from Equation (5.24) are reported in Table 5.1 for Peclet numbers

ranging between 10 and 1000 and for viscosity ratio ranging between 0 and 1000. Nusselt

number from the numerical results of Feng and Michaelides [7] is given in parantheses. In the

same table, we incorporate the results from Equations (5.20) and (5.21) valid for k ¼ 0 and

k ¼ 1. From Table 5.1, one can see that the results from Equation (5.24) agree well with those

carried out by Clift et al. [1] (Equation (5.20) and Equation (5.21) for the bubble and the rigid sphere).

IV. TRANSPORT AT HIGHER REYNOLDS NUMBERS

A. FLUID MECHANICS

For higher Reynolds numbers, analytical solutions do not exist, so the numerical solutions must be

considered. When k! 1, this problem corresponds to the viscous flow around a rigid particle and

was studied by several authors [10–15]. When k ¼ 0, this problem corresponds to the viscous flow

around a spherical bubble and was also studied by several authors [15–18]. The significant

phenomena are very well explained in the books of Clift et al. [1] and Sadhal et al. [2]. Values

of drag coefficients from numerical solutions for bubbles and rigid spheres are presented in

Table 5.2, which shows a good agreement between the different studies.

For intermediate viscosities ratios, the resolution of the Navier–Stokes equations is more dif-

ficult because of the coupled flows inside and outside the fluid sphere. In this case there are only few

works. Abdel-Alim and Hamielec [19] used a finite-difference method to calculate the steady

motion for Re � 50 and viscosity ratio k � 1.4. This work was extended to higher Reynolds

number (up to 200) by Rivkind and Ryskin [20] and Rivkind et al. [21]. Oliver and Chung [22]

used a different method (series truncation method with a cubic finite element method) for moderate

Reynolds numbers Re � 50. Feng and Michaelides [7], Saboni and Alexandrova [23], Saboni et al.

[15] used a finite-difference method to calculate the flow field inside and outside the fluid sphere.

The results provide information on the two-flow field and values for drag coefficients of viscous

sphere over the entire range of the viscosity ratio.

At low viscosity ratio, from the numerical results [15,20–22], it appears that internal circula-

tion is sufficiently rapid to prevent flow separation and the formation of trailing vortex, and a small

TABLE 5.2
Drag Coefficients for Bubbles and Rigid Spheres

Re Reference
1 10 20 30 50 100 200 300 400

Bubbles

— — — — 0.664 0.369 0.200 0.138 0.104 Blanco and Magnaudet [13]

17.59 2.35 1.362 — — — 0.197 — — Brabston and Keller [10]

17.44 2.411 1.322 — — 0.369 0.200 0.138 — Magnaudet et al. [12]

— — 1.380 — 0.661 0.364 — — — Raymond [14]

17.50 2.430 1.410 — 0.670 0.380 0.220 — — Ryskin and Leal [11]

17.58 2.490 1.429 1.035 0.690 0.391 0.206 0.143 0.108 Saboni et al. [15] (k ¼ 0)

Rigid spheres

26.97 — 2.682 — — 1.095 — — — Feng and Michaelides [18]

27.37 4.337 2.736 2.126 — 1.096 0.772 0.632 0.552 Leclair et al. [17]

27.54 4.317 2.707 — — 1.092 0.765 0.645 — Magnaudet et al. [12]

— 4.398 — — — 1.014 0.727 0.610 — Rimon and Cheng [16]

27.55 4.424 2.768 2.148 1.589 1.084 0.776 0.629 0.534 Saboni et al. [15] (k ¼ 1)
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asymmetry exists between upstream and downstream regions near the sphere. While for high

viscosity ratio, the results show a recirculation region followed by a wake at the rear of the sphere.

Figure 5.3 shows the streamlines contours inside and outside a fluid sphere for a high Reynolds

number (Re ¼ 300) and different viscosity ratio (k ¼ 1, 5, 10, and 100). From this figure, one can

notice that the eddy length and the angle of flow separation increase with viscosity ratio.

The surface vorticity and tangential velocity for different viscosity ratio are plotted as function

of the angular coordinate in Figure 5.4 and Figure 5.5. From these figures, it arises that except for

FIGURE 5.4 Vorticity distribution at surface of fluid sphere for Re ¼ 300 [15].

FIGURE 5.3 Streamlines for flow past a fluid sphere.
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the area close to the stagnation point at the rear of the sphere, the vorticity and tangential velocity

strongly depend on the Reynolds number and on the viscosity ratio. Indeed, for a fixed viscosity

ratio, the vorticity and velocity raise with the Reynolds number, whereas the decrease in k is

accompanied for a fixed Re by a vorticity diminution and a simultaneous increase of the tangential

surface velocity.

The main vortex inside the fluid sphere is driven by the tangential stress exerted by the external

flow downstream over a large part of the sphere. For high Reynolds numbers, the stress exerted by the

circulation in the trailing vortex is sufficient to create a small secondary vortex inside the fluid sphere

with a circulation in an opposite direction to that of the main vortex. For example, at Re ¼ 300 and for

k ¼ 5, 10, and 100 (Figure 5.5), the presence of negative values for the tangential velocity at the rear

of the sphere indicates the presence of such a secondary circulation inside the fluid sphere.

The values of the drag coefficient resulting from Saboni et al. [15] calculations are given in

Figure 5.6. It is observed that the drag coefficient decreases as the Reynolds number increases

FIGURE 5.5 Velocity distribution at surface of fluid sphere for Re ¼ 300 [15].

FIGURE 5.6 Variation of drag coefficient with viscosity ratio.
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for a fixed viscosity ratio. In addition, for a fixed Reynolds number, the drag coefficient increases as

the viscosity ratio increases and reaches a limit value corresponding to the drag coefficient for a

rigid spherical particle.

From the numerical results, correlations, which give the variation of the drag coefficient as

function of Reynolds number, and viscosity ratio were proposed. For Re � 50 and viscosity ratio

k � 1.4, the Abdel-Alim and Hamielec [19] results were fitted in an empirical equation:

CD ¼
26:5

Re0:78

(1:3þ k)2 � 0:5

(1:3þ k)(2þ k)

� �
(5:25)

The work of Abdel-Alim and Hamielec [19] was extended to higher Reynolds number (up to

200) by Rivkind and Ryskin [20] and Rivkind et al. [21]. A correlation based on the best fitting of

these numerical results was proposed [20]:

CD ¼
1

1þ k
k

24

Re
þ 4 Re�1=3

� �
þ 14:9 Re�0:78

� �
(5:26)

For moderate Reynolds numbers, Oliver and Chung [22] proposed an equation which best fit

their own numerical results for low Reynolds (0 � Re � 2):

CD ¼ CDcf
þ 0:4

3kþ 2

1þ k

� �2

(5:27)

where CDcf
is the drag coefficient for creeping flow [4,5] which is given by

CDcf
¼

8

Re

3kþ 2

1þ k
(5:28)

Correlations based on the best fitting of the numerical results of Feng and Michaelides [7] were

proposed. Feng and Michaelides [7] remark that the series of the results for 0 , k , 2 exhibit a

different behavior from the results for 2 , k , 1. The resulting correlations are as follows.

For 0 , k , 2 and 5 , Re , 1000:

CD ¼
2� k

2

� �
CD0 þ 4

k

6þ k

� �
CD2 (5:29)

For 2 , k , 1 and 5 , Re , 1000:

CD ¼
4

2þ k
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CD2 þ 4

k� 2

kþ 2

� �
CD1 (5:30)

For Re , 5 and 0 , k , 1:
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8
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kþ 1
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Re ln (Re) (5:31)
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where CD0, CD2, and CD1 are given by the following expressions:

CD0 ¼
48

Re
1�

2:21ffiffiffiffiffiffi
Re
p þ

2:14

Re

� �
(5:32)

CD2 ¼ 17 Re�2=3 (5:33)

CD1 ¼
24

Re
1þ

1

6
Re2=3

� �
(5:34)

In a more recent study, which is an extension of the previous works, Saboni et al. [15] proposed

a predictive equation for drag coefficients covering Reynolds numbers in the range 0.01 � Re �

400 and viscosity ratio from 0 to 1000. This correlation, which is reduced to the solution of

Hadamard [4] and Rybczynski [5] for Re! 0, is as follows:

CD ¼
(k(24=Reþ 4=Re0:36)þ 15=Re0:82 � 0:02(k Re0:5=(1þ k)))Re2þ 40(3kþ 2)=Reþ 15kþ 10

(1þ k)(5þ 0:95 Re2)

(5:35)

In Saboni et al. [15] study, values of the drag coefficient resulting from Equation (5.35) were

compared with the numerical results [15,20] and with the correlations of Rivkind and Ryskin [20],

Oliver and Chung [22] and of Hadamard–Rybzcynski [4,5]. The comparison shows that this cor-

relation gives values of the drag coefficient which coincide with those calculated numerically with

an error not exceeding 7% for all the range Re ,400 and 0 , k , 1000. It also comes out from this

study that the results for small Reynolds numbers are quite in conformity with those obtained by the

correlations of Hadamard–Rybzcynski and Oliver and Chung (Equation (5.17) and Equation

(5.27)). This is not true for the correlation of Rivkind and Ryskin (Equation (5.26)), which signifi-

cantly underestimates the values of the drag coefficient for small Reynolds numbers.

Table 5.3 and Table 5.4 give a comparison between predicted (Equation (5.25), Equation

(5.29), Equation (5.31) and Equation (5.35)) and experimental drag coefficients obtained by

Abdel-Alim and Hamielec [19] for two systems (cyclohexanol–water and n-butyl lactate–water)

at low to moderate Reynolds number (Re , 50) and different viscosity ratio.

These tables show good agreement between the Abdel-Alim and Hamielec’s experimental

results and data from Saboni et al. [15] (Equation (5.35)) and Feng and Michaelides correlations

TABLE 5.3
Predicted and Experimental Drag Coefficients for the System Cyclohexanol–Water

k 0.0995 0.301 0.554 0.0995 0.301 0.554 0.0995 0.301 0.554 Reference
Re 1 1 1 5 5 5 10 10 10

Experiments 18.00 19.00 20.00 4.60 5.00 5.20 2.80 3.10 3.30 (Abdel-Alim

and Hamielec [19])

Equation (5.25) 13.15 14.84 16.43 3.99 4.51 4.99 2.39 2.70 2.99 (Abdel-Alim

and Hamielec [19])

Equation (5.31) 18.47 19.84 21.07 — — — — — — (Feng and

Michaelides [7])

Equation (5.29) — — — 4.39 4.69 5.02 2.59 2.80 3.03 (Feng and

Michaelides [7])

Equation (5.35) 18.52 19.90 21.12 4.66 5.09 5.48 2.62 2.89 3.13 (Saboni et al. [15])
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[7] (Equation (5.29) and Equation (5.31)). The predictive equation proposed by Abdel-Alim and

Hamielec [19] is in poor agreement with their own experimental results.

In Table 5.5, values of the drag coefficient resulting from Equation (5.35) are compared with

those given by Equation (5.29) and Equation (5.30) and with the experimental data by Winnikow

and Chao [24] obtained for several systems (chlorobenzene droplet in water [k ¼ 0.8], bromoben-

zene droplet in water [k ¼ 1.18], nitrobenzene droplet in water [k ¼ 2.01], m-nitrotoluene droplet

in water [k ¼ 2.39]) at higher Reynolds number (Re . 100). Here also, it is seen that the agreement

between the Winnikow and Chao’s experimental results and data from Saboni et al. [15] and Feng

and Michaelides correlations [7] is very good.

The correlations of Feng and Michaelides and Saboni et al. give comparable results that are in

agreement with the various experimental results. As it is simpler, compact, and thus easier to use,

we recommend the correlation of Saboni et al. [15] as a first approximation of the more precise

results from the fully numerical simulations.

B. HEAT OR MASS TRANSFER

As the flow field depends on Reynolds number, the rate of transfer will depend on both the

Reynolds and the Peclet numbers. Thus it is necessary to solve the Navier–Stokes equations, to

obtain the velocity field, and to use the latter for the resolution of the conduction–convection

equation.

For finite Reynolds number and very large Peclet number (Pe!1), Clift et al. [1] used the

boundary layer approximation and the surface velocities of Abdel-Alim and Hamielec to obtain

Sherwood numbers at intermediate values of k and Re. Their numerical results for 0 � k � 2

TABLE 5.4
Predicted and Experimental Drag Coefficients for the System n-Butyl Lactate–Water

k 0.266 0.708 1.40 0.266 0.708 1.40 0.266 0.708 1.40 Reference
Re 5 5 5 25 25 25 50 50 50

Experiments 4.50 4.90 5.00 1.45 1.75 1.80 0.90 1.20 1.25 Abdel-Alim and Hamielec [19]

Equation (5.25) 4.43 5.23 5.95 1.35 1.59 1.81 0.81 0.95 1.08 Abdel-Alim and Hamielec [19]

Equation (5.29) 4.64 5.18 5.66 1.41 1.64 1.87 0.82 0.98 1.16 Feng and Michaelides [7]

Equation (5.35) 5.03 5.66 6.18 1.38 1.61 1.82 0.81 0.98 1.13 Saboni et al. [15]

TABLE 5.5
Predicted and Experimental Drag Coefficients for Systems: Chlorobenzene Droplet in Water

(k 5 0.8), Bromobenzene Droplet in Water (k 5 1.18), Nitrobenzene Droplet in Water

(k 5 2.01), m-Nitrotoluene Droplet in Water (k 5 2.39)

k 0.80 0.80 1.18 1.18 2.01 2.01 2.01 2.39 2.39 Reference
Re 138 318 245 299 246 288 360 187 319

Experiments 0.45 0.27 0.35 0.29 0.42 0.35 0.28 0.64 0.42 Winnikow and Chao [24]

Equation (5.29) 0.47 0.25 0.36 0.31 — — — — — Feng and Michaelides [7]

Equation (5.30) — — — — 0.43 0.39 0.34 0.55 0.39 Feng and Michaelides [7]

Equation (5.35) 0.49 0.26 0.37 0.32 0.44 0.40 0.34 0.55 0.39 Saboni et al. [15]
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were correlated by

Nu ¼
2ffiffiffiffi
p
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�

(2þ 3k)=3(1þ k)

{1þ (2þ 3k)
ffiffiffiffiffiffi
Re
p

=[(1þ k)(8:67þ 6:54k0:64Þ]n}
1=n

s
(5:36)

in which n ¼ 4/3þ 3k.

In a similar way, Oliver and DeWitt [25] used the boundary layer approximation and their

own surface velocities to obtain Sherwood numbers for the dimensionless parameters in the

range 0 , Re , 100, 0 , k , 50 and Pe!1. Their numerical results for were correlated by

Nu ¼
0:65

(1þ k)3=2
1þ k(1þ 0:1

ffiffiffiffiffiffi
Re
p

)þ 0:11 ln (Reþ 1)
� � ffiffiffiffiffiffi

Pe
p

(5:37)

Feng and Michaelides [7] resolved energy equation in the continuous phase by using a finite-

difference method with their own numerical velocity field. In this work, steady-state numerical

solutions were obtained for Reynolds number, viscosity ratio, and Peclet number ranges of

0 , Re � 500, 0 � k � 1 and 0 � Pe � 1000, respectively.

In the work of Saboni and Alexandrova [26], the transient heat transfer from a fluid sphere was

investigated. However for steady state, the Saboni and Alexandrova [26] results are in agreement

with those of Feng and Michaelides [7].

Variations of the Nusselt number with the Peclet number from Saboni and Alexandrova [26] are

shown in Figure 5.7 and Figure 5.8 for two values of Reynolds numbers (Re ¼ 10 and 100) and a

fixed viscosity ratio (k ¼ 1).

The figures show that the Nusselt number is quite large initially and conduction dominates as

the heat transfer mode. The Nusselt number decreases with time and approaches an asymptotic

value depending on the predominance of the convective transfer (the asymptotic Nusselt number

increases with increasing Peclet number). From Figure 5.7 and Figure 5.8, we can see the influence

of the circulation on the heat transfer: the instantaneous Nusselt numbers and their asymptotic

values are greater for Re ¼ 100 than those for Re ¼ 10 regime.

FIGURE 5.7 Variation of Nusselt number with dimensionless time for Re ¼ 10 (k ¼ 1).
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Feng and Michaelides [7] correlated their numerical data by the following equations:

Nu ¼
2� k

2
Nu0 þ

4k

6þ k
Nu2 for 0 � k � 2 and 10 � Pe � 1000 (5:38)

Nu ¼
4

kþ 2
Nu2 þ

k� 2

kþ 2
Nu1 for 2 � k � 1 and 10 � Pe � 1000 (5:39)

in which

Nu0 ¼ 0:651
ffiffiffiffiffiffi
Pe
p

1:032þ
0:61Re

Reþ 21

� �
þ 1:60�

0:61Re

Reþ 21

� �
(5:40)

Nu1 ¼ 0:852 Pe1=3(1þ 0:233 Re0:287)þ 1:3� 0:182 Re0:355 (5:41)

Nu2 ¼ 0:64 Pe0:43(1þ 0:233 Re0:287)þ 1:41� 0:15 Re0:287 (5:42)

In Figure 5.9, the Nusselt number from the Feng and Michaelides [7] numerical solution is com-

pared with results from Equations (5.36) and (5.37) (based on the boundary layer approximation)

and with results from Equations (5.38) to (5.42) for Re ¼ 50 and Pe ¼ 1000. For very low viscosity

ratio, the different equations agree with the numerical solution. At larger viscosity ratio, Equations

(5.36) and (5.37) depart increasingly from the numerical results. As the same observations are true

for other Reynolds numbers, it emerges that the correlation of Feng and Michaelides [7] (Equations

(5.38)–(5.42)) is more precise and more general than the other correlations suggested before.

V. CONCLUSION

In this chapter, the fluid dynamics and heat or mass transfer associated with a moving fluid sphere

were examined. Although realistic situations require the consideration of different sizes, evaporation

FIGURE 5.8 Variation of Nusselt number with dimensionless time for Re ¼ 100 (k ¼ 1).
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or condensation, break-up, and coalescence phenomena, it is still important to understand the single

fluid sphere problem before attempting a more general analysis.

In this study, we were interested in the hydrodynamics on the one hand and its influence on the

heat or mass transfer on the other hand. Recent numerical results based on the resolution of the

Navier–Stokes equations and the heat equation were used to confront various correlations of the

literature for the drag coefficient and the Nusselt number (or Sherwood number).

Concerning the drag coefficient, we retained the correlation of Saboni et al. [15] (Equation

(5.35)), which is valid for Reynolds numbers in the range 0.01 � Re � 400 and viscosity ratio

from 0 to 1000. For the Nusselt number, the correlation of Feng and Michaelides [7] (Equation

(5.24)) is adapted to the heat transfer for small Reynolds number (creeping flow) and Peclet

number ranging between 10 and 1000. For higher Reynolds number, other correlations (Equations

(5.38) to (5.42)) suggested by Feng and Michaelides [7] can be used according to the value of the

viscosity ratio.
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Bull. Acad. Sci. de Cracovie A, 1, 40–46, 1911.

6. Feng, Z.G. and Michaelides, E.E., Mass and heat transfer from fluid spheres at low Reynolds numbers,

Powder Technol., 112, 63–69, 2000.

7. Feng, Z.G. and Michaelides, E.E., Heat and mass transfer coefficients of viscous spheres, Int. J. Heat

Mass Transfer, 44 (23), 4445–4454, 2001.

8. Friedlander, S.K., Mass and heat transfer to single spheres and cylinders at low Reynolds numbers,

AIChE J., 3, 43–48, 1957.

FIGURE 5.9 Variation of Nusselt number with viscosity ratio for Re ¼ 50 and Pe ¼ 1000.

Hydrodynamics and Heat or Mass Transfer in Finely Dispersed Systems 127



9. Lochiel, A.C. and Calderbank, P.H., Mass transfer in the continuous phase around axisymmetric

bodies of revolution, Chem. Eng. Sci., 19, 471–484, 1964.

10. Brabston, D.C. and Keller, H.B., Viscous flows past spherical gas bubbles, J. Fluid Mech., 69,

179–189, 1975.

11. Ryskin, G. and Leal, L.G., Numerical solution of free-boundary problems in fluid mechanics. Part 1.

The finite-difference technique, J. Fluid Mech., 148, 1–17, 1984.

12. Magnaudet, J., Rivero, M., and Fabre, J., Accelerated flows past a rigid sphere or a spherical bubble.

Part I. Steady straining flow, J. Fluid Mech., 284, 97–135, 1995.

13. Blanco, A. and Magnaudet, J., The structure of the axisymmetric high-Reynolds number flow around

an ellipsoidal bubble of fixed shape, Phys. Fluids, 7 (6), 1265–1274, 1995.
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I. INTRODUCTION

Polymer networks, in general sense, are of the unique molecular type, extending in size (and structure)

from micro- to macroworld [1–8]. In very simplified terms, characteristic dimensions of a polymer

network, following the same constitutive relations, can be extended, from nano- to kilometers, that

is, for a dozen of magnitudes in space scale. In principle, one can expect that using such properties

can bridge over, and connect in synergetic way, properties of some entities from nano- to macro-

scale. But, in the common approach to polymers (and polymer-type carbon networks) this way of

thinking is still very rare. On the other side, some issues obviously related to structure parameters

on both, nano- and macroscale, stay unsolved in spite of the great efforts and investments, extensive
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research, and large pool of accumulated data, for a very long time. Such a problem is the reinforce-

ment of rubbers with active fillers. Although based on some obvious phenomena, following from

the fundamental principles (as the interactions due to uncompensated forces at a surface of nano-

particles, making the architecture of active fillers), quantification of that influence on properties of

materials, on macroscale, is not yet possible [2–4].

It is exactly a 100 years since carbon black (CB) has started to be added into rubber compounds

[5], and soon polymer engineers will celebrate 200 years of rubber networking [6]. Such a network

made possible the layout of the first telegraph cable between Dover and Calle. It (at least in prin-

ciple) means that if “Maxwell demon” would move down the covalent bonds, it is possible that it

finds a continuous chain of covalent bonds of 200 km. But, again in principle (and with very prag-

matic consequences), cannot be rationalized in quantitative and even not in qualitative way, how

nanoparticles of fillers (which can be organic as CB, or inorganic as silica, in constitution) make

possible a hyperelastic deformations of such a chain network. Moreover, similar elastic behavior

in connection to small entities can be observed on microscale of some new photonic nanosensors,

biopolymer tissues, and organelles [9,10].

It comes out, that polymer network is a very specific ensemble of entities [11] in terms of

classification in the introductory chapter of this book, it has been possible to transform some

nanoeffects to macroscale. At the same time, as we shall see, it is expected to be liable to statistical,

mechanical, and even quantum statistics treatment. Recent experiments with networks of nanotube

type, as “quantum wires” capable of “ballistic” transfer of charge [12,13], can be reported as the

extension of a such approach to carbon–carbon network.

An example of the inverse physical approach to nanoarchitecture is the application of carbon–

carbon networks, as templates for building of nanostructures of nonpolymer materials [14,15]. It

can be realized by the orientation of copolymer chains in thin films to control interfacial inter-

actions. Relatively simple way of achieving this control is anchoring a random copolymer to the

interface, which consists of monomer units identical to those of the block copolymer. Through

the variation of particular monomer units in the random copolymer, interfacial interactions can

be balanced and the diblock copolymer applied will orient normal to the surface. Such a structure

provides possibilities for many further applications. In the case of cylindrical micro-domain

morphology, the thin film is essentially an array of nanocylinders, oriented normal to the

surface, with an area density that is dictated by the size of copolymer molecular weight. With

some of lithographic procedures, the blocks of one type are cross-linked and of other type are

degraded. It produces an array of nanopores in the network. That can be used as a template for

transfer of patterns to the substrate, or as porous separation media, after removal from the substrate.

By chemical or electrochemical methods, the pores can be filled with metal, glass, or other

materials, and this can produce, for example, arrays of nanowires with exceptionally high aspect

ratios. For example, with such a method, it is possible to obtain area densities in excess of

9 � 1011 copolymer cylinders per cm2 [14].

It is not clear whether the filler material fine particles are stabilized by polymer network, or the

metastable states of the network chains are stabilized with nanostructured fillers, or the highly sen-

sitive biomaterials are protected by polymer network vesicles transferred (e.g., DNA in gene therapy,

or in the case of some other target drag delivery application [10]). Whatever the case be, we face the

fascinating issue of controlling the coupling between adjacent phases, when they are driven far

from an equilibrated state. The issues of interface interactions and metastable states are related to

the broad spectrum of material properties such as mechanical strength and durability of hybrid

materials, and their optical, electronic, catalytic, medical, and other applications. Interest for them

is highly grown especially on topics of shared commonalities with nanotechnologies. Numerous

new, very sophisticated experimental techniques and devices for characterization of interfacial inter-

actions have been developed. Still, a number of fundamental questions stay open, as we have seen.

Those issues, in particular connected to interactions of large-size networks with fillers of nanosize

architecture, leading to unique hyperelasticity phenomena, constitute the subject of this chapter.
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II. THE SCALING THEORIES AND INTERFACIAL INTERACTIONS

A change of some properties with change of size of the system provides us with the opportunity to

recognize the entities of its structure. The great theoretical support has been provided in polymer

science with excluded volume theory of Flory [1]. It provides the following law that describes

scaling of a polymer molecules radius of gyration RG with number of its backbone bonds Nb:

RG ¼ kNn
b (6:1)

According to Flory, n ¼ 3/5 for all kinds of flexible chains in good solvents. It represents a global

property of macromolecules in terms of de Gennes scaling concept in physics [16]. Global proper-

ties are of general validity for polymer molecules (or for some class of them) describing some

essential features of the structure while the prefactor k represents local properties, characteristic

of each polymer type. Starting with Equation (6.1), de Gennes has tried to find other laws of the

same form, for polymer systems. An understanding the reasons, which dictate the exponents

would help us to extract the essence of the structure characterizing the considered systems. Once

such global parameters are recognized, it is much easier to handle numerous experimental data

describing details of particular system behavior. But, scaling of properties at the phase boundaries

is of main interest here that is quite specific in nature.

Different approaches to the problem are possible. Generally speaking, theoretical consider-

ations treating the problem can be sorted, according to the following main approaches:

. Macro or micro (scale of structure) theories

. Static or dynamic (state formulation) theories

The first formulation of the problem was given by Laplace [17] for two adjacent fluid phases:

pa � pb ¼ gab(K1 þ K2) (6:2)

where pa and pb are hydrostatic pressures in phases a and b, respectively, and K1 and K2 are the

principal curvatures at the considered locus, and gab the interfacial tension. In modern terms, it

is merely a macroscopic manifestation of anisotropy of the pressure tensor within the interfacial

layer. Trying to generalize this phenomenological presentation, one faces two possibilities. The

first is, understanding what really happens between two phases in contact at the molecular level.

The second is a replacement of curvatures Ki with real geometry, especially when solid phases

are involved.

As we know, thermodynamics of surface phenomena was first formulated by Gibbs [18] in a

very elegant way. But for phenomena of interest here, one must be very careful in its application.

In short, the classical thermodynamics was devised for handling locally homogeneous systems, that

is, the change of any intensive variable is completely negligible over a differential volume of the

continuum, which is much larger than molecules dimensions. But, this is clearly not so within

the transition layer, the density of witch may drop, for example, by a factor of 1000 over

1–2 nm, when passing from the liquid to the gas phase. Gibbs superseded the difficulty by introdu-

cing the concept of dividing surface. It is passing through “points which are similarly situated with

respect to the condition of the adjacent matter” [18]. The actual system is then replaced by two

homogeneous bulk phases, extending on each side of chosen dividing surface. This surface itself

is treated as a homogeneous two-dimensional phase and provided with appropriate mechanical

and physical–chemical properties. For example, free energy G is split into three parts

G ¼ Ga þ Gb þ Gs (6:3)
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for phases a, b and surfaces s. In the same way, bulk concentrations per unit volume V of each phase

are defined by aCi ¼
aNi=Va, bCi ¼

bNi=Vb; it is convenient to introduce the adsorption

Gi ¼
sNi=AS, as the mean number of molecules of species i fNig adsorbed on a unit area AS of

the interface. Then

dg ¼ �Ss dT �
X

Gi dmi (6:4)

where Ss is the surface entropy per unit area and mi the chemical potential of i.

The connections of defined macro-parameters with molecular structure system provide statisti-

cal mechanics. The route proceeds from the partition (or better to say grand partition function) Z of

the system going to the free energy G and finally to g by means of the general relationship:

G ¼ �kBT ln Z (6:5)

and

g ¼
@G

@AS

� �

T ,V ,{Ni}

(6:6)

The first statistical mechanical theory describing the interface of liquid–gas far from critical point

was formulated by Prigogine and Saraga [19]. They used a cell model with each molecule of the

liquid locked in a cell, with u being potential energy at the cage center and z the partition

function of a molecule in its cell. They obtained

g ¼
1

a2

1

2
(uSr � uLq)� kT ln

zSr

zLq

� �� �
(6:7)

where a2 is the area of a surface cell at the interface and indexes Lq and Sr correspond to “liquid” and

“surface” cells, respectively. One, who wants to extend that model to polymer systems, immediately

faces two possibilities. The first possibility is that one molecule occupies more than one cell. The

second is application of more realistic interaction potentials. Prigogine used such an approach for

studying short chains [20,21]. He sliced the system into monolayers and then used Flory–

Huggins theory developed for bulk phases [1] to analyze each layer by the mean field method.

But the calculations become very complicated for long chains. A number of authors later proposed

theories, trying to supersede those difficulties: Silberberg [22] and Hoeve et al. [23]. Flory [24,25]

himself, returned to this problem several times. In theories on molecular organization in micelles,

in vesicles, and in lipid bilayer membranes [26,27], and in the theory on interface structure of

lamellar semicrystalline polymers, Flory et al. [28] developed methods for accounting long

polymer transitions between layers and space-filling constrains due to geometry differences.

With colossal development of computer facilities, the new method based on “numerical exper-

iments,” that is, models based on computer simulation of interphase interactions, is developed. We

are interested in the model of Theodoru [29] which is an extension of the Suter and Theodorou

model. This model treats ensemble of undeformed and deformed model structures of glassy amorphous

vinyl polymer, to probe the local structure and to explore the microscopic mechanisms of small-strain

deformations. It was later applied to polymer-film model systems. Ultrathin glassy polymer films

with high fraction of interphase layer molecules are very active areas of research with high

technological importance, as well. Theodorou extended the probing method with molecular dynamics

models; so it belongs to the finestructure dynamics group in terms of different approaches, mentioned

at the start of this section. The results indicate that “dynamical interfacial thickness” is twice as large

as the thickness over which the mass-material’s density varies. The center of mass motion
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of chains located as far as 2–3 times the unperturbed radius of gyration RG0 from the edge of the free

surface is enhanced and becomes highly anisotropic.

The third method in statistical mechanics which uses exact enumeration techniques for inter-

phase problems. In short, it is a kind of a midway between the mean field and computer simulation

methods. Again, the grand partition function of the system can be formulated, considering distri-

bution of segments and other substance molecules in a regular lattice. The number of possible

chain conformations decreases significantly in the interface layers according to DiMarzio and

Rubin [30,31]. A combination of the mean field method with exact enumeration technique has

been used very successfully in some more general theories considering polymer bulk properties

and equilibrium between phases of rigid and semi-rigid chains, for example, in theories of Flory

with Abe, Ronca, and Matheson [32,33].

The fourth method is analytical. For changes of surface tension with solution concentration, the

necessary expansion can be obtained in the form of an exact series. But, analytical theories, in

general, are very difficult to develop for long chains. The edges effects for two-dimensional ensem-

ble are obtained only for dimers and trimers. But even for the more general problem of chain con-

figurational statistics influenced by external fields solutions are possible [34–36]. This is achieved

by a combination with other techniques such as graph methods or exact enumeration supported with

appropriate experimental information (starting from dimers and trimers up to long chains).

Another approach has been suggested by de Gennes [37]. Any analytical function (as men-

tioned above) describing g(x), for polymer solutions with strong forces, driving chain adsorption

on the solid wall, and rather weak forces between that chains with polymer molecules in the

bulk of the system, can be split into two parts:

g ¼ gd(cs)þ Ib(cs, cb) (6:8)

where cs is the concentration profile, c(x) is the concentration profile toward the wall and cb is the

bulk concentration. For x ¼ a, cs corresponds to the first layer, a being the cell length and x the

coordinate normal to the wall. Then gd describes interactions in the proximal range and Ib

effects of the concentration profile at larger distances. The free energy per chain gch can be esti-

mated from that model in the form

(kBT)�1gch ¼
RG

Dl

� �5=3

� jg1ja
2 a

Db

� �
Nb (6:9)

where RG is the Flory radius from Equation (6.1), Nb the number of bonds, and Dl the thickness of

layer where adsorbed chains have loops, extending from the wall. g1 is the part of gd describing inter-

action energy per unit surface. Instead of looking for more precise analytical expression for g, three

regions of concentration scaling in the space are established in the model: (1) proximal (x � a , Dl),

(2) optimal (Dl , x , jb), and (3) distal (x . jb), where parameter jb can be approximated for semi-

dilute solutions with RG. Comparisons of this scaling pattern with possible scaling in other type

systems such as melts, thin films, and networks, are of fundamental importance.

Besides the above factors we should also point to yet another fundamental factor: as the flexible

chain (connected with some segments to solid surface), makes more or less large loops in space, the

solid surface cannot be considered flat at that scale. Mandelbrot [38] and later many authors advo-

cated methods for handling that difficulty (already mentioned for interfaces in connection with Ki

values in Equation (6.2) [38–40]. They called attention to the particular geometrical properties of

some objects such as shoreline of continents, some cluster surfaces, or volume of clouds. Mandel-

brot coined the name “fractal” for these complex shapes to express that they can be characterized by

a noninteger (fractal) dimensionality. A broad class of growing patterns (from some snowflake

crystals up to tree branches) characterized by open branching structure can be described in terms
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of fractal geometry. In the present cases, this means that the growing structures are self-similar in a

statistical sense, and the volume V(R) of the region bounded by interface, scales with the increasing

linear size R of the object in a nontrivial way:

V(R) � RDf (6:10)

where Df , dE is typically a noninteger number called the fractal dimension and dE the Euclidian

dimension of the space in which the fractal is embedded in. For a real object, the above scaling

holds, of course, only for length scales between a lower and upper cut-off. The volume of a

growing fractal V(R) can be measured with number of balls (of unit size) needed to cover the

object completely: NV(L) where L is the linear size of the whole structure. Then

Df ¼ lim
L!1

ln NV (L)

ln (L)
(6:11)

Obviously, the previous definitions can easily be related to the general relation describing scaling in

Equation (6.1). Indeed, a number of authors considered a polymer chain as a fractal object and the

scaling exponent as fractal dimension. But, one should keep in mind that fractal models are con-

cerned with geometrical features of the object, and Flory formula describes scaling that results

from complex interactions between chain elements. It provides the solution for some multi-body

problems, what is a very tough subject in physics. Besides geometry aspects, it incorporates a

number of other relations. It indicates connections of Flory exponent with dynamical properties

and fraction dimension of Alexander and Orbach [41], according to some experiments with biopo-

lymers. Now, some recent experiments providing a new level of insight into polymer interphase

interactions, molecular dynamics scaling, and scaling of structure should also be pointed.

A central question in such experiments is: how molecular motions are arrested in the glassy

state to result in very slow dynamics. A number of researches attempted, using sophisticated tech-

niques, to determine the film thickness at which glass transition temperature Tg differs from the bulk

value. For example, a threshold thickness of 40 nm was found for polystyrene (PS) on Si–H sub-

strate in experiments with PS films using spectroscopic ellipsometry [42]. A similar decrease in Tg

for PS on SiOx using nulling ellipsometry was obtained [42]. Positron annihilation spectroscopy

measurements of PS on Si–H near the PS–vacuum interphase gave results consistent with

ellipsometry [43]. Measurements by quartz crystal microbalance for PS on gold substrate

suggest that Tg decreases with film thickness. Results from scanning viscoelasticity microscopy

indicate that local Tg decreases even in relatively thick films of 200 nm [42]. Also, x-ray refractivity

measurements of PS on Si–H substrate indicate departure from bulk value, but in opposite direc-

tion. According to these measurements Tg increases. Similar results were obtained from diffusion of

deuterated PS into hydrogenated PS: the diffusion was slower in thin films than in thicker. The

authors suggested that an “effective” Tg of PS increases by 258C [44]. Slower PS chain diffusion

relative to the bulk in films thinner than 150 nm was found by measuring fluorescence recovery

(after patented photo-blanching) but the results cannot be explained solely on the basis of a decrease

in the Tg [45].

Obviously the phenomenon is not simple and needs extensive theoretical treatment as will be

discussed in the following sections. But, for our further discussion it is of special interest to consider

the univocal conclusion on always-present transitions in chain dynamics and scaling of structure in

interphase layers. The scaling transition problems will be considered in the next section.

III. TRANSITIONS AND SELF-CONSISTENT FIELDS PHILOSOPHY

Transition from local chain parameters to system properties is realized in self-consistent field approach.

This is evidenced in classical works such as the Flory–Huggins model [1] implicitly and later explicitly in

a number of papers of de Gennes and coworkers [16]. Considering possible configurations of chains in a
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mixture (described by lattice model of cell dimension a), one can add a unit link to the chain which

is subject to an average potential of its environment. The probability of chain growth can be esti-

mated from the balance of a certain concentration profile c(r) and average repulsive potential U(r),

and is proportional to the local concentration. The change of that probability for a chain of Ns links

at temperature T can be represented as

WNþ1(r0, r)�WN(r0, r) �
@W

@N
(r0, r) ¼ �

U(r)

T
WN(r0, r)þ

a

b
r2WN(r0, r)þ � � � (6:12)

Equation (6.12) can be rearranged into

�
@W

@N
¼ �

a2

b
r2W þ

U(r)

T
W (6:13)

which is remarkably similar to the Schrödinger equation for a nonrelativistic particle of wave

function c(r, t):

�ih�
@c

@t
¼ �

h� 2

2m
r2cþ V(r)c (6:14)

In that analogy N corresponds to time and can be understood as the number of steps of a walker

on the lattice, moving with constant speed. One particular chain conformation corresponds to one

particular path for the particle and the wave function appears as a coherent superposition of ampli-

tudes for different paths. For so-defined states of the system, one can estimate relevant properties,

and if necessary change the value for local concentration to c0(r) and repeat the procedure with new

potential till the sequence of approximations c(r)! c0(r)! � � � cfin(r) converges to a stable sol-

ution. The potential Ufinal is then self-consistent.

Another type of problem appears in systems, where scaling transitions are also present between

different chains. The local concentration profiles and local potentials then have to be accounted for

total transition. The evolution of such systems can be analyzed using Fokker–Planck equation:

@W

@t
¼ �vd

@W

@x
þ DL

@2W

@x2
(6:15)

where W is the probability density of configurations, vd the “drift” velocity, DL the “diffusion” coef-

ficient, and x and t the space and time coordinates, respectively. For example, x can be interpreted

here as a measure of the extent of transition, vd as the rate of the transition, and DL as a measure of

dissipative character of the transition.

For fractal systems (as solid interfaces of interest here), additional complexity appears. The

progress of a transition is space-dependent. It can be illustrated with a relatively simple

example, originally proposed by Le Mehaute, of electrical deposition of mass on fractal surface

of an electrode [39,40]. If F is the density of flow per unit length Le of ideally flat electrode, the

transfer rate will be J ¼ LeF. If the flow is not stationary, we can write the time dependence

equation as J(t) ¼ LeF(t). But if the surface is flexible, Le also changes with time and additional

nonstationary process occurs. The reaction occurs with a delay caused also by a longer route

taken by the particles in traveling to the surface and the shape of the particle is also changing.

During this delay, the length again changes, and we cannot use above expression to describe the

process. In such a situation, previous changes in the system should also be accounted for. It can

be done by applying nonintegrity derivative (fraction derivative) in Liouville–Riemann form.
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For some function f (t) of time t, it is

t0 Dq
t f (t) ¼

1

G(1� q)

d

dt

ðt

0

f (t)

(t � t)q dt (6:16)

Now for process with fractal electrode, having fractal dimension Df ¼ D2þ 1 we can write

D(1=D2)�1
t J(t) � F(t) (6:17)

In other terms, deposition of mass on a fractal surface is a noninteger integral of density of flow.

Considering the driving force of the process as Dirac d-function potential Dm(t), two main cases

are of interest here. The first is F(t) � Dm(t), then we can write

D(1=D2)�1
t J(t) � Dm(t) (6:18)

The second case is a more complex process in fractal media. For instance, when a (Dff 2 1) fractal

is embedded in Df fractal, the hyperscaling behavior occurs [37]. Then, Equation (6.18) has to be

extended to the density of flow but now through the relation:

D(1=Dff )�1
t ½F(t)� � Dm(t) (6:19)

Without going more into details of the hypothetical experiment described, here, I point that Dm(t)

can be understood generally as a thermodynamic force related to departure from thermodynamic

equilibrium or more generally, from the stationary state. Then it can be written in the usual form as:

Dm(t) � ½m�(t)� m(t)� (6:20)

where m(t) represents the actual thermodynamic potential at the flexible interface and m�(t) its

thermodynamic asymptotic value at long time t.

IV. HYPERELASTICITY PHENOMENOLOGY AND REINFORCEMENT

There are only a few material groups such as elastomers, soft foams, and some biological tissues,

which can undergo large deformations without permanent set; that is, exhibit large nonlinear elastic

behavior and we call them hyperelastic materials [5–8,46–58]. At the first glance they have not

much in common of their structure, but the same unique properties exposition, incite both theoreti-

cal and experimental research of their possible hidden relations, indicating more fundamental

reasons for such behavior. Especially, there is increased interest for such effects in different

domains of modern material science, medicine, and engineering in general. This is because

some new materials such as hyperswelling elastomer hydrogels, some biomaterials, etc., use hyper-

elastic deformations to transform small changes in a system to different signals or mechanical

responses, opening in that way a broad field for new sensors and nanodevices [9,55]. Incorporation

of a hyperelastic component in different composite materials also provides new areas for its

application. Further, the composite properties, especially for elastomer systems, provide a new

quality of information for understanding hyperelastic behavior, as well.

Addition of fillers can dramatically change mechanical properties of elastomer materials. For

example, a pure gum vulcanizate of general purpose styrene–butadiene rubber (SBR) has a

tensile strength of no more then 2.2 MPa but, by mixing in 50 parts per hundred weight parts of

rubber (p.p.h.r) of a active CB, this value rises more than 10 times to 25 MPa. How CB, being

fine powder of practically no mechanical strength, can make reinforcement in rubbers, similar to
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a metal armature in composite materials? Extensive research has been done in the area of reinforce-

ment with “active” fillers in the last 100 years (it is almost exactly 100 years, since first CB has been

applied to rubber compound in 1904) but, complete answer is not yet obtained [2–8,57–59].

Generally, high surface area per unit weight of filler (i.e., very fine particles) is necessary for

reinforcement, but there is no direct proportionality between change of reinforcement activity

and difference in surface area for CB of different grades. Moreover, according to some authors

moduli at high strain for elastomers reinforced by silica filers decrease with the increase of

surface area [59]. This discrepancy can be defined in terms of de Gennes’s “scaling concepts in

polymer physics” as difference in global and local properties of active fillers. To obtain reinforce-

ment activity, all fillers must achieve some level of surface area. But, differences in activity

between grades of the same filler follow from local properties, that is, finestructure of the filler

[2–4]. Here, the answer has been found in the interpretation of surface activity as interaction of

polymer with some active centers on the filler surface. Without enough large surface area, it is

not possible to obtain enough active centers, but the same area does not automatically guarantee

the same concentration and accessibility of active centers. But, this raises the difficult question

about finestructure of filler surface, the estimation of number of active centers, and the nature of

their interaction with polymer matrix. Fortunately, application of new experimental techniques

meanwhile developed for characterization of materials such as atomic force microscopy, x-ray scat-

tering, neutron scattering, infinite dilution inverse gas chromatography, etc., provides a new level of

insight to the fine structure of fillers at nano- and sub-nanolevel [57–59].

The direct observations of atomic organization of the CB particle surface with new techniques

made possible proposition of new model of the elementary particle with surface covered by platen-

like layers with zigzag edges similar to scales. The zigzag edges of scales can provide almost

perfect fit to some carbon chains in trans–trans conformation absorbed on the surface. Such

chains, perfectly compatible with filler and also incorporated in the matrix, will be subject to all

strains and constrains imposed to filled compounds, which will influence their conformational

mobility, intramolecular interactions, and chain flexibility, as well. But, it raises immediately

following three issues. The first: if such a mechanism is causing reinforcement interactions,

what are the sources of reinforcement by silica fillers, with completely different surface structure?

The second: if all active CB particles have the same surface structure, what are the reasons for

high difference in reinforcement activity of different CB grades? The third: how significant is

polymer chain and network structure, for reinforcement? Common approach to such multi-variable

problems is partial variation of one-by-one class of factors, while all other system characteristics

stay same. As factors of the highest influence and technological importance have been studded,

some investigator have dealt with the properties without involving the volume fraction of added

filler. This approach is in distinct contrast with the theories of rubber elasticity, show that increase

of degree of networking increases the modulus of gum networks (i.e., the networks without filler)

but also that modulus decreases with extension up to some level. In the first molecular theory of

rubber elasticity, based on contributions of Kuhn, Wall, and Flory, the relation between tensile

force per unit of unstrained cross-section s and strain ratio l ¼ l/l0 is formulated as

s ¼ M(l� l�2) (6:21)

what is saved in most other theories (differing in formulation of modulus M). Strain ratio l is the ratio

of sample dimensions in strained (l) and unstrained (l0) state. The decrease of M, characteristics in the

range of small and medium l, is well described with semi-phenomenological theory of Mooney and

Rivlin as

s ¼
C1 þ C2

l

� �
(l� l�2) (6:22)
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where C1 and C2 are constants for solid elastomer materials. The increase of modulus M at some level

of strain is explained in Kuhn–Wall–Flory theory by transition of network chain statistics from

Gaussian to Langevin type, due to finite extensibility of polymer chain. In the modern rubber

elasticity theories of Flory, Erman, Mark, and others [32,63,64], these are the well-understood

phenomena. Filled elastomer materials follow the same behavior pattern, but at much higher M

level, and not in strict linear way, as described in Equation (6.22). Also some regular chain structure

polymers such as natural rubber (NR) crystallize partially at high extension, producing additional

reinforcement. This well-known phenomenon is however, not to be considered here. Herein, we

will focus our attention on the first two issues cited earlier (or better to say: interactions of active

filler of different constitution and space architecture, with polymer networks). But, we should also

take note of some additional aspects of the problem. The reinforcement by fillers is defined at

present as “improvement of modulus and failure properties of the final vulcanizate” [2–4].

Already in 1920 Wiegand proposed resilient energy as the measure of reinforcement [6]. In

general, rubber reinforcement represents one of the two main types of material reinforcement.

The other type is reinforcement by armature of a material with much higher modulus (and stiffness)

than the matrix. Again in general terms, the rigid armature extends end-to-end of the product. With

active filler hyperelasticity reinforcement, the situation is just the opposite: the flexibility and elas-

ticity are saved (in parallel with the (relative) increase of moduli and improvement of failure

properties).

V. THEORIES OF RUBBER REINFORCEMENT — A BRIEF REVIEW

OF THE PREVIOUS WORK

The issue of no-armature reinforcement of materials and also the high interest of growing industry

for them has naturally attracted a lot of work to the field of elastomer reinforcement. The theories,

and some qualitative models (or just lucid proposals), trying to explain the phenomenon can be

sorted in several classes [2–8]. Moreover, some classes can be divided into groups of theories.

In brief, we can describe it with three classes:

1. Continuum theories

2. Rheological model theories

3. Structural theories

The predictions of the elastic moduli in the class of continuum theories are based on phenom-

enological laws, variation methods, and self-consistent shims, but without any insight into the

structure of hyperelastic materials. In the class of rheological model theories, some crude insight

into the structure is given through different types of coupling of elastic and viscous elements

that can be related to coupling of phases. But it cannot explain the behavior of fine dispersed

particle systems.

The structural class can be divided into 10 groups, based on particular approach to the problem

as, for example, hydrodynamic theories. They belong models of Guth and Gold and Smallwood, but

some authors include also the occluded volume theory of Medalia and theories of filler and bonded

rubber compact spheres of Brennan and Jermyn and some others. The groups can be described as:

1. Hydrodynamic theories (Guth and Gold, Smallwood, Medalia, Brennan and Jermyn,

Raos and Allegra).

2. Strain amplification in the rubber phase due to filler (Mullins and Toubin).

3. Nonaffine deformation of network junctions causing stress relaxation (Mullins and Toubin).

4. Stress softening caused by weak and strong linkages (Blanchard and Parkinson).
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5. Stress hardening due to alignment and tightening of highly stretched chains

(Blanchard).

6. Tightening of short chains between filer particles (Blanchard and Hess).

7. Breaking of filler-to-network-bonds and molecular rearrangement by slippage on filler-

to-network-Bonds surface (Bueche, Aleksandrov and Lazurkin, Houvink, Dannenberg,

Rigbi, Fujiwara and Fujimora, Maier and Goritz).

8. Networking of filler particles (Bouche, Payne, Dogatkin, Furukawa, Goritz, Wang, Lin

and Lee).

9. Influence of filler surface energy and morphology (Kraus, Donnet, Wagner, Wolf,

Gespacher, Lablanc, Niedermeier, Wang).

10. Cluster–cluster aggregation (Kraus, Payne, Gespacher, Rubinstain, Vilgis, Heinrich,

Kluppel).

Obviously, rubber is very extensive material but a number of explanations proposed can be

already seen from the list. Here we will describe the main ideas following from the listed contri-

butions, while details of the theories can be found in the literature [2–8,56–69].

(a) The first hydrodynamic approach follows the general theory of energy dissipation in dis-

persions [6–8]. In 1906, Einstein explained the increase of the viscosity of low-concentrated sus-

pension. When a particle is suspended in a flowing fluid, the velocity profiles near the particle are

perturbed due to longer distance that the fluid must travel (to keep the continuity of the flow), com-

pared with those which it would travel if the particle were not present. A consumption of energy for

that process produces energy dissipation in the system, causing viscosity effects. When a second

particle is placed (according to self-consistent field method!) in the same flow field, it is subjected

to a flow field which is different from that which would occur if the first particle were not present.

But, for low concentrations of particles total effects can be presented simply by the sum of individ-

ual particle contributions as

hf ¼ hu(1þ 2:5c) (6:23)

where hf is the viscosity of the suspension, c the volume concentration of the particles, and hu, the

viscosity of the pure solvent. In 1938, Guth and Gold [2–4] used the same formula, considering

reinforced rubber compound as a dispersion of fillers in polymer media. But, to use Equation

(6.23) the particles should be spheres, ideally wettable by the fluid, of uniform size and should

not interact. These theoretical requirements are not met by filler particles. To correct for the inter-

actions, Guth et al. added a quadratic term for concentration in Equation (6.23) and later, to correct

for the shape, they introduced fsh as the shape factor (equal to the ratio of the longest to the shortest

diameter of the particle), and proposed the following equation:

hu ¼ hu(1þ 0:67fcþ 1:62f 2c2) (6:24)

In 1944, Smallwood showed [2–4] that Young’s modulus E of several filled vulcanizates at low

concentration fit the relation

E ¼ E0(1þ 2:5c) (6:25)

where c is the volume concentration of the filler. It is the same relation as Equation (6.23) but now

describing elasticity instead of viscosity h, which permitted substitution of E instead of h in

Equation (6.24). The new formulation of Equations (6.24) and (6.25) fitted the data for the

fine thermal CB particles, up to a volume fraction of 0.3. With different choices of the value

of fsh Equation (6.24) gives fair agreement with the modulus–concentration data for many
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system, but the physical meaning of fsh is lost. Instead of employing shape factors to obtain reason-

able correlation, Medalia proposed in 1973, “occluded rubber volume” as the actual filler volume in

Equation (6.24), for elasticity, as a procedure to improve the agreement between theory and facts

[2–8]. Occluded rubber was defined as the elastomeric matrix which penetrated the void space of

the individual carbon particle aggregates, partially shielded from deformation. Occluded volume

was estimated from aggregate morphology and void-volume measurements where dibutylphtalate

absorption (DBPA) was found as a dominant parameter.

(b) Theories on breaking filler–rubber network interactions and on molecular slippage on filler

surface belong to the second approach. Bueche proposed in 1960, a mechanism to explain stress

softening, based on the simple concept of the breakage of network chains, or their attachments

to filler particles in the course of extension [2–4,6–8]. It is similar to Blanchard’s idea to

explain Mullins effect by formation of strong and weak linkages between network segments and

particle surface sites. The interparticle chains usually have a distribution of lengths and the

shorter chains will rupture first, at small elongations. As the stress on a chain before rupture is

large, it contributes greatly to the stiffness or modulus. Chains broken on the first stretch will

not be able to affect stiffness on the second stretch and softening will occur. Bueche attributed

stress recovery to the return to a random distribution of interparticle chains by the replacement

of the original broken chains by other similar chains but that all will consume a lot of energy

and degrade the material very soon. Dannenberg elaborated in 1966 (but a number of others

have proposed similar mechanisms in the period 1944–2000) reinforcement by chain slippage

on filler surface, which attempts to explain reinforcement of filled rubber against break [2–8].

According to the mechanism, the surface-adsorbed network segments move relative to the

surface, accommodating the imposed stress and preventing molecular rupture. As a consequence

of the slippage, the stress is redistributed to neighboring molecules. Stress redistribution results

in molecular alignment and increased strength. This process first absorbs strain energy and then dis-

sipates it by slippage as frictional heat; in this manner it acts as a major source of hysteresis. Energy

requirements for the process are thus increased by dissipation of strain energy as heat. Although

molecular mechanisms proposed in theories of Bueche and Dannenberg are quite different, the

main explanation of phenomena as recombination processes at the filler surface are very similar.

(c) The third approach is filler–filler network theories and cluster–cluster aggregation [2–8].

During 1963–1970 Payne found sigmoidal decline of real part of dynamic modulus, from a limiting

zero amplitude value to some higher amplitude, as a typical behavior of reinforced rubbers. He

explained it as a result of breakage of physical (van der Waals) bonds between filler particles.

Kraus elaborated it by a simple model and a numerous authors extended the model since 1970s

up to now as the breakdown of secondary aggregate network, formed by fillers through the

whole material. In earlier studies, the filler network has been interpreted by percolation theory

developed for polymer network formation and as a fractal cluster structure [16,39].

(d) The fourth approach represents formulation of models on the basis of data from detailed

investigation of filler structure and properties. The data obtained experimentally for fillers are cor-

related with reinforcement parameters, for example, moduli, obtained from typical compounds with

most important rubbers. It has been a pragmatic way to find the best additives for industry, hoping at the

same time that such correlations will point dominant factors in reinforcement mechanism. In 1930s,

when the first x-ray diffraction measurements provided data for formulation of the first CB-primary

particle model, a huge pool of data from different kinds of measurements were presented in more

than thousand papers [2–4,56–58]. In short, the main sources of information in that approach are

data from x-ray diffraction, electron microscopy, surface chemistry, inverse gas chromatography,

gas adsorption calorimetry, electrical conductivity, nuclear magnetic resonance (NMR), electron

spin resonance spectra (ESR), secondary ion mass spectroscopy, scanning tunneling microscopy,

atomic force microscopy, and even neutron scattering. Besides the practical importance of polymer

industry consuming fillers and development of new filler grades and even new production technologies,

a univocal conclusion about reinforcement mechanism is yet to be obtained.
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VI. THE UNSOLVED PROBLEMS AND SOME PARADOXES

Many of the models described in a previous section include ideas implicitly or explicitly on filler

particle contribution to reinforcement as additional junctions to the chemical cross-linkages of

covalent network. The main idea is that bonding of chains to filler surface increases the total

density of a network, influencing the increase of modulus but, at the same time with much less

decrease of dynamical degrees of freedom of polymer chains. It provides possibilities for stress

relaxation, for example by “slippage” (according to Dannenberg) for chains or “saltating” on the

filler surface and prevents the formation of cracks. The crack formation, according to the

general theories of Born and Griffith, initialize fracture of the material. At the same time, friction

due to slippage produces dissipation of energy in agreement with hydrodynamic theory. Although

filler particles are covered with adsorbed “bond rubber,” breaking and recombination of filler–filler

particle contacts (as proposed in filler-network theories) is possible, due to the two levels of their

structure: the primary particles and their aggregates. The latter are present in the rubber matrix.

Reversible interactions between filler particles, explaining Payne’s experiments, can be rational-

ized as interactions between primary particles inside aggregates (or between aggregates inside

agglomerates). The breakage of chain-to-filler contacts at high strains (from Bueche model) can

be added to the breakage mechanism. This mechanism predominates at high extensions, leading

to the final fracture. All these conclusions lead to consistent total mechanism of the process and

provide a background for formulation of a general theory of rubber reinforcement.

Unfortunately, experimental results on interface structure and dynamics, obtained by modern

techniques, give the evidence for effects opposite to that proposed in previous theories. As

already mentioned in Section II, chain dynamics abruptly changes at the interface layer. Analyses

based on NMR, ESR, and dynamical measurements indicate that effective Tg of adsorbed rubber

chains increase even up to 1508C. It follows that at room conditions, hard and immobile layer

forms as an armor at active filler surface. Logically, it makes background for further growth of

bond rubber layer around the filler particles that are impossible to remove, even with good solvents.

Thus the models of slippage (and saltating) on the filler surface become irrelevant at once. Indeed,

according to Einstein model, viscosity is a measure of energy dissipation but rubber elasticity

modulus is, according to de Gennes and percolation theory, a parameter with the opposite

meaning [16]. That is, a measure of connectivity of the system. So, hydrodynamic interpretation

at once becomes a paradox. Moreover, according to results of Leblanc, the connectivity around

filler particles increases with time. He found a significant development of bond rubber within a

month after the preparation of different rubber compounds [65]. It is a completely overlooked or

ignored effect in all previous theories. Of course, some rationalization of the new results in the

frame of previous theories can be found by looking for specific interactions in the course of

the glassy layer formation. Following that logic, two main sources can be expected to produce

differences in reinforcement due to interactions at the surface of fillers: different number of

active centers on the surface and its different roughness. A number of early investigations have con-

sidered these issues in detail. But, the results are again surprising. The hypothesis about differences

in surface-active center population between CB grades is rather old. A decrease of bond rubber and

reinforcement ability after graphitization of some active fillers is strong support to it. Donnet,

Wolff, Wang, and collaborators have shown by inverse gas chromatography at infinite dilution

that activity of CB increases parallelly with the surface extent. However, the active-site species,

which are evidenced by this technique, are similarly present on the surface of all CB grades

[56–58]. They formulated the intrinsic surface activity factor as the ratio of adsorption free

energy (see Equation (6.3)) of a given probe DGS
0 to that of an alkane (real or hypothetical) whose

surface area is identical with that of the given adsorbent (DGS
0)alk: Sf ¼ DGS

0/(DGS
0)alk. They

demonstrated very clearly that Sf is almost constant for all industrial CBs. It provides quite a

new view to numerous papers and some of the previously listed theories based on CB surface chem-

istry for reinforcement explanation. Of course for systems such as silicon rubber and silica filler,
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chemical bonding of chains provides a good fit with the simple model of united network, but this is

more an exception than the rule. The numerous kind of groups found on the surface of CBs obtained

before furnace process has been developed (e.g., quinone, lactone, carboxylic) with, for example,

3–8% oxygen for channel black, are not valid for models describing present CB systems, with total

oxygen content around 0.1%. Now the total amount of groups on the surface of furnace black is

found to be only 10–40 milliequivalent per 100 g of CB. This contributes a very small amount

(�2%) of surface coverage by chemical groups. The same can be said for microporosity, which

seems to be absent from the surface of furnace-type CB [2–8].

Very interesting measurements of CB surface properties have been obtained by Raman spec-

troscopy, scanning tunneling microscopy (STM), and neutron scattering. The last two methods

measured in fact pertain to the roughness of the surface. Gerspacher et al. [66] have shown for a

large series of CBs via small-angle neutron scattering (SANS) that CB fillers exhibit a fractal

surface on length scales from 6 to 17 nm. But, they found that all investigated blacks from the N

100- up to the N 700-series have the same fractal dimensions Df ¼ 2.4 independent of the CB

grade and the size of primary particles. Kluppel et al. compared surface roughness of furnace

blacks to that of graphitized furnace blacks by means of gas adsorption techniques [60]. They

found for all untreated furnace blocks only one linear range with the fractal dimension Df ¼ 2.6.

According to their results, the graphitization diminished only for the roughness of the surface on

length scales below 1 nm, while on large scales Df remains unchanged at Df ¼ 2.6. Instead of obtain-

ing a much clearer situation with improved experimental techniques, we face two paradoxes. In

spite of the obvious and technologically very important differences in reinforcing activity of

different CB grades, no difference is obtained in their surface activity and roughness, as well.

Even with NMR measurement there are some disagreements. Early studies by NMR and dynamic

testing of Fujiwara et al. on NR at 60 MHz and Smit for SBR in forced shear vibration of 2.4%

amplitude at 8.5 Hz indicated immobilized interphase layer thickness of 5.0 and 2.0 nm, respect-

ively. But Kraus found at the same time “no significant layer of immobilized rubber” in both

dynamic and NMR studies [2–8]. McBrierty et al. found later that T2 -relaxation NMR data are con-

sistent with existence of two layers: a tightly bond layer in the immediate vicinity of the filler particle,

in addition to a loosely bond component [59,68]. The inner layer accounts for about one-fifth of

the total bond layer thickness but interpretation of results is model-dependent. Obviously, for

further progress in rubber reinforcement a new model and theoretical interpretation is necessary.

VII. THE THEORY OF RUBBER REINFORCEMENT — A NOVEL APPROACH

A. GENERAL PHENOMENOLOGICAL THEORY

1. Qualitative Description of the Model

Trying to explain the mechanism of rubber reinforcement, we must consider three main issues that

follow from previous analyses:

A. What are the parameters of filler structure we have to account as responsible for reinfor-

cing activity of different types of fillers?

B. If fillers act as additional fixed cross-links of the rubber network, why reinforcing effects

are not alike to gum network with additional cross-links?

C. Is it the essence of rubber reinforcement in (some kind of) superposition of polymer

matrix modulus with moduli of some much stronger and stiffer substance (but with

preserved rubber-like deformability)?

In the list, issues are defined in pragmatic engineering terms, but other aspects will be con-

sidered soon. Let as start from the third, the most general problem. Practically all previous theories,

explicitly or as a silent aspect (to be accepted per se, implicitly), include condition that filler modulus
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must be higher than the polymer one. For example, in the most recent review of “the-state-of-the-

art” in rubber reinforcement theories, it can be found that: “A necessary condition for rubber

reinforcement by filler clusters is the rigidity condition GA� GR, where GA is the elastic

modulus of filler cluster and GR that of the rubber. This is obvious because the structure that is

weaker than the rubber cannot contribute to stiffening of the polymer matrix” [60]. Following

this logic we have to look at how the strength of the reinforcing material can be added onto the

mechanical strength of a polymer matrix or some composite matrix in general. We can propose

three solutions. Two of them are well known:

I. The existence of a filler–filler particle network that contributes in parallel with covalent

polymer network to total modulus.

II. The existence of a united polymer network of chains and filler particles with higher

density.

III. We shall propose now a third solution, possible for finely structured fillers. It is a tem-

porary structure arising as the result of force balances in the system interlayer. Its char-

acter is more in changes of dynamics than in space organization of the system, and its

main actors are polymer chains, not the filler particles.

Let us consider the case III. In the case of percolation, that is, if transition layers in a polymer

matrix, around embedded active filler aggregates, connect (or touch) each other, the effect is sig-

nificantly increased, extending itself through the whole macrosystem and resulting in reinforcement

effects. So, polymer chains not filler particles, are the main actors of reinforcement. The connec-

tions between layers are strain-dependent, so different kinds of reinforcement effects arise.

After the general presentation, let us consider these effects one by one. Naturally, hyperelasti-

city as a dominant dynamic property is saved in our system. The model can easily be extended to

some biopolymers and biological systems with polymers, but this will not be discussed here. We

have seen that the morphology of filler aggregates, in many cases, can be correlated to reinforce-

ment parameters, for example, to the increase of moduli. Free space between primary nanoparticles

embedded into the aggregates is the locus of strong fields of uncompensated forces, coming from

nanoparticle structure. Let us call this space as “macropores” to simplify the terminology. But, it

should not be misinterpreted with classical pore effects in physical chemistry. In Section VI, we

have seen that for some active fillers aggregates micropores do not exist at all. Fields of uncompen-

sated forces in nanosystems described earlier, can vary much in density in such macropores,

depending on aggregate architecture. The polymer chains entering the macropores before

network formation will significantly change their dynamics, but saving much random space organ-

ization (which will be discussed later). The closest chains of the network will adsorb at the filler

surface under strong influence of surface forces, but more distant layers will freeze their dynamics,

in some extent and become denser. In such a state, they will be networked during vulcanization

process. Their state is much more similar to an amorphous networked segments in some plastics

than to the bulk of their own network. It is well known that such plastics have much higher

modulus than rubber materials. But in macropores this is not the equilibrium state at low tempera-

ture. In macropores these exists a gradient of structures produced by superposition of filler

forces with forces influenced by local network structure and forces from connections with bulk

network matrix. If the network matrix deforms under extending stress, some of chains in that gradient

material will change their conformation. Those chains will extend much more in outer layers than

close to the bottom of the pore. The whole polymer content of the macropore cannot exit from the

macropore, and come back to the bulk of the network. It has an almost solid, rigid surface and

soft core connected with bulk of the network. This presentation nanolevel structure of rubber

network–filler gives the explanation of several phenomena well known for reinforced rubbers:

1. It is well known that for some filler–polymer pairs, bond rubber content is more than 20% of

total polymer [2–8,65]. On the other side, from NMR (as we have seen in Section VI) the hard

Interactions of Nanostructured Fillers with Polymer Networks 145



“glassy” layer is only �2-nm thick. The gradient layer field of interactions around filler particles

can immediately help to explain so high an extent of bond rubber in the cases described. Moreover,

its conformational dynamic character provides logical explanation for time evolution of bond

rubber content up to the equilibrium.

2. The new model can immediately rationalize the differences in reinforcing activity exhibited

by some very similar types of CB, discussed earlier. Especially because of the recent results,

indicating no significant difference in surface activity and fractal character of their structure.

Modern, very sophisticated methods for estimations of both types of surface parameters describe

the surface at sub-nanolevel. So one cannot see primary particle space configurations (responsible

for differences) in relief of aggregates (e.g., macropores). In simple terms, if the macropores are of

appropriate shape and size, for example, very shallow with flat bottom, concentration in the local

internal field domain will be much lower. The external forces transferred by the network continuity

from the bulk can in this case much easily draw out the dominant amount of chains from macropore;

connections decrease in the local layer.

3. Our model immediately provides explanation of the Payne’s effect. It is so much elaborated

in the literature by the model of filler–filler interactions. As described earlier (Section V, issue c),

many authors have followed an opinion that so high modulus of filled rubber at low deformations

can only be described by interaction between filler particles having much higher modulus than

polymer. It suddenly decreases at some critical strain amplitude (we shall call it the first threshold).

Some of them, go so far to believe that filler particles make parallel network with polymer covalent

network, throughout all the final product (as we have seen in Sections V and VI). But, this is in

complete contradiction with the existence of bond rubber layer around each particle. Even if there

is some hidden way that filler particles are connected to each other, in spite of bond rubber layer

around aggregates (as discussed in previous sections), another contradictory appears. The chain of

particles, which is a part of such a filler–filler network (making a kind of rigid armature for the

reinforced material), must be completely broken at high deformations and reinforcement should dis-

appear. But, just at very high deformations filled rubbers expose the highest degree of reinforcement.

So, the concept of filler–filler network, parallel to the polymer network, must be rejected. As men-

tioned in Sections V and VI, some authors believe that Payne’s effect describes separation (and again

association) of primary particles (or their sub-aggregates) inside filler aggregates. Now, the outer

surface of the aggregates makes with bond rubber a kind of additional junctions in combined

polymer–filler network, and in that way reinforces the material. Even if such a “soft” disconnection

is possible (in spite of armor of hard glassy polymer layer around aggregates, and obvious rigidity of

aggregates), already some simple calculations point two substantial contradictions in this model.

Both the force intensity and strain amplitudes at the first threshold (as it is described, by the

filler–filler interaction model) are not in agreement with calculations. First, the forces which would

be expected to arise from inter-aggregate interactions are too low to explain the magnitude of the

modulus at low strain. Even more problematic than the actual value of modulus is the strain at

which the change in dynamic modulus occurs (the first threshold). Typically, the change in modulus

for filled rubbers occurs near 6–8% double-strain amplitude. The change in aggregate separation

must be large enough to accommodate this strain, and for primary particles substantially larger than

the range for effective surface forces between primary particles. The dynamic properties of CB in

oil have often been quoted as verifying the inter-aggregate model. However, for these blacks in oil

systems, the change in modulus occurs near 0.01% double-strain amplitude. The value for the strain

at the first threshold for the carbon-black-in-oil system occurs at a strain, consonant with the expected

change in surface force with separation. The difference in strain at the threshold is a critical difference

in strains between the two systems. The rubber data are not consistent with the expectations of the inter-

aggregate model, while the carbon-black-in-oil system is completely consistent with the model.

Obviously the model is not wrong physically but it is not applicable for rubber reinforcement process.

Let us now get back at our model and apply it to conditions corresponding to Payne’s experiments.

Under low deformations, only the outer part of the gradient reinforcing layer around the filler aggregates
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will be active, because it is directly exposed to large and inert bulk network, transferring stress. The

chains in the outer part will be under influence of two kinds of forces: outer deformation forces and

forces from interactions in the gradient layer, which are dominated with the field caused by fillers.

Because of this the chains in the outer part will be highly extended, producing very high average

modulus at low deformations corresponding to the upper plateau of Payne’s diagram. The mechan-

ism is similar to self-reinforcement in plastics, by local yielding, where in front of the crack tip

highly extended, load-bearing fibrils span the gap. It is also in agreement with predictions from

Born and latter Griffith theories about decay of materials. But, here bulk part of the polymer is

much softer and starts to deform on that level of stress. It takes then over the large part of stress.

The same is valid for the soft core inside the macropores. In fact that core will be first activated,

mainly due to direct connections to the outer part of the layer and the lowest inertness. That acti-

vation of the soft core is abrupt. In simple terms, in most cases, the soft core will go out of the

macropores. This corresponds to a sudden decrease of modulus in Payne’s experiments in the

6–8% strain range. This range fits well with the deformations of polymer layer but not of hard

filler aggregates. It is the interpretation of the first threshold. In addition two facts support our mech-

anism. The same effect of surmounting the energy barrier, as realized by outer action of mechanical

forces at characteristic 6–8% strain at room temperature, is possible to realize at 0.1% strain at

90–1008C. This can be easily understood from the changes in the gradient layer resulting in appro-

priate dynamical transition with temperature. Activation energy of the process obtained from log

GM
0 versus 1/T plot (where GM

0 is real part of dynamics modulus and T the temperature)

corresponds to the level of van der Waals interactions of network polymers [57–60]. After this

transition, the bulk network will extend easier than the more compact and rigid gradient layer,

which is under influence of the filler.

4. Let us now consider reinforcement in the middle range of strain. The percolated gradient

layer with much lower chain conformational dynamics and higher compactness will serve here

as a kind of armature in the rest of bulk rubber network. This will shift the modulus of the total

material to higher values. But, the elastic behavior of the gradient layer is much the same as the

rest of the system (although it is slower and stiffer). Material flexibility and rubber-like elasticity

of the material are thus saved. On the other hand, for gum networks with increase of cross-

linking density, fluctuations of network segments at medium deformations will decrease

significantly. It leads to a different behavior (as indicated earlier). The dynamic character of this

armature based on chain conformational and orientational adjustment, conforms the important

fact of significant loss of reinforcement, if the material is biaxially deformed. At the same time

due to similarity of gradient layer and bulk network behavior at medium deformations, more and

more chains at the layer border will escape from the filler’s influence and change their dynamics

to the pattern of bulk network behavior. In this way gradient layer will decay with deformation,

as described by Equation (6.22). At the minimum of Mooney–Rivlin curve the abrupt change

arises. This is the second threshold.

5. At the second threshold, the inner, hard part of the gradient layer is directly activated in

reinforcement. It starts to carry significant part of the load. But it is glassy and strongly bonded to aggre-

gate surface. Because of this the role of aggregates is changed. The filler particles behave now as

additional junctions of united network. Of course there is no chain slippage or saltating on filler

surface. But, the network is now highly extended and fluctuations of particles are possible. It

enables particle orientation in space and stress relaxation. Large particles are a good barrier to

crack propagation as well. It is also in agreement with theories of Flory, Erman, Ronka, Mark, and

others [7,32,63,64] on transition from affine to fantom behavior of the gum network. The second

threshold appears for almost all filled rubbers in the range of 300% strain modulus (in terminology

used in industry). Interpretation of this parameter for reinforcement is however confusing, especially

when the modulus at 300% is compared with lower strain moduli for CB of different grades.

6. At very high deformations, the main contribution to reinforcement comes from the change

of network chain statistics due to finite chain extensibility, but supported here with filler particle as
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additional junctions in united network. The change of chain conformational statistics due to finite

extensibility of chains is a well-known phenomenon, already elaborated in the theory of Kuhn-

Wall–Flory. But here, the change disconnection from the filler surface is possible, due to high

stress. That leads (together with chain breakage, similar to Bueche mechanism) to total failure

of the material, what is the third threshold of reinforcement.

7. In the model proposed, answers to all the three issues (listed at the start of this section) are

offered. The model describes the change of behavior of the gradient layer between filler particles

and bulk network with deformation, as a continual process. In fact, it is the change of chain con-

formational statistics under the influence of two force fields: outer field causing deformations,

and the field of uncompensated forces from the filler nanoparticle surface. In the quantitative

formulation of the model, in Part B of this section, statistical mechanical model of the system

will be proposed. Here it should be noted that the concept of necessity to use a material with

much higher modulus for reinforcement of composites is not indispensable in physics. A new

concept of network conformational reinforcement by (dynamical) self-assembled chains into

gradient layer is proposed. The quantitative formulation of that process will be proposed also in

the Part B of this chapter. But, here it should be pointed to one experimental confirmation of

that statement, that is, significant reinforcement of rubber networks is possible. With polymer

particles of appropriate nano-architecture, this is possible [67]. However, the influence of nano-

architecture of filler particles deserves to be elaborated in more detail.

2. Fractal Geometry, Thermodynamics, and Conformational Statistics

Active filler aggregates are fractal objects, and the fractal dimension of their surface has been deter-

mined by different techniques, as described in Section VI. However, many aggregates are mass

fractals, due to the architecture of nanoparticles embedded in them. On comparing the (already

numerous) results of different microscopy methods, applied to both CB and silica active fillers,

we can see that the particles can be sorted in several types similar in shape:

. Fumed silica shape

. CB N 220-like shape

. Precipitated silica shape

More careful analyses of data show [69] that the main difference between that types can be

described using resolution-dependent volume (see Equation (6.10)) of an aggregate described by

V(l) ffi V(0)þ z lDfd (6:26)

where z is a constant and Dfd an exponent quantifying fractal properties, which can be calculated

from

z ¼ lim
l!0

ln½NV (l )ld � V(0)�

ln l
(6:27)

where NV (l) is the number of d-dimensional balls needed to cover the structure. In other terms

active filler aggregates belong to types of “thin” (as fumed silica) and “fat” (as precipitated

silica) fractals. The main difference in grades of active filler comes from the position on the

scale between those two types. According to preliminary results of the present author, it can be

quantified using Equation (6.26) and Equation (6.27) and appropriate combination of data from

BET method, DBPA method, and SAXS measurements [59]. But it was overlooked in all previous

analyses and theories.
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In more rigorous terms of fractal geometry, earlier formulations about filler aggregates can be

understood as multi-fractal object definitions and prefactor z as lacunarity of corresponding fractal

part of the system [38,39]. For thin fractal types V(0)! 0 and

V(l) � ld�Df (6:28)

where Df , d (see Equation (6.11)). The prefactor z can be understood as a measurement of local field

scaling in accordance with Equation (6.1). Both filler aggregates and polymer network can be under-

stood as fractal objects. As described in Part 1 of this section, during formation of the network (below

percolation threshold of covalent network) a set of sub-networks is formed. In the same way, we can

present formation of the gradient layer around filler aggregates, for example, at different concentrations

of filler or at different deformation levels. That sub-networks can be treated as fractal aggregates that

percolate under appropriate conditions to continual dynamic armature, reinforcing the system. There is

some analogy of such subsystems (of metastable gradient chain interactions) with polymer blend net-

works. Both systems can be presented as dispersions of fractal clusters, with special interactions on

the border [59,69]. But, here we have combination of filler fractal objects embedded to gradient

conformation fractal layer, that is, a hyperscaling in terms of Section III and Equation (6.1), as well.

It is a quite complex organization of the system. But, with combination of the geometry of the

system and scaling properties, as we learned from Flory, let us turn to thermodynamic interpretation.

As already mentioned in Section IV, the relevant parameter for analyses of reinforcement can

be the elastic energy accumulated by the system during deformation. The part of the network chains

belonging to the gradient layer, accumulates (according to that physical presentation) some amount

of additional elastic energy by reinforcement of the system. This additional accumulation of elastic

energy can be the background for quantification of our model. On the other hand, the system as a

whole can be understood as a dynamical structure instead of detailed analyses of its space organ-

ization. We use here the term “structure” for both the space configuration of the system and

dynamics of it. For presentation of the conformational dynamics in the gradient layer, it is more

convenient to combine Fokker–Planck equation with Liouville–Riemann derivative, than to use

the hyperscaling method described in Section III. The formulations in Fokker–Planck equation

provide better tools for description of filler influence upon the gradient layer. The fractal character

of interactions inside macropores due to geometry of aggregate nanoparticle architecture can be

described by the dissipative coefficient DL (see Equation (6.15)) changing distribution of chain

conformations. But, the second, independent influence upon this distribution, comes from the

fractality of the local polymer network itself. It can be described in several ways, but we shall

use in the next part of this section Liouville–Riemann derivative of the conformational distribution

function. It is very convenient for description of viscoelastic properties of polymer systems.

Attraction of some chain parts, for example, some chain groups or double bonds, to the active

filler surface changes significantly its number of possible conformations and configurational distri-

bution in the layer connected to filler surface. But that influence of filler fractal surface on the

polymer network, which is itself a fractal (but of different character), will decay slowly through

the gradient layer, like a memory function. Because of this Liouville–Riemann differential is a

very convenient approach to changes in conformational distribution.

We have now enough elements for formulation of the quantitative part of the theory. Still one

very fundamental question stays open: what is the main source of forces coming from the nano-

particles, to influence chain conformation? It is much more general an issue than the problem of

rubber reinforcement and asks for the extra space and extra analyses [69,70]. A brief glance at

this attractive issue, will be provided in the next part.

3. Quantum Mechanics and the Basic Statements of Conclusions

Raman spectroscopy confirming indications from the tunneling electron microscopy (see

Section VI) showed that the surface of CB nanoparticles is characterized by the existence of
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crystallites and amorphous domains. In furnace-black production, the reaction time is very short

and a thermodynamic equilibrium is never reached. Amorphous carbon regions in that metastable

state, of high entropy, can be explained by incomplete dehydrogenation.

In a similar way, chemically induced dimmer configuration prepared on the silicon Si(1 0 0)

surface is essentially untitled and differs, both electronically and structurally, from the dynamically

tilting dimers normally found on this surface [71]. The dimer units that compose the bare Si(1 0 0)

surface tilt back and forth in a low-frequency (�5 THz) seesaw mode. In contrast, dimers that

have reacted with H2 have their Si22Si dimer bonds elongated and locked in the horizontal

plane of the surface. They are more reactive than normal dimers. For molecular hydrogen (H2)

adsorption, the enhancement is even 109 at room temperature. In a similar way, boundaries

between crystallites and amorphous regions seem to be active sites of chain adsorption on CB

surface. CB nanoparticles can be understood as open quantum systems, and the uncompensated

forces can be analyzed in terms of quantum decoherence effects [70]. The dynamic approach to

reinforcement proposed in this chapter becomes an additional support: in epistemology of it, and

with data from sub-nanolevel.

From the proposed mechanism and methods of solution for issues of interactions of nanostruc-

tured filler with polymer network we can conclude:

1. Rubber reinforcement can be described as an additional accumulation of elastic energy by

the system, due to the contribution of a fraction of network chains, self-assembled to

gradient interlayer around active filler particles.

2. This self-organization produces dynamical system changing with deformation (or time, as

well).

3. Polymer network chains, not the filler particle chains, are the main actors of reinforce-

ment. The role of filler nanoparticles is passive in reinforcement. They produce field of

forces influencing conformational changes of gradient layer chains.

4. Influence of the gradient layer on reinforcement increases essentially at percolation of

particle-coating layers (connected by tacking or intersection).

5. The local layers around filler aggregates can be understood as fractal subsystems.

6. The difference in activity of filler types and grades can be quantified by the special fractal

classification in the scale between thin and fat fractals.

7. Rubber reinforcement mechanism can be explained as continuum process but with three

thresholds. In simple terms the thresholds can be described as:

– The exit of soft network core from the macropore at 6–8% deformations (Payne’s

effect).

– The transition of bulk network from Gaussian to Langevin statistics accompanied with

transfer of the part of a load to inner hard polymer layer at the filler surface (in the

range of Mooney–Rivlin curve minimum).

– Decay of filler–carbon network connections at the start of material destruction (for

very high deformations or high frequencies).

B. DEFINITION OF THE MODEL

1. Definition of the System and its Transitions

We consider a typical covalent polymer network in the rubbery state at room conditions, consisting

of n linear chains whose ends are joined to multifunctional junctions of any functionality higher

than 2 (i.e., more than two chains are attached at each junction). The chains that join pairs of

junctions are long, very flexible, and of equal size, all of which can be easily related to real situ-

ations described in previous section (e.g., for chains of size equal to average size for many real

systems of 400 bonds where, with high flexibility of random network, some differences in size
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are often not important). It follows that for tetrafunctional junctions, the concentration of cross-

linkages is in typical order of 3 � 1019 junctions per cm3. Let positions of the junction j be deter-

mined by radius vector Rj and distances between junctions i and j by chain vectors rij ¼ Rj 2 Ri .

The system contains active filler in the optimal load region and dispersion for reinforcement (e.g.,

active CB of 0.2 volume fraction), as also described in the previous section. The grand partition

function of the filler–polymer network can be described as

ZD ¼
X1

N¼0

zNQN(V , T) (6:29)

where N is the number of network configurations and QN the factor for state N, with z as its degen-

erative term. We can sort the subsystems of the grand canonical ensemble into two classes: those

under the influence of the filler and the “bulk polymer” subsystems. For the time being, we shall

split states to N ¼ N1þ N2 where N1 is the number of chains in one subsystem. Such a subsystem

can be interpreted as set of chains. So our treatment considers the probability of cooperative

rearrangement in a fixed subsystem (k) as a function of its size Nk. Then

QN(V , T) ;
ð

d3Npd3Nq

N!h3N
e�bH(p, q) (6:30)

where QN corresponds to the volume in a G-space with 6N dimensions and impulses p and space

positions q as coordinates. H is the Hamiltonian of N state and h factor making QN dimensionless,

with b ¼ 1/kT as well. Our definitions can be easily translated into common terms of general

statistical mechanics, interpreting also Nk as a number of a rigid links forming the flexible

chains. In the subsystem, they can be understood as the particles. Then, Nk at the same time rep-

resents possible configurations of the subsystem (accounting the appropriate degeneration of the

states with z). For the probability density of conformations of 1, we can write, in principle, to

describe the influence of the rest system on it:

pc(p, q, N1)1 ¼
QN2

(V2, T)

QN(V , T)

e�bH(p, q, N1)1

N1!h3N1
(6:31)

where N! 1. According to the general principles of statistical mechanics, we can write Equation

(6.31) as

pc(p, q, N1)1 ¼ Const e�½A(N1, V1, T)�=kT e�½A(N�N1, V�V1, T)�A(N1, V1, T)�=kT (6:32)

where A(N,V,T) is the Helmholtz free energy of the system. For N� N1 and V� V1 we may use

A(N � N1, V � V1, T)� A(N, V , T) � �N1mþ V1P (6:33)

where m and P are the chemical potential and pressure of the part of the system external to the

subsystem of the volume V1, respectively.

The second factor on the right-hand side of Equation (6.32) can be understood as transition

probability changing conformational states of 1, due to the influence of other chains of the

system. In general

Ptr({X}, t þ Dt) ¼

ð
P({X}, t þ Dtj{Y}, t)P({Y}, t) d{Y} (6:34)
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where fXg and fYg are the sets of system coordinates in time t and (tþ Dt). Needless to explain that

in unstrained rubber network, only a restricted number of surrounding chains can influence confor-

mations of the considered chain. So we can write for transition probability:

Ptr ¼ const e�n(Dx)Dm=kT (6:35)

where n(Dx) is the number of subsystems making cooperative rearranging region, which upon a suf-

ficient fluctuations in energy initialized by some external influence (e.g., of the filler) can rearrange

into another configuration, independent of the rest of the network. This is exactly what we described

qualitatively in the phenomenological part of the theory as a change of conformational dynamics of

chain layer around the filler particles, causing apparent glass transition in the layer. But, following

this logic in formulation of the partition function of the chain, we must extend the model with for-

mulation of probability functions, including networking of the cooperative domain and then, to the

influence of the hard domain to elastic behavior of the network as a whole. We can do it following

self-consistent field method, the principles of which have been described in Section III.

In the first approximation, elastic free energy of a network can be presented as the sum of elastic

free energies of the individual chains [1]. It is in good agreement with experiments for small defor-

mations and we shall apply it for the time being, for the stiffer domains as the subsystems of nk

chains. To the subsystem corresponds configurational probability function Wn ¼ W(pc). Existence

of stiff domains (i.e., subsystems) is induced by chain interaction with filler particles. It follows that

distribution of the domains in space corresponds to the space distribution of filler aggregates in the

material. So the total elastic effect in the system can be understood as a cooperative response of the

balk polymer network and reinforcing domains. It can be presented as convolution of distribution

functions for those two parts of total system:

W�(DX) ¼

ð

V

Wn(d �X) � w(D �X) d3D �X (6:36)

where D �X and d �X are the vectors of coordinates for balk network domains and stiffer domains,

respectively. Isothermal, isobaric elastic deformation of the system will introduce changes in

conformation of balk and stiff domains, but in different ways. The configurational partition function

is then

Z�D ¼
Y

j

xjh

hj

 !h j

(6:37)

where xj ¼ Wn ddX and hj/h ¼ W� dDX. For the free elastic energy of the system, in accordance

with general principles (see Equation (6.5)) we can write now

DAel ¼ DAbalk þ DAfd (6:38)

where DAfd correspond to the contribution of stiffer domains and DAbalk is for balk network.

2. Probability Current and Network Response

The change of conformational distribution function of the network chains in the vicinity of active

filler aggregates, described in Section VII.A.1, can be formulated as probability current:

JW ¼
@

@x

U(x)

mjDf

þ DL

@

@x

� �
W(x, t) (6:39)
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where U(x) is a potential of attraction field transferred from active filler surface to the gradient layer

around filler particles, jDf
the friction coefficient describing the resistance of chains to confor-

mational transitions, and m represents average mass of network segments. The fractal character

of macropores (see Section VII.A.1) can be described by diffusion coefficient DL. For the

change of probability current due to step transition (as are the three threshold transitions described

in Section VII.A.1), we can use additional term rTR:

JTR
W ¼

@

@x

U(x)

mjD f

þ DL

@

@x

� �
W(x, t)þ rTR ¼ LFPW þ rTR (6:40)

where LFP is the Fokker–Planck operator. The change of conformational distribution function of

the gradient layer chains, due to fractal character of the gradient network, can be described by

Dt
12DfW(x, t), where Dt

12Df is fractional derivative (see Equation (6.16)). Then the total change is

described by

_W(x, t) ¼ D1�Df

t LFPW (6:41)

This equation can be used for estimation of addition free energy Afd according to Equation (6.38) as

contribution of the gradient layer to the reinforcement of a system. Of course time variable t can be

interpreted in terms of continuum approach described in Section III as number of steps, etc.

3. An Engineering Approach and Scaling Transitions

We can use the criteria approach commonly used in chemical engineering for flow analyses in

reaction system by application of Fokker–Planck equation, also for analyses of conformational

distribution function changes under some characteristics conditions. A couple of examples will

be given here.

Let us define reduced variables of space and time [X] ¼ x/Lsys and [t] ¼ t/tve where Lsys is

some space dimension characterizing the system as a whole, and in the same manner tve is a charac-

teristic relaxation time for the system. From Equation (6.39) and Equation (6.40) we can obtain

probability criteria analog of Peclet (Pe) and Damkeller (Da) criteria, PeW ¼ Lsys
2 /DLtve,

DaW ¼ tve/tdcy. For boundary conditions d[W]/d[t] ¼ 0 we obtain from Equation (6.39);

½W � � Pe�1
W

d½W �

d½x�
¼ 1 for ½x� ¼ 0 (6:42)

d½W �

d½x�
¼ 0 for ½x� ¼ 1 (6:43)

Because of discontinuity for [x] ¼ 0 in Equation (6.42) let us use additional boundary conditions:

½W � ¼ 1, ½x� ¼ 0 (6:44)

From Equation (6.43) and Equation (6.44), we obtain immediately the possibilities for analyses of

the two characteristics states of our system. If [x]! 0 we are close to second threshold and if

[x]! 1 we are close to the first threshold, as described in Section VII.A.1.

C. PARTICULAR SOLUTIONS

Let us suppose that W is the Gaussian distribution commonly used for rubber networks. The change

of the network conformational distribution function in the gradient layer can be obtained by

Equation (6.41). In the equilibrium of external forces and filler field forces at some extension
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state in the range between the first and second thresholds, JW will be constant. For that stationary

state we can write

U(x)Wst

(mjDf
)
þ DLd(x�dWst) ¼ C0 (6:45)

by solution of Equation (6.45) we obtain

Wst(x) ¼ Ad
cxv C00 exp �

Ð
xvU(x)dx

mjDf
DL

� �� �
þ C0

mjDf

AdxvU(x)
� FV

� �� �
,

FV ¼ e
�
Ð

xvU(x)dx=mjDf
DL

ð
e

Ð
xvU(x)dx=mjDf

DL d
mjDf

AdxvU(x)

� �
(6:46)

For low v and C0 ¼ 0, Equation (6.46) follows distribution of Boltzmann type:

Wst / exp
�U xð Þ

kBT

� �
(6:47)

At the same time diffusion coefficient satisfies Einstein relation DL ¼ kBT/mjDf
connecting in that

way two dissipative effects due to conformational changes and fractal geometry of filler surface

producing that change. Our system obeys the generalized fluctuation-dissipation theorem. As a

comment on the obtained distribution function we can say that from NMR experiments it is

indeed possible to obtain Boltzmann distribution of energy sites (within the accuracy of the

data) in the form I ¼ I0 exp(395 + 50/T).

VIII. EXPERIMENTAL IMPLICATIONS

The purpose of the model presented is to provide a better understanding of the essence of rubber

reinforcement mechanism and its entities, not to give correlations for practical use in industry.

Of course, once the mechanism is understood, it will be much easier to make a formula for practical

correlation, but it is a long-standing problem with large pool of discrepancies accumulated and

surprisingly growing number of issues. The simple answer could be that it is much more a funda-

mental problem than it looks out at the first sight, and to be handled only by an industrial approach.

Unfortunately, the large number of accumulated data is just of that kind. Rubber materials are

complex systems with many additives (producing different effects) that screen the influences

considered in our model. The optimization of material commodity properties is commonly realized

as a combination of several factor influences. But, for understanding the nature of those factors, it is

necessary to consider them one by one, that is, to separate their effects each. It is just the opposite

of the common industrial practice and approach to the optimization by formulation of commodity

materials. Of course, when these factors are well understood, it will be much easier to make predic-

tions of their united effects. But for the check of relations described in our model, an appropriate

separation of factors of influence is necessary. For example, plasticizers have quite an opposite influ-

ence on rubber properties than on that of active fillers. The good balance between fillers and plas-

ticizers is necessary for commodity material production and performances. But, check of the model

relations on accumulated filler data on compounds with commodity plasticizers (varying in types,

properties, amounts, etc.) is impossible. In more complex analyses, comparison of fractal pro-

perties of filler aggregates prior to multifractality classification is not appropriate. In the previous

section, some calculations are presented, to check logical consistency more than compare the

model with experiments. For this purpose, appropriate systems and measuring methods should be
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developed, or available data should be selected very carefully [56–69]. Some preliminary results

are very encouraging.

IX. CONCLUSIONS

The new theory of rubber reinforcement is proposed as a qualitative explanation of the mechanism

and the quantitative formulation of reinforcement dependence on system structure parameters. It

connects the long-standing problem of different reinforcing ability between types of fillers and

even grades of the same filler type (of practically the same standard structure parameters), with

more general approach to the structure of polymer networks and nanostructured filler aggregates

(of interest today for a number of other technologies and scientific fields). In parallel, a comparative

analysis of accumulated experience and data about CB and silica nanostructure, with new polymer

systems of interest, is made. According to the theory, not the filler particle chains but polymer

network chain domains are the main actors of reinforcement. It is based on the contribution of

self-assembled dynamical structures in the material under the influence of two field forces:

forces from nanostructured filler aggregates and elastic forces of polymer network.
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I. INTRODUCTION

The catalytic oxidation of CO over platinum group metals is relatively simple and also important

from the ecological viewpoint. In addition, this reaction exhibits a rich kinetic behavior,

including regimes with sustained kinetic oscillations (for reviews, see [1–12]). Great interest in

159



self-oscillatory phenomena in catalytic reaction over metal surfaces is for a large part caused by the

possibility to perform more effectively the catalytic processes using the unsteady-state operation.

The CO and H2 oxidation on metals (Pt, Pd) is a nonlinear system, in which temporal and

spatial organization becomes possible [1,2]. In the oscillatory regime, the reaction mixture period-

ically affects the properties of metal surfaces. As there is a synergy between the concentrations of

the adsorbed species and the structure of the surface throughout those oscillations, and as the differ-

ent products often display different oscillation cycles, and are also objected by changes in surface

phases, valuable information can be extracted about the mechanism of such reactions from kinetic

and characterization studies on the surface species. In the last decades, CO oxidation reaction has

became a model for testing the newest physical methods for studying the structure and composition

of catalysts. Specifically, it has been reported that the mechanisms of oscillatory oxidation reactions

are connected with a periodic change of surface structure (from a reconstructed hexagonal phase to

the unreconstructed surface in surface structure on Pt(1 0 0)), with subsurface oxygen formation (at

least on Pd(1 1 0)), and with the “explosive” nature of interactions between adsorbed species [1–3].

A common feature in all these mechanisms is the spontaneous periodical transitions of the metal

from inactive to highly active states. Since the first discovery of a relationship between reconstruc-

tion and kinetic oscillations in CO oxidation on Pt(1 0 0) by Ertl [1], this has become one of the

most extensively investigated oscillatory systems in heterogeneous catalysis. The use of spatially

resolved (�1 mm) photoelectron emission microscopy made it then possible to discover the

formation of chemical waves on the surfaces of Pt and Pd single crystals [1]. Real metal and

support catalysts usually consist of nanosized metal particles on which different crystal planes

are exposed. The important question is, can a small supported particle be compared with macro-

scopic single-crystal surfaces that are normally used in surface science studies. Recent experi-

mental work has shown that field electron microscopy (FEM), which has a sharp tip with a

lateral resolution of �20 Å, can also serve as an in situ catalytic flow reactor for the study of

these oscillations [3,13].

In the literature, there is much information about the adsorption of small molecules on Pt, Rh,

and Pd (see, e.g., [3,13]) on such samples as single-crystal surfaces and supported metal catalysts.

The FEM enables us to bridge the gap between these two extremes, because it allows a very high

resolution look at sharp metal tips (�1000 Å), that are in many cases only about one order of

magnitude larger than in a supported catalyst. This surface science approach, for example,

permits the study of the interaction of adjacent planes on the reactivity of one another. Many of

the oscillatory reactions seen on field emitters in situ are examples of such interplay of the different

nanosized surfaces present [11,14]. This interaction can obviously not be studied with large

single crystals and is lost in the black box techniques of the macroscopic world of the supported

catalysts.

The aims of this contribution are: (1) the investigation of COþO2 catalytic reaction on Pd and

Pt metals varying from single-crystal surfaces up to model sharp-tip catalysts (�103 Å) on an

atomic and molecular scale; (2) the elucidation of fundamental problems like the formation of

chemical wave, the transformation of the regular oscillations to the complicated and chaotic

ones, and the synchronization of local oscillators on various levels of a catalytic system; (3) the

study of oscillatory behavior as a function of the dimension of metal surfaces and as a result of

differences in the underlying mechanisms of the formation of spatio-temporal structures (oscil-

lations, chemical waves) like oxide formation, phase transitions; (4) the development of realistic

mathematical models, describing the oscillatory behavior, coupling mechanisms, and the formation

of chemical waves. The ultimate objective of this study is to understand on the molecular level the

various kinds of nonlinear processes during catalytic reactions on different levels of catalytic

systems: to bridge the gap between single crystals, sharp tips, and nanosized supported metal

particles. The purpose of this chapter is to give the experimental and theoretical studies of

spatio-temporal self-organization on oscillatory CO oxidation reaction over Pd and Pt nanosized

surfaces.
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II. CATALYTIC CO OXIDATION

A. REACTION MECHANISM

For the description of the CO oxidation reaction over platinum metals (Pt, Pd, Ir, Ru, Rh), the

following elementary steps were used over a long period of time:

(1) COþ � () COads

(2) O2 þ 2� �! 2Oads

(3) COads þ Oads �! CO2 þ 2�

(4) COþ Oads �! CO2 þ �

where COads , Oads , and � are the adsorbed CO, oxygen, and unoccupied surface sites, respectively.

The foregoing mechanism includes two routes: “impact” [steps (1) and (4)] and “adsorption” [steps

(1)–(3)]. The “impact” mechanism is often called the Eley–Rideal (E–R) mechanism and the

“adsorption” one is referred to as the Langmuir–Hinshelwood (L–H) mechanism. Strictly speak-

ing, however, this is incorrect because both these mechanisms date back to Langmuir [15].

The solution of the dilemma as to whether it is an “impact” or an “adsorption” mechanism was

the framework within which many catalytic reactions were studied. Evolution in the interpretation

of CO oxidation reaction over noble metals (in high-vacuum experiments) can be characterized in a

rather simplified form by the three periods: I — from Langmuir studies until the 1970s, the impact

(E–R) mechanism; II — during the first half of the 1970s, a combination of the impact (E–R) and

adsorption (L–H) mechanisms [16–18]; III — the present time starting in the second part of the

1970s. In our opinion, this period is characterized by two major viewpoints: (i) CO oxidation

follows the adsorption mechanism (this viewpoint was reported in the pioneering studies using

the molecular beam technique [19,20]) whose kinetic characteristics (reaction rate coefficients)

depend significantly on the surface composition (ii) alongside the adsorption mechanism, there

is a contribution from the interaction of adsorbed oxygen with CO in the weakly physical adsorp-

tion state (“precursor state”). This mechanism can be treated as either a modified impact (for Pd,

e.g., [21]) or any version of the adsorption mechanism and can be valid for the reaction at

atmospheric pressure. One can consider now the adsorption (L–H) mechanism for CO oxidation

reaction over platinum metals as unambiguously proven [22]. This reaction characterized by

“volcano-shaped” dependence of the CO2 formation rate versus bond energy of oxygen with the

metal surface [23]. The activity range has been established for the platinum group metals:

Pt . Pd . Ir . Rh . Ru.

The first step (1) of the adsorption mechanism describes the monomolecular adsorption of CO.

On all the platinum metals except Ir, adsorption of CO proceeds through the preadsorbed (“precur-

sor”) state. The activation energy is practically zero and the initial sticking coefficient is high

(0.5–1.0). Desorption kinetic curves are of the first order. The activation energy for desorption

is in the 100–160 kJ mol21 range and depends on the surface coverages of CO (primarily) and

O2. As a rule, oxygen adsorption over Pt metals is dissociative with practically zero activation

energy (step (2)). The sticking coefficient varied significantly depending on particular type of

catalyst. Oxygen desorption proceeds usually at T . 600 K, therefore in the temperature range

of CO oxidation (300–600 K), step (2) could be considered as irreversible. The final step (3) of

interaction between Oads and COads is accompanied by immediate desorption of CO2 into gas

phase with the formation of two adsorption centers.

It is well known that the catalytic CO oxidation reaction proceeds with a high heat release.

Studies of this reaction over Pt and Pd reveal an unusual phenomenon: carryover of the part of

the reaction energy by resulting products — CO2 molecules [23–25]. The formation of the

excited CO2
� molecules is connected with the step (3) — interaction between Oads and COads .

The possibility of the local accumulation of free reaction energy in the states of the excited

Atomic Scale Imaging of Oscillation and Chemical Waves 161



intermediates or particular active centers on the catalyst surface has been discussed by Boreskov [26]

by the examination of “chain theory of catalysis.” A conclusion was drawn that such excited states

could appear only as a “side” effect in the course of high exothermal reactions and, according to

Boreskov, it could not serve as a basis for the mechanism of heterogeneous catalysis action.

Beginning from the middle of 1970s, the direct experimental evidences confirming Boreskov’s con-

ception about the possibility of the nonequilibrium distribution of energy in various steps of hetero-

geneously catalyzed reaction have been appearing. It has been shown that the CO2 molecules,

formed in CO oxidation reaction on Pt, leave the surface with the excited vibrational, rotational,

and translation degrees of freedom [27,28]. For example, the translational energy of CO2 molecules

at T ¼ 880 K was found to be �28 kJ/mol corresponding to the molecule’s temperature �3650 K

[27]. Hence the energy carryover by CO2 molecules make up to �10% of reaction heat. The high

temperature of CO2 translation energy (�2000 K) has been revealed by titration reaction

COþOads over Pd(1 1 0) in the temperature range T � 170–300 K [29]. A plain model of the acti-

vated complex in COþOads ! CO2 over Pd(1 1 0) has been proposed in Ref. [30] that reveals the

partial carryover of energy by CO2 molecules formed in the course of the reaction. It is assumed

when a CO2 molecule has been formed it has no time to go down to the potential well to achieve

the equilibrium state. Desorption of the CO2 molecule proceeds from the top of the potential

barrier; therefore it should be characterized by high excess of translation and vibrational energies.

B. EXPERIMENTAL: CO AND O2 ADSORPTION

1. Experimental

The high-resolution electron energy loss spectroscopy (HREELS), temperature programmed reac-

tion spectroscopy (TPR), and FEM experiments were performed in an ultrahigh-vacuum (UHV)

chamber with a base pressure below 10210 mbar. The energy loss spectra were obtained at the

specular direction by using a VG ADES 400 electron spectrometer, an electron energy of

�2.5 eV, and an incident angle of �358 with respect to the surface normal. The resolution of the

elastically reflected beam was about 9–11 meV (�70–90 cm21). The TPR spectra were measured

with a quadrupole mass spectrometer by using a heating rate of 6–10 K sec21. The experimental

setup has been described in detail elsewhere [31]. In terms of the FEM experiments, the surface

analysis of the field tip emitter is based on the changes in local work function (DF) with adsorption

of CO and oxygen, which can be correlated with the total field electron currents, as described earlier

[32]. Electrostatic field effects at the �0.4 V/Å fields used during these investigations are low

enough not to affect the chemistry studied [33]. The FEM experimental device, based on the use

of sharp field emitter tips, has been described earlier [32,34]. The molecular beam work was

carried out in a separate UHV chamber [35,36]. The crystal was exposed to mixed COþO2 mol-

ecular beams by using a capillary array dozer. The gas flow was controlled by mass spectrometry,

and calibrated by comparison of the areas under flash desorption curves obtained by adsorbing CO

using the beam setup versus isotropically by backfilling of the system. The cleaning procedure of

the Pt(1 0 0), Pd(1 1 1), and Pd(1 1 0) surfaces included Arþ etching and annealing cycles in

oxygen and in vacuum. The structures of the clean single-crystal surfaces were confirmed by low-

energy electron diffraction (LEED). The temperature of the single crystals was measured by

means of chromel and alumel thermocouples spot-welded to the sample, and could be controlled

to within 1 K by using a heating power supply with a feedback loop. The reaction gasses, CO and

O2, were of the highest purity available, and were always checked by a mass spectrometry before use.

2. Adsorption of CO

The fact that the Pt(1 0 0) surface shows two surface structures that exhibit dramatically different

adsorption and catalytic properties has made it a popular system for surface science investigations.

The quasistable unreconstructed clean Pt(1 0 0)-1�1 surface is reconstructed under UHV condition
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and demonstrates the hexagonal (hex) surface structure [37–40]. The temperature of the

(hex)$ (1 � 1) back-phase transition depends strongly on the coverage and on the composition

of the adsorption layers. The reconstruction of the Pt(1 0 0) is supposed to be responsible for oscil-

lations of the reaction rate of CO oxidation by O2, which are accompanied by the propagation of

surface concentration waves [41].

The adsorption of CO on the Pt(1 0 0) surface has been studied in detail with several surface

science techniques. The following scheme of CO adsorption on Pt(1 0 0)-(hex) surface at 300 K

can be formulated on the basis of data from the literature. According to Refs. [42–45], CO adsorp-

tion on the Pt(1 0 0)-(hex) surface occurs without lifting the (hex)! (1 � 1) back-reconstruction

of the topmost layer of metal. CO molecules on the (hex) surface are coordinated in on-top con-

figuration. This state is denoted as COhex . The back-reconstruction starts as soon the CO coverage

on the (hex) surface exceeds the critical values of approximately 0.05–0.1 ML (one monolayer

[ML] is equal to the number of platinum atoms of the topmost layer of the unreconstructed

Pt(1 0 0)-1 � 1 surface [43,44,46]). As a result, the formation of adsorbed islands of CO with

(1 � 1) structure is observed. The local coverage inside the (1 � 1) islands is assumed to be

0.5 ML during growth of the islands [44]. The (hex) phase surrounds the islands and is nearly

free of CO molecules.

The atomic density of the (1 � 1) surface is 1.28 � 1015 Pt atoms cm22 [39]. This is approxi-

mately 25% lower than the atomic density of the (hex) phase (i.e., 1.61 � 1015 Pt atoms cm22

[47]). This density difference results in significant mass transport of platinum atoms during the

back-reconstruction. Scanning tunneling microscopy (STM) data demonstrate [47–49] that expelled

platinum atoms form clusters with size of�15–25 Å. The clusters are randomly distributed within the

CO-islands boundaries. Infrared absorption spectroscopy (IRAS) [42,43] and HREELS [31,44,45]

have shown the existence of two molecularly adsorbed CO species on the surface of the (1 � 1)

islands: in bridge (CObr) state and in the on-top (COtop) state. The saturation coverage of CO on the

Pt(1 0 0) surface at 300 K, estimated by a nuclear microanalysis, is 0.75 ML [39].

Measurements of the heat of adsorption made by Yeo et al. [50] showed that the (hex) recon-

struction is lifted at very low CO coverage. Hopkinson et al. [51,52] reported that the growth rate of

the COads/(1 � 1) islands depends nonlinearly on the local coverage of CO on the (hex) phase. This

results in strong power-law dependence of the CO sticking probability on CO partial pressure.

According to LEED and STM data [47,53], the formation of the COads/(1 � 1) islands proceeds

through a nuclear and trapping mechanism in two stages. The first stage is the generation of the

centers of nucleation of the islands on the (hex) phase. The second stage is the growth of the

islands with increasing total coverage.

It is now generally accepted that CO is adsorbed on platinum group metal surfaces via carbon

atom with its axis parallel to the surface normal. Experimental evidence comes from photoelectron

spectroscopy and vibration spectroscopy. The COads bond is formed by electron transfer from the

5s-orbital of CO to unoccupied metal orbitals, implying a donation of electrons to the metal,

accompanied by back-donation of electrons from occupied d-orbitals into the unoccupied 2p-orbi-

tals of CO. For the first time, the electronic structure of a semiinfinite Pt(1 1 1) crystal was calculated

applying the linear muffin-tin orbitals-tight-binding (LMTO-TB) approximation to aid interpret-

ation of the angle-resolved photoemission spectra (ARUPS) by Tapilin et al. [54]. The experimental

photoemitted electron spectra were recorded in the reflected angle of�608 and an incident angle of

photon flux of �808 (He I, hn ¼ 22.2 eV) with respect to the surface normal. Both the experiment

and calculation reveal a surface state (S) near the Fermi level in the neighborhood of the �K point of

the surface Brillouin zone. To examine the surface localization of the S peak, the effect of CO

adsorption on its intensity has been studied. It is seen that CO adsorption causes peak S to vanish

[54]. By comparing the experimental and calculated data, a consistent picture is obtained for the

contribution of back-donation from surface state in the bonding of CO to Pt(1 1 1) surface.

In more traditional methods, the initial heat of adsorption of CO on Pt, ranges from

151 kJ mol21 on Pt(2 1 0) to 109 kJ mol21 on Pt(1 1 0) [55]. The advent of single-crystal adsorption
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calorimetry (SCAC) has led to calorimetric measurements of heats of adsorption, DHcal , with the

added advantage that irreversible processes can also be studied [56]. On Pt(1 1 0), DHcal decreases

from 193 kJ mol21 at low coverage to 140 kJ mol21 at coverage of 0.7 [57]. On Pt(1 1 1), DHcal

decreases from 187 kJ mol21 at low coverage to 60 kJ mol21 at coverage of 0.5 [58]. More specifi-

cally on Pd, the initial heats of adsorption range from 142 to 167 kJ mol21 on Pd(1 1 1) and

Pd(1 1 0), respectively [59]. So far, only Pd(1 0 0) has been measured with SCAC [60]. Starting

at 163 kJ mol21, DHcal drops to 70 kJ mol21 at coverage of 0.5. On polycrystalline-evaporated

Pd films, qCO continuously decreased with increasing coverage from 167 kJ mol21 [61]. The

same uninterrupted decrease in qCO was found for different Pd surfaces and particles in later

works [62–64]. In the case of Pd(1 1 0), qCO remained constant at 167 kJ mol21 until the coverage

rose above �0.2 [59]. For both small Pd particles supported on SiO2/Si(1 0 0) and Pd(1 1 1)

showed, within experimental error, the same changes in qCO. Particles of Pd, with 54 Å average

size, had a qCO of 148 + 5 kJ mol21 at low coverage to 120 kJ mol21 at a coverage of 0.5 [64].

The isosteric heat of adsorption of CO on Pd-tip surface was found to be �154 kJ mol21 in the

limit of zero coverage, decreasing to �133 kJ mol21 at coverage of 0.5 [32]. Heats of adsorption

measured with FEM tend to be close to values for open surfaces such as (2 1 0). The only measured

value that exists for Pd(2 1 0) is 147 kJ mol21 [59].

At 300 K, a saturated layer of CO on Pd-tip surface caused a work function (WF) increase of

0.98 eV above that of the clean surface. At 300 K, the WF increases rapidly with increasing CO

exposure up to a maximum of 0.98 eV above that of the clean surface [32]. This value is already

reached at an exposure of �2.3 � 1026 mbar sec, suggesting a sticking probability near unity.

Measurements on different Pd single-crystal surfaces give a maximum increase in WF in the

range from 0.75 to 1.27 eV for the various planes, with Pd(1 1 1) showing a maximum increase

of 0.98 eV [56].

For reference, CO adsorption at 50 L exposure (1 L ¼ 1.3 � 1026 mbar s) at 100 K on the clean

Pd(1 1 0) surface leads to several molecular COads states with desorption peak temperatures at 230 K

(a1), 280 K (a2), and 330 K (a3), and higher temperature features at 410 K (b1) and 470 K (b2)

[65,66]. The CO desorption spectrum for Pd(1 1 1) after an exposure to u ¼ 0.6 ML at 200 K

is similar to those on Pd(1 1 0), and also shows four peaks at 250, 330, 380 (a), and 470 K (b).

3. Adsorption of O2

Based on the HREELS data, an adsorption of O2 on Pt(1 1 1) at 105 K results in formation of two

molecular species: (i) peroxide O2ads
2 with frequency n(O22O) band at 870 cm21 and n(Pt22O2)

band at 380 cm21; (ii) superoxide O2 with n(O22O) band at 1240 cm21. Adsorption is accompanied

by formation of atomic Oads with a frequency of n(Pt22O) band at 490 cm21. Heating up to 250 K of a

layer adsorbed at 105 K causes the transition of molecular oxygen to an atomic state: a sharp increase

of the intensity band is seen at 460 cm21 (Figure 7.1) [67]. Based on the TDS data, a partial desorption

of O2ads to a gas phase as O2 peak with Tdes � 160 K proceeds simultaneously with dissociation.

According to HREELS data, at 90 K, O2 adsorption on reconstructed Pt(1 0 0)-hex surface

results in formation of molecular peroxide O2�
2ads state with bond axis parallel to the surface and

characterized by n(OO) band at 900 cm21. Molecular oxygen is stable below 120 K and is entirely

desorbed at 140 K. Opposite to Pt(1 0 0)-hex, heating the molecular oxygen layer on Pt(1 0 0)-1�1

surface from 90 to 200 K is accompanied by dissociation of O2�
2ads state with formation of oxygen

adatoms Oads , characterized by n(Pt22O) band at 500 cm21. According to TDS data, a partial O2

desorption occurs simultaneously with dissociation at 160 K from the Pt(1 0 0) in accordance

with Pt(1 1 1) results.

Figure 7.1b presents a set of HREELS spectra of an atomic oxygen layer formed after 3 L NO

exposure on the nonreconstructed Pt(1 0 0)-(1 � 1) surface at 300 K with the temperature increa-

sing up to 500 K for NOads desorption and after titration reaction O2þHads/Pt(1 0 0)-(hex) at

220 K. The band at 540 cm21 represents n(PtO) stretching of adsorbed atomic oxygen as a result

164 Finely Dispersed Particles



of NO dissociation on defect sites. For comparison, on the flat Pt(1 1 1) surface a single n(PtO) band

is observed at 460 cm21 after O2 adsorption at 250 K (see Figure 7.1a). Figure 7.1b shows that

interaction of an atomic hydrogen layer H/Pt(1 0 0)-(hex) with oxygen molecules (220 K, 30 L)

is accompanied by the formation of an oxygen adatom layer (Oads) with Pt22O bond vibration fre-

quencies of 460, 720, and 920 cm21 [67]. According to TDS data, oxygen desorption occurs with a

maximum around 710 K. Comparable TDS results were found after exposure to O2 at high temp-

erature (575 K, 3 � 105 L) on the Pt(1 0 0)-(hex): two desorption peaks at 660 and 710 K are

observed. Hence, in agreement with O2/Pt(3 2 1) [68] the bands at 720 and 920 cm21 are intrinsic

to atomic states of oxygen on the structural defects (presumably like steps or kinks) induced by the

OþH reaction and can serve as a good spectral indicator of the strong structural transformation of

the Pt(1 0 0)-(hex) to the Pt(1 0 0)-(1 � 1) surface.

The oxygen adsorption on Pt is known to proceed through the sequence of different adsorbed

states: O2! O2
2
! O22

2 ! O2
! O22.

FIGURE 7.1 (a) HREEL spectrum obtained after a 9 L O2 exposure on the Pt(1 1 1) surface at 105 K and

subsequent (O2ads) heating in vacuum up to 250 K. (b) HREEL spectra (i) for the atomic oxygen appearing

in the course of 220 K Hads titration by oxygen (30 L) on the Pt(1 0 0)-(hex) surface; (ii) for the atomic

oxygen produced by NO dissociation on the Pt(1 0 0)-(1 � 1) surface at 300 K. (Reprinted from

Gorodetskii, V.V., Matveev, A.V., Cobden, P.D., and Nieuwenhuys, B.E., J. Mol. Catal. A: Chem., 158,

155–160, 2000. With permission from Elsevier.)
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Figure 7.2 displays a series of O2 TPR spectra from palladium single-crystal surface. After O2

adsorption at 78 K on the Pd(1 1 1) surface, several molecular (O2ads) states are detected, at 100 K

(a1), 130 K (a2), and 155 K (a3). In addition, a peak at 775 K is also seen due to recombination of

Oads surface atoms (Figure 7.2a). Figure 7.2b shows O2 TPR spectra from Pd(1 1 0) after different

oxygen exposures at 100 K. Above a 0.3 L exposure, there are three peaks in the spectrum, around

125 K (a-O2 molecular state), 740 K (b1-O atomic state), and 815 K (b2-O atomic state). The b1-O

state has been attributed to subsurface oxygen (Oadsþ
�v! �Osub), as indirectly indicated by WF

measurements [69].

C. DETECTION OF SURFACE INTERMEDIATES

The CO oxidation that occurs during the phase transition from the Pt(1 0 0)-(hex) reconstructed

plane to the (1 � 1) upon oxygen and CO coadsorption has been studied by HREELS. Exposures

of a clean Pt(1 0 0) surface to 1 L of CO at 300 K results in the appearance of three main loss peaks

FIGURE 7.2 (a) O2 TPR spectrum from Pd(1 1 1) dosed with 1.0 L of O2 at 78 K. (b) O2 TPR spectrum from

Pd(1 1 0) dosed with different exposures of O2 at 100 K. (Reprinted from Jones, I.Z., Bennett, R.A., and

Bowker, M., Surf. Sci., 439, 235–248, 1999. With kind permission of Springer Science and Business Media.)
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respectively at 480, 1880, and 2105 cm21, attributed to the n(Pt22CO) and to the n(CO) stretching

modes of COads molecules in the bridge and on-top states, respectively [31]. It has been reported

that at this temperature adsorbed islands of CO with (1 � 1) surface structure are formed while

the (hex) phase surrounding the islands remains nearly free of COads molecules [44]. According

to the HREELS data, subsequent O2 adsorption on the reconstructed Pt(1 0 0)-(hex) surface precov-

ered with these CO1�1 islands at 90 K results in the formation of molecular peroxide, O2�
2ads, with its

bond axis parallel to the surface and a characteristic n(OO) band at 920 cm21 (Figure 7.3a) [70].

The CO vibrational bands are not significantly affected by the O2 coadsorption (Figure 7.3a).

CO2, CO, and O2 TPR obtained from the resulting mixed CO1�1þO2ads adlayers indicate that

all molecular oxygen and CO desorbs molecularly at 150 and 510 K, respectively, without any

CO2 formation (Figure 7.3b). This observation supports the idea that the CO1�1 islands have a

high local coverage (0.5 ML) [44], and therefore do not allow for the dissociation of the molecular

peroxide, O2�
2ads, surface species.

Molecular CO adsorption on the hexagonal Pt(1 0 0) at 90 K occurs in on-top sites without

lifting of the reconstruction, and is characterized by n(Pt22CO) and n(CO) bands at 450 and

2120 cm21, respectively. Exposure of this COhex precovered Pt(1 0 0)-(hex) surface to 10 L of

O2 again results in the formation of molecular peroxide O2�
2ads, in this case characterized by the

FIGURE 7.3 (a) HREEL spectrum obtained after O2 adsorption at 90 K on a Pt(1 0 0)-(hex) surface covered

by COads/(1 � 1) islands generated by a 1.0 L CO exposure at 300 K. (b) TPR spectra from the coadsorbed

molecular oxygen and carbon monoxide CO1�1 prepared in (a). (c) HREEL spectrum obtained after CO

and O2 coadsorption at 90 K on the Pt(1 0 0)-(hex) surface. (d) CO2 TPR spectrum from the surface

prepared in (c). (Reprinted from Gorodetskii, V.V. and Drachsel, W., Appl. Catal. A: Gen., 188, 267–275,

1999. With permission from Elsevier.)
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n(OO) band at 900 cm21 (Figure 7.3c). Contrary to the case in Figure 7.1b, however, heating of this

mixed COhex þ O2�
2ads adlayer leads to the desorption of significant amount of CO2 in four peaks

respectively at 140, 190, 290, and 350 K (Figure 7.3d). It is known that the hexagonal reconstruc-

tion can be removed at low temperatures by CO adsorption [43]. The packing density of the recon-

structed Pt(1 0 0)-(hex) surface is known to be higher by 20% than that of the nonreconstructed

Pt(1 0 0)-(1 � 1) surface, and, according to STM data [49], the Pt(1 0 0)-(hex)! (1 � 1) phase

transition induced by CO molecular adsorption causes the excess Pt atoms to be ejected over the

upper layer of the metal. After this, O2�
2ads can dissociate on the active centers of the (1 � 1)

phase, and the COads þ Oads ! CO2,gas reaction can occur.

D. EFFECT OF SUBSURFACE OXYGEN

The effect of subsurface oxygen on the rate of the COþOads! CO2 reaction was also studied by

TPR experiments [71]. It has become clear that the differentiation between adsorbed (Oads) and sub-

surface (Osub) oxygen is difficult. An attempt was made in these studies to isolate the chemistry of

the subsurface oxygen toward CO by using 18O labeling. Figure 7.4 shows TPR results for cases

where a clean Pd(1 1 0) crystal was first exposed to 0.2 L of 18O2 at 100 K and then preheated to

500 K to produce a 18O/Pd(1 1 0)-(1 � 2) reconstructed surface. This was followed by adsorption

of 0.8 L of 16O2 at 100 K and preheating to up to 200 K (to desorb any molecular 16O2ads). This pro-

cedure was designed to prepare a Pd(1 1 0) surface with a 16Oads layer on top of 18Osub subsurface

oxygen. The reconstruction of the surface from its (1 � 1) phase to a (1 � 2) structure facilitates the

formation of the Osub species [72], because on the (1 � 2) reconstructed surface approximately 50%

of the surface sites are located below the uppermost Pd atoms, and that makes the diffusion of

oxygen (18O) into the subsurface region easier. TPR results for this mixed isotope system show

that the interaction of COads with subsurface 18Osub produces a single C18O16O desorption peak

at 420 K (Figure 7.4b). In contrast, the TPR spectra for the reaction of the coadsorbed oxygen

(atomic b-16Oads and b-18Osub states) with COads on the Pd(1 1 0)-(1 � 2) surface, shown in

Figure 7.4a, indicates low-temperature CO2 formation, starting at CO exposures above 0.2 L.

FIGURE 7.4 CO2 TPR spectra (C16O16O, top, and C16O18O, bottom) from a Pd(1 1 0) surface, first pre-treated

with 18O2 (0.2 L, 500 K) and 16O2 (0.8 L, 200 K), and then dosed with varying amounts of CO at 100 K. The

C16O16O and C16O18O traces represent products from reactions with adsorbed and subsurface oxygen,

respectively. (Reprinted from Gorodetskii, V.V., Matveev, A.V., Podgornov, E.A., and Zaera, F., Topics

Catal., 32, 17–28, 2005. With kind permission of Springer Science and Business Media.)
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Three distinct C16O16O desorption peaks are observed respectively at 165, 215, and 270 K. These

experiments directly confirm that the low-temperature (,200 K) CO2 evolution corresponds to the

reaction between COads and the active Oads atoms generated by O2�
2ads dissociation on the �Osub/

Pd(1 1 0)-(1 � 2) surface. Therefore, the formation of subsurface oxygen (�Osub) promotes the

appearance of weakly bound oxygen atoms highly active toward reactions with CO. A similar

remarkable reactivity of weakly adsorbed oxygen atoms with CO on Au(1 1 0)-(1 � 2) surfaces

has been reported recently [73]. In that case, TPR spectra showed three separate CO2 formation

peaks respectively at 67, 105, and 175 K from oxygen-precovered gold surfaces.

E. STEADY-STATE REACTION

As mentioned in Section I, the oxidation of CO on platinum group metals is often explained by

using a Langmuir–Hinshelwood mechanism. To understand the occurrence of kinetic oscillations,

though, an additional feedback mechanism is required. It is believed that the oscillations on

Pt(1 0 0) are connected with the Pt(1 0 0)-(hex)$ (1 � 1) surface reconstruction [1]. In contrast,

the clean Pd(1 1 0) surface does not change its surface structure upon catalytic CO oxidation, and

the oscillations in reaction rate are associated with changes in oxygen adsorption probabilities (S0)

induced by depletion of subsurface oxygen: Oads$ Osub [1,2]. The HREELS and TPR results show

two different ways by which CO2 can be produced at low temperatures: via the reaction of COads

with active weakly bound oxygen adatom generated by O2�
2ads dissociation during the Pt(1 0 0)-

(hex)! (1 � 1) phase transition, and by a conversion of weakly bound Oads atoms in mixed

OadsþOsubþ CO layers on the Pd(1 1 0) surface.

Figure 7.5a shows molecular beam results on the temperature dependence of the steady-state

rate of CO oxidation over a Pd(1 1 0) surface. At 300 K the reaction is limited by oxygen adsorption

because the surface is covered with COads . In the temperature interval between 370 and 650 K,

however, the rate for CO2 production increases rapidly, presumably because of desorption of

some of the CO, which reduce the COads coverage on the surface. A bistability is seen in this temp-

erature region, as indicated by the hysteresis in CO2 formation rate seen between experiments with

increase and decrease of temperature (Figure 7.5a). As the temperature is increased, the transfer

from the CO layer to the Oads layer is delayed, while when the temperature is decreased, the

reverse is true. Local single oscillations are also seen for the CO2 rate at 372 and 382 K in the

FIGURE 7.5 (a) Steady-state CO2 formation rate on Pd(1 1 0) during a heating–cooling cycle under exposure

to a 1:20 COþO2 molecular beam. A hysteresis is seen in the behavior with rise and decrease of the surface

temperature. (b) Variations in local emission current from a Pd(1 0 0)step plane as a function of time during an

oscillatory reaction between CO and O2 on a Pd-tip under constant reaction conditions, T ¼ 425 K,

P(O2) ¼ 2.6 � 1023 mbar, and P(CO) ¼ 1.3 � 1024 mbar. Low current levels reflect a Pd(1 0 0) nanoplane

covered by COads . Field value: 0.4 V/Å. (Reprinted from Gorodetskii, V.V., Matveev, A.V., Kalinkin,

A.V., and Nieuwenhuys, B.E., Chem. Sustain. Dev., 11, 67–74, 2003. With kind permission of Springer

Science and Business Media.)
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rise of temperature part of this experiment. A typical example of the oscillations in CO2 production

obtained when the Pd(1 1 0) single-crystal surface is exposed at 390 K to a gas mixture of

P(O2) ¼ 5 � 1022 mbar and P(CO) ¼ 5 � 1025 mbar was reported recently [66].

F. CONCLUSIONS

The low-temperature adsorption and reaction between CO and O2 on Pd(1 1 1), Pd(1 1 0), Pt(1 0 0)

surfaces was investigated using different macroscopic (MB, TPR, HREELS) and on Pd- and Pt-tip

surfaces microscopic (FEM) analytical tools to learn about the details of the reaction dynamics at

those catalyst surfaces. The key results from these studies are summarized below.

Both Pt and Pd surfaces are catalytically active for the COþO2 reaction due to their ability to

dissociate O2 molecules. Results from 18O labeling experiments directly support the conclusion that

adsorbed (weakly bound) atomic oxygen is the active form of oxygen that reacts with carbon

monoxide at low (160–200 K) temperatures to form CO2. A path leading to the formation of

these active O atoms on the Pt(1 0 0) and Pd(1 1 0) surfaces was isolated. It was determined that

the local concentration of COads on the Pt(1 0 0)-hex prevents oxygen atoms from occupying

the hollow position, and apparently leads to the formation of weakly bound active Oads atoms.

The subsurface oxygen Osub that can be formed on the Pd(1 1 0) surface may be an important

species for the formation of these new weakly bound O atoms. The adsorbed Oads is highly

active compared with the Osub species, and rapidly reacts with adsorbed carbon monoxide,

COads , to produce CO2. Finally, comparison of the kinetics for CO oxidation in molecular beam

experiments with and without preadsorbed atomic oxygen shows that the surface reaction

between adsorbed CO and adsorbed atomic oxygen is rate limiting in instances where the dis-

sociation of molecular oxygen does not occur [71].

III. OSCILLATIONS AND CHEMICAL WAVES

The reaction kinetics on the supported metal catalyst might be quite different when compared with that

on the single-crystal surfaces, as a result of interplay between different nanoplanes present on small

particles. These surfaces, with a crystallite size of 100–300 Å, are mainly formed by the most dense

(1 1 1), (1 0 0), and (1 1 0) planes which differ dramatically in adsorption and oscillation behavior.

The FEM is an experimental tool for performing in situ investigations of real dynamic surface pro-

cesses in which different crystallographic nanofaces of emitter-tip are simultaneously exposed to the

reacting gas. In this work, the mechanism of movable waves generation in the oscillating COþO2

reaction has been studied on a Pt-tip, �700 Å in radius, by an FEM with a lateral resolution of

�20 Å. Mobile reaction zone structure was analyzed by mass-to-charge resolved field-ion microscopy.

A. EXPERIMENTAL TECHNIQUES ON AN ATOMIC SCALE

Since Taylor [74] coined the concept of active centers in heterogeneous catalysis, a variety of

methods have been developed to characterize their properties. A long-standing aim has been the

direct microscopic imaging of catalytically reacting surface sites. Three methods exist for

imaging a metal surface in real space on an atomic scale: the electron microscope developed by

Ruska in 1933 [75], the field ion microscope (FIM) invented by Müller and Tsong in 1951 [76],

and the scanning tunneling microscope established by Binning and Rohrer in 1983 [77]. Among

these methods, only the FIM provides the possibility of performing in situ investigation of a real

dynamic surface processes in which different crystallographic nanoplanes of a tip-emitter are

simultaneously exposed to the reacting gas. This advantage was accompanied, however, so far

by the disadvantage of the high electrostatic fields (�3.5 V/Å) required for surface imaging with

noble gases (He or Ne) on an atomic scale (Figure 7.6b). For the first time the oscillating CO oxi-

dation is investigated on a Pt-tip by FIM that uses the catalytically reacting molecules as imaging

gas (O2) [78–80] or reaction products (H2O) [81] at rather low electric fields �1.0–1.5 V/Å.
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In the present communication, we review an FIM experimental approach that uses the negative

electrostatic field strength for imaging the surface at F � 0.3 V/Å (Figure 7.6c). All experiments

were performed with a conventional field-ion/field-electron microscope.

B. PHASE TRANSITIONS: Pt-TIP EXPERIMENTS

As shown in earlier work by Lim et al. [82], the existence of monostable and bistable regions as well

as of the oscillating regime can be evaluated with the help of FEM, and displayed in a kinetic phase

diagram. Such a diagram has been established by us for the Pt(1 0 0) nanoplanes (�200 Å dimen-

sion) on a Pt-tip at 340 K (Figure 7.7a) [34]. This diagram compares well with that for a single-

crystal Pt(1 0 0) surface over a much higher (440–520 K) temperature range [83].

FIGURE 7.6 (a) Transmission electron image of Pt-tip and (b) Field Ion Microscope image of a Pt-tip surface

used for investigations of the oscillating CO oxidation. Pt-tip imaged with Ne at 78 K, PNe ¼ 2 � 1024 mbar,

F ¼ 3.5 V/Å, r ¼ 680 Å. (c) Field Emission Microscope image of the same Pt-tip at F ¼ 0.3 V/Å.

FIGURE 7.7 (a) Phase diagram for CO oxidation on the (1 0 0) nanoplane of a Pt-tip, taken from the wave

propagation front at 340 K. The catalytically active Oads layer, region A, and inactive COads layer, region

B, are separated by the indicated lines. Oscillations occur in the dashed region of partial pressures

of reactants. (b) Magnified view of a sequence of FEM images obtained along the (1 0 0) plane of the

tip during a COþO2 oscillating cycle at 340 K and constant P(CO) ¼ 2.3 � 1026 mbar and

P(O2) ¼ 4 � 1024 mbar pressures. (a) Stereographic projection of the Pt[1 0 0] oriented tip; (b) t ¼ 0,

when the (1 0 0) plane is covered by Oads . (c) After 13.6 sec. The Oads layer shrinks due to a slow reaction.

(d) After 27.0 sec. The very bright image indicates a clean and reconstructed (1 0 0)-hex surface.

(e) t ¼ 27.20 sec. A small COads coverage remains, and the reconstruction is lifted; and (f) Renewal of

the Oads layer and return to the same condition as (b). (Reprinted from Gorodetskii, V.V. and Drachsel, W.,

Appl. Catal. A: Gen., 188, 267–275, 1999. With permission from Elsevier.)
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Figure 7.7b represents a typical sequence of FEM images for (1 0 0) nanoplanes obtained when

a Pt-tip with [1 0 0]-orientation is exposed to a gas mixture of P(O2) ¼ 4 � 1024 mbar and

P(CO) ¼ 2.3 � 1026 mbar at 340 K [34]. Oscillations are seen with amplitudes ranging from

Oads (low current) to COads (high current) layers and a periodicity of 27 sec. The “clean-off” reac-

tion mechanism that take place on the (1 0 0) nanoplanes at 340 K is illustrated in Figure 7.7b. At

the beginning of the cycle (panel (b)), the unreconstructed Pt(1 0 0)-(1 � 1) surface is completely

covered with a Oads island (shown as a dark patch). That island slowly reacts with COads , and results

in a gradual shrinkage of the Oads layer (panel (c)), until a very fast catalytic surface process (the

“clean-off” reaction) removes the COads layer. At that point the clean unstable (1 � 1) surface sud-

denly reconstructs to the (hex) structure [84], creating an unoccupied clean (1 0 0) surface (panel (d)),

with high local electron emission current (hence the bright picture). The small sticking coeffi-

cient for oxygen on this surface, 1023, keeps this reconstructed plane free from Oads until, at a

certain local CO coverage, the reconstruction is lifted again, and the (1 � 1) structure is returned

(panel (e)). This is accompanied by the increase in oxygen sticking coefficient, from �1023

(hex) to �1021 (1 � 1) that induces a transition from a catalytically inactive state to an active

surface for CO oxidation. Subsequently, in a very fast reaction (within one video frame,

Dt � 40 ms), the initial state of the Oads-covered surface is regained, as seen in the transition

from panels (e) to (f).

The details of the oscillatory behavior depend sensitively on the external control parameters,

that is, the selected temperature and partial pressures. Figure 7.8 represents a typical series of oscil-

lations (FEM) when the Pt-tip with (1 0 0)-orientation is exposed at 365 K to a gas mixture of

P(O2) ¼ 5 � 1024 mbar and P(CO) ¼ 8 � 1026 mbar. The oscillation amplitude ranges from

the Oads layer (low current) to the COads layer (high current) with a periodicity of 120 sec. A differ-

ence of work functions between Oads and COads of �0.4 eV is connected with a change in the elec-

tron current. For T ¼ 478 K, for instance, the reaction/diffusion fronts propagate with a speed of

5000 Å s21 [85]. Rates within this order of magnitude (�3 mm s21) have been found previously

on Pt(1 1 0) surfaces at 485 K in PEEM experiments [86]. Qualitatively similar results were also

found on Pt(1 0 0) [87].

FIGURE 7.8 Oscillatory behavior of the total field electron current for the Pt field emitter at constant control

parameters under conditions of pronounced surface selectivity. Low current levels reflect Oads-covered planes.

F� 0.4 V/Å. (Reprinted from Gorodetskii, V.V. and Drachsel, W., Appl. Catal. A: Gen., 188, 267–275, 1999.

With permission from Elsevier.)
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The FEM images have surprisingly shown very sharp reaction fronts, therefore the nature of the

local reaction rates are of great chemical interest. To obtain the information about the chemical

identity of the field emitted ions during the reaction, a mass analysis by the atom-probe hole

technique has been applied (Figure 7.9) [88]. For low partial pressure conditions (P(O2) ¼

1.5 � 1024 mbar, P(CO) ¼ 1 � 1025 mbar) and the reaction temperature of 450 K, the yield of

CO2 molecules (CO2
þ ions) has shown the maximum intensity when the traveling reaction zone,

�40 Å in width between Oads and COads layers (oxygen wave front), crosses the hole of atom-

probe. This CO2
þ yield shows low intensity on the COads-side of the reaction and high intensity

on the Oads-side of the reaction; the highest intensity is obtained when the reaction zone front

passes. Possible mechanisms describing such a sharp reaction zone formation are based on a

local transformation of the Pt(1 0 0)-(hex)$ (1 � 1) and the appearance of empty sites.

FIGURE 7.9 Scheme of the FIM mass-analysis implemented by the probe hole technique. Reaction/diffusion

front monitored during COþO2 reaction on the [1 0 0]-oriented Pt field emitter. The preadsorbed COads layer

in the presence of P(CO) ¼ 1 � 1025 mbar reacts with oxygen (P(O2) ¼ 1.5 � 1024 mbar), producing a sharp

Oads wave front crossing the hole in the period of time �100 ms. F � 2 V/Å. (Reprinted from Gorodetskii,

V.V. and Drachsel, W., Appl. Catal. A: Gen., 188, 267–275, 1999. With permission from Elsevier.)
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C. SUBSURFACE OXYGEN: Pd-TIP EXPERIMENTS

Isothermal, nonlinear dynamic processes for the COþO2 reaction on Pd-tips and the formation of

face-specific adsorption islands and the mobility of reaction–diffusion fronts were studied by FEM

[66]. The initiating role of Pd {1 1 0} nanoplanes for the generation of local waves on the Pd-tip

surface was established. Figure 7.5b reports the series of FEM oscillations detected when the

Pd-tip was exposed to a COþO2 reaction mixture at 425 K. The oscillation amplitude obtained

when going from COads (low current) to Oads (high current) layers has a periodicity of approxi-

mately 5 sec. A difference in WF between the COads and Oads covered surfaces of �0.6 eV is

connected with these electron current intensity changes. Analysis of Pd-tip surfaces with a local

resolution of �20 Å shows the availability of a sharp boundary between the mobile COads and

Oads fronts (Figure 7.10). It was found that subsurface oxygen formation also acts as a source in

the generation of chemical waves over the Pd-tip surface. Two more observations derive from

these experiments: (i) maximum initial rate was observed on the {1 1 0} plane and (ii) two spatially

separated adlayers are formed on the surface of the tip [66]. Oxygen layers form only on the

{1 1 1}, {1 1 0}, {3 2 0}, and {2 1 0} planes, whereas COads layers form on the {1 0 0} and

{1 0 0}step planes. The Oads and COads layers interact via a sequence of reaction steps, including

a reversible Oads $ Osub transition, which acts as the feedback step during the oscillations, to

cause the chemical waves.

D. CONCLUSIONS

The low-temperature reaction between CO and O2 on Pd(1 1 1), Pd(1 1 0), and Pt(1 0 0) surfaces

and the mechanism of surface wave generation in the oscillating regime of this reaction on Pd-

and Pt-tip surfaces were investigated using different macroscopic (MB, TPR, HREELS) and micro-

scopic (FEM) analytical tools to learn about the details of the reaction dynamics at those catalyst

surfaces. The key results from these studies are summarized below.

(i) Both Pt and Pd surfaces are catalytically active for the COþO2 reaction due to their ability

to dissociate O2 molecules. Results from 18O labeling experiments directly support the conclusion

that adsorbed (weakly bound) atomic oxygen is the active form of oxygen that reacts with carbon

monoxide at low (160–200 K) temperatures to form CO2. It was determined that the local concen-

tration of COads on the Pt(1 0 0)-hex prevents oxygen atoms from occupying the hollow position,

and apparently leads to the formation of weakly bound active Oads atoms. The subsurface oxygen

Osub that can be formed on the Pd(1 1 0) surface may be an important species for the formation of

this new weakly bound O atoms. The adsorbed Oads is highly active compared with the Osub species,

and rapidly reacts with adsorbed carbon monoxide, COads , to produce CO2. Finally, comparison of

FIGURE 7.10 Magnified view of a sequence of FEM-images over (1 1 0)-oriented Pd-tip obtained during the

COþ O2 oscillating cycle at T ¼ 425 K, P(O2) ¼ 2.6 � 1023 mbar, P(CO) ¼ 1.3 � 1024 mbar. At

t ¼ 0 4 3 s formation of a large COads-island (dark area over Pd(1 0 0) plane) and the (2 1 0) plane

temporarily covered by oxygen Oads layer appear bright – moving reaction front during regular oscillation,

starting from (1 0 0) toward (2 1 0) plane. At 3 s the COads layer forms a final island size. After 4.0 sec a

reverse reaction front starts from (2 1 0) toward (1 0 0) plane. (Reprinted from Gorodetskii, V.V., Matveev,

A.V., Kalinkin, A.V., and Nieuwenhuys, B.E., Chem. Sustain. Dev., 11, 67–74, 2003. With permission

from Publishing house of Siberian Branch of Russian Academy of Sciences (SB RAS).)

174 Finely Dispersed Particles



the kinetics for CO oxidation in molecular beam experiments with and without preadsorbed atomic

oxygen shows that the surface reaction between adsorbed CO and adsorbed atomic oxygen is rate

limiting in instances where the dissociation of molecular oxygen does not occur.

(ii) FEM has been developed to investigate the dynamics of the surface phenomena associated

with CO oxidation on a nano-scale level. Sharp tips of Pt and Pd, up to several hundreds of

Angstroem units in size, have been used to perform investigations of real dynamic surface processes

simultaneously on different crystallographic nanoplanes of the emitter-tip. These tips were proven to

be excellent models for metal-supported catalyst to study COþO2 oscillations in situ.

IV. MATHEMATICAL MODELING

A. GENERAL BACKGROUND

Detailed studies of the coadsorption of oxygen and carbon monoxide, hysteresis phenomena, and

oscillatory reaction of CO oxidation on Pt(1 0 0) and Pd(1 1 0) single crystals, Pt- and Pd-tip

surfaces have been carried out with the MB, FEM, TPR, XPS, and HREELS techniques. It has

been found that the Pt(1 0 0) nanoplane under self-oscillation conditions passes reversibly from

a catalytically inactive state (hex) into a highly active state (1 � 1). The occurrence of kinetic oscil-

lations over Pd nanosurfaces is associated with periodic formation and depletion of subsurface

oxygen (Osub). Transient kinetic experiments show that CO does not react chemically with sub-

surface oxygen to form CO2 below 300 K. It has been found that CO reacts with an atomic

Oads/Osub state beginning at temperature �150 K. Analysis of Pd- and Pt-tip surfaces with a

local resolution of �20 Å shows the availability of a sharp boundary between the mobile COads

and Oads fronts. The study of CO oxidation on Pt(1 0 0) and Pd(1 1 0) nanosurfaces by FEM has

shown that the surface “phase transition” and oxygen penetration into the subsurface can lead to

critical phenomena such as hysteresis, self-oscillations, and chemical waves.

Below we intend to compare the specific features of the statistical lattice models (based on the

Monte Carlo technique) for imitating the oscillatory and autowave dynamics in the adsorbed layer

during carbon monoxide oxidation over Pt(1 0 0) and Pd(1 1 0) single crystals differing by the

structural properties of catalytic surfaces. The statistical lattice model constructed for

(COþO2)/Pd reaction takes into account the change of surface properties due to the penetration

of the adsorbed oxygen into subsurface layer. Autowave processes on the model palladium surface

accompany the oscillations of the rate of CO2 formation and the concentrations of the adsorbed

species. The existence of the reaction zone between the moving adsorbate islands has been

shown. The statistical lattice model has been constructed for the (COþO2)/Pt(1 0 0) reaction

which takes into account the change of surface properties due to the adsorbate-induced reversible

surface transformation hex$ 1 � 1. The model reproduces qualitatively the hysteresis and

the oscillations of reaction rate, Oads , COads coverages, hex, and 1 � 1 surface phases under the

conditions close to the experimental ones. Autowave processes accompany self-oscillations of

the reaction rate. The existence of the reaction zone between the moving adsorbate islands charac-

terized by the elevated concentration of the free active centers has been shown.

In both cases (Pt(1 0 0) and Pd(1 1 0)), the synchronous oscillations of the reaction rate and surface

coverages are exhibited within the range of the suggested model parameters under the conditions very

close to the experimental observations [89,90]. These oscillations are accompanied by the autowave

behavior of surface phases and adsorbates coverages. The intensity of CO2 formation in the COads

layer is low, inside oxygen island it is intermediate and the highest intensity of CO2 formation is

related to a narrow zone between the growing Oads island and surrounding COads layer (“reaction

zone”). The presence of the narrow reaction zone was found experimentally by means of the field

ion probe-hole microscopy technique with�5 Å resolution (Figure 7.9) [34]. The boundaries of oscil-

latory behavior and hysteresis effects have been revealed. The possibility for the appearance of the

turbulent patterns, a spiral and elliptic wave on the surface, in the cases under study has been shown.
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The mechanism of local oscillator synchronization is one of the fundamental problems arising

when studying the oscillatory behavior of heterogeneous catalytic reaction [81]. The isothermal

kinetic oscillations in different oxidation reactions are observed as a rule [81,91] on the supported

metals and on metal tips considered as a superposition of the interrelated single-crystal nanoplanes.

The following factors should play the dominant role in synchronizing a catalytic system consisting

of separate oscillators with different properties, especially in the case of high-pressure experiments:

(i) the global coupling through the gas phase and (ii) in the case of the support with high thermal

conductivity, the coupling via heat transfer [92 and references therein]. In the case of single crystals

and metal-tips studies under UHV conditions, the surface diffusion of the adsorbed species can be

responsible in general for the synchronization of local oscillators. Furthermore, according to

Boudart [93] considering the kinetic features of CO oxidation reaction over Pd/Al2O3 it is necess-

ary to take into account the contribution of COads diffusion over the support onto the active metal

particles surface (spillover). In our contribution, we shall consider the possible consequences of the

several catalytic surface sections coupling (in our case that is the surface of the Pd-tip with four

Pd(1 1 0) faces) exhibiting the surface wave behavior with some time shift in the period of oscil-

lations. The analysis would be provided by means of statistical lattice modeling by the example of

the CO oxidation reaction over Pd(1 1 0).

The current knowledge of the COþO2 reaction mechanism makes possible to state rather

justified theoretical models giving insight to the features of spatio-temporal dynamics of reaction

on the platinum surface. Carbon monoxide oxidation over Pt(1 0 0) single crystal has been

studied comprehensively. It was shown that under certain conditions (partial pressures of reactants

and temperature), the adsorbate coverages and the reaction rate undergo self-oscillations attended

by the spatio-temporal pattern of COads and Oads formation on the surface [1,2,94]. The observed

phenomena are associated with the reversible adsorbate-induced surface phase transition

hex$ 1 � 1. The platinum state in unreconstructed 1 � 1 phase is catalytically active due to

the ease of oxygen molecules dissociation: S1�1(O2) � 0.3–0.4� Shex(O2) � 1023. The CO

adsorption on the reconstructed hex surface is described by the nucleation and trapping mechanism.

STM data evidence that upon attaining some critical coverages �0.05–0.1 ML, the hex to 1 � 1

surface phase transition proceeds with formation of COads/1�1 islands [1,2]. This phase transition

is accompanied by the formation of structural defects since hex phase of Pt(1 0 0) is more than 20%

dense than the 1 � 1 phase. When the COads coverage falls below a critical value, than the reverse

surface phase transition (1 � 1)! hex is initiated. The (1 � 1) phase of Pt(1 0 0) is unstable and at

T . 400 K transforms quickly into the nonactive hex phase.

In the early theoretical models of (COþO2)/Pt(1 0 0) reaction, the rate of hex! (1 � 1)

transition was assumed to be linearly dependent on the local COads coverage over the hex phase

(e.g., [95]). However, it has been shown recently by molecular beam studies that the (1 � 1)-CO

island growth rate, and therefore, the (1 � 1) phase, is governed by a strongly nonlinear power

law _Q1�1 � (Qhex
CO)n, where Q1�1 is a part of the surface transformed into (1 � 1) phase, Qhex

CO

the CO coverage on the hex phase, and n � 4 [52]. Subsequently, this was included in the new

model accounting for the oscillatory behavior of COþO2/Pt(1 0 0) reaction [96].

B. Pd: MODELING OF OSCILLATIONS AND WAVE PATTERNS

The catalytic oxidation of CO over palladium surfaces exhibits temporal oscillations under a certain

range of reaction parameters, T and Pi . A feedback mechanism for these oscillations is associated

with the changes in the sticking probability of oxygen (S0) induced by depletion of subsurface

oxygen (Pd(1 1 0): Oads$ Osub). The “oxide” model [2] assumes that the Osub layer simul-

taneously blocks oxygen adsorption and helps the growth of COads layers, leading to surface reac-

tion poisoning (low rate of CO2 formation). Nevertheless, a slow COads reaction with Osub removes

the subsurface oxygen, after which O2 adsorption is again possible (high rate of CO2 formation).

Then, the subsurface oxygen layer forms again and the cycle is restored. This subsurface oxygen
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is also likely to induce significant changes in the adsorption energies of COads and Oads [97]. Based

on our TPR, MB, and FEM data regarding CO oxidation over Pd surfaces, some elementary steps

have been added to the classic LH scheme, namely

Scheme I

Atomic oxygen route Subsurface oxygen route

(1) O2(gas) þ 2� �! 2Oads (4) Oads þ �v �! �Osub

(2) CO(gas) þ �  ! COads (5) COads þ Osub �! CO2(gas) þ 2� þ �v

(3) COads þ Oads �! CO2(gas) þ 2� (6) COgas þ �Osub  ! COadsOsub

(7) COadsOsub �! CO2(gas) þ � þ �v

Here � and �v are the active sites on the surface and subsurface layers, respectively. The first

step describes irreversible oxygen adsorption; the second step is the adsorption and desorption of

CO. The third step corresponds to the reaction between COads and oxygen atoms Oads. Formation of

the subsurface oxygen proceeds according to step (4). The reaction between the nearest-neighbor

COads molecules and subsurface oxygen is described by step (5). The formation of a complex of

COads molecules on dissolved oxygen in the form COadsOsub occurs both via the direct adsorption

of CO from the gas phase (step (6)), and via CO diffusion along the surface. The decomposition of

the COadsOsub complex is accompanied by the formation of CO2 molecules and freeing adsorption

sites � and �v (step (7)). We suppose that the heat of CO adsorption on the oxidized centers [Osub] is

less than that on the initial � one, that is, the probability of COadsOsub desorption (step (6)) is greater

than that of COads (step (2)) one. The adsorbed COads species can diffuse over the surface

according to the following rules: (i) COadsþ � $ �þ COads; (ii) COadsþ �Osub$ �þ COadsOsub;

(iii) COadsOsubþ �Osub$ �Osubþ COadsOsub. The sequence of steps (1)–(5) is often used for

modeling of oscillations in oxidation catalytic reactions including the Monte Carlo models. In

our study, in addition to steps (1)–(5), the possible process of COadsOsub complex formation has

been considered both due to CO adsorption (step (6)), and to the COads diffusion over the

surface. Step (4) is supposed to be irreversible.

The following sequence of an oscillatory cycle has been proposed: (i) Osub formation takes

place only on the Oads-covered palladium surface, accompanied by a decrease of the sticking coef-

ficient for the oxygen adsorption SO2
; (ii) the formation of COads layer is a result of the fast reaction

COgasþOads with the formation of CO2 molecules and their desorption; (iii) the elevated concen-

tration of the empty active sites appears either due to reverse diffusion process Osub! Oads with

subsequent removal of Oads in the reaction with COads , or due to slow reaction Osub with COads to

form CO2; (iv) the transition to the initial oxygen layer proceeds from S(O2) increase due to the

decrease of Osub concentration.

In our modeling, we used a square N � N lattice (N ¼ 400–1600) with periodical boundary

conditions. The states of square cells were set according to the rules determined by the detailed

mechanism of the reaction (e.g., in the case of Pd(1 1 0) each lattice cell can exist in one of five

states: �, COads, Oads, [�Osub], [COads �Osub]). The time was measured in terms of the so-called

Monte Carlo steps (MC step) consisting of N � N trials to choose and realize the main elementary

processes. For an MC step, each cell was called once in the average. The probability of each step for

the processes of adsorption, desorption, and reaction was determined by the ratio of the rate

constant of a given step to the sum of the rate constants of all steps.

After each choice of one of the processes and an attempt to realize it, the program considered

the internal diffusion cycle that involved M diffusion attempts for COads molecules (usually

M ¼ 50–100). The reaction rate of CO oxidation and the surface coverages with reactants were

calculated after each MC step as a ratio of the amount of CO2 molecules formed (or the number

of lattice cells in the corresponding state) to the overall amount of cells N2 (the procedure was

described in detail in Refs. [89,90,98,99]).
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In the whole range of parameters at which the reaction rate oscillated, the dependencies of a

change in the adsorbate concentration and the reaction rate have a similar nature (Figure 7.11).

A drastic increase in the reaction rate occurs simultaneously with the removal of the COads layer

and filling the surface with the oxygen layer (Figure 7.12a–d). This moment of time on the curve

of the concentration of subsurface oxygen corresponds to the minimal value for a given period.

When the rate approaches its maximal value, the concentration of adsorbed oxygen redistributes:

Oads! Osub . The position of the maximum on the curve of the concentration of subsurface

oxygen determines the moment of a decrease in the reaction rate. Simultaneously, the surface

accumulates COads , and this process is accompanied by the complete Oads removal. The minimal

value of the reaction rate is caused by the interaction of COads molecules with subsurface

oxygen. A decrease in the concentration (Osub) to a certain critical value again creates favorable

conditions for the reaction, and this completes the oscillation cycle. Changes in the coverages

occur via the propagation of the mobile waves, whose front is characterized by the high concen-

tration of catalytically active sites responsible for the maximal rate of CO2 molecule formation.

A decrease in the parameter M, which determines the rate of COads diffusion, leads to the chaotic

nature of oscillations and to the appearance of complex spatio-temporal structures on the surface.

It is known that CO adsorption or the dissociative adsorption of oxygen leads to the added or

missing row reconstruction of the Pd(1 1 0) plane (1 � 1)! (1 � 2) (Figure 7.13). As a result, the

diffusion of COads molecules along the rows of metal atoms occurs more rapidly than across the

rows. We found that, if this effect is taken into account, such integral characteristics as the reaction

rate and the values u(CO), u(O), and u(Osub)
do not change. However, the propagation of a wave on the

Pd(1 1 0)-(1 � 2) surface becomes noticeably anisotropic. Figure 7.14 shows the moments when

coverages are changed. They correspond to approximately the same values of u(Oads) and different

FIGURE 7.11 Dynamics of changes in the coverages (Q) and the rate of CO oxidation on the Pd(1 1 0)

surface: (a) [COads
�Osub] (dot-and-dash line), COads (solid line), (b) [�Osub], (c) Oads , and (d) the reaction

rate; N ¼ 768; M ¼ 100. The values of the rate constants of steps (s21) (Scheme I): k1 ¼ 1, k2 ¼ 1,

k22 ¼ 0.2, k3 ¼ 1, k4 ¼ 0.03, k5 ¼ 0.01, k6 ¼ 1, k26 ¼ 0.5, and k7 ¼ 0.02. The partial pressures of

reagents (CO and O2) and the concentration of active sites on the palladium surface are included in the rate

constants of adsorption k1, k2, and k7. (Reprinted from Latkin, E.I., Elokhin, V.I., Matveev, A.V., and

Gorodetskii, V.V., J. Mol. Catal. A: Chem., 158, 161–166, 2000. With permission from Elsevier.)
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Mx/My ratios (x and y are the directions of axes; the direction of the x-axis coincides with the

direction [1 �1 0]). It is seen that, with an increase in Mx/My the mobile wave extends along the

direction [1 �1 0].

The effect of anisotropy of COads molecule diffusion becomes more apparent if one monitors

the spatio-temporal structures, such as spiral waves, which are permanently present on the

surface (detailed modeling of such structures was described in Ref. [98]). Figure 7.15 shows the

evolution of modeled spiral waves after the transition from the isotropic regime (Mx/My ¼ 50/50)

to the anisotropic one (Mx/My ¼ 80/20). Figure 7.15a shows the form of the spiral wave at the

moment when the anisotropy of diffusion starts to work. Figure 7.15b and c shows how spiral

waves extend after passing through the first and second turns of the spiral. Such an asymmetric

behavior of the spiral agrees very well with experimental data obtained using the photoelectron

emission microscopy (PEEM) [100]. Figure 7.16 shows images of the adsorbed layer in the case

of the spiral wave in the reaction of CO oxidation on Pd(1 1 0). It is clearly seen that the spiral

wave observed in the experiment [1 0 0] reflects the anisotropy of the single-crystal Pd(1 1 0)

surface in the direction [1 �1 0].

FIGURE 7.12 The distribution of adsorbates over the surface (A–D) and the intensity of CO2 formation (a–d)

at the moment when the coverages change on the Pd(1 1 0) surface. (Reprinted from Latkin, E.I., Elokhin, V.I.,

Matveev, A.V., and Gorodetskii, V.V., J. Mol. Catal. A: Chem., 158, 161–166, 2000. With permission from

Elsevier.)

FIGURE 7.13 The restructuring of the Pd(1 1 0)-(1 � 1) into (1 � 2) with missing/added rows in the course

of O2 or CO adsorption. (Reprinted from Matveev, A.V., Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V.,

Chem. Sustain. Dev., 11, 173–180, 2003. With permission from Publishing house of SB RAS.)
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C. Pt: MODELING OF OSCILLATIONS AND WAVE PATTERNS

Our FEM results have strongly suggested that the CO-induced (hex)$ (1 � 1) phase transition

observed on Pt(1 0 0) single crystals is the driving force for the isothermal oscillations seen on

that surface, in the same way as on the (1 0 0) planes of microscopic Pt grains. The reactive phase

diagram for the (1 0 0) nanoplanes of a Pt-tip surface does correlate with that of large Pt single

crystals [82,83]. The oscillation cycles of the CO oxidation on macroscopic Pt(1 0 0) single crystals

has been described by Cox et al. [101] and Imbihl et al. [95]. According to the Ertl model [102], it

is possible to account for these reactions with a mechanism having the following key ingredients:

(i) On a starting (hex) surface (CO side of reaction), the negligible value of the oxygen stick-

ing coefficient (S0 � 1023) results in both preferential adsorption of CO (S0 � 0.8) from the gas

mixture and surface diffusion from f1 1 3g planes (Figure 7.7b(d)). As the local COads coverage

approaches an average coverage of COhex . 0.08, the (hex)! (1 � 1) phase transition is initiated

(Figure 7.7b(e)), and islands with CO1�1 structure grow at the expense of the (hex) surface area.

(ii) According to HREELS data, both the local CO1�1 (0.5 ML) layers and the (hex) surface

areas inhibit O2 dissociative adsorption and the CO1�1þO22
2ads

reaction (Figure 7.3). On the other

hand, the production of empty sites as a result of the COhex! CO1�1 phase transition [103]

permits Oads formation, and O2 molecular dissociation is accompanied by active O adatoms

FIGURE 7.14 The distribution of adsorbates over the surface in the course of the oxygen wave propagation

(N ¼ 768, (Oads) � 0.05): (a) 2979 MC step, Mx/My ¼ 75/25; (b) 3951 MC step, Mx/My ¼ 80/20; (c) 7344

MC step, Mx/My ¼ 85/15. (Reprinted from Matveev, A.V., Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V.,

Chem. Sustain. Dev., 11, 173–180, 2003. With permission from Publishing house of SB RAS.)

FIGURE 7.15 Changes in the form of the spiral wave in the reaction of CO oxidation on the Pd(1 1 0) surface

after the transition from the regime with isotropic diffusion (Mx/My ¼ 50/50) to anisotropic (Mx/My ¼ 80/20),

N ¼ 1536: (a) isotropic diffusion; (b) after the first turn of the spiral; and (c) after the second turn of the spiral.

(Reprinted from Matveev, A.V., Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V., Chem. Sustain. Dev., 11,

173–180, 2003. With permission from Publishing house of SB RAS.)
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generation (Figure 7.3d). A fast reaction between these Oads atoms and COads , and the creation of

vacant surface sites for fast oxygen adsorption (O2�
2ads þ empty sites! OadsþOads, active), leads to

an autocatalytic CO2 formation step. The CO1�1 coverage then decreases, and an Oads layer on the

(1 0 0) plane is formed (Figure 7.7b(f)).

(iii) The areas, where CO molecules are consumed, are replenished either by CO molecules from

the gas phase or by surface diffusion from the adjacent areas where COads layers are still present

(Figure 7.7b(b)). The reduced local oxygen coverage destabilizes the (1 � 1) phase and leads to the

transformation of the (hex) phase (Figure 7.7b(c,d)), thus cutting down further oxygen adsorption.

(iv) CO molecules adsorbed on the (hex) patches diffuse into the (1 � 1) areas and react with

Oads. The (hex) phase grows at the expense of the (1 � 1) patches until the initial state (i) is reached

again. Possible mechanisms describing a sharp reaction zone formation are based on: (a) local

observations of the Pt(1 0 0)-(hex)$ (1 � 1) transformation, and the appearance of empty sites

and (b) formation of the weakly bound Oads atoms, highly active toward oxidation of the adsorbed

CO molecules. The detailed mechanism of this CO oxidation process is as follows [89]:

Scheme II

(1) COþ � �! COads (5) (1 � 1) �! (hex): �1�1 �! �hex

(2) COhex
ads �! COþ �hex (6) O2 þ 2 �1�1 �! 2O1�1

ads

(3) CO1�1
ads �! COþ �1�1 (7) O1�1

ads þ COads �! CO2 þ �1�1 þ �

(4) (hex) �! (1 � 1): 4COads �! 4CO1�1
ads (8) COads þ � �! � þ COads

(1) CO adsorption: the absence of indices near the center � implies that CO, in contrast to oxygen, is

considered to have equal sticking probability on both �hex and �1�1. (2 and 3) CO desorption: the

rate coefficients for CO desorption on hex and 1 � 1 phases differ widely (approximately by three

to four orders of magnitude). (4) Structural phase transformation (hex)! (1 � 1): in accordance

with Ref. [52], let us assume that the adsorption of four CO molecules on the 2 � 2 neighboring

centers of the lattice would transform these centers (with some probability) into the (1 � 1) struc-

ture. (5) Back-structural phase transition (1 � 1)! (hex). (6) Oxygen adsorption: oxygen adsorbs

dissociatively only on the two neighboring (1 � 1) centers. (7) CO2 formation: the surface reaction

proceeds via the Langmuir–Hinshelwood mechanism conserving the type of the active centers.

Adsorbed oxygen interacts equally with both COhex
ads and CO1�1

ads . (8) COads diffusion: adsorbed

carbon monoxide can diffuse via hopping from their sites to vacant nearest-neighbor site and the

type of active centers remains the same. Along with the stage (7), this process offers an additional

source of empty active centers �1�1 required for dissociative oxygen adsorption. Monte Carlo simu-

lations could again reproduce both the oscillations seen for the rate of CO2 formation and the

appearance of surface waves on Pt(1 0 0) using this mechanism [89].

FIGURE 7.16 PEEM images of the surface in the case of existence of a spiral wave in CO oxidation on

Pd(1 1 0) [1 0 0]: P(O2) ¼ 4 � 1023 Torr, P(CO) ¼ 1.6 � 1025 Torr, T ¼ 349 K. Dark regions show

COads , light regions show Oads; they corresponds to different values of work function. (Reprinted from

Matveev, A.V., Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V., Chem. Sustain. Dev., 11, 173–180,

2003. With permission from Publishing house of SB RAS.)
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Figure 7.17 shows autooscillations of the rate of CO2 formation, the surface coverage with Oads

and COads , and the portion of the vacant surface in the (hex) and (1 � 1) structures. At the initial

moment, the platinum surface is in the (hex) state and only CO adsorption is allowed. Despite the

low rate of (hex)! (1 � 1) restructuring, the portion of the (1 � 1) rapidly grows. As a result of

COads diffusion, sites for oxygen adsorption are formed. However, the value of O(1�1) coverage is

very low due to the fast reaction with neighboring COads molecules. When the maximal value of

u(COads) � 0.8 is attained, the adsorbed layer largely consists of CO(hex) and CO(1�1) (Figure 7.18A),

which is accompanied by a sharp decrease in the reaction rate. Figure 7.18a shows that the rate of

CO2 molecule formation in the COads layer is low, but regions with an elevated concentration of

vacant sites are available on the surface. In these regions, the O(1�1) islands nucleate and propagate

along the metal surface (Figures 7.18B and C, b and c). Figure 7.18b and c shows that the maximal

intensity of CO2 molecule formation is observed in the narrow zone at the boundary of growing

Oads phase and the COads layer. The appearance of such a narrow reaction zone was experimentally

observed by the field ion probe-hole microscopy technique with a resolution of �5 Å (Figure 7.9).

Inside the oxygen island, the rate of CO2 formation has an intermediate value; the lower value is in

the COads layer. The highest value of the reaction rate along the oscillation period corresponds to

the moment when the perimeter of the reaction zone is at maximum (Figure 7.18c). At the final

stage of the oscillation cycle, the u(COads) coverage increases due to CO molecule adsorption on

the vacant sites (both (hex) and (1 � 1)) with the further transition of the (1 � 1) phase into

(hex) (Figures 7.18D and d).

D. SPATIO-TEMPORAL CHAOS

A decrease in the parameter M from 100 to 50 does not affect the regular nature and uniformity of

oscillations but leads to a small decrease in the period and amplitude of oscillations. However, with

FIGURE 7.17 Oscillations of the reaction rate and the surface coverage (Q) of Pt(1 0 0) for the lattice size

N ¼ 384 and the parameter M ¼ 100. The values of the rate constants of elementary steps (Scheme II):

k1 ¼ 2.94 � 105 ML sec21 Torr21 (1 ML ¼ 9.4 � 1014 atom/cm2), PCO ¼ 5 � 1025 Torr, k2 ¼ 4c21,

k3 ¼ 0.03c21, k4 ¼ 3c21, k5 ¼ 2c21, k6 ¼ 5.6 � 105 ML s21 Torr21, PO2
¼ 1024 Torr, k7 ¼ 1. (Reprinted

from Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V., J. Mol. Catal. A: Chem., 166, 23–30, 2001. With

permission from Elsevier.)
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a decrease in M to 30, the period and amplitude of oscillations become irregular (Figure 7.19). In

this case, Oads atoms are always present on the surface and mobile islands in the form of cellular

structures, spiral fragments, etc., are formed (Figure 7.20). Similar turbulent spatio-temporal struc-

tures were experimentally observed in the reaction of CO oxidation on Pt(1 0 0) using the method

of ellipsomicroscopy for surface imaging (EMSI) [91].

FIGURE 7.18 The distribution of adsorbates over the surface (A–D) and the intensity of CO2 formation (a–d)

at the moment when the surface coverage changes on Pt(1 0 0). The concentration of Oads is shown in black,

COads is in gray, and free surface is in white. Parts A(a)–D(d) correspond to the moments 332, 360, 364, and

408 MC steps shown in Figure 7.17, curve d — reaction rate. (Reprinted from Latkin, E.I., Elokhin, V.I., and

Gorodetskii, V.V., J. Mol. Catal. A: Chem., 166, 23–30, 2001. With permission from Elsevier.)

FIGURE 7.19 Oscillations of the reaction rate and the surface coverage of Pt(1 0 0) for the lattice size

N ¼ 384 and the parameter M ¼ 30. (Reprinted from Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V., J.

Mol. Catal. A: Chem., 166, 23–30, 2001. With permission from Elsevier.)
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V. SUMMARY AND CONCLUSIONS

The reaction between CO and O2 on Pd(1 1 0) and Pt(1 0 0) surfaces and the mechanism of surface

wave generation in the oscillating regime of this reaction on Pd- and Pt-tip surfaces was investi-

gated using different macroscopic (MB, TPR, HREELS, WF) and microscopic (FEM, FIM) analy-

tical tools to learn about the details of the reaction dynamics at those catalyst surfaces. The key

results from these studies are summarized below.

The principal result of this work is that the nonlinear reaction kinetics is not restricted to macro-

scopic planes as: (i) the planes �200 Å in diameter show the same nonlinear kinetics; (ii)

the regular waves appear under the reaction rate oscillations; (iii) the propagation of reaction —

diffusion waves includes the participation of the different crystal nanoplanes and indicates an effec-

tive coupling of adjacent planes.

Chemical wave patterns corresponding to moving surface concentration patches are the result

of coupling of surface diffusion, surface reconstruction, and surface reaction. Depending on the

reaction condition, such spatio-temporal phenomena can also lead to an oscillatory behavior of

FIGURE 7.20 The distribution of adsorbates over the surface in the case of the low rate of diffusion (M ¼ 30).

The concentration of Oads is shown in black, COads is in gray, and the free surface is shown in white. (Reprinted

from Latkin, E.I., Elokhin, V.I., and Gorodetskii, V.V., J. Mol. Catal. A: Chem., 166, 23–30, 2001. With

permission from Elsevier.)
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the overall reaction rate. It becomes possible to study the catalysis on an atomic level which is

necessary for understanding the mechanism of the action of the high-dispersion-supported metal

catalysts having the metal microcrystallites �100–300 Å in size as an active part of the catalyst.

This result opens new fields for the development of theoretical concepts of heterogeneous catalysis.

Thus, we constructed and studied statistical lattice models that describe the oscillation and

wave dynamics in the adsorbed layer for the reaction of CO oxidation over the Pt(1 0 0) and

Pd(1 1 0) single-crystal surfaces. These models differ in the mechanisms of formation of oscil-

lations: a mechanism involving the phase transition of planes (Pt(1 0 0): (hex) !(1 � 1)) and a

mechanism via formation of subsurface oxygen (Pd(1 1 0)). The models demonstrate the oscil-

lations of the rate of CO2 formation and the concentrations of adsorbed reactants. These oscillations

are accompanied by various wave processes on the lattice that models single crystalline surfaces.

The effects of the size of the model lattice and the intensity of COads diffusion on the synchroni-

zation and the form of oscillations and surface waves are studied. We showed the presence of a

narrow zone of the reaction when the wave front propagates along the metal surface. This is

supported by the results obtained by the methods of FEM and FIM. We found that the inclusion

of COads diffusion anisotropy, which reflects the real symmetry of the single-crystal Pd(1 1 0)

surface does not affect the dynamics of oscillations of the integral characteristics of the reaction

(the rate and the surface coverage), but it leads to the formation of ellipsoid spatio-temporal struc-

tures on the surface, which were observed experimentally with modern physical methods for

surface science studies. It was shown that it is possible to obtain a wide spectrum of chemical

waves (cellular and turbulent structures, and spiral and ellipsoid waves) using the lattice models

developed. These waves have been observed in experimental studies of oscillatory dynamics of

catalytic reactions.

Finally, it may be said that the character of the COþO2 oscillating reaction on Pd differs remark-

ably from that on Pt because: (a) different subsurface oxygen (Pd) and (hex)$ (1 � 1) phase tran-

sition (Pt) mechanisms apply and (b) the oxygen front in COþO2 waves travel in reverse

directions: on Pd it goes from (1 1 0) to (1 0 0) surface, on Pt it travels in the opposite direction.
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I. INTRODUCTION

One of the most known physical chemists Wilhelm Ostwald defined catalyst as a substance that

participates in a particular chemical reaction and thereby increases its rate but without a net

change in the amount of that substance in the system [1–3]. Hereinafter catalyst will referred as

the common name for both, catalyst and inhibitor, where inhibitor has an opposite role decreasing

the rate of chemical reaction. Having such important function in chemical kinetics and different

applications, catalysts are the permanent subjects of scientific investigations. These investigations

contain discovering of new catalysts, determining their physicochemical characteristics, and
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examinations of their influence on particular reactions. By the interaction between catalyst and

reaction system, the control of considered process, as well as the characteristics of catalyst, can

be analyzed in parallel. If our aim is the investigation of catalyst characteristics, the selection of

reaction system as a matrix for its examination is of great importance. Therefore, we discussed

in the following the different reaction systems including their main characteristics important for

mentioned investigations (Sections I.A and I.B) with particular attention on oscillatory reactions

in general (Section II) and Bray–Liebhafsky [4,5] in particular (Section III). In Section IV, the

characterization of the catalysts by means of the Bray–Liebhafsky oscillatory reaction as the

matrix system will be presented.

A. MATRIX REACTION SYSTEMS

All reactions from simple linear to complex nonlinear ones, sensitive on the presence of considered

catalyst, could be used for its characterization. The manipulation with simpler reactions is easier

whereas the number of information that can be obtained by complex reactions is richer. Although,

our aim here is to examine catalysts by a complex oscillatory reaction, we shall begin the expla-

nations with relatively simple reaction of the homogeneous hydrogen peroxide decomposition in

the aqueous solution [6] given by the following reaction scheme:

2H2O2�!
k

2H2Oþ O2 (8:1)

This reaction, as almost all decompositions, is the pseudo-first order with respect to hydrogen peroxide

d ½H2O2�

dt
¼ �k ½H2O2� (8:2)

The obtained activation energy for this reaction is Ea ¼ 75 kJ/mol. If the same reaction is catalyzed

by iodide ion, by the following reaction scheme

H2O2 þ I� �!
k1

H2Oþ IO�(slow) (8:3a)

H2O2 þ IO� �!
k2

H2Oþ O2 þ I�(fast) (8:3b)

where hydrogen peroxide is either oxidant (8.3a) or reductant (8.3b), the net reaction is the same as in

the previous case (8.1)

2H2O2 �!
I�

2H2Oþ O2 (8:3c)

whereas the activation energy is lower, Ea ¼ 56 kJ/mol [6]. The explanation is in the role of iodide or

hypoiodite ions as the catalytic couple. Obviously both, the hypoiodite, the product in reaction (8.3a)

and the reactant in reaction (8.3b), and iodide, the product in reaction (8.3b) and the reactant in reaction

(8.3a), are intermediates that do not exist in the net reaction (8.3c). As the stoichiometry of reactions

(8.1) and (8.3c) are the same, the enthalpy of reactions would be equal. However, rates of reactions

are different. In reaction (8.3c) where the reaction rate is higher, the activation energy is lower.

More precisely, as the rate of the reaction (8.3a) is lower than (8.3b), it is the one that determine

overall rate of hydrogen peroxide decomposition, and approximately the activation energy of overall

process. Thus, the effect of a catalyst in increasing the rate of a reaction is to provide an alternate

pathway with lower activation energy. Although the catalytic pathway (8.3c) is more convenient for

hydrogen peroxide decomposition than (8.1), in the reaction system described by reaction (8.3c), the

noncatalyzed hydrogen peroxide decomposition is also present. Beside others, the ratio of rates

between catalyzed and uncatalyzed reaction pathways is important for characterization of catalyst.
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The rate of reaction (8.3c) can be analyzed when the reaction system is in the steady state. Then,

the concentrations of intermediates are approximately constant. It means that

d ½IO��

dt
¼ k1½H2O2�½I

�� � k2½H2O2�½IO
�� (8:4)

where k1 and k2 denote the corresponding rate constants of reactions (8.3a) and (8.3b), is equal to

zero. The corresponding concentrations [IO2]ss and [I2]ss are

½IO��ss ¼
k1

k2

½I��ss (8:5)

With this assumption, the rate of overall reaction (8.3c) is given by the expression

d ½H2O2�

dt
¼ �k1 ½H2O2�½I

�� � k2 ½H2O2�½IO
�� (8:6)

In the steady state

d ½H2O2�

dt
¼ �2k1 ½H2O2�½I

��ss (8:7)

As the rate of hydrogen peroxide decomposition is higher in reaction (8.3c) than in reaction

(8.1), it means that 2k1 ½I
��ss . k.

Thus, the presence of catalyst changes the reaction mechanism. The manner in which a catalyst

modifies the reaction pathways depends on both considered catalyst and selected matrix reaction

system. One catalyst in different reaction systems can exhibit different properties. Also, if the reac-

tion system is more complex, the number of characteristic properties that can be found is often

larger. If, for example, the reaction system is more complex than the previous one (8.3c), the

considered decomposition can perform through several reaction pathways. Then, the domination

of reaction pathways by changing the ratio between catalyst and reactant, or other external

conditions such as temperature and pressure, can be of great importance for characterization of

possible structure and reactivity of considered catalyst. Therefore, instead of analyzing the catalyst

in the simple reaction system, we decided to do this in the complex oscillatory one.

B. REACTION SYSTEM WITH SEVERAL STEADY STATES

Some complex reaction systems can be in several steady states. During time evolution, they can

even change their steady states with characteristic concentrations of the species therein. In

general if we, for example, consider the process having two reactants (A and B), two products

(P1, P2) and one intermediate (X), described by the following scheme

A �!
k1

X (8:8a)

Bþ X �!
k2

P1 (8:8b)

X �!
k3

P2 (8:8c)

and if the rate of the first reaction is much slower than that of the second one whereas the rate of the

second one is higher than that of third one (k1 � k3 , k2½B�0; ½B�0 denotes the initial concentration

of [B]), together with the condition that the concentration of species A is much lower than the

concentration of species B, we shall have one steady state until the end of reaction, in other

words, during the reactant A exist in the system. (Detailed analysis of the model (8.8a)–(8.8c)
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may be found in Ref. [7].) The reaction (8.8c), which is parallel with reaction (8.8b), will be

present, but unimportant for overall process. If the rates of reactions (8.8b) and (8.8c) are appro-

ximately equal, the net reaction of the overall process is

2Aþ B �! P1 þ P2 (8:8d)

The concentration of the intermediate species X in the steady state is given by the expression

½X�ss ¼
k1½A�

k2½B� þ k3

(8:9)

However, if the concentration of species A is much larger than that of species B, we shall have

at the beginning the steady state defined by the reactions (8.8a) and (8.8b), whereas later, when the

concentration of reactant B will be close to zero, the steady state defined by the reactions (8.8a) and

(8.8c). In that case, the net stoichiometric equation will also change from Aþ B! P1 to A! P2.

The pseudo-steady-state concentration of intermediate X change from the initial value of about

k1[A]/k2[B] to the end value of about k1[A]/k3 .

The net stoichiometric equation can be the same for several pathways in the other more

complex system. Such kind of reaction mechanism possesses the model of the mechanism for

the Bray–Liebhafsky oscillatory reaction, which will be considered later.

II. OSCILLATORY CHEMICAL REACTION

The reactions consisting of reactant intermediates and products with concentrations that vary

periodically in time are known as the oscillatory ones. Strictly speaking, the oscillatory time evol-

ution is the characteristic of intermediates only, whereas reactants and products have a stepwise

either decreasing or increasing evolution. Variety of different oscillatory dynamic states

appears in a narrow range of initial conditions. Consequently, such a system is in the oscillatory

state or its vicinity is extremely sensitive to external conditions and any external perturbation

[8–22].

The oscillatory chemical reactions can only be realized in some nonlinear system having

feedback in the form of autocatalysis or autoinhibition [7,23–29].

A. LINEAR AND NONLINEAR REACTION SYSTEMS

Formally, if in the differential equation for the rate of a particular chemical reaction there are only

linear terms with respect to sum of exponentials over concentrations in them, it is a linear process.

All other cases are nonlinear. It means that there are more nonlinear than linear chemical reactions

[7,23–29].

Linear reactions are all first-order reactions such as A! P, A� P, A! X! P, A� X� P,

etc., if there are no thermal effects in them. We can see the physical meaning of the linearity at the

following example:

A ��*)��
k1

k�1

X ��*)��
k2

k�2

P (8:10)

Writing the rate equation with respect to intermediate X in the form

d½X�

dt
¼ k1½A� þ k�2½P� � (k�1 þ k2)½X� (8:11)
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we can see the linear terms with respect to exponents on the concentrations in all three terms at the

right-hand side. The last equation can be rewritten in the form

d½X�

dt
¼ l� k½X� (8:12)

where k ¼ k�1 þ k2 is the constant, whereas l ¼ k1½A� þ k�2½P� the parameter that varies in time as a

function of time-dependent concentrations of species A and P. Such parameter that defines the state of

the system is control parameter. The nonequilibrium stationary state (steady state) is satisfied always

when d[X]/dt is equal to zero. Consequently, the stationary-state concentration of intermediate X, as

the only function of state of considered reaction system,

½X�ss ¼
l

k
(8:13)

is a linear function of l (Figure 8.1a).

Analyzing little more complex system

Aþ 2X ��*)��
k1

k�1

3X (8:14a)

X ��*)��
k2

k�2

P (8:14b)

with net reaction A O P, equal to the one in the previous example, we can see that rate equation

with respect to intermediate X is nonlinear one

d ½X�

dt
¼ k1½A�½X�

2
� k�1½X�

3
� k2½X� þ k�2½P� (8:15)

The stationary-state solution is satisfied when Equation (8.15) is equal to zero

k�1½X�
3
ss � k1½A�½X�

2
ss þ k2½X�ss � k�2½P� ¼ 0 (8:16)

(a)

(b)

(c)

[X]ss

[X]ss

[X]ss

l1 l2 l

FIGURE 8.1 The effect of the control parameter l on the steady-state concentration of the intermediate [X]ss .

(a) Linear law; (b and c) nonlinear law with monostability and multistability, respectively. The bifurcation

points are denoted by l1 and l2 .
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As any cubic equation, it can be rewritten in the form

Y3
ss � mYss � l ¼ 0 (8:17)

where

Yss ¼ ½X�ss �
k1½A�

3k�1

(8:18)

The control parameters m and l are given by the following expressions:

m ¼
k2

k�1

�
1

3

k1½A�

k�1

� �2

(8:19)

l ¼ �
2

27

k1½A�

k�1

� �3

þ
k1k2½A�

3k2
�1

�
k�2½P�

k�1

(8:20)

The three solutions of Equation (8.18) can be either all real or one real and two conjugate com-

plexes, depending on the parameters m and l. In other words, this nonlinear system has one

(Figure 8.1b) or three (Figure 8.1c) steady states for same external conditions. They can be

stable or unstable. A steady state is stable if a small perturbation of the system tends to decay. It

is unstable if the perturbation tends to grow, displacing the system in another state. The unstable

steady state is always surrounded by the stable steady states (Figure 8.1c, l1 , l , l2).

B. MULTISTABILITY AND FEEDBACK

We have multistability when more than one stable steady state exist for a given set of the values of

the parameters. These steady states depend on the values of the parameters (control parameters)

[7,23–31]. A bifurcation occurs when their number or stability changes as the value of a parameter

changes (Figure 8.2).

Yss
(a)

Yss

YssYss

(b)

(d)(c)

0

0

00

0

0l l1 l2 l

0 ll

m

FIGURE 8.2 The effect of the control parameters m and l on the steady-state solution Yss (Equation (8.17)) in

the vicinity of the bifurcation point. (a) The folded surface F (m, l, Yss) ¼ 0, together with the region in the

(m, l) plane of existence of the tree real solutions. (b) The intersection with a plane m ¼ const . 0. (c) The

intersection with a plane l ¼ const = 0. (d) The intersection with a plane l ¼ 0 [27].
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In Figure 8.2b, we see two bifurcation points l1 and l2 with respect to the parameter l. Obviously,

when l is close to zero, there are three steady states that are either stable or unstable. The states lying

on the upper and lower branches of the S-shaped curve are stable, whereas the ones lying on its inter-

mediate part are unstable. If the initial steady state of the system belongs to the upper branch and l

increases, it will first follow this upper branch. At the point l2 it will jump onto the lower branch.

Then, if l decreases, the system will stay on the low branch until the point l1 is reached, where

after it will jump onto the upper branch. Hence, in the vicinity of l ¼ 0, the states of the system

depend on its history and we have multistability. Since the system can stay longer in two of these

three states (two stable ones), we shall say that it possesses bistability. The bifurcation diagrams

when l ¼ const = 0, and l ¼ 0, are presented at Figure 8.2c and d, respectively.

If the considered system possesses the feedback in a form of autocatalysis or autoinhibition, as it

is in the case (8.14), we can expect its oscillatory evolution in time under particular values of exter-

nal conditions as the control parameters. In that case the system can alternate between at least two

steady states as long as external parameters have the values necessary to hold a system in the region

of multistability. In the isothermal well-stirred closed reactor, the number of oscillations is regu-

lated with reactants’ concentrations. In the open reactor, the particular dynamic state, independent

of whether it is the oscillatory or nonoscillatory one, is sustained by permanent inflow of feed sub-

stances, and therefore can be maintained, as it is necessary for investigations. Such situation is illus-

trated in Figure 8.3a. The corresponding phase space diagram denoting the time interdependence

between two intermediate species in their concentration space is given in Figure 8.3b.

III. BRAY–LIEBHAFSKY OSCILLATORY REACTION

The Bray–Liebhafsky reaction is the decomposition of hydrogen peroxide into the water and

oxygen in the presence of iodate and hydrogen ions:

2H2O2 ����!
IO�3 , Hþ

2H2Oþ O2 (D)

This apparently simple reaction comprises a complex homogeneous catalytic oscillatory process

involving numerous iodine intermediates [4,5,7–9,25,27,29,30,32–92]. The global reaction (D)

is the result of the reduction (R) of iodate to iodine and the oxidation (O) of iodine to iodate by

the following complex reaction scheme:

2IO�3 þ 2Hþ þ 5H2O2 �! I2 þ 5O2 þ 6H2O (R)

I2 þ 5H2O2 �! 2IO�3 þ 2Hþ þ 4H2O (O)

FIGURE 8.3 The possible movements of the bistable reaction system through the phase space ([Y]ss , l) in the

vicinity of the bifurcation points and the corresponding time evolution [Y]ss . The empty circle denotes the

starting state of the system [32].
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The sum of reactions (R) and (O) gives the overall decomposition (D). Their rates tend to

become equal and we usually observe only the smooth decomposition. In a narrow range of con-

centrations, however, it is also possible that processes (R) and (O) are alternately dominant, the

iodine concentration increases and decreases alternately, and the reaction is periodic (Figure 8.4).

Even in these narrow external conditions, the dynamic states could be very different

[4,5,33,34,42,44,47,51,62,77,83,84]. We can note the simple and complex oscillations with differ-

ent amplitudes, periods (Dt), the number of oscillations (n), the preoscillatory period (t1), the

duration from the beginning of the reaction to the end of the oscillatory state (tend), and the duration

of oscillatory state (tend 2 t1). Consequently, the kinetics and the activation energies of overall

reaction and particular pathways vary [33,49,51,54,66,69,70,86]. They are also a function of the

reactor, either closed or open, in which reaction is generated. The sensitivity of the system on

the control parameters is illustrated by two examples, one with respect to initial hydrogen peroxide

concentration in a closed reactor and the other with respect to temperature in the open reactor

(Figure 8.5 and Figure 8.6).

Obviously small differences in initial concentrations of hydrogen peroxide (Figure 8.5) and

temperatures (Figure 8.6) can perturb the previously established dynamic state significantly. The

situation is very similar if control parameters are the concentrations of hydrogen ion, iodate,

iodine, iodide, or some other species that interact with the reaction system although they are not

intrinsic ones [4,8,17–22,33,34,44,45,51,53,54,70,77].

FIGURE 8.4 The time evolution of hydrogen peroxide, iodine, and iodide in the Bray–Liebhafsky

reaction system generated in the well-stirred closed isothermal reactor (T ¼ 608C). [HClO4]0 ¼ 6.5 �

1022 mol dm23, [NaIO3]0 ¼ 9.5 � 1022 mol dm23, [H2O2]0 ¼ 1.00 � 1021 mol dm23 [50].
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A. MECHANISM OF THE BRAY–LIEBHAFSKY REACTION

The decomposition of hydrogen peroxide in the presence of hydrogen and iodate ions is a complex

process catalyzed by iodate and iodine as catalytic couple. All three reactions (D), (R), and (O)

that we mentioned so far to explain possible mechanism are the net ones. Besides, it is well

known [4] that the rate of oxygen production during domination of reaction (O) is several times

higher than during domination of reaction (R), although oxygen is not a product of reaction (O).

Hence, some reaction steps ought to be included in the model of mechanism, having (D), (R),

and (O) as the net reactions of corresponding pathways. At present, there is one such model

with its different variants [30,50,61,63,64,78,79]. Although all variants, including the core of a

model consisted of the first six reactions proposed by Schmitz [50], are able to describe the oscil-

latory evolution, the version with the following eight reactions has been found as the most success-

ful in simulating the lot of experimentally observed phenomena in a closed and open reactor

[30,63,64]:

IO�3 þ I�þ 2Hþ �! � HIOþ HIO2 (R1), (R-1)

HIO2 þ I� þ Hþ �! I2Oþ H2O (R2)

I2Oþ H2O �! � 2HIO (R3), (R-3)

HIOþ I� þ Hþ �! � I2 þ H2O (R4), (R-4)

HIOþ H2O2 �! I� þ Hþ þ O2 þ H2O (R5)

I2Oþ H2O2 �! HIOþ HIO2 (R6)

HIO2 þ H2O2 �! IO�3 þ Hþ þ H2O (R7)

IO�3 þ Hþ þ H2O2 �! HIO2 þ O2 þ H2O (R8)

FIGURE 8.5 The iodide oscillograms generated in the well-stirred isothermal closed reactor in the order of

increasing the initial concentrations of hydrogen peroxide (in mol dm23): (a) 1.36 � 1023, (b)

3.30 � 1023, (c) 3.60 � 1023, (d) 4.98 � 1023, (e) 1.98 � 1022, (f) 2.99 � 1022, and (g) 3.28 � 1021.

T ¼ 628C, [H2SO4]0 ¼ 2.45 � 1022 mol dm23, [KIO3]0 ¼ 7.35 � 1022 mol dm23 [48].
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The proposed model is based on the liquid-phase reactions; the rates of escape of volatile

species and gaseous O2 and I2 from the system are not considered. There is no direct autocatalytic

or autoinhibition step of the form Aþ xB! (x + 1)B. The feedback is an intrinsic part of the

model as a result of mutual combinations between reactions. Moreover, this model has all charac-

teristics necessary to explain the considered catalytic hydrogen peroxide decomposition as one

complex nonlinear process having a region of multistability wherein the different dynamic states

from simple oscillatory to complex ones and chaos are found.

By the stoichiometric network analysis of the proposed model, it was shown that the overall

process of hydrogen peroxide decomposition into the water and oxygen (reaction (D)) could be

realized by four reaction pathways. They are given in Table 8.1.

Each net processes (R) and (O) can be realized by three reaction pathways (Table 8.1). By such

model having several different pathways for reactions (R), (O), and (D), different dynamic states as

a function of external conditions can be explained.

B. PHENOMENOLOGICAL KINETICS

The phenomenological kinetic analysis of the oscillatory reactions used for the examination of a

catalyst is of essential importance for its characterization. However, the phenomenological kinetics

of oscillatory reactions has specific properties based on their specific features. Thus, the amplitude

of oscillations, the periods between them (Dt), their number (n), the preoscillatory period (t1), the

duration from the beginning of the reaction to the end of the oscillatory state (tend), and the duration

of oscillatory state (tosc ¼ tend 2 t1) are all the kinetic parameters specific for kinetic and dynamic

states of the system [47,48,51,54,66,69,70].

FIGURE 8.6 The sequences of iodide oscillations generated in the well-stirred isothermal open reactor in the

order of decreasing temperature (in mol dm23): (a) 60.08C, large amplitude relaxation oscillations, 10; (b)

58.88C, 10; (c) 57.58C, 10; (d) 55.68C, 10; (e) 54.48C, 10; (f) 52.88C, 10; (g) 50.38C, chaos; (h) 49.88C,

mixed mode oscillations, 11, (i) 49.38C, chaos; ( j) 48.88C, chaos; (k) 47.88C, chaos, (l) 47.68C, stable

steady state [84].
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In the case of Bray–Liebhafsky oscillatory reaction, it is found that the overall reaction,

independent of its complexity, is the pseudo-first order with respect to hydrogen peroxide:

�
d H2O2½ �

dt
¼ kD H2O2½ � (8:21)

In the particular system consisting of hydrogen peroxide, potassium iodate, and sulfuric acid, the

corresponding rate constant kD is a function of potassium iodate and sulfuric acid given in the form

kD ¼ k H2SO4½ �
q KIO3½ � (8:22)

The influence of sulfuric acid on the overall process is complex, between first and second order

depending on the range of values of [H2SO4]0 [51].

It is also found that there is a correspondence between the rate constants of the reactions (D),

(R), and (O), and the characteristic kinetic parameters such as Dt, n, t1, tend , and tosc , presented in

Figure 8.7 [47,51,69,70].

It is shown that

kD ¼ C1

1

tend

(8:23)

kD ¼
1

C2 n
(8:24)

kR ¼ C3

1

t1

(8:25)

where C1, C2 , and C3 are the constants characteristic for the considered system.

The maximum concentrations of iodide ions (lower potentials of iodide-sensitive electrode)

correspond to the pseudo-steady states when reaction (R) dominates, whereas its minimum concen-

trations (higher potentials of iodide-sensitive electrode) correspond to the pseudo-steady states

when reaction (O) dominates (Figure 8.7). These states depend on the iodide ion concentration,

TABLE 8.1
The Reaction Pathways

Reaction Pathway Net Reaction

(R2)þ (R5)þ (R6)

(R1)þ (R5)þ (R7)

(R-1)þ (R2)þ (R6)þ (R8)

(R7)þ (R8)

2H2O2 �! 2H2Oþ O2

2 � (R1)þ 2 � (R2)þ 2 � (R3)þ (R4)þ 5 � (R5)

3 � (R-1)þ 2 � (R2)þ 2 � (R3)þ (R4)þ 5 � (R8)

2 � (R2)þ 2 � (R3)þ (R4)þ 3 � (R5)þ 2 � (R8)

2IO�3 þ 2Hþ þ 5H2O2 �! I2 þ 5O2 þ 6H2O

2 � (R-1)þ 3 � (R2)þ 2 � (R-3)þ (R-4)þ 5 � (R6)

(R1)þ 2 � (R-3)þ (R-4)þ 2 � (R6)þ 3 � (R7)

(R2)þ 2 � (R-3)þ (R-4)þ 3 � (R6)þ 2 � (R7)

I2 þ 5H2O2 �! 2IO�3 þ 2Hþ þ 4Hþ þ 4H2O
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which is one of a function of the states of the system. The rate law, which explains the evolution of

the maximum iodide concentration, is the first order with respect to the iodide. The corresponding

rate constant is proportional to the rate constant of the process (R), kR. In a similar manner the rate

law, which explains the evolution of the minimum iodide concentration, is the first order with

respect to the iodide and the rate constant is proportional to the rate constant kO. We have found

that both processes (R) and (O), under considered conditions, are the first order with respect to

iodide ion concentration.

Obviously, any perturbation of the system can shift all introduced parameters in a different

manner. Following their changes, one can obtain a variety of different informations about the

perturber.

IV. EXAMINATIONS OF CATALYSTS USING THE BRAY–LIEBHAFSKY

REACTION AS THE MATRIX SYSTEM

After reading previous sections, we can conclude that the Bray–Liebhafsky reaction system, as any

oscillatory one, is extremely sensitive to various perturbations, and therefore suitable for analytical

applications. They can be used as the matrix for analyzing properties of the substances that already

exist in the system [17,18,42,56], but also the ones that only interact with it [10–17,19–22]. Beside

others, such substances can be catalysts [93,94].

However, before application we must know that results here, more than in the simple reaction

system, depend on the experimental conditions and applied perturbations. Generally, because an

oscillatory reaction system can be in essentially different dynamic states far from equilibrium,

their selection is of important interest for desired application.

The perturbations can be performed in different manners depending on the perturber and the

aim of examination. They also depend on the reaction setup and aggregate state of perturber.

Thus, if the reaction is performed in a closed reactor, the matrix system can be perturbed by

adding the perturber in the reaction vessel in the selected moment of reaction evolution [9], but

also at the beginning of reaction with or without previous preparation with other reactants [32].

In the case of heterogeneous catalysis, the catalyst must be in the reaction vessel before any per-

turbation. In the open reactor, the solid catalyst must also be in the system before perturbations

are performed. During last investigations, beside the normal pulse perturbations with selected

analyte, the control parameter can be regarded as a perturber [42,73,74]. For desired application,

several perturbers can be used in different manners depending on the knowledge and scientific

FIGURE 8.7 The iodide oscillogram generated in the well-stirred isothermal closed reactor with denoted

kinetic parameters; t1 — the preoscillatory period, tend — the duration from the beginning of the reaction

to the end of the oscillatory state. By max and min, the pseudo-steady states characterized by the maximum

and minimum iodide concentrations are denoted, respectively. [H2O2]0 ¼ 4.00 � 1023 mol dm23,

[H2SO4]0 ¼ 4.90 � 1022 mol dm23, [KIO3]0 ¼ 7.35 � 1022 mol dm23, T ¼ 62.08C [70].
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intuition of the analyst. Thus, amongst these, the methods based on the excitability and phase-

response behavior are defined [95–97]. We applied these methods on the iodide perturbation of

the Bray–Liebhafsky reaction system being in the oscillatory state and successfully simulated

by the proposed model [18].

By perturbations of the Bray–Liebhafsky system being in the stable steady state in the vicinity

of a bifurcation point, we found the kinetic method for quantitative determination of several sub-

stances such as Cl2, Br2, I2, Mn2þ, malonic acid, quercetin, paracetamol, rutin, ascorbic acid, and

others [17–22,98] with very low detection limit in comparison with other methods.

The similar quantitative method for sodium thiosulfate, gallic acid, glutathione, resorcinol,

paracetamol, vitamin B6, ascorbic acid, and vanillin was also found, but applied on the H2O2–

NaSCN–CuSO4 reaction system being in the oscillatory state [10,11,13–16].

With aim to examine catalysts by the Bray–Liebhafsky reaction system as the matrix, two

examples, one in the closed and the other in the open reactor, will be given in the following.

A. EXAMINATIONS IN THE CLOSED REACTOR

Two different catalysts for hydrogen peroxide decomposition, the enzyme peroxidase (isolated

from the horseradish root, HRP), and polymer-supported catalyst (acid form of poly-4-vinylpyri-

dine functionalized by ferric sulfate, apFe) [99,100], are examined with an aim to compare their

activity. The active center in the peroxidases is the ferric ion in protoporphyrin IX. Besides the

complex made of ferric ion and protoporphyrin IX, that is ferricprotoporphyrin IX, also known

as ferric heme or hemin, peroxidase possesses a long chain of proteins [101,102]. On the other

hand, the macroporous acid form of polyvinyl pyridine functionalized by ferricsulfate is obtained

from cross-linked polyvinyl pyridine in macroporous bead form [103]. Pyridine enables it to form

coordination complexes or quaternary salts with different metal ions such as iron (III) [104].

An active center on the polymeric matrix functionalized by iron, as metallic catalyst immobilized

on polymer by pyridine, has similar microenvironment conditions as active center in an

enzyme [105].

With the aim to compare the activities of the two mentioned catalysts (HRP and apFe) we had to

examine their kinetic properties. This is performed in the Bray–Liebhafsky reaction being in the

oscillatory state. The reaction was conducted in the closed well-stirred reactor.

The experiments are performed in two different manners. In one series, the polymer-supported

catalyst and hydrogen peroxide was injected into the aqueous solution of potassium iodate and

sulfuric acid simultaneously, denoting the beginning of reaction. In the other series, the

polymer-supported catalyst and hydrogen peroxide was mixed before adding to the solution of

potassium iodate and sulfuric acid. The period of their mutual reacting Q was different in different

experiments.

1. The Influence of the Amount of Catalysts on the Hydrogen Peroxide Decomposition

The Bray–Liebhafsky system without an additional catalyst, the same system with peroxidase, and

the same system with apFe are considered. The initial conditions for all experiments were identical.

The initial amounts of catalysts were used in such a way to ensure equal concentrations of iron in

the corresponding reaction system possessing one of the two examined catalysts [93]. The results

are presented in Figure 8.8.

For any added amount of examined catalyst, all mentioned kinetic variables are changed. In

Figure 8.9 and Figure 8.10, t1 and tend are presented as a function of added amount of catalysts,

respectively. Every point is obtained from several experiments repeated under same conditions;

the deviations from average values are under +5%.
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2. The Influence of the Interaction between Catalysts and Hydrogen Peroxide before
Initiation of Hydrogen Peroxide Decomposition in the Bray–Liebhafsky System

In this series, the catalyst and hydrogen peroxide were mixed before adding to the solution of

potassium iodate and sulfuric acid, where, in analogy with other investigations, the moment

when two mentioned mixtures were connected was taken as the beginning of the Bray–Liebhafsky

reaction. The period of their mutual reaction Q before adding to the solution of potassium iodate

and sulfuric acid was different in different experiments. All other parameters were kept

constant ([H2SO4]0 ¼ 4.8 � 1022 mol dm23, [KIO3]0 ¼ 7.2 � 1022 mol dm23, [H2O2]0 ¼

4.6 � 1022 mol dm23, T ¼ 332 K).

FIGURE 8.8 A typical series of the iodide-ion oscillograms of the BL reaction: (BL) without additional

catalysts; (a) with various amounts of an enzyme catalyst and (b) with various amounts of polymer-

supported catalyst [93].
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Under influence of mixing period Q, all kinetic variables were changed. The oscillograms of the

BL system perturbed by the enzyme are presented in Figure 8.11a, and perturbed by the polymer-

supported catalyst in Figure 8.11b [106].

The kinetic variables, n, t1, and tend for the BL system perturbed with both catalysts, are given

as a function of the mixing period Q, in Figure 8.12–Figure 8.14, respectively.

By the presence of either HRP or apFe, the Bray–Liebhafsky reaction is changed in a similar

manner. Some amounts of the mentioned catalysts influence decrease, whereas the other amounts

influence increase of the characteristic periods t1 and tend . In other words, some amounts of men-

tioned catalysts cause the acceleration of the reactions (R), (O), and (D), whereas the other amounts

cause their inhibition. Anyhow, by the presence of either HRP or apFe in the BL reaction, the new

reaction system for hydrogen peroxide decomposition is formed.

Moreover, as the kinetic parameters such as n, t1, and tend depend on the added amount of both con-

sidered catalysts in a complex but analogous manner (Figure 8.9, Figure 8.10, Figure 8.12–Figure 8.14),

FIGURE 8.9 The preoscillatory period t1 of the oscillograms presented in Figure 8.8 as a function of the

amount of the examined catalysts mFe(III) [93].

FIGURE 8.10 Duration from the beginning of the reaction to the end of the oscillatory state tend of the

oscillograms presented in Figure 8.8 as a function of the amount of the examined catalysts mFe(III) [106].
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a similar reaction mechanism can be expected in both cases. This can be explained only by similar

activity of the Fe(III) centers in both catalysts.

B. EXAMINATIONS IN THE OPEN REACTOR

In analogy with kinetic determinations of numerous substances in open reactor where the

Bray–Liebhafsky reaction was used as the matrix system, we decided to analyze activity of

FIGURE 8.12 The number of the oscillations n of the oscillograms presented in Figure 8.11 as a function of

the mixing period Q [106].

FIGURE 8.11 A typical series of the iodide-ion oscillograms of the BL reaction for different mixing period Q:

(a) with an enzyme catalyst and (b) with polymer-supported catalyst [106].
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polymer-supported catalyst having different granulation. For this purpose, the bifurcation analysis

with temperature as the control or bifurcation parameter was selected.

The examined polymer-supported catalyst having two different granulations (bead size) A and

B was the macroporous cross-linked copolymer of 4-vinylpyridine and 25% (4/1) divinylbenzene–

styrene copolymer (commercial product named Reillex 425) [103]. Their average bead diameter

(d), skeletal density (r), surface area (SBET), pore volume (Vp), and relative swelling ratio (SR)

are given in Table 8.2.

The experiments were performed in the light-protected, thermostated (+0.18C), and well-

stirred (r ¼ 900 rpm) reaction vessel filled up by the three separate inflows of the feed substances,

[KIO3] ¼ 5.9 � 1022 mol l21, [H2SO4] ¼ 5.5 � 1022 mol l21 and [H2O2] ¼ 2.0 � 1021 mol l21.

The excess of the reaction mixture was sucked out through the U-shaped glass tube having a

sintered glass inside, to reach the actual reaction mixture volume, V ¼ 22.2 + 0.2 ml [20].

Three experimental series where temperature was the control parameter were performed under

equal initial conditions. In the first series, the pure Bray–Liebhafsky reaction system was analyzed,

whereas in the other two series the same system together with either catalyst A or catalyst B was

considered. In the first series, the temperature was varied between 45.4 and 55.38C, in the second

series (BL system with catalyst A) between 48.2 and 58.18C, and in the third series (BL system with

catalyst B) between 45.9 and 60.08C.

The obtained time sequences are presented in Figure 8.15.1–Figure 8.17.1. They are generally

similar. For the lowest temperatures only stable steady state was noted (a). With increasing temp-

erature, chaotic dynamics with various complexities was obtained. First the trains of burst-like

oscillations emerge chaotically from an irregular procession of small-amplitude oscillations

FIGURE 8.13 The preoscillatory period t1 of the oscillograms presented in Figure 8.11 as a function of the

mixing period Q [106].

FIGURE 8.14 Duration from the beginning of the reaction to the end of the oscillatory state tend of the

oscillograms presented in Figure 8.11 as a function of the mixing period Q [106].
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(b and c). Before transition to simple periodic oscillations, the dynamic state with an irregular

mixture of 10 and 11 oscillations, where the first number denotes the number of large-amplitude

oscillations and the second, the number of small ones, are found (d). When temperature increases

further, only regular oscillations having large amplitudes are noted (e and f). Their amplitudes and

the periods between them increase with increasing temperature.

With decreasing temperature, whole scenario was repeated. The hysteresis was not found. The

bifurcation diagrams showing the envelope of the oscillations and the locus of the stable non-

equilibrium stationary states (stable steady states) are given in Figure 8.15.2–Figure 8.17.2.

Stars denote the average values of small amplitudes, whereas empty circles denote the average

values of large amplitudes. The stable steady states are denoted by solid circles. The plots of the

squares of the oscillations amplitudes as a function of the temperature T are presented in

TABLE 8.2
The Catalyst Properties [94]

r (g cm23) SBET (m2 g21) Vp (cm3 g21) d (mm) S.R.

A 1.17 42.60 0.189 0.6 2.0

B 1.18 58.45 0.234 0.3 1.8
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FIGURE 8.15 The Bray–Liebhafsky reaction system without additional catalyst. (1) Time sequences with

respect to temperature in 8C (a) 49.5, (b) 49.9, (c) 50.2, (d) 50.7, (e) 51.0, (f) 55.3. (2) Bifurcation diagram

with stable steady states (solid circles) and envelop of large-amplitude oscillations (empty circles) and

small amplitude oscillations (stars). (3) Square of oscillation amplitudes versus temperature [94].

208 Finely Dispersed Particles



Figure 8.15.3–Figure 8.17.3. The oscillations having small and the ones having large amplitudes

are analyzed separately. In the vicinity of the bifurcation point denoting the transition between

the stable and unstable steady states, that is, when the chaotic behavior emerges, the approximately

constant periods between oscillations and linear response of the squares of amplitudes with respect

to control parameter (temperature) can be noted for both type of oscillations. Thus, two intersec-

tions between mentioned straight lines and abscissa can be determined for every experimental

series (Tc-large and Tc-small). These intersections could be considered as the bifurcation points.

The linear response of the squares of amplitudes with respect to control parameter (temperature)

was found, but these intersections cannot be simple Hopf bifurcation points since both type of

oscillations have the intersections with abscissa at a temperature where the stable steady state is

found. They cannot correspond to subcritical Hopf bifurcation point since hysteresis is not

obtained. Moreover, the bifurcation point here is a complex one with two kinds of oscillations

that emerge from it.
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FIGURE 8.16 The Bray–Liebhafsky reaction system with catalyst A. (1) Time sequences with respect to

temperature in 8C (a) 48.8, (b) 49.7, (c) 50.0, (d) 50.5, (e) 51.2, (f) 55.2. (2) Bifurcation diagram with

stable steady states (solid circles) and envelop of large-amplitude oscillations (empty circles) and small-

amplitude oscillations (stars). (3) Square of oscillation amplitudes versus temperature [94].
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Anyhow, we found that defined intersections can be used as the measure of the interaction

between the particular catalyst and the matrix system, that is, as the measure of its activity.

For this purpose, only large-amplitude oscillations are applied since the amplitudes of small

oscillations are very irregular. In Figure 8.18, the temperatures Tc-large are given as a function

of the SBET of the catalysts having different granulations. The same value obtained in a matrix

system without catalyst is presented in Figure 8.18, as the point where SBET ¼ 0. Thus we have

obtained that the BL system is sensitive to the granulations of considered catalyst, and that the

bifurcation analysis of their activities gives the parameters that can be used for recognizing the

granulations.

We can also note that the slope of linear function between square of large-oscillation

amplitudes and temperature depends on granulation. Particularly, the ratio between slopes

(tg a(B)/tg a(A)) of the catalysts B and A is 1.4. The ratio between surfaces (SBET(B)/SBET(A))
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FIGURE 8.17 The Bray–Liebhafsky reaction system with catalyst B. (1) Time sequences with respect to

temperature in 8C (a) 51.0, (b) 51.2, (c) 51.5, (d) 51.8, (e) 53.5, (f) 56.0. (2) Bifurcation diagram with

stable steady states (solid circles) and envelop of large-amplitude oscillations (empty circles) and small-

amplitude oscillations (empty stars). (3) Square of oscillation amplitudes versus. temperature. The point

denoting the square of the amplitudes of small oscillations for 51.28C could not be determined [94].
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is also 1.4. It means that the slope, which is the measure of the amplitude increase with control par-

ameter in the vicinity of the bifurcation point, depends on the polymer surface.

Because polyvinyl pyridine reacts with iodine, it consequently influences on the iodine hydroly-

sis, one of the most important reactions in the Bray-Liebhafsky system [100]. As this reaction is

crucial for the ratio between reduction and oxidation pathways, it is responsible for the value of

the oscillations amplitudes. Thus, observed correspondence between (tg a(B)/tg a(A)) and

(SBET(B)/SBET(A)) ratios is once more confirmation of the interaction of polyvinyl pyridine with

iodine from the BL system.

V. CONCLUSION

Analyzing different catalysts by means of an oscillatory reaction conducted in open and closed

reactors as a matrix, it was shown that their characterization under mentioned conditions is, gener-

ally, possible and useful. Thus, by comparison with respect to dynamical effects of several catalysts

in the matrix reaction system, the structure of active centers should be discussed. Particularly,

analyzing two catalysts for hydrogen peroxide decomposition, the natural enzyme peroxidase

and synthetic polymer-supported catalyst, the similarity in their catalytic activity is found. Hence,

we can note that the evolution of the matrix oscillatory reaction can be used for determination of

the enzyme activity. Moreover, one can see that the analysis of the granulation and active surface

may also be performed by the oscillatory reaction.
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48. Anić, S. and Kolar-Anić, Lj., The oscillatory decomposition of H2O2 monitored by the poten-

tiometric method with Pt and Agþ/S22 indicator electrode, Ber. Bunsenges. Phys. Chem., 90,

1084–1086, 1986.
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I. INTRODUCTION

In this chapter, we describe the problem of polymer conformational stability and transitions in the

framework of the so-called quantum decoherence theory. We propose a rather qualitative scenario

yet bearing generality in the context of the quantum decoherence theory, enabling us to reproduce

both, existence and stability of the polymers conformations, and the short time scales for the

quantum-mechanical processes resulting effectively in the conformational transitions. The
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proposed model is qualitative yet providing us with the possibility to overcome the main obstacle in

resolving the problem of (semi-)classically unreasonably long time necessary for the change of

conformation of the polymers in a solution.

The long-standing problem of the polymer conformational transitions is an open issue of the

cross-disciplinary research work and interest [1–4]. It is usually referred to as the Levinthal’s

paradox with an emphasis on the substantial discrepancy between the phenomenological data

and the theoretical background of the issue [5]. The original Levinthal’s analysis [5] has led to

extensive search for the “preferred pathways (trajectories)” in the conformation space of a macro-

molecule. Recently, the problem is sharpened by the new approach that calls for the funnel-like

form of the conformation space [6], probably offering the possibility to overcome the Levinthal’s

paradox.

In this chapter, we offer a new approach to the problem. Actually, we show that the fully

quantum-mechanical approach within the decoherence theory [7] offers both, existence and

stability of the molecules conformations, and the rather fast decoherence-like transition between

the different conformations. Within our approach, the Levinthal’s paradox completely disappears.

II. THE PROBLEM

In this section, we precisely outline the problem we are interested in.

A. THE BORN–OPPENHEIMER ADIABATIC APPROXIMATION

It is well known that the Born–Oppenheimer adiabatic approximation establishes geometrical

shape of a molecule. The atoms (atomic groups) constituting a molecule are imagined to be

placed in the vertices of certain three-dimensional (3D) shape as illustrated in Figure 9.1.

At the zeroth approximation, the atoms (more precisely atomic groups) sitting in the vertices

are frozen — their oscillations around the equilibrium positions being neglected. In reality, the

atoms are rather quickly vibrating thus giving rise to the fast changes of the molecule’s shape,

which, on average, is presented by the zeroth approximation shape. Yet, a word of caution is

worth saying in this regard.

The geometrical forms of the molecules should not be too literally understood and interpreted.

Even in the zeroth approximation, the molecule’s shape is subject to the Heisenberg (position

versus momentum) uncertainty relation. However, the relative positions of the atoms are still

well-defined variables. These variables’ quantum-mechanical averages justify the zeroth approxi-

mation as defined earlier. Fortunately enough, these relative positions can be “measured” by the

low-energy particles. Bearing these subtleties in mind, one may consider the molecules effectively

to bear the “definite” geometrical shapes — as it is generally assumed in chemistry.

FIGURE 9.1 The ammonia molecule geometric (pyramidal) shape or form.
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B. THE MOLECULES CONFORMATIONS

The larger molecules are always found in oriented states, which assume the definite geometrical

form in the sense of the preceding section. In the simplified terms, the larger molecules may be

viewed as the 3D (semi-)classical clusters as presented in Figure 9.2.

Actually, the explanation of the molecules’ optical activity originates from the assumption that

the different geometrical forms of the molecules, being energetically different, necessarily give rise

to different responses upon the external optical stimulus. More precisely: the relative distances as

well as the valence angles (cf. Figure 9.2) between the adjacent atoms (atomic groups) are

well-defined variables of the molecules so much as they can be referred as to the molecules’

conformations. Furthermore, the different conformations of a molecule are mutually related by

conformational transitions — the geometrical transformations keeping the mutual distances of

the atomic groups as well as the valence angles (qi) as depicted earlier — allowing

(semi-)classically for a succession of local rotations of adjacent molecular segments over the pre-

ceding valence bonds. While keeping the primary structure of the molecules, the conformational

transformations effect in the different (bio)chemical 3D-structurally dependent activity of the

molecule subjected to the transformation.

The experimental evidence [1–4] in this regard can be summarized as follows: The molecules

dissolved in a liquid are found both to bear as well as to maintain their geometrical shapes or

forms — which refers to every single molecule in the liquid. Therefore, in a liquid, the mol-

ecules’ forms can be described by a statistical ensemble of shapes (conformations) generally

depending on the parameters of the composite system “moleculesþ liquid,” such as the compo-

sition, temperature, viscosity, etc. For the fixed parameters of the system, the above-mentioned

ensemble maintains its definition — which we here refer to as the stationary state: in general,

the concentration of the molecules bearing a given shape (from the set of the possible confor-

mations) is constant. In other words: If left intact, the ensemble will maintain its state. However,

certain external actions can give rise to the change of the conformations of the molecules in

the liquid [8]. Such external action can be described as the nonstationary process, which finally

gives rise to the relaxation process eventually leading to the new stationary state of the system,

with different concentrations of the conformations, including (possibly) appearance of the new

ones.

Therefore, in simplified terms, the evidence about the conformations can be described as

follows:

(i) A stationary state is initially defined by the molecules’ conformations (statistical) dis-

tribution and concentration, which remains intact as long as the stationary state is

conserved.

(ii) Certain external actions can destroy the stationary state, and can be characterized by the

change of the composite system’s parameters.

ϑ1

ϑ2

ϑ3

FIGURE 9.2 A 3D cluster (semi-)classically representing a molecule. The vertices are occupied by the atoms

or atomic groups, the straight lines representing the chemical valence bonds.
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(iii) The external action eventually gives rise to the relaxation process, which, in turn, gives

rise to another stationary state, which is characterized by another conformation distri-

bution or concentration.

C. LEVINTHAL’S PARADOX: A SURVEY

Owing to the influence of the environment, the large molecules may change their conformations.

According to Figure 9.2, these changes can be viewed and interpreted as the externally induced

deformations of the 3D molecular cluster as presented in Figure 9.3. For instance, the successive,

local rotations can effect in change of the lattice shape. These conformational transformations keep

both the relative positions of the vertices and the angles characterizing the initial conformation.

Physically, the different conformations of a molecule are described by the different (confor-

mational) energies V(k) — minima as shown in Figure 9.4 of the molecule [1–4]. Actually,

even for the “frozen” molecule (neglected vibrational degrees of freedom), the different con-

formations are ascribed to the different energies. Denoting the conformation, K, as the molecules’

variable, the molecular electronic energy dependence on K can be qualitatively presented by

Figure 9.4.

The horizontal axis refers (for simplicity) to the “position” of one-dimensional “particle” K —

the configuration space of the system. The vertical axis refers to the conformational molecular

electronic energy, V(k), as a potential energy for the adiabatically decoupled (vibrational and)

one-dimensional conformational system K, k representing a value of the variable K. The local

minima represent the (meta)stable conformations of a molecule with the following characteristic:

the (one-dimensional) particle sitting in the vicinity of a local minimum is attracted toward the

minimum, finally centering around the bottom of the minimum (of a stable conformation). As a

consequence, not every geometrically possible conformation may be taken by a molecule.

Rather, only the conformations referring to the energetically preferable shapes are allowed — as

defined by the local minima in Figure 9.4. Certainly, the continuous change of shape of the mol-

ecule follows the V(k) plot in K-space. Once centered around the bottom of a local minimum,

ϑ1

ϑ2

ϑ3

α

FIGURE 9.3 Conformational transition by the (semi-)classical local rotation for the angle a in the 3D

molecular cluster. Here, only the segment defined by the valence angles q2, 3 rotates over the preceding

chemical valence bond, coinciding with the axis of rotation.
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the particle does not have energy enough to change its position — unless it is externally forced

to do so.

Therefore, the conformational change of a molecule can be (semi-)classically viewed as the

continuous change of its geometrical shape originating from some initial ki to the final confor-

mation kf (in two-conformational example of Figure 9.4). Being in the vicinity of a local

minimum, the one-dimensional particle presented in Figure 9.4 will tend to reach the minimum.

This (semi-)classical model gives a background for the experimentally verified findings about

the large molecules conformations. Unfortunately, it immediately gives rise to the problem —

the so-called Levinthal’s paradox [5].

Actually, as Levinthal emphasizes, the conformational transitions can be realized through a

sequence of local rotations (cf. Figure 9.3) eventually giving rise to another (energetically prefer-

able) conformation. The core of the Levinthal’s paradox can be presented as follows:

For certain large molecules, the number of the local rotations necessary for effecting the conformational

change (e.g. ki ! kf in Figure 9.4) may be so large that the effective time necessary for completing the

transformation becomes unreasonably long, thus making the whole procedure physically unrealistic a

process.

More precisely: assuming 2n torsional angles of an n-residue protein, each having three stable

rotational states; this yields 32n
� 10n possible conformations for the chain (even with rather gross

underestimating). If a protein can explore new conformations in a random way, at the rate that single

bond can rotate, it can find approximately 1013 conformations per seconds, which is here an over-

estimating. We can then calculate the time t (sec) required for a protein to explore all the confor-

mations available to it: t ¼ 10n/1013. For a rather small protein of n ¼ 100 residues, one obtains

t ¼ 1087 sec, which is immensely more than the apparent age of the universe (“Levinthal

paradox”). Yet, according to some experiments, proteins can fold to their native conformation in

less than a few seconds [8]. It follows that conformational changes of proteins in solution, due to

compositional, thermal, and other influences of the environment, do not occur in a random way

(as e.g., movements of gas particles) — but fold to their native conformation in some sort of

ordered set of pathways in which the approach to the native state is accompanied by sharp increasing

conformational stability — this being one of the most crucial questions in all life sciences.

The Levinthal’s paradox raised the search for the preferred (ordered set of) pathways in K-

space. The core of the research work in this regard refers to this task essentially pointed out by

Levinthal. However, some recent approaches shed some new light in this concern.

D. LEVINTHAL’S PARADOX: REVISITED

The new approach [6] (and references therein) goes beyond the concept of the preferred pathways.

Actually, it refers to the details in the single molecule’s conformational transitions yet searching for

the fast transitions.

FIGURE 9.4 The molecular electronic energy as a potential energy for the adiabatically decoupled

(vibrational and) one-dimensional conformational system K.
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The approach calls for the specific funnel structure of the more realistic multidimensional

V(k)-hypersurface, which might provide the basis for fast conformational transitions. Actually,

existence of the local funnel-like regions in V(k)-hypersurface is assumed, with the following

main idea: The funnel-like shape restricts the set of the allowed trajectories (pathways) for the

conformational change. The different trajectories should be stochastically taken by the different

(single) molecules in the ensemble of molecules from the set of the possible trajectories in the

restricted K-space.

Essentially, this proposal relaxes the original idea about the preferred pathways, yet in an elab-

orate fashion. Unfortunately, this is still a qualitative (semi-)classical model requiring much

research work yet to be done; it is therefore hard to predict the success of this approach. For

example, one may notice that this proposal does not substantially go beyond the standard

“pathways” (semi-)classical approach to the issue, especially in its kinematical context.1

III. NEW APPROACH: THE CLUE

The Levinthal’s paradox emerges from the (semi-)classical picture of the molecules conformations

defined in the K-space of the one-dimensional model of Figure 9.4. Within this strategy, the particle

bears a definite position kl in every instant of time. Thus every conformational change can be

represented by a “trajectory” (path) in K-space, following the shape of V(k).

Bearing this in mind, we speculate about the possible solution of the problem in the context of

the following idea:

To find the theoretical background allowing us to abandon the concept of the trajectory (the path) in

K-space, in order to avoid the problems of the kinematical nature.

Fortunately enough, there is a theory justifying this idea — quantum mechanics. Actually, in the

full quantum-mechanical treatment, the one-dimensional particle K might be allowed the linear

superpositions of the different “positions,” thus making the concept of the position (and conse-

quently of “trajectory”) physically meaningless.2

At first sight, this approach may seem unreasonable, because it should simultaneously provide

both existence and maintenance of the (stable) conformations in the stationary state of the system,

and the model for fast conformational transitions. Fortunately enough, there is a quantum-

mechanical theory meeting these criteria and requirements — the so-called decoherence theory

[7]. Section V justifies this claim. In Section IV, we outline the fundamentals of the decoherence

theory.

Finally to this section, we answer the following question:

Why should one believe in quantum-mechanical behavior of the large molecules? After all, the

(semi-) classical approach seems perfectly to work for most purposes in chemistry.

Our answer can be given in few steps.

1The funnel approach restricts the number of the possible pathways. Kinematically, it means that for n local rotations — no

matter which path down the funnel has been taken by the molecule — there appears the constraint of small n. This constraint

comes from the spectroscopic data on the poorly dimensionally sensitive dispersion laws of the internal quasiparticle exci-

tations [9,10], which stem the same order of magnitude for the two time intervals, for the molecular conformational transition

(t), as well as for the (average) time of the local segmental rotations (tr), while bearing t ¼ nti in mind. Certainly, this might

be a serious restriction, in principle, for the large molecules conformational transitions in the still (semi-)classical funnel

approach.
2To this end, one may use an analogy. For example, in the interference experiments in optics, the concept of trajectory (of a

particle traversing a slit in the diffraction grating) becomes meaningless — existence of trajectories wipes out the interfer-

ence (diffraction) pattern on the screen. Interference is analogous to the coherent (quantum-mechanical) superpositions of the

different “positions” in K-space.
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First, the molecules are ultimately quantum-mechanical systems. It is therefore per se interest-

ing to investigate this approach to the issue. Second, the “borderline” between the “quantum” and

“classical” is a matter of extensive research science-wide [7]. Particularly, it means that experience

with the (semi-)classical behavior does not necessarily remove the possibility of purely quantum-

mechanical behavior of the large molecules. Third, the recent experiments on the macromolecules

(spatial) interferometry [11,12] directly address the following question: Under which circum-

stances, one may expect the quantum-mechanical behavior of the mesoscopic systems, with the

view to even much larger (“macroscopic”) systems? To this end, the lesson is rather simple: Reject-

ing the quantum-mechanical behavior of large molecules is just a matter of stipulation, not yet a

scientific truth — as much as we know to date. Fourth, there is a quantum-mechanical basis for

the macromolecules individuality in a liquid (solution), thus giving rise to the (seemingly)

(semi-)classical basis of the kinetic theory3 [13].

Therefore, we conclude:

The macromolecules dynamics in a solution is an interplay between the different (even mutually com-

peting) processes that are only poorly known to date, some of them bearing quantum-mechanical origin.

IV. THE FUNDAMENTALS OF THE DECOHERENCE THEORY

A. TERMINOLOGY

A word of caution is worth saying. Sometimes, some physically different processes or effects are

misidentified or misinterpreted as “decoherence.” Below, we give a precise definition of decoher-

ence, that is, of the decoherence-induced superselection rules effect [14], which we refer to as

“decoherence.”

B. OPEN QUANTUM SYSTEMS

Standard quantum-mechanical theory deals with the isolated quantum systems, whose dynamics is

governed by Schrodinger equation. For such systems, the environment effectively plays the role of

the external potential, which is an additive term of the system’s Hamiltonian. Needless to say, such

dynamics is exactly reversible. On the other side, if the environment nontrivially acts on the system,

such a system is referred to as the open quantum system: the interaction between the (open) system

(S) and its environment (E) changes also the state of the environment, thus effecting irreversibly the

dynamics of the system S.

The open system’s dynamics is crucially determined by the interaction in the composite system

Sþ E. Usually, for the composite system Sþ E, one adopts validity of the Schrodinger equation.

Then, the task is to properly describe the open system’s dynamics. Probably the best-known

examples of open systems are: the object of quantum measurement, a quantum particle in

Wilson chamber, and detection of a quantum particle on the screen.

From the mathematical point of view, the distinction between the isolated and the open systems

can be described as follows:

(A) For the isolated systems, the effect of its environment is encapsulated by the “external

potential” (potential energy) of the particle, V
_

(x
_

Si, p
_

Si, aSj, AEk), where x
_

Si and p
_

Si

denote the system’s degrees of freedom and their conjugate momenta, respectively,

while aSj and AEk represent the system’s and the environment’s parameters (such as

the mass, electric charge, etc.), respectively. Needless to say, V
_

is the “one-particle”

observable changing the states of the open system, not yet of the environment.

3The individuality refers to distinguishing the particles in a liquid not yet compromising their quantum-mechanical behavior.
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(B) The interaction Hamiltonian H
_

SþE ; H
_

int is a two-body observable, coupling the obser-

vables of both the system S and environment E. The composite system’s Hamiltonian

reads:

H
_

¼ H
_

S � I
_

E þ I
_

S � H
_

E þ H
_

int (9:1)

where the third term denotes the interaction energy, which is a “two-system” observable

changing, in general, the states of both S and E

C. THE TASK

The central issue of quantum mechanics of open systems is calculating the open system’s dynamics.

Let us by r
_

S(t ¼ 0) denote the open system’s initial state, while by s
_

E(t ¼ 0) we denote the initial

state of the environment. Then, by definition, the initial state of the composite systems Sþ E reads

r
_

S(t ¼ 0)� s
_

E(t ¼ 0) (9:2)

Then (9.1) gives uniquely rise to the unitary evolution operator U
_

for the composite system, that

is, to the unitary dynamics of the composite system:

r
_

SþE(t) ¼ U
_

r
_

S(t ¼ 0)� s
_

E(t ¼ 0) U
_
� (9:3)

Now, according to the general rules of quantum mechanics, the subsystem’s state is defined as

r
_

S(t) ¼ trEr
_

SþE(t) (9:4)

with trE denoting the “tracing out” (integrating over) the environmental degrees of freedom.

It is apparent that the interaction term H
_

int
is central to the open system’s dynamics. For

example, if one may write (in accordance with Section IV.B(A)):

H
_

int ¼ V
_

S � I
_

E þ I
_

S � V 0
_

E (9:5)

then the two subsystems evolve mutually independently in time:

r
_

SþE(t) ¼ r
_

S(t)� s
_

E(t) (9:6)

However, for the nontrivial coupling of the observables of the two subsystems, one obtains (cf.

Section IV.B(B)) the correlations of states of the subsystems.

As to the decoherence theory, the most interesting is the situation in which the initial state of the

system S is a “pure” quantum state (an element of the system’s Hilbert state space), jclS:

r
_

S(t ¼ 0) ¼ jclSkcj (9:7)

Writing

jclS ¼
X

i

CijwlSi (9:8)
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one may directly obtain

r
_

S(t ¼ 0) ¼
X

i, j

CiC
�
j jwilSkw jj (9:9)

with the nonzero off-diagonal (i = j) terms of r
_

S.

One of the central findings of the decoherence theory is the observation that for certain special

states (orthonormalized basis) {jwilS}, the evolution in time effects in the loss of the off-diagonal

terms of r
_

S. That is, one may write for the off-diagonal terms of r
_

S:

lim
t!1

rSij(t) ¼ 0, i = j (9:10)

for the rather short time intervals of the order of tD — the decoherence time.

More precisely: The matrix representation of r
_

S in the basis {jwilS} — the “pointer basis” — is

of the quasi-diagonal form, thus giving rise to the effective superselection rules [14,15] for the open

system that is described by the orthogonal decomposition of the system’s Hilbert state:

HS ¼
X

n

�Hn (9:11)

Physically, the environment influences the loss of coherence in the open system’s state, H, for

the states belonging to the different subspaces Hn; kwijwjl ¼ 0, if jwil [ Hn, jwjl [ Hn0 , n = n0.

D. THE ENVIRONMENT-INDUCED DECOHERENCE

The loss of the initial coherence can be presented as follows:

X

i, j

CiC
�
j jwilSkwjj �!

tD
X

i

jCij
2jwilSkwij (9:12)

meaning that the coherence between the states belonging to the different subspaces, Hn, is effec-

tively forbidden after the (rather very short [7,15]) time interval of the order of the decoherence

time.

Alternatively, the decoherence effect can be described by the existence of the “pointer obser-

vable”, L
_

S
, whose spectral form reads [14,15]:

L
_

S ¼
X

n

ln P
_

Sn (9:13)

where the projectors P
_

Sn are in one-to-one correspondence with the subspaces Hn (appearing in

(9.11)). This observable is the center of algebra of the observables of the open system S, while

fulfilling the commutator relation [14–16]:

½H
_

int, L
_

S � I
_

E� ¼ 0 (9:14)

E. THE PHYSICAL CONTENTS

The decoherence effect is a striking effect: effectively, there is the loss of coherence in the open

system’s state space. This restricts both the states and the observables of the open system that

can be observed by an independent observer [7].
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The lack of coherence is exactly what is expected from a macroscopic (a classical) system,

which is subject to the classical determinism and reality. Actually, for the macroscopic systems,

one may say that coherent superpositions of the type (9.8) have never been observed. Paradigmatic

in this concern are the macroscopic “center-of-mass” coordinates of a macroscopic body or object.

This is the reason why the decoherence effect is sometimes considered as the main candidate for

finding out the solution to the problem of the transition from “quantum to classical” [7,15]. To

this end, the “pointer basis” and the “pointer observable” are considered to bear the macroscopic

characteristics of an open quantum system.

Also crucial is the following observation: relative to H
_

int, the elements of a “pointer

basis” (which is also an eigenbasis of L
_

S) are robust [15,16]. Physically, it means that, once

effected, the decoherence will keep the states of a “pointer basis” effectively intact in the course

of the unitary evolution of the composite system Sþ E. This robustness of certain system’s

states is crucial for the macroscopic context of the decoherence theory. Particularly, it means

that the decoherence effect gives rise to both, existence and maintenance of states of a “pointer

basis” — that is, the relevance of the superselection rules — of an open system in the course of

the unitary evolution of the combined system Sþ E. In other words, the decoherence effect

tends to freeze the open system’s dynamics as defined by the decomposition (9.11). The decoher-

ence time tD is usually very short, including the mesoscopic systems such as certain macromol-

ecules [12]. It is therefore not for surprise that the decoherence effect has been observed in the

quite controlled circumstances only recently [12,17,18].

Finally, in principle, certain external actions on the composite system can effect in breaking the

superselection rules, that is, of the decoherence effect. Actually, for certain interactions with

another external system E0, if one may write:

½H
_
0
int, L

_

S � I
_

E�= 0 (9:15)

there might appear the coherent superpositions of states from the pointer basis. For example,

if H
_
0
int is such that: (i) it dominates in the system and (ii) it defines another decomposition in

contradistinction with (9.11), then one may obtain another “pointer basis,” {jxilS}, such that

jxjlS ¼
X

i

dij wi

�� lS (9:16)

In the macroscopic considerations, the possibility of such an effect is generally neglected.

However, this need not be the case for the mesoscopic systems such as the macromolecules.

V. NEW APPROACH

Formally, we deal with the one-dimensional system (S), (K
_

S, P
_

S), where K
_

S stands for the “coor-

dinate” conformation, while the momentum P
_

S
satisfies

K
_

S, P
_

S

h i
¼

ih

2p
(9:17)

However, the system S is an open system — as distinguished in Section II. It inevitably interacts

with its environment, which physically consists of the (liquid’s) molecules. Therefore, the system

of interest is the composite system “conformationþ liquid (Sþ E).”
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In this section, we address the following tasks:

(A) To establish existence and maintenance of an ensemble of conformations in the station-

ary state of the composite system, where the conformations jkilS satisfy

K
_

SjkilS ¼ kijkilS (9:18)

(B) To model the conformation change, jkilS ! jkf lS, from the set of the allowed

conformations.

Physically, the task (b) refers to the nonstationary state of the composite system that is induced

by the external action (point (ii) of Section II.B). At the first sight, these two tasks might seem

formidable. Fortunately enough, there is a quantum-mechanical theory fulfilling these tasks —

the decoherence theory.

A. THE CONFORMATION STABILITY

The composite system Sþ E is formally defined by the Hamiltonian of the form (9.1). For simpli-

city, we shall further deal exclusively with the interaction term, H
_

SþE ; H
_

int.

As we learned from Section IV, a proper choice (model) of H
_

int might provide both existence

and stability of an ensemble of conformations in the stationary state of the composite system. To

this end, it is crucial to recognize the conformation K
_

S as the “pointer observable” of the

system. In an ensemble of conformations, in general, every conformation, jkilS, should be ascribed

a probability pi;
P

i pi ¼ 1. Then, the initial stationary state (point (i) of Section II.B) of the ensem-

ble is described by the statistical operator:

r
_

S ¼
X

i

pijkilSkkij (9:19)

More precisely, to obtain existence (appearance due to decoherence) and maintenance (stability

due to decoherence) of the conformations in the initial state (9.19), it is necessary (and for certain

simple models, it is sufficient) to have satisfied the condition or requirement [16]:

½H
_

int, K
_

S � I
_

E� ¼ 0 (9:20)

Fortunately enough, this gives rise to applicability of a rather wide class (and types) of the inter-

action Hamiltonians.

Actually, one may write (for the time-independent interaction) for the unitary operator of the

composite system:

U
_

ffi U
_

int ¼ exp
�ithH

_

int

2p

( )
(9:21)

which for the initial state (before the “initial stationary state” (9.19))

jc(t ¼ 0)l ¼
X

i

CijkilS � j0lE (9:22)
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gives for the state in an instant t:

jc(t)l ¼
X

i

CijkilS � jxi(t)lE (9:23)

satisfying the condition

lim
t!1
jkxi(t)jxj(t)lj ¼ 0, i = j (9:24)

Needless to say, then one obtains satisfiability of the condition (9.10) — existence (appearance)

of the preferred states of the open system S, the set of preferred conformations. Because (9.20)

guarantees stability (robustness) of the conformations, relative to H
_

int, the requirement of mainten-

ance of the conformations is also satisfied, where pi ¼ jCij
2. Physically: The proper model (9.20)

gives rise to appearance and stability of conformation for every single molecule in the liquid in the

initial stationary state (9.19).

B. NONSTATIONARY STATE

The external action on the composite system (point (ii) of Section II.B) gives rise to the change of

the system’s parameters. It is the fact: Such external actions might induce the change of the station-

ary state as well as of the conformational transitions for every single molecule. In effect, there

appears another ensemble of the possible conformations.

Modeling the nonstationary state in the general terms is rather simple. Actually, it seems quite

natural to assume that the external action changes the interaction in the composite system. Further-

more, it is certainly the case that the new (effective) environment, E0, appears. Therefore, one

should assume the new interaction term, H
_

SþE0 ; H
_
0
int. Setting (cf. (9.15)):

½H
_
0
int, K

_

S � I
_

E0 �= 0 (9:25)

and consequently ½H
_

int, H
_
0
int�= 0, one may obtain the change of conformations.

Assuming that the external action is so strong that H
_
0
int dominates in the system, then the spec-

tral form (9.19) necessarily changes. Actually, then one may write

½r
_

S, r
_0

S�= 0 (9:26)

where the state r
_0

S refers to the nonstationary state, and is defined as

r
_0

S(t) ¼ trEU
_
0
intr

_

SþE0(t
0)U
_
0�
int, t . t0 (9:27)

where U
_
0
int ¼ exp{�ithH

_
0
int=2p}.

These general considerations do not restrict significantly the possible set of states r
_0

S(t).

Furthermore, due to (9.26), one may be free to write

r
_0

S(t) ¼
X

i

pi(t)jxitlSkxitj (9:28)

where, in general, there appears coherence of the different conformations:

jx jtl ¼
X

i

aijtjkilS (9:29)
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Physically, the external action breaks the initial loss of coherence, which is caused by decoher-

ence giving rise to the initial stationary state (9.19). This observation is virtually totally independent

on the assumptions about the new interaction (in the system Sþ E0) [16].

The nonstationary state is expected to be terminated by the relaxation process.

C. THE RELAXATION PROCESS

Following the evidence (point (iii) of Section II.B), we assume that the external action terminates,

eventually giving rise to the relaxation process. Actually, we assume that the relaxation process

gives rise to re-establishing of the stationary state, which, in turn, should be determined by the

same kind of interaction — selecting the conformational states as the “pointer basis.” Actually,

we assume that the new composite system, Sþ E0, is defined by the interaction of the kind4

(9.20). With this natural assumption, we easily reproduce reappearance of conformations, as the

final states for every single molecule (cf. Section IV).

Namely, validity of (9.20) in the final stationary state gives rise to the possible occurrence of

decoherence in the composite system Sþ E0. This is exactly what we have required in Section II.

Essentially, the stationary states (initial and final ones) should qualitatively coincide — being

characterized by the appearance and stability of conformations.

Formally, if we denote the final state (after the relaxation process) by r
_00, then the relaxation

process gives rise to the transition

r
_0

S �����!
relaxation

r
_00

S (9:30)

while the subsequent decoherence gives rise to

r
_00

S �����������������������!
decoherence in the new stationary state

r
_000

S (9:31)

The point strongly to be emphasized is that r
_000

S now reads, in general, as

r
_000

S ¼
X

j

qjjk
0
jlSkk0jj (9:32)

where, in general, appear both the different conformations,5jk0jlS, as well as the different probabil-

ities qj (of the possible conformations in the final ensemble) than in the initial stationary state (9.19).

Needless to say, physically, this means that the net effect is the conformational change:

r
_

S ¼
X

i

pijkilSkkij �! r
_000

S ¼
X

j

qjjk
0
jlSkk0jj (9:33)

as it is experimentally observed.

D. THE MODEL

We keep in mind the requirements of Section II. Then, with respect to the experience with the deco-

herence theory (Section IV), we call for the rather general, hopefully realistic assumptions about

the composite system, that is, about the interactions in the composite systems — (9.20) and (9.25).

Particularly, we assume:

(A) Every stationary state (initial, intermediate — if such exist — states, as well as the

final one) is characterized by interaction in the composite system that is of the same

4Not necessarily of the same type (of the same form).
5An extreme case is jkil ¼ jk0jl, while pi = qj. This is just the change of concentrations of the initial conformations.
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kind — being able to give rise to the occurrence of decoherence with the conformations

as the “pointer basis states.”

(B) Nonstationary state is characterized by the change in the character of interaction in the

composite system.

The net effect takes the following “phases,” each having its own characteristic time:

(a) External action (producing the nonstationary state), taking time Text.

(b) Relaxation process (establishing the new, final stationary state), taking time Trelax.

(c) Decoherence process (in the final stationary state), taking time of the “decoherence

time,” tD.

Therefore, to summarize, the conformation transition (9.33) takes time:

Text þ Trelax þ tD (9:34)

which (cf. Section IV) gives (plausibly) rise to

Text þ Trelax þ tD � Text þ Trelax (9:35)

Therefore, we conclude, “In our model, the Levinthal’s paradox completely disappears.”

VI. DISCUSSION

We essentially make a couple of plausible assumptions or interpretations of the phenomenological

data which allow the natural accounting for the decoherence effect in the composite system

“conformationþ environment.” These assumptions are worth repeating. First, we assume that

every stationary state of the composite system — that is characterized by the constant values of

the system’s parameters — is characterized by the same kind of interaction in the composite

system (cf. (9.20)). Second, we assume that the external action — eventually giving rise to the con-

formational transitions — substantially change the kind of interaction in the (new) composite

system (cf. (9.25)). It is a matter of the general decoherence theory straightforwardly to prove

the final result (9.33), as well as (9.35) [7,14–16,19].

Needless to say, the system S (the “conformation”) is (likewise in the (semi-)classical

approach) a characteristic of a (single) molecule as a whole. That is, as usual, we do not take

into account the local details of the conformational rotations themselves, which essentially take

into account the electron-state transitions. As much as we can see, these are of the secondary

importance to our model, which abandons the concept of the transitions in K-space. Abandoning

the K-space is key to the possible success of our model. It is a decoherence-like process that

breaks stability of conformations (in the nonstationary state), eventually giving rise to the possi-

bility of rather fast conformational transitions.

There is the following prediction from our model: Even for the single (unique) initial confor-

mation in the composite system (p0 ¼ 1, pi ¼ 0, 8i = 0 — cf. (9.19)), our model predicts appear-

ance of a set (nonunique) of the final conformations (qj = 1, 8j — cf. (9.32)). Distinguishing

experimentally between this prediction and the opposite possibility — for example, one-to-one

conformational transitions — might sharpen the role of our proposal in the context of the confor-

mational transitions problem.

Bearing in mind the foundations of the decoherence process, it should also be stressed: A defi-

nition of an open system goes simultaneously with defining the system’s environment [20,21]. A

strong, local interaction with a part of the environment may redefine the open system, simul-

taneously defining the rest of the environment as the new environment for the new open system.
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This way, even the larger “pieces” of a living cell may be allowed the quantum-mechanical beha-

vior — which, we believe, might be of interest in the biomolecular recognition process [22,23].

VII. CONCLUSION

The Levinthal’s paradox is an open problem still. To avoid the core of the problem — it’s kinema-

tical aspect — we propose a new approach in this regard. Actually, we treat the macromolecules

conformations as the quantum-mechanical observable. Bearing in mind the foundations of the

decoherence theory, we are able to model both, existence and maintenance of the conformations

as well as the conformational transitions in the rather short time intervals. Our model is rather

qualitative yet a general one — while completely removing the Levinthal’s paradox — in

contradistinction with the (semi-)classical approach to the issue.
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13. Dugić, M., Quantum entanglement suppression, Europhys. Lett., 60 (1), 7–13, 2002.

14. Zurek, W.H., Environment-induced superselection rules, Phys. Rev. D, 26 (8), 1862–1880, 1982.

15. Zurek, W.H., Preferred states, predictability, classicality and the environment-induced decoherence,

Prog. Theor. Phys., 89 (2), 281–302, 1993.
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20. Dugić, M., A contribution to the foundations of decoherence theory in nonrelativistic quantum

mechanics, Ph.D. Thesis in Physics, University of Kragujevac, 1997 (in Serbian).
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I. INTRODUCTION

The objective of this chapter is to present perspective of physics of interfaces from standpoint of

continuum physics. This approach develops the foundations more carefully than the traditional

approach where there is a tendency to hurry on to the applications, and moreover, provides a back-

ground for advanced study in modern nonlinear continuum physics. Our ultimate intension was to

present the subject in a sound manner as clear as possible. We hope that the text provides enough

insights for understanding of terminology used in scientific state-of-the-art papers and to find the

“right and straightforward path” in the scientific world of material surface phenomena. In what

follows a few words of general meaning are worthwhile.

While at one time certain theoretical statements were regarded as “laws” of physics, nowadays

many theories prefer to regard each theory as a mathematical model of some aspect of nature. But,

any mathematical theory of physics must have idealized nature. Then, every theory is only

“approximate” in respect to nature itself. Particularly, it stands for continuous distribution of

matter which is the principal assumption of continuum physics.

In physical theory, mathematical rigor is of the essence. Then, a theory is tested by experiment.

In this sense, a given theory is “good,” if a range of application is greater than another’s, it is

“better” of the two. This holds as well for a continuum physics approach.

Having these in mind, we organize the text as follows. The text consists of six sections: Section I

gives the introduction. Section II — Interface in problems of continuum physics — is designed to

cover the essential features of interfaces problems in continuum physics. For those who have not

been exposed to necessary mathematics we have included Section III — Basic notion of geometry

and kinematics of surface — because the proper understanding of the subject requires knowledge of

tensor calculus. In Section IV — Material displacement derivative — we concentrated on notion

of displacement derivative, the quantity which is of most importance in problems of interfaces.

In Section V — The theory of singular surfaces — the basic techniques for study of propagation

of interfaces is derived. In Section VI — Balances laws of bulk material and interface — we

start with the formulation of a general equation of balance and proceed by listing special cases

that are of particular interest in continuum mechanics and surface of discontinuity.

Finally, in writing this part of the monograph, it has been our hope to make available to the

physical and material scientists and engineers some of the more sophisticated mathematical

techniques.

II. INTERFACE IN PROBLEMS OF CONTINUUM PHYSICS

Continuum physics is concerned with the description of physical phenomena as observed at the

macroscopic level, with no reference to the underlying microstructure of the matter constituting

the medium in which the phenomena occur. The medium itself is regarded as a continuous distri-

bution of matter and is referred to as a continuous medium (or simply continuum). Physical quan-

tities (such as mass or velocity) are distributed through the medium, and in mathematical terms are

treated as fields. These fields are subject to a number of physical laws which express general

principles common to all forms of matter.

The balance laws are formulated as integral equations governing fields defined on regions of

space occupied by a material body in motion. A disturbance in the continuity of a phenomenon

or physical field is termed a singularity. The aim of our contribution is to present a unified view

of the theory of nonrelativistic thermodynamics incorporating phenomena with singularities.

These singularities will be presented as discontinuous functions or their derivatives, and in the

form of the discontinuity in respect to the Lebesgue measure of physical quantities. The examples

of the first type of singularity are shock and acceleration waves. The second type is usually associ-

ated with surface concentrations of physical quantities. Discontinuities in fields may be caused by

discontinuities in material properties or by some discontinuous behavior of the source which gives
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rise to the fields. In most problems, discontinuities in the source function propagate through the

medium, and if the source function is prescribed at the boundary, that is on some initial surface,

the carrier of the discontinuity is a moving surface in the medium, which in chemical physics is

called interface.

Our aim is to draw attention to the fact, which so far has rarely absorbed theoreticians studying

continuous media, that a moving surface may carry not only disturbances, but also physical prop-

erties different from those of the surrounding media. As an example, we consider the direct inter-

action of two different phases of a material. The phases are usually defined so that we can imagine

an interfacial region between the phases. We can model a situation of this kind by the movement of

a surface separating two well-behaved material media, while attributing to the surface the physical

properties of a phase change. Thus, the term interphase mass transfer simply means the transfer of a

component between two or more phases in contact with each other. The component being

transferred can undergo reactions in one or both of the phases, or it can be conservative (i.e.,

nonreactive). Other examples may be provided by phenomena such as the motion of surface

dislocations, or the propagation of cracks. In fluid mechanics, the surface tension of drops provides

an example.

Since the pioneering paper by Gibbs [1], phase transformation phenomena in three-dimensional

(3D) continua have also been described by introducing into the body a movable singular surface

separating two different material phases in thermodynamic equilibrium state. The phase transform-

ation phenomenon manifests itself best in thin layers of matter: films, membranes, plates, and

shells. For example, thin films made of shape-memory alloys like NiTi, NiMnGa, NiTiCu, or

NiAl can considerably alter their shapes under appropriate stress and temperature changes. Full

analysis of the phenomenon in such thin-walled structures is often infeasible if one wants to

apply the 3D continuum model. The mechanical description of behavior of such structures can con-

veniently be based on various 2D models consisting of a base surface endowed with various fields

modeling an additional microstructure. Then the notion of a movable surface curve separating 2D

regions with different material phases in an appropriate and convenient tool for modeling the phase

interface in thin-walled shell structures.

A special focus exists on the fracture at interfaces. Current topics include the role of thermal

residual or processing-induced stresses, the detailed role of plasticity, and geometric effects on

interface crack driving forces. Of particular note in a few of the papers is the focus on multi-

scale modeling, a critical link for complete material behavior descriptions. The research described

is fundamental by nature, but has engineering relevance in the following areas: thin films, multi-

layers and assemblies in the semiconductor industry, thermal barrier coatings, and structural engin-

eering composites. It is clear that many research opportunities exist in this field, and it is expected

that new contributions will provide direction for this future work [2–4].

Great effort has been devoted in recent years to determining the bending rigidity K. Concep-

tually, two different approaches can be distinguished. In the mechanical approach, the response

of the membrane to an applied force is measured, from which the bending rigidity is deduced.

The extreme softness of these systems is exploited by the second type of method where the

bending rigidity is derived from the thermally excited membrane fluctuations. One example of

the mechanical approach [5,6] is provided by studies of tether formation from giant vesicles

which are aspirated with a micro-pipette [7]. Bending elasticity or, in its mathematical formulation,

curvature energy not only generates a large variety of shapes, but also leads to different fluctuation

or excitation spectra of these shapes and different dynamics distinct from that shown by simple

liquid interfaces. These phenomena require different mathematical tools for their description

such as conformal transformations in three dimensions.

A prime motivation to investigate membranes arises from biology in our 3D world [8]. The

lipid bilayer is the most elementary and indispensable structural component of biological

membranes, which form the boundary of all cells and cell organelles [9]. In biological membranes,

the bilayer consists of many different lipids and other amphiphiles. Biomembranes are “decorated”
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with embedded membrane proteins, which ensure the essential functional properties of a bio-

membrane such as ion pumping, conversion from light energy to chemical energy, and specific

recognition. Often a polymeric network is anchored to the membrane endowing it with further

structural stability. This stability is particularly spectacular in red blood cells which can squeeze

through tiny capillaries and still recover their rest shape countless times in a life cycle.

Many properties of polymeric systems are not controlled directly by the bulk of the materials

but its surface and by internal interfaces. This has been recognized very early and the study of poly-

mers at interfaces has become a major area of polymer science.

The study of polymer solutions at interfaces has most often been motivated by the effects of

polymers on the stability of colloidal suspensions.

Interfacial effects are also very important in polymer melts. The variation of the surface tension

of a polymer melt with molecular weight is associated to subtle interactions between the end points

and the interface and only starts to be understood.

Some of the major issues for applications such as adhesion or friction are related to the mech-

anical properties of interfaces.

The interfacial rheology of polymers at a solid interface dominates the friction properties and

strongly depends on the degree of slip of polymers on a surface.

In addition to the possible existence of interfacial-tension gradients at surfactant-adsorbed fluid

interfaces, other interfacial rheological stresses of a viscous nature may arise, such as those relating

to interfacial shear and dilatational viscosities (see [10,11]).

Understanding the physical properties of the bilayer through the study of vesicles should

provide valuable insight into the physical mechanisms that also govern the more complex bio-

membranes for which, from this perspective, the artificial vesicle is a model system. Striking

phenomenological similarities between the budding and exocytosis, where small vesicles bud off

the cell membrane, encourage a thorough analysis of these artificial membranes. Referring to the

biological motivation, a distinction has been emphasized between classical “biophysics” and a

field which acquired the somewhat fancy notion of “biologically inspired physics” [12]. While

the former field is concerned with the detailed modeling of real biological processes often at the

cost of many parameters in a theoretical description, the latter approach takes the biological

material as inspiration for asking questions biologists often may not even find (yet).

It is also well known that certain chemical components of liquid and gaseous phases will

accumulate at interfaces. For example, surfactants in detergents accumulate at the interface of

soils and water, thereby allowing dirt to be removed from soiled clothing. Some organic molecules

with hydrophobic characteristics can accumulate at the air–water interface to such an extent that

very few solvent molecules are present at the interface. These surface films have been studied

extensively by physical chemists, and in some cases the mechanics of the film has yielded infor-

mation on molecular dimensions. Nitrogen gas is also known to accumulate at solid–gas interfaces,

and this property allows us to use nitrogen to determine the surface area of very fine or porous

surfaces or adsorbents. Likewise, some molecules or ions may be depleted (negatively adsorbed)

at interfaces. In either case, something about the interface is either liked or disliked by the

molecules in question. Accumulation of molecules at the interface at these three examples suggests

that this configuration somehow minimizes the Gibbs function for these systems.

When we are dealing with the propagation of interfaces, we are facing with two basic issues:

. The problem of interface morphology (planar or curved interface, cellular structure;

unstationary shape, chaotic, turbulent) as a function of the control parameters.
. The problem of propagation velocity, or growth velocity as a function dendritic of the same

control parameters.

From mathematical point of view, interface motion is equivalent to the solution of a free bound-

ary problem. The question is to determine a solution for a scalar field (pressure, temperature,
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concentration, and charge of an impurity) or a vector field (such as a fluid velocity field) satisfying a

partial derivatives equation (diffusion equation, Euler, or Navier–Stokes equation) with boundary

conditions applied on the interface. Saffman–Taylor interface dynamics and dendritic growth

appear to be prototypes for the understanding of the dynamics of curved fronts.

III. BASIC NOTION OF GEOMETRY AND KINEMATICS OF SURFACE

For a proper understanding of interfacial (transport) processes, one needs to be familiar with the

basic geometrical description of a surface, as shown in the following section. For a terminology

or notation, the reader may wish to consult any of the standard textbooks of tensor analysis and

differential geometry (see, for instance, [13–16] and the bibliography in them).

Here we discuss those elements of geometry and kinematics of surface St which are important

for our further presentation. As we confine to the real physical problems we consider E3 — three-

dimensional Euclidean space — as a space of physical events. Thus a (material) surface St is a

subspace of E3, i.e., St [ E3.

The analytical expression for surface St, for each t in an open real interval I, is given by

St : f (x, t) ¼ 0 (10:1)

where by x and t we denote a point in E3 and time, respectively. It is assumed that function f is

of class r � 1 in (x, t).

Taking into account that St is two-dimensional manifold, position of any of its point can be

defined in relation to allowable coordinate system ua(a ¼ 1, 2) of St. In that case, the point

x(xk), (k ¼ 1, 2, 3), as the point of the surface St, is defined by the relation x ¼ x(u, t), i.e.,

x k ¼ x k(ua, t), rank
@xi

@ua

� �
¼ 2 (10:2)

for every x [ St (or every u(ua) [ D, where D is a domain of R2). The second expression in (10.2)

represents the condition under which the surface St is a regular one.

The coordinates ua are called Gaussian parameters of surface S, and they are intrinsic to the

surface. This way of presentation is called parameterization of surface. Relations (10.2) represent

one of many possible parameterizations of surface St, unlike its representation (10.1), which is

unique.

Taking into consideration (10.2), the position vector p, with respect to a frame in E3, of the

point x [ St is given by the expression

p(x) ¼ p ½xi(ua, t)� (10:3)

or

p(u) ¼ p(ua, t) (10:4)

In order to be able to apply differential calculus to problems we are going to investigate, we

must require the existence of a certain number of partial derivatives of p (or x) with respect to

ua and t. Further, we note that p(ua, t) is of class r � 1.

A. THE GEOMETRY OF SURFACES

When considering the geometry of surface, the value of parameter t is fixed.
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We denote by

gi ¼
def @p

@xi
(10:5)

the spatial covariant base vectors or natural basis of the curvilinear system xk. Also, by gi we

denote contravariant base vectors (dual basis or reciprocal basis of natural basis gi).

By definition

gi � g
j ¼ d

j
i (10:6)

Here and further, d-systems are generally referred to as the Kronecker deltas.

The metric tensor of Euclidean space E3 is the identity tensor I. Its componental representation

is: gij, gij, or d
j
i , depending on basis, that is,

gkl ¼ gk � gl, gkl ¼ g k � g l (10:7)

It is easy to show, taking into account (10.6) and (10.7), that1

g k ¼ g klg l, g k ¼ gklg
l (10:8)

Then (see [17])

gi, j ¼
@gi

@x j
� G k

ijgk ¼ 0 (10:9)

where

G k
ij ¼

@gi

@x j
� g k

is Cristoffel’s symbol of the second kind.

In the same way, from (10.3) and (10.5), it follows that

aa ;
@p

@ua
¼ x i

,agi (10:10)

aa are called covariant base vectors (or natural basis) of curvilinear system ua on surface S and

xi
,a ¼ @x

i=@ua.

From (10.6) and (10.10), it follows that

xi
,a ¼ gi � aa (10:11)

Reciprocal base vectors aa of the base vectors aa are defined, as in (10.6), by

aa � a
b ¼ dba (10:12)

We write aab, aab, and dba for the components of metric tensor 1 of the surface S. Thus, in

particular,

aab ; aa � ab ¼ gijx
i
,ax

j
,b (10:13)

1Here and further, we adopt the Einstein summation convention: if an index appears twice in the same term, once as a sub-

script and once as a superscript, the sign
P

will be omitted.
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Further, it is easy to show, using (10.12), that

aa ; aabab, aa ; aabab (10:14)

where

aab ¼ aa � ab (10:15)

Also,

aagagb ¼ dba (10:16)

which directly follows from (10.12), (10.14), and (10.15).

The unit normal vector n to the surface is given by

n ¼
grad f

jgrad f j
, n � n ¼ 1 (10:17)

Relative to bases gi and gi, components of the vector n are, respectively,

ni ¼ n � gi ¼
gijf, j

jgrad f j
, ni ¼ n � gi ¼

f,i

jgrad f j
(10:18)

We note that the direction of n is such that the space orientation of (a1, a2, n) is positive. This set of

vectors makes a vector basis of E3 on S.

The orthogonality of n on S implies the following relations:

aa � n ¼ 0 or aa � n ¼ 0 (10:19)

or equivalently,

n jx
j
,a ¼ gijn

ixj
,a ¼ 0 (10:20)

because of (10.10) and (10.18).

In many cases, we shall make use of the decomposition of basic vectors gi with respect to the

bases (a1, a2, n). Then, in view of (10.11), (10.17)–(10.19)

gi ¼ ninþ xi
,aaa (10:21)

Also, from n � n ¼ 1 we obtain

@n

@ua
� n ¼ 0

so that

n,a ;
@n

@ua
¼ �bb

aab (10:22)

Reality and Compatibility of Physical and Mathematical Formalisms 239



The symmetric tensor

bab ¼ n �
@aa

@ub
¼ �aa �

@n

@ub

bb
a ¼ abgbag

(10:23)

is known as the fundamental quantity of the second order of surface S.

Then

@aa

@ub
¼ babnþ G

g
abag (10:24)

where

G
g
ab ¼ ag �

@aa

@ub
(10:25)

is Cristoffel’s symbol of the second kind defined on St.

In view of (10.24), we write

aa,b ¼
@aa

@ub
� G

g
abag ¼ babn (10:26)

Furthermore, making use of

xi
;abg � xi

;agb ¼ xi
;dRd

:abg (10:27)

(see [18]), we have

aa,bg � aa,gb ¼ adRd
:abg (10:28)

where Rd
:abg is the Riemann–Christoffel tensor of a surface. On the other hand, by means of (10.22)

and (10.26), it follows that

aa,bg � aa,gb ¼ (bab,g � bag,b) nþ (bagbd
b � babbd

g) ad (10:29)

Then, from (10.28) and (10.29) we have obtained the following equations.

Mainardi�Codazzi equations: bab,g ¼ bag,b (10:30)

and

Gauss equations: Rd
:abg ¼ bagbd

b � babbd
g (10:31)

Furthermore by

KM ¼
1

2
ba
a (10:32)

KG ¼ det (ba
b) (10:33)

we denote the mean curvature and Gaussian curvature of S, respectively.

Further, we need to know the rate of change (with respect to time) of some geometrical and

physical quantities defined on St.
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B. KINEMATICS OF SURFACE

Let us continually observe a point x, defined by (10.3), as it moves. Now, if we differentiate the

equation f ¼ 0 with respect to time, then

@f

@t
þ grad f �

@p

@t
¼ 0 (10:34)

where @p=@t is called the velocity of a point x (or equivalently, the point u) of surface S.

The velocity of point x is given by

@p

@t
¼ u

n
nþ vaaa or

@xi

@t
¼ u

n
ni þ vaxi

,a (10:35)

where va is the tangential velocity of the point x.

The normal velocity of the surface, u
n
, or the speed of displacement, is given by

u
n
¼

def @p

@t
� n (10:36)

or, by means of (10.17) and (10.34),

u
n
¼ �

@f =@t

jgrad f j
(10:37)

As the right-hand side of (10.37) is determined by the spatial equation (10.1) alone, it is indepen-

dent of the choice of the parameterization (10.2) or (10.3). Clearly, the velocity @p=@t depends on a

particular choice of the surface coordinates.

1. Orthogonal Parameterization

When the parameterization ua of the surface S is such that velocities of the surface points are

always orthogonal on it, that is, when va ¼ 0, then (10.35) becomes

@p

@t

���
u
¼ u

n
n or

@x i

@t

���
ua
¼ u

n
ni (10:38)

Such parameterization of the surface S is called orthogonal (see Figure 10.1).

With respect to such parameterization, for observer who is outside the surface, position of the

surface points is fixed, because there is no tangential component of the velocity to the surface.

Therefore, such coordinates ua ; za have advantage over other allowable coordinate systems of

the surface because, with respect to them, expressions are considerably simplified.

We point out that the simplest forms of parameterization of surface S are not always its ortho-

gonal parameterization. Also, in general, orthogonal parameterization has local character.

IV. MATERIAL DISPLACEMENT DERIVATIVE

A. COMPONENTAL FORMULATION AND CONSIDERATION

Here, we concentrate on notion of a displacement derivative, the quantity which is of most import-

ance in dynamical problems of (material) interfaces.
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We emphasize that we will here deal, in general, with double tensor fields, which are defined

with respect to E3 and surface S(t) embedded in E3. Thus, we will deal with the quantities which

obey the transformation law for a tensor under the following groups of transformations:

�xi ¼ �xi(x j), �ua ¼ �ua(ub, t)

In other words, we are interested in the rate of change with respect to time of these quantities when

their tensor character is preserved.

Following Thomas [19], we have introduced the notion of displacement derivative (or d-time

derivative) for an arbitrary time-dependent field f in D confined to the surface S(t), defined as the

time derivative of f along the normal trajectory. In order to improve this definition, Truesdell and

Toupin [20] suggested a generalization of Thomas’s derivative to two-point tensor fields. Their

derivative reduces to Thomas’s derivative in the case of one-point fields.

However, as pointed out by Bowen and Wang [21] (see also [22]), the generalization of the

displacement derivation given by Truesdell and Toupin has to be modified: the value of

the Truesdell–Toupin derivative of a given geometrical object depends on the basis in which

that object is represented, that is, whether it is the spatial basis in E3 or the basis of surface

vectors. To rectify this error, Bowen and Wang introduced what they called the total displacement

derivative of a function, this being the partial time derivative of the function defined on a surface

given in convected parameterization.2 Because, in a convected parameterization za [21], the geo-

metrical locus of the surface point za ¼ const is the normal trajectory of the surface, the displace-

ment derivative is d~f =dt, where ~f (za, t) ¼ f (x(za, t), t). Thus, it is defined as the time derivative of ~f
if the moving surface S(t) is given in the convected parameterization x ¼ (x(za, t), t). Jarić and

Milanović-Lazarević [23] have extended the definition of the displacement derivative to any

(not necessarily convected) surface coordinate system. Cohen and Wang [17] call it transverse

displacement derivative.

We have applied this notion to the time derivative of tensor quantities along the trajectory of a

material points of the surface S(t), that is, when UD ¼ const. We call the time derivative of this kind

material displacement derivative in order to emphasize its physical meaning. Because of its

∂P
∂t ζα

ζ2

ζ1

ζα =const.

x

n

u
n

FIGURE 10.1

2Concept of convected coordinates, in both mathematics and continuum mechanics, has wider meaning (see [13,20]).
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importance, we give its derivation in detail. As before, S(t) is given with respect to the orthogonal

parameterization ua.

Let

C
i���ja���b
k���lk���l(x, u, t)

be a double tensor field on S(t), under the group of transformations �x ¼ �x(x), �u ¼ �u(u, t). Then

�C
i���ja���b

k���lk���l ¼ C p���qp���u
r���s@���s

@�xi

@x p
� � �
@�x j

@xq

@�ua

@up
� � �
@�ub

@uu

@xr

@�xk
� � �
@xs

@�xl

@u@

@�uk � � �
@us

@�ul

As, x ¼ x(u, t) and u ¼ u( U, t), where U is material parameterization, then

�u ¼ �u(u( U, t), t) ¼ �u(U, t); �x ¼ �x½x(u, t)� ¼ �x{x½u( U, t), t�} ¼ �x( U, t)

Thus, when UD ¼ const

d �C
i���ja���b

k���lk���l

dt
¼

dC p���qp���u
r���s@���s

dt

@�xi

@x p
� � �
@us

@�ul

þC p���qp���u
r���s@���s

d

dt

@�xi

@x p

� �
� � �
@us

@�ul
þ � � � (10:39)

þC p���qp���u
r���s@���s

@�xi

@x p
� � �

d

dt

@us

@�ul

� �

Now, we have to calculate the terms which are derivatives of second order, like

d

dt

@�x i

@x p

� �
, . . . ,

d

dt

@us

@�ul

� �

We start with

d�xi

dt
¼
@�x i

@xa

@xa

@t
,

d

dt

@�x i

@x p

� �
¼

@2 �xi

@x p@xa

dx a

dt

But,

@2 �xi

@x p@x a
¼ G b

pa

@�xi

@xb
� �G

i

cd

@�xc

@x p

@�xd

@x a

so that

d

dt

@�xi

@x p

� �
¼ G b

pa

dx a

dt

@�xi

@xb
� G i

cd

d�xd

dt

@�xc

@x p
(10:40)

On the other hand,

d

dt

@�ua

@up
¼
@

@t

@�ua

@up

� �
þ

@2 �ua

@up@un

dun

dt
(10:41)
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Also,

d�ua

dt
¼
@�ua

@t
þ
@�ua

@un

dun

dt

from which we get

@

@up

d�ua

dt
¼

@

@up

@�ua

@t
þ

@ 2 �ua

@up@un

dun

dt
þ
@�ua

@up

@

@un

dup

dt
(10:42)

From (10.41) and (10.42), we have

d

dt

@�ua

@up
¼

@

@up

d�ua

dt
�
@�ua

@up

@

@un

dup

dt
(10:43)

The term (d=dt)@ua=@�up follows directly from (10.43) when we strictly interchange the role of ua

and �ua. Then, substituting (10.40) and (10.41) into (10.39), after long calculation and rearranging

the terms, we get

dm
�C

i���ja���b

k���lk���l

dt
¼

dmC
p���qp���u

r���s@���s

dt

@�xi

@x p
� � �
@x s

@�xl

@u@

@�uk � � �
@us

@�ul
(10:44)

where by dm=dt we denote material displacement derivative, that is,

dmC
i���ja���b
k���lk���l

dt
¼
def dC

i���ja���b
k���lk���l

dt

�����
U

þ £
_u
C

i���ja���b
k���lk���l

¼
@C i���ja���b

k���lk���l

@t

�����
x, u

þ C
i���ja���b
k���lk���l, m

dxm

dt
þ £

_u
C

i���ja���b
k���lk���l (10:45)

But, in view of (10.38),

dmx

dt
¼
@x

@t

���
u
þ _uaaa or

dxi

dt
¼
@xi

@t

���
u
þ _uaxi

,a ¼ unni þ _uaxi
,a (10:46)

so that

dmC
i���ja���b
k���lk���l

dt
¼
def dC

i���ja���b
k���lk���l

dt

�����
x, u

þC
i���ja���b
k���lk���l, m u

n
nm þC

i���ja���b
k���lk���l, mxm

;g _ug þ £
_u
C

i���ja���b
k���lk���l (10:47)
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where

£
_u
C

i���ja���b
k���lk���l ¼

def
_un dC

i���ja���b
k���lk���l

@un
þC

i���ja���b
k���ln���l

@_un

@uk
þ � � � þC

i���ja���b
k���lk���n

@_un

@ul

�C
i���jn���b
k���lk���l

@_ua

@un
� � � � �C

i���ja���n
k���lk���l

@_ub

@un

¼ _unC
i���ja���b
k���lk���l,n þC

i���ja���b
k���ln���l _un

,k þ � � � þC
i���ja���b
k���lk���n _un

,l

�C
i���jn���b
k���lk���l _ua

, n � � � � �C
i���ja���n
k���lk���l _ub

,n

(10:48)

is the Lie derivative of the field C
i���ja���b
k���lk���l with respect to the velocity field _u ¼ _uaaa. We point out

that, according to this definition,

_ua ¼
def dmua

dt

�����
UD¼const

¼
dua

dt

It is easy to show that the material displacement derivative has the following properties:

1. The material displacement derivative of a sum of tensor fields equals the sum of the

material displacement derivative of the summands.

2. The rule of Leibnitz holds for:

(a) Tensor product of tensor quantities

(b) Product of tensor fields.

Note: The expression (10.47) for material displacement derivative differs both by form

and by content from displacement derivative defined by Truesdell and Toupin [20, Equation

(179.5)]

ddC
i���ja���b
k���lk���l

dt
¼
def @C

i���ja���b
k���lk���l

dt

�����
x, u

þC
i���ja���b
k���lk���l, m u

n
nm þ £

_u
C

i���ja���b
k���lk���l (10:49)

This is obvious if (10.47) is written in the following form:

dmC
i���ja���b
k���lk���l

dt
¼

ddC
i���ja���b
k���lk���l

dt
þC

i���ja���b
k���lk���l, mx m

,g _ug (10:50)

Thus dm=dt and dd=dt are the same only when ua ¼ daDUD.

B. MATERIAL DISPLACEMENT DERIVATIVE OF BASIC SURFACE QUANTITIES

a. Surface Base Vectors

Material displacement derivative can be applied to all systems, independent of their nature,

which satisfy the law of transformation of tensor quantities. Particularly, for the base vectors gi

it is easy to show that

dmgk

dt
¼ 0 (10:51)
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However, it is not the case when the material displacement derivative of surface base vectors aa are

in question. Then aa depends explicitly on time so that, in view of (10.45),

dmaa

dt
¼
@aa

@t
þ aa,k

dxk

dt
þ £

_u
aa

But, according to (10.22) and (10.38),

@aa

@t
¼
@

@t

@p

@ua
¼

@

@ua
@p

@t
¼

@

@ua
( u

n
n) ¼ u

n
,an� u

n
bb
aab

aa,k ¼ 0 and

£
_u

aa ¼ _ubab,a þ ab _ub
,a ¼ _ubbabnþ ab _ub

,a

so that

dmaa

dt
¼ u

n
,a þ bab _ub

� �
nþ _ub

,a � u
n

bb
a

� �
ab (10:52)

Than making use of aa ¼ x i
;agi, (10.51) and (10.52), we get

dmx i
;a

dt
¼ u

n
,a þ bab _ub

� �
ni þ _ub

,a � u
n
bb
a

� �
xi

,b (10:53)

b. Unit Normal Vector to a Surface

In the same way, it is easy to show that

dmn

dt
¼

dn

dt
¼ � u

n
,a þ bab _ub

� �
aa (10:54)

c. Metric Tensor (First Fundamental Tensor) of a Surface

Trivially, from (10.7) and (10.51), we have

dmgij

dt
¼ 0,

dmgij

dt
¼ 0 (10:55)

Then, from (10.13), (10.53), and (10.55), we get

dmaab

dt
¼ 2 _u(a,b) � u

n
bab

h i
(10:56)

d. Determinant of Metric Tensor of a Surface

Let

a ¼ det (aab)

Then

dma

dt
¼

@a

@aab

dmaab

dt
¼ aaab dmaab

dt
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But, a,a ¼ 0 so that

dma

dt
¼ 2a _ua

,a � u
n
ba
a

� �
(10:57)

where we made use of (10.56).

For further discussion, the following relation is required:

dm

ffiffiffi
a
p

dt
¼

ffiffiffi
a
p

_ua
,a � u

n
ba
a

� �
(10:58)

which follows directly from (10.57).

e. Second Fundamental Tensor of a Surface

To calculate the material displacement derivative bab, we start with (10.26). Then,

dmbab

dt
¼

dmaa,b

dt
� n (10:59)

¼
@aa,b

@t
þ £

_u
aa,b

� �
� n ¼ u

n
,ab � u

n
bagb

g
b þ bab,g _ug þ bag _u

g
,b þ bbg _ug

,a

f. Contravariant and Mixed Representation of Material Derivative

From (10.55) we see that the tensors gij, gij, and di
j behave as though they were constants in

material differentiation with respect to t. However, this is not the case with surface metric tensor

aab as can be seen from (10.56), and it is the consequence of its explicit dependence of time.

Then the operation of raising and lowering of indices of tensor fields with respect to aab is not,

generally, commutative with material time derivative. Particularly, this is true for aab. Indeed, it

is easy to show that

dmaab

dt
¼ �aagabd dmagd

dt
¼ �2 _u(a,b) � u

n
bab

h i
(10:60)

where we have used (10.56).3

Another quantity of importance for further investigation is bb
a. Then, from relation

bb
a ¼ bagagb

after some calculation, we get

dmbg
a

dt
¼ u

n

g
,a: þ u

n
babbbg þ b

g
b _ub

,a þ b
g
a,b _ub � bb

a _u
g
,b (10:61)

3It is important to notice that

dmd
a
b

dt
¼ 0

since, by definition

dmd
a
b

dt
¼
@dab
@t
þ £

_u
dab ¼ £

_u
dab ; 0
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g. Mean Curvature of the Surface

In the same way, we can derive material derivatives of the other quantities as b ¼ det bab, KM, KG,

etc. Thus, from (10.61), contraction with respect to indices a and b leads to

2
dmKM

dt
¼ u

n

a
,a: þ u

n
bg
aba

g þ 2KM,g _ug (10:62)

This relation can be reduced, by using the Cayley–Hamilton’s theorem,

B2 � IBBþ I det B ¼ 0 (10:63)

where B ¼ kbabk and I ¼ kdabk. But, IB ¼ tr B ¼ 2KM and det B ¼ KG, which follows from (10.32)

and (10.33). Also,

tr B2 ¼ bg
aba

g ¼ 2 (2K2
M � KG)

Then (10.62) can be written in the following form:

dmKM

dt
¼ KM,a _ua þ u

n
(2K2

M � KG)þ
1

2
u
n

a
,a: (10:64)

or more concisely

dmKM

dt
¼

1

2
Ds u

n
þ u

n
(2K2

M � KG)þ _u � rsKM (10:65)

where surface gradient and surface Laplace operator on St are denoted by rs and Ds, respectively.

h. Gaussian Curvature of a Surface

In order to determine dmKG=dt we use the following identities:

dmKM

dt
;

1

2

dm(tr B)

dt
¼

1

2
tr
dmB

dt
,

dmKG

dt
; 4

dmKM

dt
KM � tr

dmB

dt
B

� �

where last identity follows from (10.63). From (10.59), after some calculation, we get

tr
dmB

dt
B

� �
¼ u

n

b
,a:b

ab þ 2u
n
KM(4K2

M � 3KG)þ ba
bbb

a,g _ug

Then

dmKG

dt
¼ u

n

b
,a:(2KMdab � ba

b)þ 2u
n

KMKG þ (4KMKM,g � ba
bbb

a,g) _ug

or finally

dmKG

dt
¼ u

n

b
,a:(2KMdab � ba

b)þ 2u
n

KMKG þ _u � rsKG (10:66)
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1. The List of Basic Results

For later reference, we record the following formulas:

dmaa

dt
¼ u

n
,a þ bab _ub

� �
nþ _ub,a � u

n
bb
a

� �
ab

dmn

dt
¼ � u

n
,a þ bab _ub

� �
aa

dmaab

dt
¼ 2 _u(a,b) � u

n
bab

h i

dmaab

dt
¼ 2 u

n
bab � _u(a,b)

h i

dm

ffiffiffi
a
p

dt
¼

ffiffiffi
a
p

_ua
,a � u

n
ba
a

� �
¼

ffiffiffi
a
p
rs � _u� 2u

n
KM

� �

dmbab

dt
¼ u

n

b
,a: � u

n
bagb

g
b þ bag _u

g
,b þ bbg _ug

,a þ bab,g _ug

dmbb
a

dt
¼ u

n
,a �

b þ u
n

bagbbg þ bb
g _ug

,a þ bb
a,g _ug � bg

a _ub
,g

dmKM

dt
¼

1

2
Dsu

n
þ u

n
(2K2

M � KG)þ _u � rsKM

dmKG

dt
¼ u

n

b
,a:(2KMdab � ba

b)þ 2u
n
KMKG þ _u � rsKG

(10:67)

Remark: It would be appropriate here to emphasize the difference between material surface

derivatives dm=dt and Dm=D defined by Truesdell and Toupin [20]. Namely, the concept of

dm=dt is more general than Dm=D and it reduces to Dm=D in the case when the surface is stationary,

that is, when u
n
¼ 0.

When

UD ¼ dDaua

then UD ¼ const is the orthogonal trajectory of material particles of surface. From mathematical

point of view, it means that we are talking about orthogonal parameterization as the referent

one. Then

dmaa

dt
¼ u

n
,an� u

n
bb
aab

dmn

dt
¼ � u

n
,aaa

dmaab

dt
¼ �2u

n
bab

dmaab

dt
¼ 2u

n
bab

dm

ffiffiffi
a
p

dt
¼ � u

n

ffiffiffi
a
p

ba
a ¼ �2 u

n

ffiffiffi
a
p

KM

dmbab

dt
¼ u

n
,ab � u

n
bagb

g
b

ð10:68Þ
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dmbb
a

dt
¼ u

n

b
,a � þ u

n
bagbbg

dmKM

dt
¼

1

2
Ds u

n
þ u

n
(2K2

M � KG)

dmKG

dt
¼ u

n

b
,a �(2KMdab � ba

b)þ 2u
n

KMKG

These relations are identical with corresponding expressions of Truesdell and Toupin [20] and then

dm=dt ; dd=dt (see also Refs. [22,24,25]).

2. General Consideration

So far, we have discussed the material displacement derivative of tensor quantities which are

defined by their components with respect to an arbitrary admissible coordinate systems xi in E3

and ua in St, for example, for C
i���ja���b
k���lk���l (x, u, t). However, generally we need the expression of

material displacement derivative for

C ¼ Ck���mG���D
p���qL���Sgk � � � � gm � g p � � � � gq � aG � � � � aD � aL � � � � aS (10:69)

given in UD.

Then, in view of its properties and (10.51), we have

dm

dt
C ¼

dm

dt
C k���mG���D

p���qL���S

� �
gk � � � � gm � g p � � � � gq � aG � � � � aD � aL � � � � aS

þC k���mG���D
p���qL���Sgk � � � � gm � g p � � � � gq �

dm

dt
aG � � � � aD � aL � � � � aS

..

.

þC k���mG���D
p���qL���Sgk � � � � gm � g p � � � � gq � aG � � � � aD � aL � � � �

dm

dt
aS ð10:70Þ

Particularly, in the case of orthogonal parameterization we obtained

dd

dt
C ¼

dd

dt
C k���mG���D

p���qL���S

� �
gk � � � � gm � g p � � � � gq � aG � � � � aD � aL � � � � aS

þC k���mG���D
p���qL���Sgk � � � � gm � g p � � � � gq �

dd

dt
aG � � � � aD � aL � � � � aS

..

.

þCk���mG���D
p���qL���Sgk � � � � gm � g p � � � � gq � aG � � � � aD � aL � � � �

dd

dt
aS

ð10:71Þ

Note that in both cases, (10.70) and (10.71), it can be seen that the change of base surface

vectors affects material derivatives of the quantity C.

For example, displacement derivative (10.49), defined by Truesdell and Toupin [20],

depends on base vectors used to present the object, that is, whether the base is of E3 (spatial) or

surface S.

250 Finely Dispersed Particles



a. Material Displacement Derivative of Higher Order

The material displacement derivative of higher order, that is, dk
m=dtkC, k ¼ 2, 3, . . . , can be

obtained from (10.70). Obviously, their expressions are, generally, very long and complicated.

As such they are not of much use. The simplest case appears when we calculate dm=dt along

ua ¼ const, that is, when _ua ¼ 0. From mathematical point of view, it means that we are talking

about orthogonal parameterization as the referent one. In any case, for their derivation we need

the material displacement derivatives of dk
maa=dt k, dk

mn=dt k, k ¼ 2, 3, . . . .4 Fortunately, in practice,

we need material displacement derivatives of second and, eventually, of third order.

Then in addition to (10.68), we need

daa

dt
¼ u

n

,anþ u
n

ba
bab (10:72)

and

d2aa

dt2
¼

d u
n

,a

dt
nþ u

n

,a dn

dt
þ

d( u
n
ba
b)

dt
ab þ u

n
ba
b

dab

dt

¼

d u
n

,a

dt
n� u

n

,a u
n,b

ab þ

d( u
n

ba
b)

dt
ab þ u

n
ba
b u

n

,bnþ u
n

ba
bab

h i
)

¼

d u
n

,a

dt
þ u

n
ba
b u

n

,b

" #
nþ � u

n

,a u
n

,b þ

d( u
n
ba
b)

dt
þ u

n

2ba
gb

g
b

" #
ab (10:73)

Further, from (10:68)2 and (10.72), we obtain

d2n

dt2
¼ �

d u
n

,a

dt
aa � u

n
,a

daa

dt
¼ u

n

,a u
n

,anþ
d u

n
,a

dt
� u

n
u
n

,bbb
a

" #
aa (10:74)

Under the above assumption from (10.46), we obtain

dx

dt
¼ u

n
n (10:75)

Then, in view of (10.68)2,

d2x

dt2
¼

d u
n

dt
nþ u

n

dn

dt
¼

d u
n

dt
n� u

n
u
n

,aaa (10:76)

3. Decomposition of a General Tensor Field

Generally, the decomposition of tensor field defined on surface s (t) gives better insight on the geo-

metrical structures and physical nature of the field. For instance, from (10.35) and (10.37) we see

that the normal and tangential components of velocity of geometrical point x of s (t) are of different

nature. Thus, u
n

is independent of the parameterization contrary to va which depends on parameter-

ization s (t).

In what follows, we shall see the other advantages of such presentation of tensor fields. Because

of that, we proceed keeping the argument on the highest level of generality, in order to present the

4Here, to simplify the notation, instead of dk
m=dt k we write dk=dt k .
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theory which can be applied to different field quantities of importance in material sciences, instead

of giving the final formulas.

Particularly, applying this procedure to the problem of surface of singularity, we call this

approach a direct one contrary to the iterative approach given by Truesdell and Toupin [20], as

this decomposition consists in representing a tensor field, defined on the singular surface, with

respect to the natural bases, which consists of the tangent vectors aa, a ¼ 1, 2, and unit normal

vector of the surface.

Let

T(x, t) ¼ Ti1���ik g
i1 � � � � � g ik (10:77)

be a tensor field in E3. In general case T has 3k independent components. At the points of s (t)

tensor T, according to (10.21), is given by

T(u, t) ¼ T(x(u, t), t) ¼ Ti1���ik n i1 nþ x i1
,a1

aa1

� �
� � � � � n ik nþ x ik

,ak
aak

� �
(10:78)

To further simplify the calculation, we make use of the following quantities:

Ai ¼ nin, Bi ¼ xi
,aaa (10:79)

Then

T ¼ Ti1���ik (A
i1 þ Bi1 )� � � � � (Aik þ Bik ) (10:80)

Obviously,

(Ai1 þ Bi1 )� � � � � (Aik þ Bik )

has 2k addends. The explicit form of (10.80) can be writhen by collecting the addends which contain

the same numbers of terms A or B.

First term of representative addend is

Ai1 � � � � � Ail � Bilþ1 � � � � � Bik (10:81)

All other terms of this addend have the same order of indices

i1, . . . , il, ilþ1, . . . , ik

It is convenient to write them in the form of a table. For example, for terms of the form

Ai � Aj � Ak � Bl � Bm, Table 10.1 is appropriate.

This reduces to the combination without repetition of k elements of lth class. The total numbers

of them is
�

k
l

�
. Thus, for all possible classes l ¼ 0, 1, . . . , k, we will have

Xk

l¼0

k

l

� �
¼ 2k (10:82)

elements.
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From (10.79), (10.80), and (10.81) it follows that the first representative term of decomposition

(10.80) is

Ti1���ililþ1���ik n
i1 � � � nilxilþ1

,a1
� � � x ik

,ak�l
n� � � � � n� aa1 � � � � � aak�l , 0 � l � k (10:83)

Particularly, for l ¼ k

Ti1���ik n
i1 � � � nik n� � � � � n (10:84)

and for l ¼ 0

Ti1���ik x
i1
,a1
� � � xik

,ak
aa1 � � � � � aak (10:85)

In the case when T is symmetric,

Ti1���ililþ1���ik n
i1 � � � nilxilþ1

,a1
� � � x ik

,ak�l
(10:86)

will be common for all terms which can be derived from

n� � � � � n� aa1 � � � � � aak�l (10:87)

as the elements of the combination without repetition of k elements of lth class.

This is the case of kth gradient of tensor T, that is, of tensor

r(k)T ¼ T, i1���ik � gi1 � � � � � gik (10:88)

where r denotes gradient. Obviously, this decomposition is very complicated and the expressions

are very large. In writing them we need to express

T,i1���ililþ1���ik n
i1 � � � nilxilþ1

,a1
� � � xik

,ak�l
(10:89)

in final form over all indices a.

TABLE 10.1

i j k l m

A A A B B

A A B A B

A A B B A

A B A A B

A B A B A

A B B A A

B A A A B

B A A B A

B A B A A

B B A A A
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We shall illustrate this decomposition for gradients of T in E3 up to order 3:

(a)

rT ¼ T,in
i � nþ T,ix

i
i,a � aa

¼ @nT� nþ T,a � aa (10:90)

where @nT denotes the normal derivative of tensor T.

(b) Next,

r(2)T ¼ T, ijn
in j � n� n

þ T, ijn
ix j

,a � (n� aa þ aa � n)

þ T, ijx
i
,ax

j
,b � aa � ab

But,

T,ijx
i
,ax

j
,b ¼ T,ab � bab@nT, T, ijn

ix j
,a ¼ (@nT),a þ bb

aT,b (10:91)

or finally

r(2)T ¼ @(2)
n T� n� n

þ ½(@nT),a þ bb
aT,b � (n� aa þ aa � n)

þ (T,ab � bab@nT)� aa � ab (10:92)

In the same method, one can derive the expression of d(q)T, q � 3. So obtained results as well as

the procedure can be compared with the results given by Podio-Guidugli [26].

4. The Decomposition of Displacement (Material) Derivative

Let T ¼ T(x, t), x ¼ (x1, . . . , xn). Obviously, T ¼ x is particular case. Therefore, the expression for

displacement (material) derivative of T(x, t) can be used for this particular case.

Then on s (t) tensor field T is, according to (10.78), a function of ua and t. The displacement

derivative of T on s (t) is the quantity defined by

dT

dt
¼
@T

@t
þ
dx

dt
� rT (10:93)

(see (10:45)2 and (10.70)). By means of (10.75), this can be written as

dT

dt
¼
@T

@t
þ u

n
n � rT ¼

@T

@t
þ u

n
@nT (10:94)

or equivalently,

@T

@t
¼ � u

n
@nTþ

dT

dt
(10:95)
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The same process yields the following expression for drT=dt. Thus,

drT

dt
¼
@rT

@t
þ
dx

dt
� r(2)T ¼

@rT

@t
þ u

n
n � r(2)T (10:96)

But, because of (10.92), it follows that

n � r(2)T ¼ @(2)
n T� nþ ½(@nT),a þ bb

aT,b� � aa (10:97)

so that (10.96) becomes

drT

dt
¼
@rT

@t
þ u

n
{@(2)

n T� nþ ½(@nT),a þ bb
aT,b� � aa} (10:98)

On the other hand

drT

dt
¼ C� nþ Ca � aa (10:99)

But, from (10.99), we obtain

C ¼ n �
drT

dt
¼

dn � rT

dt
�
dn

dt
� rT ¼

d@nT

dt
þ u

n

,aaa � rT

¼
d@nT

dt
þ u

n

,aT,a

where we made use of (10.90).

Furthermore, it is easily seen from (10.99) and (10:68)1 that

Ca ¼ aa �
drT

dt
¼

daa � rT

dt
�
daa

dt
� rT

¼
dT,a

dt
� ( u

n,a
n� u

n
bb
aab) � rT ¼

dT,a

dt
� u

n,a
@nTþ u

n
bb
aT,b

The substitution of these two last expressions into (10.99) yields

drT

dt
¼

d@nT

dt
þ u

n

,aT,a

� �
� nþ

dT,a

dt
� u

n,a
@nTþ u

n
bb
aT,b

� �
� aa (10:100)

Finally, from (10.98) and (10.100), it therefore follows that

@rT

@t
¼

d@nT

dt
þ u

n

,aT,a þ u
n
@(2)

n T

� �
� nþ

dT,a

dt
� ( u

n
@nT),a

	 

� aa (10:101)

Reality and Compatibility of Physical and Mathematical Formalisms 255



We now wish determine the expression for d2T=dt2. Proceeding in the same manner as earlier,

the following important formula is derived:

d2T

dt2
¼

d

dt

@T

@t
þ
dx

dt
� rT

� �
¼

d

dt

@T

@t
þ
d2x

dt2
� r(T)þ

dx

dt

d

dt
rT

¼
@2T

@t2
þ 2

dx

dt
�
@rT

@t
þ tr

dx

dt
�

dx

dt

� �
r(2)Tþ

d2x

dt2
� rT (10:102)

By virtue of (10.75) and (10.76), after some manipulation, we obtain

d2T

dt2
¼
@ 2T

@t2
þ u

n

2@(2)
n Tþ 2u

n

d@nT

dt
þ

du
n

dt
@nTþ u

n
u
n

,aT,a (10:103)

or equivalently,

@ 2T

@t2
¼ �u

n

2@nT� 2u
n

d@nT

dt
�

du
n

dt
@nT� u

n
u
n

,aT,a �
d2T

dt2
(10:104)

V. THE THEORY OF SINGULAR SURFACES

Following the classical approach, the phases are described by a field w. In this theory, an interface is

not a surface but, rather, a transition layer across which w varies smoothly. The thickness of such

layers is constitutively determined. We can consider a version of the phase-field theory that, due to

a special choice of constitutive equations and a special scaling, allows us to control the thickness of

transition layers. We may then investigate the ramification of shrinking that thickness. The phase-

field theory allows for two approaches to deriving sharp-interface equations. We refer to these

approaches as “direct” and “indirect.” While these yield the same analytical results, the insights

that they afford are very different.

The direct approach, which involves, for instance, the configurational force balance of the

phase-field theory, yields more insight.

This is the main reason why, in this text, we have adopted this widely accepted device of repre-

senting a phase interface by a singular surface, rather than as a three-dimensional region of some

thickness (see [10,27]). Like in continuum mechanics, this should be regarded as a model for

reality. Our understanding of the phase interface is by no means complete, but there is good

experimental evidence that indicates density may be a continuous function of position through

the interfacial regions. Perhaps all the intensive variables we are concerned with, including

velocity, should more accurately be regarded as continuous functions of position in going from

one phase to another.

The phase interface in general is not material. We observe mass moving across a phase interface

when an ice cube melts. Here the speed of displacement of the phase interface is controlled by the

rate of heat transfer to the system. Sometimes the speed of displacement of the phase interface

might be specified by the rate of a chemical reaction. In general, the speed of displacement is

given in the problem statement, or it is one of the unknowns which must be determined.

Generally, from physical point of view, field w suffer discontinuity at the interface. Then such

interface is called as surface of discontinuity. More precisely, a disturbance in the continuity of a

phenomenon or physical field is termed as singularity. The singularity will present as discontinuous

functions or their derivatives. The examples of the first type are shock and acceleration waves.

(A surface that is singular with respect to some quantity and that has a nonzero speed of propagation

is said to be a propagating singular surface or wave.)
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The second type is usually associated with the surface concentrations of physical quantities.

Discontinuity in fields may be caused by some discontinuous behavior of the source which gives

rise to the fields. In most problems, discontinuities in the source function propagate through the

medium. If the source function is prescribed at the boundary, that is on some initial surface, the

carrier of the discontinuity is a moving surface in the medium. In the rest of the chapter, we are

concerned with the problem of surface singularities, that is, with the derivation of compatibility

relations for functions suffering jump discontinuities across a surface.

Compatibility conditions are representation formulas for the jumps of partial derivatives of

tensor fields in general in terms of the jumps of the tangential, the normal, and the displacement

derivatives of the tensor field at its singular surface.

To find the formulas of compatibility conditions, we proceed from very general point of view.

This study provides a natural generalization and unification of the classical treatments of com-

patibility conditions for moving surfaces and curves as submanifolds of E3. The motivation for such

a generalization is twofold.

First, it is desirable to exhibit the compatibility conditions in a single unified set of formulas

expressed in terms of standard quantities from differential geometry and explicitly displaying the

features that are common to all submanifolds regardless of their dimensions.

Second, it may be of some benefit to the science of continuum physics to have a general theory

which treats the phenomena connected with continua of diverse dimensions on an equal footing.

Here we present the essential ideas of the theory and gather the results which are necessary for

the following sections. The interested reader is referred to the article by Truesdell and Toupin [20,

Chapters 172–194], perhaps, to the best single reference in connection with this topic.

Consider the surface s (t) which is the common boundary of two regions <þ and <� in E3. The

unit normal n of s (t) is directed toward the region <þ. Let w(x, u, t) be a scalar-valued, vector-

valued, or tensor-valued function such that w(� , � , t) is continuous within each of the regions <þ

and <
�

, and let w(� , � , t) have definite limits wþ and w� as x approaches a point on the surface s(t)

from the paths entirely within the regions <
þ

and <
�

, respectively.

Definition 10.1: The jump of w(� , � , t) across s (t) is defined by

w½ �½ � ¼ wþ � w� (10:105)

Clearly, for each time t, the jump vwb of w(� , � , t) can be a function of the position on s (t).

Therefore, it is expressible in surface coordinates and time only.

Definition 10.2: The surface s (t) is said to be the singular surface with respect to w( � , � , t) if

w½ �½ �= 0 (10:106)

This definition may be extended to include the spatial and temporal derivatives of w.

Definition 10.3: If the jump vwb of tensor field w is normal to s (t), the discontinuity of w is said to

be longitudinal; if tangent to s (t), transversal.

In a metric space, the jump of any tensor may be resolved unequally into longitudinal and trans-

versal components.

The entire differential theory of singular surfaces grows from the application of modified

Hadamard’s lemma to

w;a ¼ w,a þ w,kxk
,a (10:107)
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so that

w½ �½ �;a¼ w½ �½ �,aþ½½w,k��x
k
,a (10:108)

which asserts that the jump of a total tangential derivative is total tangential derivative of the jump.

Particularly, for w(x, t)

w½ �½ �,a¼ ½½w,a�� ¼ ½½w,kx k
,a�� ¼ ½½w,k��x

k
,a (10:109)

that is, the jump of a tangential derivative is the tangential derivative of the jump.

As the values of w(x, u, t) in <þ and <� are in general entirely unrelated to one another, the

limiting values of the normal derivatives of w( � , � , t) on two sides of the singular surface s (t)

@w

@n

	 
	 

are unrestricted (10:110)

Assuming also that the limiting values wþ and w� are continuously differentiable functions of t in

<
þ and <�, respectively, we derive a condition that the discontinuity in w(� , �, t) persists in time

rather than appearing and disappearing at some particular instant. In a metric space, however, the

existence of a definite speed of displacement un for the moving surface enable one to write the

kinematical condition of compatibility for a spatial tensor field

ddw

dt

	 
	 

¼

@w

@t

	 
	 

þ un ½½w,k�� n

k (10:111)

where ddw=dt is the displacement derivative defined by Truesdell and Toupin [20]. We shall come

to this formula latter. The formulas (10.108)–(10.111) are essential in the theory of singular sur-

faces. Henceforth, we shall make very often use of them.

Note that

ddw

dt

	 
	 

¼

ddw

dt

� �þ
�

ddw

dt

� ��
¼

ddw

dt

þ

�
ddw

dt

�

¼
dd

dt
w½ �½ � (10:112)

To simplify the calculation, we consider the notion of the jump defined by (10.105) as the

application of the operator v applied to the tensor field w. Then we state the following properties

of the operator v b:

(i) v b is linear operator.

Indeed, from the definition (10.105), we have

awþ bc½ �½ � ¼ a w½ �½ � þ b c½ �½ � (10:113)

for any a, b [ R and any tensor fields w,c of the same order and type. R is the set of real

numbers.

(ii)

wc½ �½ � ¼ kwl c½ �½ � þ kcl w½ �½ �
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where kwl and kcl are the mean values of w and c, respectively, that is,

kwl ¼
1

2
(wþ þ w�), kcl ¼

1

2
(cþ þ c�)

We already state the Hadamard’s lemma by (10.108).

From (ii) and (10.105) we conclude that if w is continuous, that is, if w1 ¼ w2 ¼ w then

wc½ �½ � ¼ w c½ �½ � (10:114)

A. SINGULAR SURFACES ASSOCIATED WITH A MOTION

So far we have introduced the basic concepts of the theory of moving singular surfaces. However,

there are certain conditions, the geometrical conditions of compatibility and kinematical conditions

of compatibility, which must be satisfied across the singular surfaces. The geometrical conditions of

compatibility relate the jump in the derivatives of w���( �, t) to the jump of the normal derivatives of

w���( �, t), the tangential derivatives of the jump of w���( �, t), and the geometrical properties of the

singular surfaces. Usually these conditions are iterated to yield higher-order conditions of compa-

tibility relating the jumps of the higher-order derivatives w���( �, t) and their derivatives. The deri-

vations of these conditions of compatibility are quite lengthy though rather straightforward. The

interested reader should consult the work of Thomas [19] and Truesdell and Toupin [20] in

which detailed derivations of these conditions are presented.

Definition 10.4: The order of a singular surface is (usually defined as) the lower order k þ l of the

derivative (@l=@tl)w���,i1���ik which suffers a finite jump across the surface.

Therefore, the zeroth-order singular surface is such that the tensor field w���(�, t) itself suffers a

discontinuity across it.

Here and in what follows, we assume that in regions <þ and <� on each side of the singular

surface s (t) the function w(x, u, t) and all its derivatives up to the highest order considered exist and

are continuously differentiable functions of x, u, and t, while on s (t) they approach definite limits

which are continuously differentiable functions of position.

There is no compelling reason to allow only discontinuities of this special type. Jump disconti-

nuities upon surfaces are not the only ones that occur in physical problems. Boundaries, slip

surfaces, dislocations, and tears are excluded as not being defined by sufficiently smooth jump

discontinuities in function of the material variables. Singularities at isolated lines or points are

common. In the case of jump discontinuities on surfaces, there is no a priori ground to expect

that the limit values on each side of the surface be continuously differentiable on the surface, as

we have assumed. The reasons for considering here only singularities of this kind are: (a) for

more general singularities other than those analyzed earlier scarcely any definite results are

known except in very particular cases and (b) singular surfaces of the above types are frequently

found useful in special theories of materials.

This definition of order of the singular surfaces is independent of the motion of any material

medium. We now suppose that a medium consisting of particles X is in motion through the

space of places x according to

x ¼ x( X, t), X ¼ X(x, t) (10:115)

We assume that these functions are single-valued and continuous. Modifications appropriate to

motion suffering discontinuity will be given later. We consider a surface s (t) given by a
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representation of the form (10.1), and set

F( X, t) ; f (x( X, t), t), so that f (x, t) ; F(x( X, t), t) (10:116)

identically in x, X, and t. Alternative representations of the moving surface are thus

s (t) : f (x, t) ¼ 0, S(t) : F( X, t) ¼ 0 (10:117)

The two representatives are the duals of one another. The other dual quantities, we are going to use

frequently here, are the outward unit normal vectors n and N of s and S, respectively; also, grad

x ; F and grad X ; F�1 denote material and space gradients of motion.

In the special case when f (x) ¼ 0, we say that the surface s is stationary; when F(X) ¼ 0, the

surface S is material. In the former case, the surface s consists always of the same places; in the

latter, S, of the same particles.

Although s(t) and S(t) are but different means of representing the same phenomenon, the two

surfaces so defined are, in general, entirely different from one another geometrically. The surface

f (x, t) ¼ 0 is a surface in the space of places, while the surface F( X, t) ¼ 0 is the locus, in the

space of particles, of the initial positions of the particles X that are situate upon the surface f (x, t) ¼ 0

at time t.

The dual of the speed of displacement, u
n
, is the speed of propagation

U
N
¼ �

@F=@t

jgrad Fj
(10:118)

Many of the singularities of greatest interest are included in the case when

w ¼ x(X, t) (10:119)

that is, are surfaces across which the motion itself, or one of its derivatives, is discontinuous. By the

order of a singular surface henceforth we shall mean, unless some other quantity is mentioned expli-

citly, that we are taking w ¼ x. Then at a singular surface of order 0, the motion x ¼ x( X, t) suffers

a jump discontinuity. This must be interpreted as starting that the particles X upon the singular

surface at time t are simultaneously occupying two places xþ and x� or jump instantaneously

from xþ to x�. Such discontinuities have been found in field theory of fracture mechanics.

Because fracture of the body is excluded from our consideration, the motion on a surface is

assumed to be continuous. Therefore, a singular surface of order zero is assumed not to exist,

and on every singular surface the relation ½½x�� ¼ 0 is supposed to hold.

On a singular surface of order 1, the deformation gradient and the velocity of the medium may

suffer finite discontinuity. Such a propagating singular surface will be called a shock wave.

On a singular surface of order 2, the deformation gradients and the velocity of the medium will

be continuous, while the second gradients of motion and the acceleration of material particles may

suffer jumps. Such a propagating singular surface will be called an acceleration wave.

Higher-order singular surfaces are similarly defined.

Clearly, the definition of the order of a singular surface may be expressed alternatively in

terms of the covariant derivatives with respect to material variables X, that is, w, K1���Kq
. No modi-

fication in the results is needed to allow us to substitute double tensors of the type w
k���ma���b
p���qg���d in

the various jump conditions. For example, in the case of a surface which is singular with respect

to w and also a singular surface of order 2 or greater with respect to the motion itself, the principle

of duality when applied to (10.111) yields

ddw

dt

	 
	 

¼

@w

@t

	 
	 

þ U

N
½½w,K ��N

K (10:120)
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where the displacement derivative dd=dt is defined in terms of the motion of the material diagram

F(X, t) ¼ 0. This result follows at once because, corresponding to any selected initial state, there is

a unique speed of propagation U
N

.

B. CONDITIONS OF COMPATIBILITY

Now, we are ready to write the compatibility conditions making use of the results of Sections

IV.B.3 and IV.B.4. In this way, we demonstrate the advantage of this procedure over iterative pro-

cedure (see Refs. [20, Sections 176 and 181]). Particularly, we confine ourselves to the expressions:

(10.90), (10.92), (10.95), (10.101), and (10.104). Then, making use of (10.109), (10.110), (10.112),

and (10.114) we write the following.

1. Geometrical Conditions of Compatibility

½½rT�� ¼ ½½@nT�� � nþ ½½T��,a � aa (10:121)

½½r(2)T�� ¼ ½½@(2)
n T�� � n� n

þ ½½@nT��,a þ bb
a ½½T��,b�� � (n� aa þ aa � n) (10:122)

þ (½½T��,ab � bab ½½@nT�� � aa � ab

2. Kinematical Conditions of Compatibility

@T

@t

	 
	 

¼ � u

n
½½@nT�� þ

d½½T��

dt
(10:123)

@rT

@t

	 
	 

¼

d ½½@nT��

dt
þ u

n

,a½½T��,a � u
n
½½@(2)

n T��

� �
� n

þ
d ½½T��,a

dt
� ( u

n
½½@nT��),a

	 

� aa (10:124)

@2T

@t2

	 
	 

¼ �u

n

2½½@(2)
n T�� � 2 u

n

d ½½@nT��

dt
�

d u
n

dt
½½@nT��

� u
n
u
n

,a½½T��,a �
d2

dt2
½½T�� (10:125)

There are several special cases of importance in continuum physics.

(a) If T is continuous, that is, if ½½T�� ¼ 0, then

½½rT�� ¼ ½½@nT�� � n (10:126)

½½r(2)T�� ¼ ½½@(2)
n T�� � n� nþ ½½@nT��,a � (n� aa þ aa � n)

� bab ½½@nT�� � aa � ab (10:127)

@T

@t

	 
	 

¼ � u

n
½½@nT�� (10:128)
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@rT

@t

	 
	 

¼

d ½½@nT��

dt
� u

n
½½@(2)

n T��

� �
� n� ( u

n
½½@nT��),a � aa (10:129)

@2T

@t2

	 
	 

¼ �u

n

2 ½½@(2)
n T�� � 2 u

n

d ½½@nT��

dt
�

du
n

dt
½½@nT�� (10:130)

(b) If in addition to T,rT is continuous, that is, if ½½T�� ¼ ½½@nT�� ¼ 0, then @T=@t is also

continuous. But,

½½r(2)T�� ¼ ½½@(2)
n T�� � n� n (10:131)

@rT

@t

	 
	 

¼ � u

n
½½@(2)

n T�� � n (10:132)

@2T

@t2

	 
	 

¼ �u

n

2½½@(2)
n T�� (10:133)

Let T ¼ x and ½½x�� ¼ 0. Then, in accordance with the definition of the order of singular

surfaces, we have the following.

(c) For a singular surface of order 1,

½½grad x�� ¼ a� N (10:134)

½½ _X�� ¼ �U
N

a (10:135)

where

a ¼ ½½grad x � N��

In componental form these read

½½x k
;K �� ¼ akNK (10:136)

½½_x k�� ¼ � u
n

ak (10:137)

where

ak ¼ ½½xk
;KNK ��

The vector a is the singularity vector; while (10.135) shows it to be parallel to the jump of

velocity, its magnitude varies with the choice of the initial state and thus does not furnish

a measure of the strength of the singularity. It is convenient to divide singular surfaces of

order 1 into two classes:

1. Material singularities, which affect only the deformation gradients.

2. Waves, including both shock waves and propagating vortex sheets. For the former,

the choice of the initial state is of prime importance.

For the latter, it is not, and the nature of the waves is best specified in terms of the jump of

velocity itself, ½½_x��, which may be arbitrary both in direction and in magnitude. Indeed, if we

adopt a strictly spatial standpoint, we may say the only geometrical and kinematical require-

ment is that discontinuities in velocity be propagated, both the amount of the discontinuity
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and the speed of propagation being arbitrary. Moreover, it follows that a jump in velocity is

impossible unless it is accompanied by jumps in the deformation gradients.

(d) For a singular surface of order 2

½½grad2 x�� ¼ b� N� N (10:138)

½½grad _x�� ¼ �U
N

b� N (10:139)

½½€x�� ¼ �U
N

2b (10:140)

where

b ¼ ½½N � (grad2 x)N��

In componental form these read

½½xk
;KL�� ¼ bkNKNL (10:141)

½½_xk
;K �� ¼ �U

N
bkNK (10:142)

½½€xk�� ¼ �U
N

2bk (10:143)

where

bk ¼ ½½x k
;KLNKNL��

These formulae show that a singular surface of order 2 is completely determined by a vector b

and the speed of propagation, U
N

. In particular, material discontinuities of second order affect

only the derivatives x k
,KL, while discontinuities in the acceleration and in the velocity gradient

are necessarily propagated, and conversely, every wave of second order carries jumps in

the velocity gradient and the acceleration. Waves of second order are therefore called

acceleration waves.

3. Dynamical Conditions of Compatibility

When a singular surface involves field variables that are affected by the motion and deformation of

the medium, the geometrical and kinematical compatibility conditions should be supplemented by

restrictions originating from the local balance equations. These conditions are called the dynamical

conditions of compatibility. The dynamical conditions of compatibility are due to the local con-

servation of mass, balance of linear and angular momenta, balance of energy, and the local

Clausius–Duhem inequality on s (t).

These conditions are of fundamental importance in the investigation of many theoretical and

practical problems, such as a wave propagation, in continuum physics. Their investigation will

not be considered here.

VI. BALANCE LAWS OF BULK MATERIAL AND INTERFACE

As the primary objective of continuum physics is to determine the fields of density, motion, and

temperature, field equations are needed. It is customary to base such field equations upon the

equations of balance of mechanics, thermodynamics, and electrodynamics. These are the equations

of balance of mass, momentum, moment of momentum, and energy or, in other terms, the continuity
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equation, Newton’s laws of motion and the first, as well as the second law of thermodynamics for

both: bulk material and interface.

In case of electromagnetism, the Maxwell equations must be taken into consideration. They are

the set of four fundamental equations governing electromagnetism (i.e., the behavior of electric and

magnetic fields).

Particularly, we consider materials surfaces such as permeable, semipermeable as well as

impermeable.

Rather than considering the individual transport processes separately governing the balance of

mass, momentum, species, etc., we focus now on a single, abstract, generic conservation law,

known under the name general balance law, governing the transport of all extensive physical prop-

erties, in continuous three-dimensional media, and then in discontinuous media. Ultimately, the

generic balance equations will be applied in later chapters to specific physical circumstances.

A. TRANSPORT THEOREM

A kinematic theorem that proves useful in the derivation of balance laws in continuum physics is

the Reynolds theorem [28], in the literature known as transport theorem. We give it in a generalized

form in order that it might apply to a material region through which a phase interface is moving.

Once more, instead of a phase interface, we say that the material region is divided by a surface

which is discontinuous (singular) with respect to a quantity C.

In the analysis of phenomena involving singular surfaces two cases should be distinguished:

(a) s is a material surface

(b) s is not a material surface, but a surface passing through the medium

In case (a), the same material particles remain on the surface during its motion, and the analysis

concerns a film or layer, while in case (b) the analysis is applicable mainly to wave propagation

problems and phase transition phenomena. Moreover, in a number of free boundary problems

surfaces may be applied in modeling as well as in analysis.

We state here standard forms of transport theorems: for a volume which contains discontinuity

surfaces and for a surface in E3 [24].

1. Transport Theorem for a Volume which Contains Discontinuity Surfaces

We consider the material volume n of the body B which is divided by singular surface s into two

parts vþ and v� (Figure 10.2).

The outward unit normal to @v, the boundary of v, is denoted by n. The velocity of particle of the

body is denoted by _j.

The singular surface, assumed smooth, may be in motion with any speed of displacement u
n
. Is

also assumed that s (t) is a persistent singular surface with respect to a quantity C and possibly also

with respect to _j, the velocity of particle of the body denoted by j.5

5It should be noticed that in the previous considerations we write x and _x for the placement of the material particle and its

velocity independent of the dimension of the body, that is, whether the body is three-dimensional. This kind of notation will

be used later as well except when one-dimensional or two-dimensional continuum is observed. It is the case, for instance,

when the material surface is contained in three-dimensional body. In that case x and _x are quantities which are related to

two-dimensional body. With j ¼ j(J, t) we denote the position of the material particle j of three-dimensional material

body. Also with

_j ¼
Dmj

Dt
¼

dj

dt

����
j¼const

we denote the velocity of that particle [20].
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Further the outward normal of s, pointing to vþ is denoted also by n. The outward normal of @s,

the intersection of s and @s, is denoted by n, which is tangent vector field to s defined at the points

of @s.

Then, for any additive quantities, C associated to the body B the following transport theorem

holds:

Dm

Dt

ð

v�s

C dv ¼

ð

v�s

_CþC div_j
� �

dvþ

ð

s

½½C(_j� _x)�� � n da (A)

where vCb ¼ Cþ �C� indicates the jump of C across s.

2. Transport Theorem for a Surface

Let w be any additive quantity defined on surface s(t) (see Figure 10.3). Then the following

transport theorem is valid:

dm

dt

ð

s

w da ¼

ð

s

dmw

dt
þ w rs � _u� 2u

n
KM

� �	 

d a (B)

where

dm

dt
da ¼ rs � _u� 2u

n
KM

� �
da

Thus follows from da ¼
ffiffiffi
a
p

du1 du2 and (10.67)5.

For more detailed analysis of the transport theorem for a surface, which contains discontinuity

line 10 (see [29]).

∂v+

∂v–

v+

v–

ν

σ +

σ –

n

n

–n

n

A

A

∂σ

τ

FIGURE 10.2
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B. BALANCE LAWS FOR A SINGLE BODY

Generally an equation of balance can be written for all additive quantities, irrespective of their

physical nature. Therefore, this chapter starts with the formulation of a general equation of

balance and it proceeds by listing special cases that are of particular interest to continuum mech-

anics. To start in a fairly general manner, we shall consider a material volume of a body which

is separated into two parts vþ and v� by a singular surface s (see Figure 10.2).

Let C be an additive quantity associated with the body so that its amount in v may be

written as

C ¼

ð

vþ<v�
cv dvþ

ð

s

cs d a

where cv and cs are the volume and surface densities, of C, respectively.

The existence of the second integral is evidence of the occurrence of surface effects associated

with a concentration of the quantity C on a singular surface s.

In the analysis of phenomena involving singular surfaces, two cases should be distinguished:

(a) s is a material surface and (b) s is not a material surface, but a surface passing through the

medium. In case (a), the same material particles remain on the surface during its motion, and the

analysis concerns a film or layer, while in case (b) the analysis is applicable mainly to wave

propagation problems and phase transition phenomena. Moreover, in a number of free boundary

problems surfaces may be applied in modeling as well as in analysis.

Then the balance of the rate of change of C is given by (see [22,24,30])

Dm

Dt

ð

vþ<v�
cv dvþ

dm

dt

ð

s

cs da ¼

ð

@v�s

Fvn daþ

ð

v�s

pv dvþ

ð

@s

Fsn d‘þ

ð

s

ps d a (10:144)

where Fv and Fs are flux densities of c, pv and ps are supply (production) densities in the volume

and on the singular surface, respectively.
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The use of transport theorems (A) and (B), as well as the divergence theorems

ð

v�s

div w dvþ

ð

s

½½w�� � n da ¼

ð

@v�s

w � n da,

ð

S�v

divS t daþ

ð

v

½½t�� � n ds ¼

ð

@S�v

t � n ds

for all vectors w in E3, and tangential vectors field t, will provide more explicit expressions for

(10.144), that is,

ð

v

Dmcv

Dt
þ cvr �

_j� r �Fv � pv

� �
dv

þ

ð

s

dmcs

dt
þ cs rs � _u� 2u

n
KM

� �
� rs �Fs � ps

	 

da

þ

ð

s

½½cv(_j� _x)�Fv�� � n da ¼ 0 (10:145)

The localization of (10.145) now gives the local balance laws

Dmcv

Dt
þ cvr �

_j� r �Fv � pv ¼ p̂v, in v� s (10:146)

dmcs

dt
þ cs (rs � _u� 2u

n
KM)� rs �Fs � ps

þ ½½cv(_j� _x)�Fv�� � n ¼ p̂s, on s (10:147)

where

ð

v�s

p̂v dvþ

ð

s

p̂s da ¼ 0 (10:148)

The quantities p̂v and p̂s are called nonlocal volume and surface effects (or residuals), respectively

(see [31]).

Taking into account the influence of the quantities p̂v and p̂s when describing the behavior of

continuum takes us out from the local into nonlocal continuum theory. In the local continuum

theory, the absence of such quantities is a priori assumed; then p̂v ¼ 0 and p̂s ¼ 0. Restriction

(10.148) to nonlocal residuals is generally valid. In most cases it is assumed that

ð

v�s

p̂v dv ¼ 0,

ð

s

p̂s da ¼ 0 (10:149)

This assumption is physically justified in case when surface and volume residuals p̂v and p̂s are

independent or when their interaction is poor.

The relations (10.146) and (10.147) constitute the generic, volumetric, and surface balance

equations for continuous three-dimensional media at each point of the continuum with a surface

of discontinuity.

It is important to notice that adequate quantities in general balance law are defined over volume,

surface, and length units, respectively. Because volume, surface, and line are geometrical concepts,
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it is more appropriate, from the physical point of view, to define physical quantities over mass unit

whenever it is possible.

Having in mind that dm ¼ @ dV and dms ¼ g da, where @ and g are mass density of three- and

two-dimensional bodies, respectively, we write

cv �! @cv, pv �! @pv, p̂v �! @ p̂v (a)

cs �! gcs, ps �! g ps (b)

We call the reader’s attention to the fact that so-defined new quantities cv and cs do not change

their physical dimensions. Now local balance laws (10.146) and (10.147) become

Dm@cv

Dt
þ @cvr �

_j� rFv � @pv ¼ p̂v (10:150)

dmgcs

dt
þ gcs(rs � _u � 2 u

n
KM)� rs �Fs � gps

þ @cv(_j� _x)�Fv

h ih i
� n ¼ p̂s (10:151)

Particularly, for cv ¼ 1, Fv ¼ 0, @pv ¼ 0, @p̂v ¼ @̂ , from (10.150), we obtain the following.

(a) Balance of mass

Dm@

Dt
þ @r � _j ¼ @̂ (10:152)

or equivalently

@@

@t
þ r � (@_j) ¼ @̂ (10:153)

By substituting (10.152) into (10.150) we get, for bulk material,6 the following.

(b) Local balance law of cv

@
Dmcv

Dt
� r �Fv � @pv ¼ @ p̂v � @̂cv (10:154)

Here we confine our investigation mainly to the physical phenomena of nonpolar7 nonlinear

continuous bodies which are exposed to the thermodynamical (mechanical) effects. Other

effects, like chemical, electrical, electromagnetic, etc., can be treated in the same way.

Now, the basic fields of thermodynamics in the bulk materials on the interface, other

than mass density, are: motion and temperature. Then the field equations are based upon the

equations of balance (10.154), with C chosen as: momentum, moment of momentum,

energy, and entropy. The other quantities are identified in accordance with their physical

meaning in continuum mechanics. They are concisely given in Table 10.2 (see Refs. [24,30,31]).

Physical meaning of the quantities given in the Table 10.2 are: T ¼ Tklgl � gk is the stress

tensor,8 1 the internal energy, q ¼ q kgk the heat flux, h the entropy density, s ¼ skgk the

6The material occupying the region v� s is called bulk material.
7When material bodies are referred to as nonpolar, it means that all torques acting on the material are the results of forces.
8This way of representing tensors T ¼ Tklgl � gk differs from the representation T ¼ Tklgk � gl only when T is not sym-

metric. In continuum mechanics, this difference comes from the representation of stress vector t(n) ¼ tknk , where

n ¼ nkgk, tk — stress vectors acting on coordinate surface. Then, if we write tk ¼ tklgl we arrive to the representation T ¼

Tklgl � gk (see, for instance, Refs. [31,32], etc.). But, if we write tk ¼ tlkgl we arrive to the representation T ¼ Tklgk � gl

(see, for instance, Refs. [20,33,34], etc.).
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entropy flux, f ¼ f kgk the body force per unit mass, h the supply of energy per unit mass, u the

absolute temperature, and h=u the entropy production.

Further, all quantities with superscript are nonlocal residuals of corresponding quantities. For

definiteness, they are called nonlocal volume and surface effects (or residuals).

By “� �” we denote the summation convention over two pair of successive indices. Thus,

e � �T ¼ 1ijkT jkgi

where e is the Ricci alternation tensor. Also p� T ¼ eijkj
iT ljgk � gl.

9

With the notation introduced in the table, the equations of balance of microinertia, momen-

tum, moment of momentum, energy, and entropy read as follows.

(c) Momentum

r � Tþ @ (f � _j) ¼ @̂ _j� @ f̂ (10:155)

(d) Moment of momentum

e � �T ¼ @ p� f̂ (10:156)

(e) Energy (first law of thermodynamics)

�@_eþ tr T(r _j)T þ r � qþ @h ¼ @̂ e�
1

2
_j � _j

� �
þ @ f̂ � _j� @ĥ (10:157)

(f) Entropy inequality (second law of thermodynamics)

@ _h� r � s� @
h

u
� @

ĥ

u
� @̂h (10:158)

In classical, unlike rational, thermodynamics entropy flux is postulated in the form

s ¼
q

u
(10:159)

TABLE 10.2

c cv Fv pv p̂v

Momentum _j T f f̂

Moment of momentum p� _j p� T p� f p� f̂

Energy
1

2
_j � _jþ 1 TT _jþ q f � _jþ h f̂ � _jþ ĥ

Entropy h s h=u ĥ=u

9The cross product of a vector and a tensor is a tensor. It is a consequence of the product gi � (gj � gk) ¼

(gi � gj)� gk ¼ eijlg
l � gk . But, (gi � (gj)� gk) ¼ gi � (gj � gk) ¼ ejklgi � gl. Then a�A ¼ eijkaiAjlgk � gl;A� a ¼

eijkAliajgl � gk , where a and A are any vector and second-order tensor (see [35]). Then p� An ¼ (p� A)n. Also

nA� a ¼ �a� (nA) ¼ �a� ATn ¼ (� a� AT)n. These relations are useful for the calculation of the surface integrals

(see Ref. [36]).
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Then from (10.157) and (10.158) it follows that

�@ (_e� u _h)þ tr T(r _j)T þ q � r( ln u) � @̂ e� uh�
1

2
_j � _j

� �
þ @ f̂ � _j (10:160)

In solving specific problems, it is necessary to express balance laws in the compo-

nental form. It is useful to write them in general coordinate system. But, the choice of a

particular coordinate system depends on the problem which has to be solved. In general,

from mathematical point of view, we have to deal with the system of partial differential

equations.

Thus, the balance laws (10.152) and (10.155)–(10.158), read as follows.

(g) Balance of mass

_@þ @_j
k

,k ¼ @̂ (10:161)

(h) Balance of momentum

T kl
,k þ @(f l � €j

l
) ¼ @̂ _j

l
� @ f̂ l (10:162)

(i) Balance of moment of momentum

elmnTmn ¼ @elmnpm f̂n (10:163)

(j) Balance of energy (first law of thermodynamics)

�@_eþ Tkl _jl, k þ qk
,k þ @h ¼ @̂ e�

1

2
_j

k _jk

� �
þ @f̂ k _jk � @ĥ (10:164)

(k) Entropy inequality (second law of thermodynamics)

�@(_1� u _h)þ Tkl _jl,k þ qk( ln u),k � @̂ 1� uh�
1

2
_j

k _jk

� �
þ @ f̂ k _jk (10:165)

It is important to note that (10.149)1 holds for the set (@̂ ,@f̂ l,@ĥ) of the residuals over their

domains of definitions, that is:

ð

v�s

(@̂ ,@ f̂ l, @ĥ) dv ¼ 0 (10:166)

In many cases, it is more convenient to use the material representation of these balance laws:

TKl
,K þ @0(f l � €j

l
) ¼ @̂0

_j
l
� @0 f̂ l (10:167)

� @0 _1þ TK
k

_j
k

;K þ QK
,K ¼ @̂0 1�

1

2
_j

k _jk

� �
þ @0 f̂ k _jk � @0(ĥþ h) (10:168)
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and entropy inequality

�@0(_1� u _h)þ TK
k

_j
k

;K þ QK( ln u),K � @̂0 1 � uh�
1

2
_j

k _jk

� �
þ @ 0 f̂ k _jk (10:169)

where10

@o ¼ @J, J ¼ det (j k
;K), @̂0 ¼ @̂J, TKl ; JXK

;k tkl, QK ; JXK
;kqk

C. NONMATERIAL INTERFACE: BOUNDARY CONDITIONS

In the case when discontinuity surface is not a material (e.g., the surface propagates as a wave), g ¼

0 by definition. Then, all the quantities which are related to the surface are equal to zero, except

surface nonlocal effect p̂s (see (b)): cs,Fs, and ps. Then (10.151) becomes

½½@cv(_j� _x)�Fv�� � n ¼ p̂s (10:170)

Formally, (10.170) states the general boundary condition corresponding to the equation by

which a balance law of the quantity cv is expressed. Specially, (10.170) defines the boundary con-

dition for @

½½@(_j� _x)�� � n ¼ ĝ (10:171)

as then cv ¼ 1, Fv ¼ 0, and p̂s ¼ ĝ .

The other explicit form of boundary conditions for the specific physical quantity cv is obtained

by using data from Table 10.1:

½½@_j� (_j� _x)� T��n ¼ f̂s (10:172)

0 ¼ ‘̂s � p� f̂s (10:173)

@ 1þ
1

2
_j � _j

� �
(_j� _x)� _jT� q

	 
	 

n ¼ 1̂s (10:174)

½½@h(_j� _x)� s�� � n ¼ n̂s (10:175)

which present boundary conditions for balance of momentum (10.155), balance of moment of

momentum (10.156), balance of energy (10.157), and balance of entropy (10.158).

1. Material Interface

The singular surface will also be used as a mathematical model for a thin wall or a membrane which

separates one part of the body under consideration from another part.

Then the interfacial balance law (10.151) can be used in the way which is completely analogous

to the procedure of using balance law (10.150) of three-dimensional body (bulk material). Thus for

cs ¼ 1, Fs ¼ 0, ps ¼ 0, p̂s ¼ ĝ , as well as cv ¼ 1 and Fv ¼ 0 we obtain the following

(a) Balance of mass of interface

dmg

dt
þ g rs � _u� 2u

n
KM

� �
þ ½½@ (_j� _x)�� � n ¼ ĝ (10:176)

10Note that @0 is reduced to referent density only in the case when @̂ ¼ 0.
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From (10.151) and (10.176) we get, in the case of general parameterization of interface, the

following.

(b) Local balance law of the quantity cs

g
dmcs

dt
� rs �Fs � g ps þ ½½@(cv � cs)(_j� _x)�Fv��n ¼ p̂s � ĝcs (10:177)

where

dmcs

dt
¼
@cs

@t
þ £

_u
cs

It is more usual in the literature to use orthogonal parameterization, because then (10.177)

can be written in more simplified form.

From mathematical point of view, problems of two-dimensional bodies are more complex

because of the geometry of the bodies. In general case, here we are dealing with the Riemann

geometry of surface, which is much more complicated than Euclidean geometry. Having this

in mind, mathematical models of two-dimensional bodies are primarily simplified by dis-

regarding the effects which can be physically justified, as some nonlocal influences, such

as surface mass residual, microinsertion influence, etc. Then for the general balance law

(10.177) we write

g
dmcs

dt
� rs �Fs � g ps þ ½½@(cv � cs)(_j� _x)�Fv��n ¼ 0 (10:178)

For such mathematical models, we write balance laws by using general balance law (10.178)

and Table 10.3.

Here, S ¼ Siagi � aa is the surface stress, fs the external body force per unit mass of

material surface, 1s the specific internal surface energy, qs ¼ qa
saa the surface heat flux

vector, hs the surface entropy density, ss ¼ saaa the surface entropy flux vector, and hs=u
the surface entropy production.

It is also

x� S ¼ 1ijkx jSkagi � aa

Next, by substituting corresponding quantities from Table 10.2 into (10.178) we get the

following balance laws for material interface.

(c) Balance of momentum of material interface

g €x� rs � S� g fs þ ½½@ (_j� _x)� (_j� _x)� T��n ¼ �ĝ _x (10:179)

(d) Balance of moment of momentum of material interface

1ijkxi
,aS jag k ¼ �ĝx� _x (10:180)

TABLE 10.3

c cv Fv ps

Momentum _x S fs

Moment of momentum x� _x x� S x� fs

Energy
1

2
_x � _xþ 1s S_xþ qs f � _xþ hs

Entropy hs sss hs=u
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(e) Balance of energy of material interface

g_es � tr ST(rs _x)� rsqs � ghs

þ @
1

2
(_j� _x)2 þ (1v � 1s)

	 

(_j� _x)� TT(_j� _x)� q

	 
	 

� n

¼ �ĝ 1s �
1

2
_x_x

� �
(10:181)

(f) Balance of entropy of material interface

g _hs � rs � ss � g
hs

u
þ ½½@(h� hs)(_j� _x)� s�� � n ¼ �ĝhs (10:182)

Remark: In the special case when the mathematical model is a nonpolar continuum, where the

influence of nonlocality is disregarded, that is, when

ĝ ¼ 0

balance laws of material interface (10.176) and (10.179)–(10.182) become (see [30])

@g

@t
þ rs (g _u)� 2g u

n
KM þ ½½@(_j� _x)��n ¼ 0 (10:183)

g €x� rsS� g fs þ ½½@(_j� _x)� (_j� _x)� T��n ¼ 0 (10:184)

1ijkxi
,aS jag k ¼ 0 (10:185)

g_1s � tr ST(rs _x)� rs � qs � ghs

þ @
1

2
_j� _x
� �2

þ(1v � 1s)

	 

(_j� _x)� TT(_j� _x)� q

	 
	 

n ¼ 0 (10:186)

g _hs � rsSs � g
hs

u
þ ½½@ (h� hs)(_j� _x)� s�� n ¼ 0 (10:187)

Relation (10.185) is significantly simplified by decomposing the stress tensor on normal and

tangential components

S ja ¼ San j þ Sbax
j
,b (10:188)

Then (10.185) is reduced to

Sa ¼ 0, 1abSab ¼ 0 (10:189)

Thus, surface stress

S ¼ Sabaa � ab (10:190)

is a symmetrical tensor.

These balance laws are valid for the most general class of material surfaces which allow mass

transport of the bulk material through it, that is, when

(_j� _x) � n = 0 (10:191)

Such material surfaces are said to be permeable.
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In some cases, material surfaces allow transport of just one kind of a bulk material. For that

material, which we are going to denote by a, (10.191) is valid in the form:

(_ja � _x) � n = 0 (10:192)

Then the condition of impermeability for the bulk material b reads

(_jb � _x) � n ¼ 0 (10:193)

Such material surfaces are said to be semi-permeable.

2. Impermeable Material Surface

It is the most restricted class of material surfaces. In that case the particles of the bulk material do

not pass through surface. Mathematically, it is equivalent to the condition

(_j� _x) � n ¼ 0 (10:194)

Then balance laws of the impermeable material surface reads

@g

@t
þ rs � (g _u)� 2u

n
gKM ¼ 0 (10:195)

g €x� rs � S� gfs � ½½T�� n ¼ 0 (10:196)

g_1s � tr ST(rs _x)� rs � qs � ghs � ½½T
T(_j� _x)þ q�� � n ¼ 0 (10:197)

g _hs � rs � ss � g
hs

u
þ ½½s�� � n ¼ 0 (10:198)

D. BALANCE LAWS FOR A MIXTURE

In single-component systems (or pure substances), which have been considered, up to now, the

chemical composition in all phases is the same. But, in many areas within the field of continuum

physics it is necessary to use the fact that the material being described may be composed of

several different constituents.

Such multicomponent systems are called mixtures. In these systems, the chemical composition

of a given phase changes in response to pressure and temperature and these compositions are not the

same in all phases.

The constituents of mixture, generally, may react with each other to produce new constituents.

Such a general material will be called a heterogeneous reacting continuum or simply a reacting

continuum. If the constituents composing the material do not react, then it will be called a hetero-

geneous continuum. An example of a reacting continuum is a dissociating and ionizing gas. Liquid

helium II, an electrically conducting plasma, and a suspension of solid particles in a fluid are

examples of heterogeneous continua.

Most of the literature on reacting continua and on heterogeneous continua deals with chemi-

cally reacting fluids. This literature has been unified and generalized by Truesdell and Toupin

[20], who presented the differential balance equations for a mixture of chemically reacting conti-

nua. They do not restrict the continuum to be a solid, liquid, or gas.

Thus, the theory of mixture is more complicated than the theory of a single body but not differ-

ent in kind.

The approach presented here is an extension of the program started by Truesdell [37] to the

problem of nonlocal heterogeneous continuum.
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Modeling of the behavior of multicomponent systems can be done using several methods and

looking at the problem at different spatial scales. Eringen and co-workers [38,39] have developed

the micromorphic theory of mixture of several constituents in anticipation of the possible appli-

cation, for example, to crystal lattices in which the lattice sites are regularly occupied by two or

more different ions or molecules, to granular or polycrystalline mixture, to composite materials,

or to fluid suspensions.

For derivation of complete theory, we refer the reader to the above papers and literature cited in

them. Because of that here we give the basic concepts and expressions which are going to be used in

what follows.

In order to treat motion of physical mixtures possibly undergoing chemical changes, Fick [40]

and Stefan [41] suggested that each place x may be regarded as occupied simultaneously by several

different particles Xa,a ¼ 1, 2, . . . , k, one for each constiuent a. The mixture is thus represented as

a superposition of a continuous media, each of which follows its own individual motion

x ¼ xa(Xa, t) (10:199)

Henceforth, media whose motion is described by (10.199) will be called heterogeneous if a . 1; if

a ¼ 1, they will be called simple. In considering kinematics of heterogenous systems, we follow

Truesdell and Toupin [20].

Then the constituent (individual) velocity va is defined by

va ;
@x

@t

����
Xa¼const

or vk
a ;

@xk

@t

����
Xa¼const

(10:200)

Further, because each constituent has its individual density@a, we define the total density @ by

@ ¼
Xk

a¼1

@a (10:201)

The concentration ca of the constituent a is defined by

ca ¼
@a

@
(10:202)

so that (10.201) is equivalent to

Xk

a¼1

ca ¼ 1 (10:203)

The mean velocity v of the mixture is defined by the requirement that the total mass flow is the

sum of the individual mass flows:

@ v ¼
Xk

a¼1

@ava or v ¼
Xk

a¼1

cava (10:204)

The diffusion velocity or peculiar velocity of the constituent a is its velocity relative to the mean

velocity:

ua ¼ va � v (10:205)
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From (10.204) it follows

Xk

a¼1

@aua ¼ 0,
Xk

a¼1

caua ¼ 0 (10:206)

That is to say, the mean velocity has been defined in such a way that the total mass flow of the dif-

fusive motions is zero.

We now introduce two different material derivatives _c and �c ; the former, which coincides with

that used for simple media, follows the mean motion, while the latter follows the individual motion

of the constituent a:

_c ¼
@c

@t
þ v � gradc, �c ¼

@c

@t
þ va � gradc (10:207)

Hence

�c� _c ¼ ua � gradc (10:208)

so that the two derivatives coincide, in the case when c is a nonconstant scalar, if and only if (iff)

the diffusion velocity of the constituent a is tangent to the surface c ¼ const.

Further, we set

@c ;
X

a

@aca (10:209)

and then, making use of (10.207), we obtain the following fundamental identity:

X

a

@a
�ca ¼ @ _cþ c

@@

@t
þ div (@v)

	 


þ
X

a

div (@acaua)�
X

a

ca

@@a

@t
þ div (@ava)

	 

(10:210)

or

X

a

@a
�ca ¼ @ _cþ c

@@

@t
þ (@ vk),k

	 


þ
X
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(@acauk
a),k �

X

a
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@@a
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a),k

	 

(10:211)

Upon this identity, which relates the material derivative of the mean value (10.209) to the mean

value of the material derivatives, all our proofs of equations of balance in a heterogeneous medium

are founded.

Then, the general balance laws can be written in the form

ð

v

ca dv

� �
¼

ð

@v

fan d aþ

ð

v

pa dv (10:212)

As this holds for all v, however small, a classical argument yields the differential form of the

general balance:

�ca þ ca div va � divfa � pa ¼ p̂a (10:213)

½½ca(va � u)� fa�� n ¼ ~̂pa (10:214)
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where

ð

v�s

p̂a dvþ

ð

s

~̂pa da ¼ 0

Remark: It is very important to underline that p̂a and ~̂pa contain both influences: nonlocality and

chemical reactions of the constituents. A very general theory of mixture for micromorphic material

with chemical reactions can be found in Cvetković [42]; herein we follow this approach, which is

based on Eringen’s paper [43]. Also we make use of their notations. Note that these papers contain

only parts of p̂a and ~̂pa, that is, the influence of a chemical reaction. In other words, they did not take

into account the effects of nonlocality. Here we underline that the influence of nonlocality will be

taken into account through the constitutive equations.

By using arguments quite similar to those presented in Section IV.B, we derive constituent

balance equations for mixture.

1. The balance of mass

In this case ca ¼ @a, fa ¼ 0, pa ¼ 0, and p̂a ¼ @b̂a. Then from (10.213) and (10.214) we

obtain

�@a þ @a div va ¼ @b̂a or
@@a

@t
þ div (@ava) ¼ @b̂a (10:215)

½½@a(va � u)��n ¼ 0 (10:216)

In order to further simplify the calculation, particularly having in mind (10.210), we need

the expression @@=@t þ div (@v). This can be achieved by summing (10.215) and (10.216)

over all constituents. In this way, we obtain the local balance equation of mass of mixture

@@

@t
þ div (@v) ¼ 0,

X

a

b̂a ¼ 0 (10:217)

as a consequence of the assumption that the mass of mixture does not change.

Making use of (10.215) and (10.217) in (10.210), we reduced the fundamental identity to

the form

X

a

@a
�ca ¼ @ _cþ

X

a

div (@acaua)�
X

a

@b̂aca (10:218)

Also, we write

ca �! @aca, pa �! @apa, p̂a �! @p̂a (10:219)

Then, in view of (10.213)–(10.215), and (10.219), we obtain

divfa þ @a (pa � c 0a) ¼ @ (b̂aca � p̂a) (10:220)

½½@aca(va � u)� fa�� n ¼ ~̂pa (10:221)

These relations are fundamental in obtaining the local form of constituent balance equations

for mixture. In order to derive them, we can use Table 10.2 for a constituent of mixture. In this

way, we obtain the following.
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2. The constituent local balance equations for momentum:

tk
a, k þ @a (fa � �va) ¼ @b̂ava (10:222)

½½tk
a � @ava(vk

a � uk�� nk ¼ 0 (10:223)

Further, we need the following.

3. The constituent local balance equations for moment of momentum:

tkl
a, k þ tl

a �
~t
l

a þ @af l
a ¼ @b̂ l

ava (10:224)

½½tkl
a ��nk ¼ 0 (10:225)

We do not need the constituent local balance laws of energy and entropy. Again, we refer

the reader to the original literature if needed (see, for instance, Ref. [42]).

The mixture local balance of momentum and moment of momentum and the jump

conditions are obtained by summing (10.222)–(10.225) over all constituents. The results

are as follows.

(a) The balance of momentum

t k
,k þ @ (f � _v) ¼ 0 (10:226)

½½tk � @ v(vk � uk)��nk ¼ 0 (10:227)

where

@ f ¼
X

a

@afa, tk ¼
X

a

(tk
a � @auauk

a) (10:228)

(b) The balance of moment of momentum

t km
,k þ tm � �t

m
þ @ fm ¼ @ v

X

a

b̂m
a (10:229)

under the conditions

X

a

b̂m
a ¼ 0 (10:230)

Also, by definition

tkm ¼
X

a

t km
a , tm � �t

m
¼
X

a

(tm
a �

�t
m

a ); @fm ¼
X

a

fm
a , (10:231)

½½tkl��nk ¼ 0 (10:232)

VII. CONCLUSION

Motion, stress, energy, entropy, and electromagnetism are the concepts upon which field theories are

constructed. Laws of conservation or balance are laid down as relating these quantities in all cases.

These basic principles, which are in integral form, in regions where the variables change sufficiently

smoothly are equivalent to differential field equations; at surfaces of discontinuity, to jump conditions.
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The field equations and jump conditions form an undetermined system, insufficient to yield

specific answers unless further equations are supplied.

The balance laws of continuum physics make no reference to the constitution of the body.

Material bodies of the same mass and geometry respond to the same external effects in different

ways. Internal constitution of matter is responsible for these differences. From a continuum

point of view, we may develop equations which reflect the nature of the material and the consti-

tution of the body. Such a set of the equations are known as constitutive equations. Thus, the charac-

terization of particular materials is brought within the framework of continuum physics through the

formulation of constitutive equations (or equation of state).

From theoretical point of view, constitutive equations define an ideal material. Mathematically

the purpose of these relations is to support connections between kinematic, mechanical, thermal,

and electromagnetic fields which are compatible with the field equations and which, in conjunction

with them, yield a theory capable of providing solutions correctly set problems.

Each field of continuum mechanics deals with certain continuous media including fluids, which

are liquids or gases (such as water, oil, air, etc.) and solids (such as rubber, metal, ceramics, wood,

living tissue, etc.). If the constitutive equations are valid for physical objects such as fluids we call

the field of continuum, mechanics fluid mechanics. Another important field in which constitutive

equations are valid for solids is known as solid mechanics.

Physically, constitutive equations represent various forms of idealized material response which

serve as model of the behavior of actual substances. The predictive value of models, as assessed

experimentally over particular ranges of physical conditions, affords justification for the special

continuum mentioned above.

Because the constitutive theory is very broad and is a specific subject, owing to the limited

space here we refer the reader to [31–34,44].

In this way the theoretical approach is completed. Then, the particular problems of bulk

material and interfaces can be considered and solved.

Thus, the constitutive equations and field equations together, along with the jump conditions

and boundary condition, should lead to a definite theory, predicting specific answers to particular

problems.
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I. INTRODUCTION

Like other heterogeneous solid–fluid systems, adsorption systems generally involve a number of

interacting phenomena and processes. For their proper design, the knowledge of both equilibrium

and kinetics is essential. Most of the methods for estimation of equilibrium and kinetic parameters

described in the literature address either the problem of equilibrium or the one of kinetics, but not

both. Also, most of these methods are used for estimation of parameters of a priori assumed models.

The method presented in this chapter is based on nonlinear frequency response and the concept

of higher-order frequency response functions, which have been proven as very convenient tools for

analyzing weakly nonlinear systems. The basics for their application lay in the facts that:

. In addition to the first (basic) harmonic, frequency response (FR) of a nonlinear system also

contains a DC component and a number (theoretically indefinite) of higher harmonics.
. A model of a weakly nonlinear system can be replaced by an indefinite sequence of linear

models of different orders. In the frequency domain, these linear models are defined as fre-

quency response functions (FRFs) of different orders, which can be estimated from differ-

ent harmonics of the FR.

Being generally weakly nonlinear, adsorption systems make good candidates for investigation

by means of nonlinear FR. As it will be shown further in the text, the nonlinear FR method enables

identification of the kinetic mechanism and estimation of both equilibrium and kinetic parameters

from the same experimental data.

The nonlinear frequency response (NLFR) method for investigation of adsorption systems has been

developed as an extension of the classical FR method, by applying the mathematical tools of Volterra

series and the concept of higher-order FRFs. For that reason, after a very brief survey of other methods

for adsorption equilibrium and kinetic measurements, we will give a short overview of the application of

the classical FR method and a brief description of the concept of higher-order FRFs.

A. BRIEF SURVEY OF METHODS FOR ADSORPTION EQUILIBRIUM AND KINETIC MEASUREMENTS

A large number of methods for measurements of adsorption isotherms and kinetic data (mostly

diffusion coefficients) have been developed and published. A number of good reviews in this

area can be found in classical adsorption books.
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1. Equilibrium Measurements

Reviews of experimental methods for determination of adsorption isotherms are given, for example,

by Rouquerol et al. [1], Guiochon et al. [2], and Do [3]. Also, there are a number of good review

papers that cover some experimental techniques [4–7]. Details about operational procedures

can be found in Ref. [1], while Ref. [7] gives a critical review of standard sorption-measuring

instruments.

The most commonly used methods for gas adsorption systems are manometric or volumetric,

gravimetric, and different chromatographic methods. Combinations of two methods can be used for

measuring adsorption of gas mixtures [8].

For liquid adsorption systems, different variations of chromatographic methods are used most

commonly, although static methods have also been reported [2,6].

As mentioned, there are different variations of chromatographic methods. The most well known

are [2,4–6]: frontal analysis, frontal analysis by characteristic point, perturbation method, elution

method by characteristic point, and inverse chromatography.

2. Kinetic Measurements

Although different kinetic mechanisms are generally influencing the overall rate of adsorption pro-

cesses [9], some kind of a diffusion process is usually recognized (or assumed) as a limiting step.

Accordingly, most of the efforts in this area are focused on developing methods for measuring dif-

fusion coefficients. Good reviews of such methods are given in Refs. [3,10,11]. These methods

could generally be divided into two groups:

1. Microscopic, such as NMR spectroscopy, pulsed field gradient NMR (PFG-NMR), quasi-

elastic neutron scattering (QENS), or isotope exchange technique

2. Macroscopic, such as the analysis of uptake curves, Wicke-Callanbach methods based on

steady-state or transient diffusion cell, time lag method, chromatographic methods, zero

length column (ZLC) method, and FR method

Diffusion coefficients determined using different methods can differ substantially [11]. In the

last couple of years, several research groups investigating different methods for diffusivity

measurements have been performing collaborative research to understand and overcome this

problem [12].

B. METHODS BASED ON LINEAR FR

FR (quasi-stationary response of a system to a periodic input change around a steady-state value) is

one of the most commonly used methods for investigation of process dynamics and for model

identification. After the pioneer work of Naphtali and Polinski [13], it has also been used for inves-

tigation of adsorption systems, mainly of adsorption kinetics. Owing to its potential for dealing with

reasonably fast systems and its role as an alternative to other methods, in the last two decades the

FR method became attractive to a number of investigators, dealing with both theoretical and exper-

imental aspects of this technique. Several research groups have made considerable contributions in

the application of the FR method: at the Toyama University in Japan [14–17], at CNRS-LIMSI,

Orsay, France [18–22], at the University of Queensland, Australia [23–29], at the University of

Edinburgh, Scotland [30–39], and recently, also at the Hungarian Academy of Science, Budapest

[37–39], at the Kyungnam University in Masan, South Korea [40,41], and at the Vanderbilt

University, Neshville, USA [42,43]. In the majority of these references, the FR method is used

for estimation of kinetic parameters in gas–solid adsorption systems and only single adsorbates

are considered. Some exceptions are: Gregorczyk and Carta [44], who used FR for investigation

of adsorption from liquid phase on polymeric adsorbents, Boniface and Ruthven [45], who
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considered FR of a chromatographic column, and Park et al. [40], who considered multicomponent

adsorption.

The commonly investigated system consists of a reservoir in which gaseous adsorbate and

adsorbent particles are placed together, with periodic change of the reservoir pressure, usually

caused by forced periodic change of the reservoir volume (Figure 11.1), although the change of

the inlet flow rate in a flow-through adsorber has also been considered [29,40,41]. Most investi-

gators measure only the reservoir pressure response and analyze the so-called “in-phase” and

“out-of-phase” characteristic functions, first introduced by Yasuda [15], which are directly

related to the real and imaginary parts of the frequency transfer function [28]. The LIMSI group

also measures the particle temperature [21], thus extending the method to nonisothermal systems.

The FR method was introduced as a method for macroscopic measurement of diffusion coeffi-

cients, but it can also be used for measurement of equilibrium data. The diffusion coefficient is

obtained from the locus of the maximum of the “out-of-phase” function, while the slope of the

adsorption isotherm can be obtained from the low-frequency asymptote of the “in-phase” function

[15]. Some applications of the FR methods to investigation of heterogeneous reaction systems have

also been reported [46–51].

In all these investigations, very small input amplitudes were used to justify the use of a linear

technique for investigation of generally nonlinear adsorption systems. One of the main drawbacks

of the classical, linear FR method for investigation of adsorption kinetics is that, in a number of

cases, same shapes of linear FR characteristic functions are obtained for different kinetic mechan-

isms, and the method is reduced to estimation of kinetic parameters of an assumed model. One

example of such behavior is the same shape of characteristic curves obtained for adsorption gov-

erned by micropore, pore, or pore–surface diffusion mechanisms [28]. Another very characteristic

example is the case of bimodal characteristic functions (with two maxima of the “out-of-phase” and

two inflection points of the “in-phase” characteristic functions [31,33,35]). These results were

shown to fit equally well to three different kinetic models [19,33,35]. As it will be shown in

Section III, the nonlinear FR method can overcome this problem.

C. NLFR AND THE CONCEPT OF HIGHER-ORDER FRFS

NLFR is a quasi-stationary response of a nonlinear system to a periodic (sinusoidal or cosinusoidal)

input, around a steady state. One of the most convenient tools for treating nonlinear FRs is the

concept of higher-order FRFs [52], which is based on Volterra series and generalized Fourier

transform. This concept will be briefly presented below.

Let us consider a stable system with a single input x and single output y. Dynamic response of a

linear system to an arbitrary input x(t) can be defined using a convolution integral

y(t) ¼

ð1

�1

g(t) x(t � t) dt (11:1)

where g(t) is the so-called impulse-response function of the system, or its kernel.

FIGURE 11.1 Schematic representation of a batch ideally mixed adsorber with volume variation.
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On the other hand, the response of a weakly nonlinear system, for which the system nonlinearity

has a polynomial form (or can be developed in a Taylor series) can be represented in the form of a

Volterra series:

y(t) ¼
X1

n¼1

yn(t) (11:2)

with the nth element of the series defined as

yn(t) ¼

ð1

�1

� � �

ð1

�1

gn(t1, . . . , tn) x(t � t1) � � � x(t � tn) dt1 � � � dtn (11:3)

gn(t1, . . . ,tn) is the nth order Volterra kernel, or the generalized impulse-response function of order n.

The first element of the Volterra series y1 corresponds to the linearized model, while y2, y3, . . .
are the “correction” functions of the 1st, 2nd, . . . orders.

Similar to Taylor series expansion, a Volterra series of indefinite length is needed for exact rep-

resentation of a nonlinear system, but for practical applications, finite series can be used.

Frequency response functions. By applying the Fourier transform to the function g(t), the FRF,

or frequency transfer function is obtained:

G(v) ¼

ð1

�1

g(t) e�jvt dt (11:4)

This function is directly related to the amplitude and phase of the quasi-stationary response to a

single harmonic input:

x ¼ A cos(vt) ¼) t! 1: y(t) ¼ AjG(v)j cos(vt þ arg(G(v)) (11:5)

On the other hand, by applying multidimensional Fourier transform on the function

gn(t1, . . . ,tn), the nth-order FRF or the nth-order generalized transfer function is obtained:

Gn(v1, . . . ,vn) ¼

ð1

�1

� � �

ð1

�1

gn(t1, . . . , tn) e j(v1t1þ���þvntn) dt1 � � � dtn (11:6)

If the input is a periodic function of the general form

x(t) ¼
XN

k¼1

Ake jvkt (11:7)

the nth element of the Volterra series defined in Equation (11.3) is

yn(t) ¼
XN

k1¼1

XN

k2¼1

� � �
XN

kn¼1

Ak1
Ak2
� � �Akn

Gn(vk1
,vk2

, . . . ,vkn
) e j(vk1

þvk2
þ���þvkn )t (11:8)

For a single harmonic input

x(t) ¼ A cos(vt) ¼
A

2
e jvt þ

A

2
e�jvt (11:9)
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the first three elements of the Volterra series become

y1(t) ¼ G1(v)
A

2
e jvt þ G1(�v)

A

2
e�jvt (11:10)

y2(t) ¼ G2(v,v)
A

2

� �2

e2jvt þ 2G2(v,�v)
A

2

� �2

e0 þ G2(�v,�v)
A

2

� �2

e�2jvt (11:11)

y3(t) ¼ G3(v,v,v)
A

2

� �3

e3jvt þ 3G3(v,v,�v)
A

2

� �3

e jvt

þ 3G3(�v,�v,v)
A

2

� �3

e�jvt þ G3(�v,�v,�v)
A

2

� �3

e�3jvt (11:12)

In this way, the nonlinear model of the system is replaced by an indefinite sequence of functions

of the 1st, 2nd, 3rd, . . . orders, and the output is obtained as a sum of the basic harmonic (of the same

frequency as the input), a DC (nonperiodic) term and indefinite number of higher harmonics. This is

schematically shown in Figure 11.2.

The DC component of the output is obtained by collecting the nonperiodic terms:

yDC ¼ 2
A

2

� �2

G2(v,�v)þ 6
A

2

� �4

G4(v,v,�v,�v)þ � � � (11:13)

the first harmonic by collecting the terms of frequency v:

yI ¼ BI cos(vt þ wI) ¼
A

2

� �
G1(v)þ 3

A

2

� �3

G3(v,v,�v)þ � � �

( )
e jvt

þ
A

2

� �
G1(�v)þ 3

A

2

� �3

G3(v,�v,�v)þ � � �

( )
e�jvt (11:14)

the second harmonic by collecting the terms of frequency 2v:

yII ¼ BII cos(2vt þ wII) ¼
A

2

� �2

G2(v,v)þ 4
A

2

� �4

G4(v,v,v,�v)þ � � �

( )
e2jvt

þ
A

2

� �2

G2(�v,�v)

(

þ 4
A

2

� �4

G4(v,�v,�v,�v)þ � � �

)
e�2jvt (11:15)

FIGURE 11.2 Schematic representation of FR of a nonlinear system.
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the third by collecting the terms of frequency 3v:

YIII ¼ BIII cos(3vt þ wIII) ¼
A

2

� �3

G3(v,v,v)

(

þ 5
A

2

� �5

G5(v,v,v,v,�v)þ � � �

)
e3jvt

þ
A

2

� �3

G3(�v,�v,�v)

(

þ 5
A

2

� �5

G5(v,v,�v,�v,�v)þ � � �

)
e�3jvt (11:16)

and so on.

For weakly nonlinear systems, the contributions of the higher harmonics and higher FRFs

decrease with the increase of their order. Different harmonics of the output can be estimated directly

by harmonic analysis of the output signal. On the other hand, as can be seen from Equation (11.13)

to Equation (11.16), the first-order function G1(v) corresponds to the dominant term of the first

harmonic, the second-order functions G2(v,v) and G2(v,�v) to the dominant terms of the

second harmonic and the DC component, respectively, the third-order function G3(v,v,v) to

the dominant term of the third harmonic, etc. This fact enables estimation of different FRFs

from the harmonics of the output obtained for different input amplitudes, as shown by Lee [53].

II. NLFR OF AN IDEALLY MIXED ADSORBER

The NLFR method was first applied to the reservoir-type adsorber, such as the one presented in

Figure 11.1. It is assumed that the gas phase in the reservoir is ideally mixed and all particles

are equally exposed to the gas phase. The method is not restricted to batch adsorbers with

forced periodic modulation of the reservoir volume, but can be used for other configurations as

well (e.g., for continuous flow adsorbers with periodic modulation of the inlet molar flow rate).

The system is considered to be in concentration and temperature equilibrium in the initial state

(before the start of the input modulation).

A. DEFINITION OF TRANSFER FUNCTIONS

The usual way of using the FR technique for investigation of adsorption kinetics is to analyze the

response of the adsorber (the periodic change of the pressure in the adsorber reservoir). Neverthe-

less, the final aim of the FR investigation is to reveal the kinetic mechanism and to obtain the equi-

librium and kinetic parameters of the adsorption process. In practice, this aim is reduced to

identification of the best mathematical model of the adsorbent particle. Accordingly, we recognize

the particle as a subsystem of the adsorber (Figure 11.3) and we define two sets of FRFs (general-

ized transfer functions), one representing the model on the adsorber and the other on the particle

scale [54,55]. The particle FRFs depend only on the kinetic mechanism, while the adsorber ones

depend on the adsorber type as well.

1. Adsorber Scale FRFs

When a chosen adsorber input x is modulated periodically in the quasi-stationary state, all the

output variables of the adsorber become periodic functions of time as well. In the general non-

isothermal case, four adsorber outputs can be defined: pressure P and temperature Tg of the gas
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phase in the reservoir, and the concentration in the solid phase (loading) Q and the particle temp-

erature Tp (Figure 11.3). For the general nonlinear case, each output is related to the input change

via an indefinite sequence of FRFs, as shown in the schematic block diagram given in Figure 11.4.

2. Particle Scale FRFs

The mathematical model of the particle relates the sorbate concentration in the particle Q and the

particle temperature Tp (the particle outputs) to the pressure P and the temperature Tg of the gas

surrounding the particle (the particle inputs). A general block diagram of a particle is presented

in Figure 11.5. Six sets of FRFs are needed to define the particle model, four of them relating

each output to each input and two series of cross-functions relating each output to both inputs.

We use F to denote the FRFs corresponding to the output Q, and H for those corresponding to

Tp. The subscript represents the input variable (P for pressure and T for the gas temperature).

The particle FRFs depend only on the kinetic mechanism and not on the adsorber type, so they

can be used for identification of the kinetic model and estimation of its parameters.

The definitions of the adsorber and particle transfer functions can be applied to various kinetic

mechanisms and different types of adsorbers. They are valid for the general nonlinear,

FIGURE 11.3 Schematic representation of an ideally mixed adsorber. (From Petkovska, M., Nonlinear Dyn.,

26, 351–370, 2001. With permission.)

FIGURE 11.4 A general block diagram of an ideally mixed adsorber. (From Petkovska, M., Nonlinear Dyn.,

26, 351–370, 2001. With permission.)
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nonisothermal case, as well as for special cases. For example, for a special linear case, each set of

FRFs shown in Figure 11.4 and Figure 11.5 reduces to a single (the first order) FRF. Regarding the

isothermality, we consider three cases: the general nonisothermal case for which both the gas and

particle temperatures are variable, a special nonisothermal case with constant gas temperature and

variable particle temperature, and the isothermal case for which both the gas and particle tem-

peratures are constant. In these two later cases, the model is significantly simplified: for Tp = const,

Tg ¼ const the complete model reduces to three series of adsorber FRFs and two series of particle

FRFs (only the white and light shadowed boxes in Figure 11.3 and Figure 11.4), while for

Tp ¼ const, Tg ¼ const it reduces to two series of adsorber and one series of particle FRFs (only

the white blocks in Figure 11.3 and Figure 11.4).

B. PROCEDURE FOR PRACTICAL APPLICATION OF THE NLFR METHOD

In this section we present a procedure for practical application of the general concept of FR investi-

gation of adsorption kinetics, presented in the previous section. The procedure consists of several steps.

Step 1. Experimental FR measurements. The chosen adsorber input is modulated in a periodic

way and, after a quasi-stationary behavior is reached, all directly measurable adsorber outputs are

measured and recorded. The experiments are performed for a number of different frequencies and

for several different values of the input amplitude.

Step 2. Harmonic analysis of the output signals. The recorded output signals are analyzed using

fast Fourier transform. As a result, the DC components and the amplitudes and phases of the first,

second, third, . . . , harmonics of the measured outputs are obtained.

Step 3. Estimation of the adsorber FRFs. From the results of Step 2, obtained for different input

amplitudes, the FRFs corresponding to different adsorber outputs are estimated, using Equations

(11.1)–(11.3) and the procedure given by Lee [53]. If some of the adsorber outputs cannot be

measured directly (usually that is the case with the loading Q, and sometimes with the particle

temperature Tp) the FRFs corresponding to the unmeasured outputs are calculated using the adsor-

ber model equations [55]. As a result of this step, all FRFs defined in Figure 11.3 (the Z, W, X, and Y

functions) are known.

FIGURE 11.5 A genearal block diagram of an adsorbent particle. (From Petkovska, M., Nonlinear Dyn., 26,

351–370, 2001. With permission.)

NLFR Method for Investigation of Equilibria and Kinetics of Adsorption Systems 291



Step 4. Calculation of the particle FRFs from the adsorber ones. Starting from the adsorber

FRFs, obtained in Step 3, the particle FRFs defined in Figure 11.4 (the F and the H functions)

are calculated. The key equations for this calculation are obtained by expressing Q and Tp once

using the model on the adsorber scale (using Figure 11.3) and the other time using the model on

the particle scale (Figure 11.4). As a result, the following expressions are obtained [55].

For the first-order FRFs:

X1(v) ¼ Z1(v)F1,p(v)þW1(v)F1;T(v) (11:17)

Y1(v) ¼ Z1(v)H1,p(v)þW1(v)H1, T(v) (11:18)

For the second-order FRFs:

X2(v1,v2) ¼ Z2(v1,v2)F1,p(v1 þ v2)þW2(v1,v2)F1,T(v1 þ v2)

þ Z1(v1)Z1(v2)F2,pp(v1,v2)þW1(v1)W1(v2)F2,TT(v1,v2)

þ
Z1(v1)W1(v2)F2,pT(v1,v2)þ Z1(v2)W1(v1)F2,pT(v2,v1)

2
(11:19)

Y2(v1,v2) ¼ Z2(v1,v2)H1,p(v1 þ v2)þW2(v1,v2)H1,T(v1 þ v2)

þ Z1(v1)Z1(v2)H2,pp(v1,v2)þW1(v1)W1(v2)H2,TT(v1,v2)

þ
Z1(v1)W1(v2)H2,pT(v1,v2)þ Z1(v2)W1(v1)H2,pT(v2,v1)

2
(11:20)

and so on.

From this set of equations, the functions F1,p(v), F1,T(v), H1,p(v), H1,T(v), F2,pp(v1,v2),

F2,TT(v1,v2), F2,pT(v1,v2), H2,pp(v1,v2), H2,TT(v1,v2), H2,pT(v1,v2) etc., are determined,

knowing the functions Z1(v), W1(v), X1(v), Y1(v), Z2(v1,v2), W2(v1,v2), X2(v1,v2), Y2(v1,v2),

and so on. This procedure is not straightforward for the general nonisothermal case, but becomes

quite simple for some special cases. The details can be found in Ref. [55].

Step 5. Identification of the kinetic model. The particle FRFs calculated in Step 4 are compared

with theoretically derived sets of particle FRFs corresponding to different mechanisms. Recogniz-

ing the significant patterns of the FRFs, the most probable model or models are chosen. This is poss-

ible owing to the fact that the second- and higher-order particle FRFs corresponding to different

kinetic models have different shapes [56]. This step assumes that a library of theoretical sets of par-

ticle FRFs corresponding to different kinetic mechanisms has been previously formed. The pro-

cedure for theoretical derivation of particle FRFs is given in Section III.A, and some examples

in Sections III.B–III.E.

Step 6. Parameter estimation. Using the model chosen in Step 5 and the particle FRFs

estimated from the experimental FR measurements, obtained in Step 4, the model parameters

are estimated. Estimation of the model parameters for some particular cases is discussed in

Sections IV and V.

III. LIBRARY OF THEORETICAL PARTICLE FRFs

One of the important assumptions for application of the procedure for identification of adsorption

kinetics from NLFR is that a certain library of sets of higher-order FRFs corresponding to different

kinetic models is available. The number of cases which could be included in such a library is very

big. Here, we will first describe the procedure for theoretical derivation of the particle FRFs, and

then list the FRFs for some specific simple isothermal and nonisothermal adsorption mechanism,

and for some more complex ones. All these cases correspond to adsorption of pure gases.
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A. PROCEDURE FOR DERIVATION OF PARTICLE FRFs

The procedure for theoretical derivation of the particle FRFs for a general nonisothermal, nonlinear

case is shortly given below.

Step 1. Setting up the model equations on the particle scale. These equations are generally

nonlinear partial differential equations (PDEs). For analysis in the frequency domain, it is most con-

venient to use nondimensional concentrations and temperatures, defined as relative deviations from

their steady-state values.

Step 2. Definition of the inputs. The particle inputs (P and Tg) are defined as harmonic functions

of the general form:

P ¼ A1e ju1t þ A2e ju2t þ A3e ju3t þ � � � (11:21)

Tg ¼ B1e jw1t þ B2e jw2t þ B3e jw3t þ � � � (11:22)

Step 3. Definition of the outputs. The particle outputs (Q and Tp) are represented in the form of

Volterra series [52] of the general form:

y(t) ¼
X1

i¼1

AiG1,p(ui) e juit þ
X1

i¼1

BiG1,T(wi) e jwit

þ
X1

i¼1

X1

j¼1

AiAjG2,pp(ui, uj) e j(uiþuj)t þ
X1

i¼1

X1

j¼1

BiBjG2,TT(wi, wj) e j(wiþwj)t (11:23)

þ
X1

i¼1

X1

j¼1

AiBjG2,pT(ui, wj) e j(uiþwj)t þ
X1

i¼1

X1

j¼1

AjBiG2,pT(wi, uj) e j(wiþuj)t þ � � �

Using the same notation as in Figure 11.4, G ; F if the considered output is y ¼ Q, and G ; H

for y ¼ Tp . In most cases the concentration and temperature within the particle are not uniform and

the outputs are defined as their mean values.

Step 4. Substitution of the inputs and outputs into the model equations. The substitution itself is

trivial, but the resulting equations are generally very cumbersome.

Step 5. Application of the method of harmonic probing. This method is performed by collecting

the terms with A1 e ju1t, B1 e jw1t, A1A2 e j(u1þu2)t, B1B2e j(w1þw2)t, A1B1e j(u1þw1)t, and so on, in the

equations obtained in Step 4, and equating them to zero. In the resulting sets of equations, time

as independent variable is replaced by frequency, while the dependent variables are replaced by

the corresponding sets of FRFs. These sets of equations define the first, second, third, . . . , FRFs.

Step 6. Solving the equations obtained in Step 5. The solution procedure is recursive, that is, the

equations defining the first-order FRFs are solved first, next the ones defining the second-order

FRFs, and so on.

Practical application of this procedure for different cases can be found in Refs. [56–59]. We

recommend to interested readers to look at the detailed derivation of the first- and second-order

FRFs for a simple nonisothermal adsorption mechanism in Ref. [57].

B. PARTICLE FRFS FOR SIMPLE ISOTHERMAL MECHANISMS

Our library contains FRFs for four simple isothermal mechanisms: Langmuir kinetics, film resist-

ance model, micropore diffusion, and pore–surface model. For each mechanism, a short description

with the model equations is given, together with the expressions for the first-order FRF F1,p(v), and

two second-order FRFs, F2,pp(v,v) and F2,pp(v,�v). No details about the FRF derivation will be

given here. They can be found in Refs. [56,60].
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All concentrations in the considered models are defined as nondimensional relative deviation

from their steady-state values. In that way, the FRFs correlate the relative deviation of the concen-

tration in the adsorbent particle to the relative deviation of the pressure or bulk concentration of the

gas around the particles.

Standard Bodé-plots (amplitudes versus frequency in log–log and phases versus frequency in

semi-log diagrams) will be used for graphical representation of the FRFs.

1. Surface Barrier Model (Langmuir Kinetics Model)

This is the simplest kinetic case in which the overall adsorption process is governed by the rates of

adsorption and desorption of the solute molecules onto and from the surface. For this case, the

adsorption kinetics is usually described by the well-known Langmuir kinetic equation:

dq

dt
¼ ka p(q0 � q)� kdq (11:24)

In this equation, t is the time, p the nondimensional pressure (for isothermal case equal to the

nondimensional bulk concentration in the gas phase c), and q the nondimensional concentration

in the solid phase. ka and kd are the modified adsorption and desorption rate constants, and q0

the non-dimensional concentration in the solid phase corresponding to maximal coverage

(all these modified parameters depend on the steady state around which the system is perturbed

and their definitions can be found in Refs. [56,60]).

Here are the expressions for the first- and second-order FRFs obtained for this model [56]:

F1,p(v) ¼
KL

tLvjþ 1
, KL ¼

ka

kd

q0, tL ¼
1

kd

(11:25)

F2,pp(v,v) ¼ �
K2

L

q0

1

2tLvjþ 1

� �
1

tLvjþ 1

� �
(11:26)

F2,pp(v,�v) ¼ �
K2

L

q0

1

1þ t2
Lv

2
(11:27)

The graphical representation of these functions is given in Figure 11.6.

2. Film Resistance Model

If the overall mass transfer resistance is lumped in the fluid film surrounding the particle or in the

thin skin at the particle surface, a simple, lumped parameter, film resistance model can be used:

dq

dt
¼ km( p� G(q)) ¼ km p�

@p

@q

����
s

qþ
1

2

@2p

@q2

����
s

q2 þ � � �

� �� �

¼ km( p� aqq� bqqq2 � � � � ) (11:28)

km is the modified mass transfer coefficient and G (q) the equilibrium relation (generally non-

linear), which has been replaced by its Taylor series expansion (the coefficients of this expansion,

aq, bqq , . . . depend on the steady-state concentration Qs and pressure Ps).
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The first- and second-order FRFs for this case are [56]:

F1,p(v) ¼
KF

tFvjþ 1
, KF ¼

1

aq

, tF ¼
1

aqkm

(11:29)

F2,pp(v,v) ¼ �
bqq

a3
q

1

2tFvjþ 1

� �
1

tFvjþ 1

� �2

(11:30)

F2,pp(v,�v) ¼ �
bqq

a3
q

1

1þ t2
Fv

2
(11:31)

Their graphical representation is given in Figure 11.7. This figure corresponds to a favorable

isotherm (bqq . 0).

3. Micropore Diffusion Model

In a number of adsorbents, the adsorbent particle is composed of a large number of microporous

microparticles, with larger pores between them. If the dominant mass transfer resistance is

within the microparticles, the adsorption process is controlled by the rate of micropore diffusion

and the model is defined by the material balance on the microparticle level. For one-dimensional

Fickian diffusion, it can be described by the following equation:

@qm

@t
¼

1

r
sm
m

@

@rm
rsm

m Dm

@qm

@rm

� �
(11:32)

with the boundary conditions:

rm ¼ 0:
@qm

@rm
¼ 0 (11:33)

rm ¼ Rm: qm ¼ Q( p) ¼
@qm

@p

����
s

pþ
1

2

@2qm

@p2

����
s

p2 þ � � � ¼ ap pþ bpp p2 þ � � � (11:34)

FIGURE 11.6 First- and second-order FRFs for Langmuir kinetics model. (From Petkovska, M. and Do, D.D.,

Nonlinear Dyn., 21, 353–376, 2000. With permission.)
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In these equations, rm is the microparticle space coordinate and Rm its half-dimension, qm is the

non-dimensional concentration of the adsorbate in the micropores, Dm the micropore diffusion

coefficient and sm the microparticle shape factor (sm ¼ 0 for plane, sm ¼ 1 for cylindrical, and

sm ¼ 2 for spherical microparticle geometry). Q is the adsorption isotherm relation (generally non-

linear), which is again replaced by its Taylor series expansion (the coefficients of which, ap , bpp , . . .
depend on the steady-state pressure and concentration). The meaning of the boundary condition

(11.33) is that the concentration profile in the microparticle is symmetrical, and of the boundary

condition (11.34) that adsorption equilibrium is established at the micropore mouth.

The concentration in the micropores depends on the position in the microparticle. Therefore,

the mean concentration defined as

kqml ¼
sm þ 1

R
smþ1
m

ðRm

0

rsm

m qm(rm) drm (11:35)

is used as the particle output.

For the case of constant micropore diffusion coefficient, derivation of the first- and higher-order

FRFs is relatively simple, for all three geometries. The first- and second-order FRFs are [56]:

F1,p(v) ¼ apF (v) (11:36)

F2,pp(v,v) ¼ bppF (2v) (11:37)

F2,pp(v,�v) ¼ bpp (11:38)

with

F(v) ¼

tanh(a
ffiffiffiffi
v
p

Rm)

a
ffiffiffiffi
v
p

Rm

, sm ¼ 0

2
I1(a

ffiffiffiffi
v
p

Rm)

a
ffiffiffiffi
v
p

RmI0(a
ffiffiffiffi
v
p

Rm)
, sm ¼ 1

3
a

ffiffiffiffi
v
p

Rm coth(a
ffiffiffiffi
v
p

Rm)� 1

a2vR2
m

, sm ¼ 2

8
>>>>>>>>><

>>>>>>>>>:

and a ¼

ffiffiffiffiffiffi
j

Dm

s
(11:39)

FIGURE 11.7 First- and second-order FRFs for film resistance model. (From Petkovska, M. and Do, D.D.,

Nonlinear Dyn., 21, 353–376, 2000. With permission.)
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One of the interesting results is that, for the micropore diffusion model with constant diffusiv-

ity, the functions F1,p(v) and F2,pp(v,v) have the same form. This conclusion can be extended to

higher-order functions (F3,ppp(v,v,v), F4,pppp(v,v,v,v), etc.). The asymmetrical second-order

FRF F2,pp(v,�v) is constant (as well as the FRFs F4,pppp(v,v,�v,�v), F6,pppp(v,v,v,�v,

�v,�v), etc.).

An example of the first- and second-order FRFs, corresponding to slab geometry (sm ¼ 0) and

favorable isotherm (bpp , 0) is shown in Figure 11.8. The characteristic behavior of the FRFs

for this case is that the amplitudes and phases of F1,p(v) and F2,pp(v,v) have identical shapes

(the curves could be overlapped by horizontal translation), while the amplitude and phase of the

function F2,pp(v,�v) are constant.

4. Pore–Surface Diffusion Model

In most activated carbon adsorbents, the adsorption kinetic is governed by particle diffusion

which generally takes place by two parallel mechanisms: pore diffusion (diffusion of the

solute molecules within the particle pores) and surface diffusion (diffusion of the adsorbate

molecules adsorbed on the pore walls). For this case, the model is defined by the particle

material balance:

(1� 1p)
@qi

@t
þ 1p

Cis

Qis

@ci

@t
¼ (1� 1p)

1

rs
@

@r
Dsr

s @qi

@r

� �
þ 1p

Cis

Qis

1

rs
@

@r
Dprs

@ci

@r

� �
(11:40)

with the following boundary conditions:

r ¼ 0:
@ci

@r
¼
@qi

@r
¼ 0 (11:41)

r ¼ R: ci ¼ p (11:42)

FIGURE 11.8 First- and second-order FRFs for micropore diffusion model. (From Petkovska, M. and

Do, D.D., Nonlinear Dyn., 21, 353–376, 2000. With permission.)
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Local equilibrium within the particle pores is usually assumed:

8r: qi ¼ Q(ci) ¼
@qi

@ci

����
s

ci þ
1

2

@2qi

@c2
i

����
s

c2
i þ � � � ¼ apci þ bppc2

i þ � � � (11:43)

In these equations, r is the particle spatial coordinate and R its half dimension, 1p the particle

porosity, qi and ci are the nondimensional concentrations in the solid phase (adsorbed) and in the

gas phase within the pores, respectively, and Qis and Cis the corresponding dimensional concen-

trations in steady state, which are in equilibrium, Dp and Ds are the pore and surface diffusion

coefficients, s the particle shape factor, and Q the adsorption isotherm relation, which is again

replaced by its Taylor series expansion around the steady state. The boundary conditions are

based on the assumptions of concentration profiles symmetry (Equation (11.41)) and no mass

transfer resistance at the particle surface, that is, equal concentrations at the pore mouth and in

the bulk gas (Equation (11.42)).

The total concentration of the adsorbate in the particle is a weighted sum of the concentrations

in the solid and in the gas phase within the pores. As it changes with the position in the particle, the

mean concentration is used again. The nondimensional mean concentration is

kql ¼
1

(1� 1p)Qis þ 1pCis

sþ 1

Rsþ1

ðR

0

rs((1� 1p)Qisqi(r)þ 1pCisci(r)) dr (11:44)

The FRFs for the pore–surface diffusion model were derived for the case of constant pore and

surface diffusion coefficients. The first-order FRF can be derived analytically for all three particle

geometries (the solution is analogous to the one obtained for the micropore diffusion model). On the

other hand, the second- and higher-order FRFs can be derived analytically only for the slab particle

geometry. These are the expressions for the first- and second-order FRFs, for Dp ¼ const,

Ds ¼ const, and s ¼ 0 [56,58]:

F1,p(v) ¼
(1� 1p)apQis þ 1pCis

(1� 1p)Qis þ 1pCis

F(v) (11:45)

F2,pp(v,v) ¼
(1� 1p)bppQis

(1� 1p)Qis þ 1pCis

� [(1þ ja2Ds)F(v)� a2R2v(1þ ja2Ds)F
2(v)F(2v)� ja2DsF(2v)] (11:46)

F2,pp(v,�v) ¼
(1� 1p)bppQis

(1� 1p)Qis þ 1pCis

1þ ja2Ds

2
ðF(v)þF(�v))� ja2Ds

� �
(11:47)

with

F(v) ¼
tanh(a

ffiffiffiffi
v
p

R)

a
ffiffiffiffi
v
p

R
, a ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j

(1� 1p)apQis þ 1pCis

(1� 1p)apQisDs þ 1pCisDp

s
¼

ffiffiffiffiffiffiffiffi
j

Deff

r
(11:48)

Deff is the effective or apparent diffusion coefficient, which is often defined for the pore–surface

diffusion model.

An example of the first- and second-order FRFs for the pore–surface diffusion model, corres-

ponding to a favorable adsorption isotherm (bpp , 0), is shown in Figure 11.9.

Unlike the FRFs corresponding to micropore diffusion model, for this case the shapes of F1,p(v)

and F2,pp(v,v) are different (the amplitude of F2,pp(v,v) changes the slope several times and the

phase has a distinct minimum), and the amplitude of F2,pp(v,�v) is not constant, but a descending
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curve with horizontal asymptotes for low and high frequencies. These characteristics can be used

for clear discrimination between the pore–surface diffusion and the micropore diffusion mechanism.

Figure 11.10 shows the first- and second-order FRFs for a special case of the pore–surface dif-

fusion model, for Ds ¼ 0 (pure pore diffusion). For this case, the characteristic behavior of the

second-order FRFs become even more significant: the amplitude of F2,pp(v,v) has a local

minimum and its phase a very distinctive minimum, while the amplitude of F2,pp(v,�v)

approaches 0 at high frequencies and not to some finite value. For this case, the effective diffusion

coefficient Deff , defined in Equation (11.48), reduces to the pore diffusion coefficient Dp .

5. Influence of the Isotherm Shape

The FRFs shown in Figure 11.7–Figure 11.10 all correspond to favorable adsorption isotherms. As

an example, in Figure 11.11 we show the FRFs corresponding to the micropore diffusion model and

unfavorable isotherm (bpp . 0). Comparison with Figure 11.8 shows that the amplitudes remain

unchanged, while the phases of the second-order FRFs are shifted by þp (start at 0, for v ¼ 0,

instead at 2p, which is the case for favorable isotherms). Analogous results were obtained for

the other kinetic mechanisms under investigation [56]. The value of the phase of F2,pp(v,v)

(and the low-frequency asymptotic value of the phase of F2,pp(v,v)) is directly related to the

sign of the second derivative of the adsorption isotherm bpp and, consecutively, to the isotherm

shape: it is 0 for bpp . 0 (unfavorable isotherm) and –p for bpp , 0 (favorable isotherm). The

change of the phase of F2,pp(v,�v) from one steady state to another is a signal that an inflection

point exists between those two steady states.

6. Summary of the FRFs Characteristics for Simple Isothermal Mechanisms

The characteristic features of the first- and second-order FRFs corresponding to the four simple iso-

thermal mechanisms are summarized in Table 11.1. The slopes of the high-frequency asymptotes of

the amplitudes and the high-frequency asymptotic values of the phases are listed in this table. The

phases are given for the case of a favorable isotherms and the values corresponding to unfavorable

FIGURE 11.9 First- and second-order FRFs for the pore–surface diffusion model. (From Petkovska, M. and

Do, D.D., Nonlinear Dyn., 21, 353–376, 2000. With permission.)
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isotherms are given in parentheses. These features can be used for identification of the kinetic

mechanism governing the adsorption process.

C. PARTICLE FRFS FOR COMPLEX ISOTHERMAL MECHANISMS: BIDISPERSED SORBENTS

In the case of bidispersed adsorbents, diffusion on both macroparticle (pellet) and microparticle

scale usually influence the overall adsorption rate [9]. Often, surface barrier (finite adsorption or

1

0.1

0.01

A
R

1E-6 1E-5 1E-4 1E-3
1E-3

0.01 0.1 1

0.000

-3.925

-4.710

-0.785

-3.140

f(
ra

d)

1E-41E-51E-6 1E-3 0.01 0.1
w(rad/s)

1

F1p(w)
F2pp(w,w)
F2pp(w,-w)

FIGURE 11.10 First- and second-order FRFs for pure pore diffusion. (From Petkovska, M., Bull. Chem.

Technol. Macedonia, 18, 149–160, 1999. With permission.)

FIGURE 11.11 First- and second-order FRFs for micropore diffusion and unfavorable isotherm. (From

Petkovska, M. and Do, D.D., Nonlinear Dyn., 21, 353–376, 2000. With permission.)
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desorption rate at the micropore mouth) and film mass transfer resistance at the macroparticle

surface also have to be taken into account. The general isothermal model, in which the kinetics

of diffusion on both scales, as well as surface barrier and film mass transfer resistance are taken

in account, for Fickian diffusion processes, Langmuiran adsorption kinetics at the micropore

mouth, and linear driving force in the stagnant film at the particle surface, is obtained as the follow-

ing set of equations.

The material balance for the microparticle:

@qm

@t
¼

1

rm

@

@rm
rsm

m Dm

@qm

@rm

� �
(11:49)

with the boundary conditions:

rm ¼ 0:
@qm

@rm
¼ 0 (11:50)

rm ¼ Rm: Dm

@qm

@rm
¼ kaci(q0 � qm)� kdqm (11:51)

The material balance for the macroparticle:

(1� 1)
@qi

@t
þ 1

Cis

Qis

@ci

@t
¼ 1

Cis

Qis

1

rs
@

@r
Dprs

@ci

@r

� �
(11:52)

with

qi ¼
sm þ 1

R
smþ1
m

ðRm

0

rsm

m qm(rm) drm (11:53)

and the boundary conditions:

rm ¼ 0:
@qi

@r
¼
@ci

@r
¼ 0 (11:54)

r ¼ R: Dp

@ci

@r
¼ km( p� ci) (11:55)

TABLE 11.1
Summary of the high-frequency behavior of the first- and second-order FRFs for different

simple isothermal kinetic mechanisms

Mechanisms

Slope of the amplitude for v!1 Phase for v!1

Specific featuresF1,p(v) F2,pp(v,v) F2,pp(v,v) F1,p(v) F2,pp(v,v)

Langmuir kinetics 21.0 22.0 22.0 2p/2 22p

Film resistance 21.0 23.0 22.0 2p/2 25p/2 (23p/2)

Micropore diffusion 20.5 20.5 0 2p/4 25p/4 (2p/4) jF2,pp(v,�v)j ¼ const

F1,p(v) and F2,pp(v,v)

have identical shapes

Pore–surface

diffusion

20.5 20.5 0 2p/4 25p/4 (2p/4) jF2,pp(v,�v)j #

F1,p(v) and F2,pp(v,v)

have different shapes

Pure pore diffusion 20.5 20.5 20.5 2p/4 25p/4 (2p/4) F2,pp(v,v): local minimum

of the amplitude and

distinct minimum

of the phase
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The mean value of the concentration in the particle:

kql ¼
1

(1� 1p)Qis þ 1pCis

sþ 1

Rsþ1

ðR

0

rs(1� 1p)Qisqi(r)þ 1pCisci(r) dr (11:56)

The notations used in Equations (11.49)–(11.56) are the same as those used in Section III.B.

In case of fast adsorption and desorption kinetics, when equilibrium is practically established at

the micropore mouth, the boundary condition (11.51) is transformed in the following way:

rm ¼ Rm: qm ¼ Q(ci) ¼
@qm

@ci

����
s

ci þ
1

2

@2qm

@c2
i

����
s

c2
i þ � � � ¼ apci þ bppc2

i þ � � � (11:57)

On the other hand, if the mass transfer resistance of the film at the particle surface is negligible,

the boundary condition (11.55) becomes

r ¼ R: ci ¼ p (11:58)

The first- and second-order FRFs for the general model (microporeþmacropore diffusionþ

surface barrierþ film resistance), defining the relation between kql and p, were derived analytically

for the case of constant diffusion coefficients and slab geometry. The following expressions were

obtained [61]:

F1,p(v) ¼
1Cis þ (1� 1)ka=kdq0Qis

1Cis þ (1� 1)Qis

g(v)F(a(v)
ffiffiffiffi
v
p

R) (11:59)

F2,pp(v,v) ¼ L(v)

�
j(v)G1(2v)�

a2(v)

2a2(v)� a2(2v)
F(a(v)

ffiffiffiffi
v
p

R)

�
1� j

2

1

cosh2(a(v)
ffiffiffiffi
v
p

R)

�
(11:60)

F2,pp(v,�v) ¼ �
(1� 1)(ka=kd)2q0Qis

1Cis þ (1� 1)Qis

Re(w(v))jg(v)j2

�
a2(v)F(a(v)

ffiffiffiffi
v
p

R)þ a2(�v)F( ja(�v)
ffiffiffiffi
v
p

R)

a2(v)þ a2(�v)
(11:61)

In Equations (11.59)–(11.61) the following groups have been defined:

b ¼

ffiffiffiffiffiffi
j

Dm

s

F(X) ¼
tanh(X)

X

w(v) ¼
Rm

kd

F(b
ffiffiffiffi
v
p

Rm)vjþ 1

� ��1
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a(v) ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
j

1Dp

1þ (1� 1)
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q0Qis

Cis

w(v)F(b
ffiffiffiffi
v
p

Rm)

� �s
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Cis

w(v)F(b
ffiffiffiffi
v
p

Rm)

� �
R
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ffiffiffiffi
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R)vjþ 1

� ��1
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(1� 1)(ka=kd)2q0Qis

1Cis þ (1� 1)Qis

w(v)F(a(v)
ffiffiffiffi
v
p

R)w(2v)F(a(2v)
ffiffiffiffiffiffi
2v
p

R)g2(v)

j(v) ¼
Qis

1DpCis

�
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2a2(v)� a2(2v)
�

1

a2(2v)

� �
1

cosh2 a(v)
ffiffiffiffi
v
p

R
� 	

þ
g(v)� 2

g(v)

j

2a2(v)� a2(2v)




For special cases, that is, for simpler models, these expressions simplify, in the following way:

1. For negligible film mass transfer resistance: g (v)! 1

2. For fast adsorption–desorption and equilibrium at the micropore mouth: w(v)! 1,

q0ka/kd! ap , 2q0(ka/kd)2
! bpp

3. For fast diffusion on the microparticle level (high Dm/Rm
2 ): F(b

p
vRm)! 1

4. For fast diffusion on the macroparticle level (high Dp/R2): F(a
p
vR)! 1

A number of models of different complexity can be derived from the general model defined by

Equations (11.49)–(11.56). We will limit our analysis to four models, with two, three, or four mass

transfer mechanisms influencing the overall adsorption rate, all of them based on the existence of

two major mass transfer resistances in the adsorption particle, on the micro- and on the macropar-

ticle level:

1. Model 1 — the micropore–macropore model. This model is obtained from the general one

for negligible mass transfer resistance in the stagnant film and at the micropore mouth.

2. Model 2 — the micropore–macropore-adsorption model. This model takes into consider-

ation the finite adsorption or desorption rate at the micropore mouth, but neglects the film

mass transfer resistance.

3. Model 3 — the micropore–macropore-film model. This model takes into account the film

mass transfer resistance, but assumes equilibrium at the micropore mouth.

4. Model 4 — the micropore–macropore-adsorption-film model. This is the general model

taking into account all four mechanisms of mass transfer.

The simulated first- and second-order FRFs for these four cases are given in Figure 11.12–

Figure 11.15.

An overview of the characteristic behavior of the first- and second-order FRFs for the complex

mechanisms shown in these figures is given in Table 11.2.

From Figure 11.12–Figure 11.15 and Table 11.2, it can be seen that different high-frequency

behavior of the second-order FRFs is obtained for different mechanism combinations so that they

can be used for model identification even for complex kinetic mechanisms.

D. PARTICLE FRFS FOR NONISOTHERMAL MICROPORE DIFFUSION

MECHANISM WITH VARIABLE DIFFUSIVITY

In a number of cases, the adsorption process is not isothermal and the heat effects have to be taken

into account for its proper description. As stated in Section II.A, in that case six series of FRFs are
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FIGURE 11.12 First- and second-order FRFs for micropore–macropore mechanism (Model 1). (From

Petkovska, M., Adsorption, 11, 497–502, 2005. With permission.)

FIGURE 11.13 First- and second-order FRFs for micropore–macropore-adsorption mechanism (Model 2).

(From Petkovska, M., Adsorption, 11, 497–502, 2005. With permission.)
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FIGURE 11.14 First- and second-order FRFs for micropore–macropore-film mechanism (Model 3).

(From Petkovska, M., Adsorption, 11, 497–502, 2005.

FIGURE 11.15 First- and second-order FRFs for micropore–macropore-adsorption-film mechanism

(Model 4). (From Petkovska, M., Adsorption, 11, 497–502, 2005.
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needed to describe the process on the particle level. In our library of particle FRFs, we included one

simple nonisothermal case in which the limiting mass transfer mechanism is micropore diffusion

and the limiting heat transfer mechanism convection (so that the microparticle temperature can

be considered as uniform). As the micropore diffusion coefficient is generally not constant, its con-

centration and temperature dependence was also considered: Dm ¼ J(qm, up).

Taking this into account, as well as the fact that the equilibrium concentration in the solid phase

is a nonlinear function of both pressure and the particle temperature, the microparticle material

balance and its boundary conditions can be written in the following form:

@qm

@t
¼

1

r
sm
m

@

@rm
Dms(1þ D(1)

q qm þ D(1)
T up þ D(2)

qq q2
m þ D(2)

TTup þ D(2)
qTqmup þ � � � )r

sm

m

@qm

@rm

� �
(11:62)

rm ¼ 0:
@qm

@rm
¼ 0 (11:63)

rm ¼ Rm: q ¼ Q( p, up) ¼ appþ aTup þ bppp2 þ bTTu
2
p þ bpTpup þ � � � (11:64)

where the nonlinear functions J and Q have been replaced by their Taylor series expansions.

Using the assumption about lumped heat transfer resistance, the heat balance for the micro-

particle can be written in the following way:

dup

dt
¼ j

dkqml
dt
þ 6(ug � up) (11:65)

In these equations, up and ug are the nondimensional particle and gas temperatures, respectively

(defined as relative deviations from their steady-state values Tps ¼ Tgs ¼ Ts). The other variables

are defined in the same way as in Section III.B.3. The coefficients in the equations are: Dms —

the steady-state value of the micropore diffusivity, Dq
(1), DT

(1), Dqq
(2), etc., — the coefficients of the

Taylor series expansion of the function J , and ap , aT, bpp , etc., — the ones of the function Q,

while j and z represent the modified heat of adsorption and the modified heat transfer coefficient,

respectively [57].

For the presented model, analytical derivation of the first- and second-order FRFs is possible for

slab microparticle geometry (sm ¼ 0). The following expressions were obtained [57].

TABLE 11.2
Summary of the high-frequency behavior of the first- and second-order FRFs for different

complex isothermal kinetic mechanisms

Slope of the amplitude for v!1 Phase for v!1

F1,p(v) F2,pp(v,v) F2,pp(v,2v) F1,p(v) F2,pp(v,v)

Model 1 20.5 21.0 20.5 2p/4 23p/2

Model 2 20.5 22.0 21.0 2p/4 22p

Model 3 21.0 22.5 21.5 2p/2 29p/4

Model 4 21.0 23.5 22.0 2p/2 211p/4

From Ref. [61].
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The first order functions:

F1,p(v) ¼
apF(v)

1� aTL(v)F(v)
(11:66)

H1,p(v) ¼ F1,p(v)L(v) ¼
apL(v)F(v)

1� aTL(v)F(v)
(11:67)

F1,T(v) ¼
aTV(v)F(v)

1� aTL(v)F(v)
(11:68)

H1,T(v) ¼ F1,T(v)L(v)þV(v) ¼
V(v)

1� aTL(v)F(v)
(11:69)

where

F(v) ¼
tanh(Rma

ffiffiffiffi
v
p

)

Rma
ffiffiffiffi
v
p , L(v) ¼

j jv

jvþ 6
, V(v) ¼

6

jvþ 6
, a ¼

ffiffiffiffiffiffiffiffi
j

Dms

s

The symmetrical second-order FRFs (corresponding to the second harmonics):

F2,pp(v,v) ¼
w1(v,v)F(2v)þ 2w2(v,v)F(v)

1� aTL(2v)F(2v)
(11:70)

H2,pp(v,v) ¼ F2,pp(v,v)L(2v) (11:71)

F2,TT(v,v) ¼
c1(v,v)F(2v)þ 2c2(v,v)F(v)

1� aTL(2v)F(2v)
(11:72)

H2,TT(v,v) ¼ F2,TT(v,v)L(2v) (11:73)

F2,pT(v,v) ¼
h1(v,v)F(2v)þ (h2(v,v)þ h3(v,v))F(v)

1� aTL(2v)F(2v)
(11:74)

H2,pT(v,v) ¼ L(2v)F(2v) (11:75)

with

w1(v,v) ¼ bpp þ bpTH1,p(v)þ bTTH2
1,p(v)

þ
D(1)

q

2
(ap þ aTH1,p(v))2(1þ tanh2 (a

ffiffiffiffi
v
p

Rm))

þ D(1)
T (ap þ aTH1,p(v))H1,p(v)

w2(v,v) ¼
ap þ aTH1,p(v)

2
D(1)

T H1,p(v)�
D(1)

q

2
(ap þ aTH1,p(v))

" #

c1(v,v) ¼ H2
1,T(v) bTT þ

D(1)
q a2

T

2
(1þ tanh2(a

ffiffiffiffi
v
p

Rm))� D(1)
T aT

" #

c2(v,v) ¼ H2
1,T(v)

D(1)
T aT

2
�

D(1)
q a2

T

4

" #
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h1(v,v) ¼ bpTH1,T(v)þ bTTH1,p(v)H1,T(v)þ D(1)
q aT(ap þ aTH1,p(v))H1,T(v)

� (1þ tanh2 (a
ffiffiffiffi
v
p

Rm))� D(1)
T (ap þ aT þ aTH1,p(v))H1,T(v)

h2(v,v)þ h3(v,v) ¼ �D(1)
q aT(ap þ aTH1,p(v))H1,T(v)

� D(1)
T (ap þ aT þ aTH1,p(v))H1,T(v)

The asymmetrical second-order functions (corresponding to the DC components):

F2,pp(v,�v) ¼ w1(v,�v)þ 2Re(w2(v,�v)F(v)) (11:76)

H2,pp(v,�v) ¼ 0 (11:77)

F2,TT(v,�v) ¼ c1(v,�v)þ 2Re(c2(v,�v)F(v)) (11:78)

H2,TT(v,�v) ¼ 0 (11:79)

F2,pT(v,�v) ¼ h1(v,�v)þ h2(v,�v)F(v)þ h3(v,�v)F(�v) (11:80)

H2,pT(v,�v) ¼ 0 (11:81)

with

w1(v,�v) ¼ bpp þ bpTRe(H1,p(v))þ bTTjH1,p(v1)j2

þ
D(1)

q

2
(jap þ aTH1,p(v)j)2 � D(1)

T Re (ap þ aTH1,p(v))H1,p(�v)
� �

w2(v,�v) ¼ �
ap þ aTH1,p(v)

2
D(1)

T H1,p(�v)þ
D(1)

q

2
(ap þ aTH1,p(�v))

" #

c1(v,�v) ¼ jH1,T(v)j2 bTT þ
D(1)

q a2
T

2
þ D(1)

T aT

" #

c2(v,�v) ¼ �jH1,T(v)j2
D(1)

T aT

2
þ

D(1)
q a2

T

4

" #

h1(v,�v) ¼ bpTH1,T(�v)þ bTTH1,p(v)H1,T(�v)

þ D(1)
q aT(ap þ aTH1,p(v))H1,T(�v)� D(1)

T (ap þ aT þ aTH1,p(v))H1,T(�v)

h2(v,�v) ¼ � D(1)
T þ

D(1)
q aT

2

 !
(ap þ aTH1,p(v))H1,T(�v)

h3(v,�v) ¼ � D(1)
T þ

D(1)
q (ap þ aTH1,p(v1))

2

 !
aTH1,T(�v)

Some simulation results of the first- and second-order FRFs for the nonisothermal micropore

diffusion model with variable diffusion coefficient are given in Figure 11.16. They correspond to

literature data for adsorption of CO2 on silicalite-1 [34], Ps ¼ 10 kPa and Ts ¼ 298 K, and to mod-

erate heat transfer resistances [57]. The functions H2,pp(v,�v), H2,TT(v,�v), and H2,pT(v,�v),

which are identically equal to zero, are not shown. In Figure 11.16a we also give the FRFs

corresponding to isothermal case (the parameter z very large). Notice that for that case the Fp

set of FRFs describes the system completely.
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Comparison of the Fp functions corresponding to nonisothermal and isothermal cases shows

distinctive differences in the shapes of the amplitudes of the second-order functions. The differ-

ences in the first-order functions also exist, but they become more obvious if they are shown in

the form of real and imaginary parts: the imaginary part of F1,p(v) for isothermal case has one

minimum, while for the nonisothermal case a curve with two minima is obtained [54,59]. Also,

for the case of variable micropore diffusivity, the low- and high-frequency asymptotic values of

F2,pp(v,�v) are not the same as in the case of constant diffusivity.
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FIGURE 11.16 The simulated first- and second-order FRFs for adsorption of CO2 on silicalite-1 [34] at

10 kPa and 298 K: (a) Fp (q vs. p) functionsþ Fp functions for isothermal case; (b) Hp (up vs. p) functions;

(c) FT (q vs. ug) and FpT (q vs. p and ug) functions; (d) HT (up vs. ug) and HpT (up vs. p and ug) functions.

(From Petkovska, M., J. Serbian Chem. Soc., 65, 939–961, 2000. With permission.)
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E. PARTICLE FRFS FOR MODELS USED TO DESCRIBE BIMODAL CHARACTERISTIC CURVES

As mentioned in Section I, a very characteristic example of the inability of the linear FR method to

identify the kinetic model is the case of bimodal characteristic functions, with two maxima of the

imaginary and two inflection points of the real part. An example of bimodal characteristic curves is

shown in Figure 11.17. Such results were obtained experimentally by Rees and co-workers [31,33,35],

for adsorption of some substances on silicalite-1. Their experimental results obtained by the linear

FR method were shown to fit equally well to three different mechanisms: [19,33,35]. A short
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FIGURE 11.16 Continued.
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description of the models, with the model equations, and the first- and second-order FRFs

corresponding to them is given subsequently.

1. Model 1

This model assumes an isothermal mechanism of two parallel, independent diffusion processes in

two different types of micropores. Each diffusion process is defined in the identical way as in

Section III.B.3. If the diffusion coefficients differ enough, bimodal characteristic curves, such as

those shown in Figure 11.17, are obtained. For constant diffusivities, the material balance equations

for the two types of micropores are:

@qm1

@t
¼ Dm1

r2qm1
,

@qm2

@t
¼ Dm2

r2qm2
(11:82)

with the boundary conditions:

rm ¼ 0:
@qm1

@rm
¼
@qm2

@rm
¼ 0 (11:83)

rm ¼ Rm: qm1
¼ Q1( p) ¼ ap1

pþ bpp1
p2 þ � � � ,

qm2
r ¼ Q2( p) ¼ a p2

pþ bpp2
p2 þ � � � (11:84)

and the mean sorbate concentration in the microparticle is

kqml ¼ x
sm þ 1

R
sm
m

ðRm

0

rsm

m qm1
(rm) drm þ (1� x)

sm þ 1

R
sm
m

ðRm

0

rsm

m qm2
(rm) drm (11:85)
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FIGURE 11.17 An example of bimodal characteristic curves.
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In these equations, the subscripts 1 and 2 correspond to the pores of the first and second type,

respectively, and x is the fraction of the sorbate corresponding to the micropores of the first type, at

equilibrium.

Based on these equations, the following expressions for the first- and second-order FRFs were

obtained for slab microparticle geometry [59]:

F1,p(v) ¼ xap1
F(a1(v))þ (1� x)ap2

F(a2(v)) (11:86)

F2,pp(v,v) ¼ xbpp1
F(2a1(v))þ (1� x)bpp2

F(2a2(v)) (11:87)

F2,pp(v,�v) ¼ xbpp1
þ (1� x)bpp2

(11:88)

with

F(a(v)) ¼
tanh(a)

a(v)
, a1(v) ¼

ffiffiffiffiffiffiffiffi
jv

Dm1

s
Rm, a2(v) ¼

ffiffiffiffiffiffiffiffi
jv

Dm2

s
Rm

2. Model 2

The isothermal diffusion-rearrangement model [23] also corresponds to adsorbents with two types

of micropores, but it assumes that diffusion takes place only in one type (transport pores), while the

other one serves only for storage of the sorbed molecules (storage pores). This mechanism can also

result with bimodal characteristic curves. The model equations for this case are:

. Mass balances:

@qm1

@t
þ d

@qm2

@t
¼ Dm1

r2qm1
(11:89)

@qm2

@t
¼ k1(qm1

þ 1)(q02
� qm2

)� k2(qm2
þ 1)(q01

� qm1
)

¼ K1qm1
� K2qm2

þ K3qm1
qm2

(11:90)

. Boundary conditions:

rm ¼ 0:
@qm1

@rm
¼ 0 (11:91)

rm ¼ Rm: qm1
¼ Q1(p) ¼ ap1

pþ bpp1
p2 þ � � � (11:92)

Mean sorbate concentration in the particle is defined in the same way as for Model 1.

In these equations, k1 and k2 are the rate constants defining the reversible mass transfer between

the transport and the storage pores, x the fraction of the sorbate corresponding to the transport pores,

at equilibrium, and d the ratio of the equilibrium sorbate concentrations in the storage and in the

transport pores. The subscripts 1 and 2 correspond to the transport and storage pores, respectively.

For slab microparticle geometry, the following expressions for the first- and second-order FRFs

were obtained [59]:

F1,p(v) ¼ (xþ (1� x)b(v))ap1
F(a(v)) (11:93)

F2,pp(v,v) ¼ (xþ (1� x)b(2v)){C�F(a(2v))þ D�1F(a(v))þ D�2 cosh�2 (a(v))}

þ 0:5(1� x)K�1
1 K3a2

p1
b(v)b(2v){F(a(v))þ cosh�2 (a(v))} (11:94)
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F2,pp(v,�v) ¼ (xþ (1� x)K1K�1
2 )bpp1

þ K�1
2 K3a2

p1
Re(b(v)){a2(v)� �a2(v)}�1{a(v)F(a(v))� �a(v)F( �a(v))} (11:95)

with

b(v) ¼
K1

K2 þ jv
, a(v) ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jv

Dm1

(1þ db(v))

s
Rm, �a(v) ¼ conj(a(v))

D�1 ¼
K3da2

p1
b(v)b(2v)vj

K1Dm1
(4a2(v)� a2(2v))

, D�2 ¼ �
K3da2

p1
b(v)b(2v)vj

K1Dm1
a2(2v)

C� ¼ bpp1
� 2D�1 þ (D�1 � D�2) cosh�2(2a(v))

F(a(v)) is defined in the same way as for Model 1.

3. Model 3

As mentioned in Section III.D, the nonisothermal micropore diffusion model can also result with

bimodal characteristic curves [19]. As the model equations and the derived FRFs have already

been listed in Section III.D, they will not be given here again.

The analysis of the second-order FRFs corresponding to the three models show that they have

different shapes, so they could be used for model discrimination [59]. The asymmetrical functions

F2,pp(v,�v) which look especially useful for that purpose are shown in Figure 11.18.
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FIGURE 11.18 Amplitude functions of F2,pp(v,�v) for models 1, 2, and 3. (From Petkovska, M. and

Petkovska, L.T., Adsorption, 9, 133–142, 2003. With permission.)
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F. IDENTIFICATION OF THE KINETIC MECHANISM FROM PARTICLE FRFS

OF THE FIRST AND SECOND ORDER

For all cases that have been analyzed in Sections III.B–III.E, the second-order FRFs had different

patterns of their amplitudes and phases. Based on this fact, the correct adsorption mechanism could

be reliably identified, and the most appropriate model for the particular case chosen, by comparing

the particle FRFs estimated from experimental NLFR measurements, with the theoretical ones col-

lected in the library.

The fact that different second-order FRFs were obtained for all investigated mechanisms,

together with the facts that the significance of different terms in the output decreases, whereas

the complexity of the involved algebra increases considerably, with the increase of the FRF

order, was the reason that we limited our analysis only to the FRFs of the first and second order.

Nevertheless, the FRFs of higher orders can be derived following the same procedure described

in Section III.A, if needed.

After the identification of the correct mathematical model, the next step is to determine the

model parameters. As stated in Section I, the NLFR method enables estimation of both equilibrium

and kinetic parameters of the model.

IV. ESTIMATION OF EQUILIBRIUM PARAMETERS FROM

THE PARTICLE FRFS

The equilibrium parameters are obtained easily from the low-frequency asymptotes of the

particle FRFs.

A. LANGMUIR KINETIC MODEL

From Equations (11.25)–(11.27) the following low-frequency limiting values are obtained:

lim
v!0

F1,p(v) ¼ KL ¼
ka

kd

q0 ¼
(Ka=Kd)Cs

1þ (Ka=Kd)Cs

Q0 � Qs

Qs

(11:96)

lim
v!0

F2,pp(v,v) ¼ lim
v!0

F2,pp(v,v)

¼ �
1

q0

K2
L ¼ �

ka

kd

� �2

q0 ¼ �
(Ka=Kd)Cs

1þ (Ka=Kd)Cs

� �2
Q0 � Qs

Qs

(11:97)

In these equations, Ka , Kd , and Q0 are the adsorption rate, desorption rate, and concentration at

maximal coverage in the original model with dimensional concentrations [56] (ka ¼ KaCs , kd ¼

Kdþ KaCs , q0 ¼ (Q0 2 Qs)/Qs).

The ratio of the limiting values of the second- and first-order FRFs

limv!0 F2,pp(v,v)

limv!0 F1,p(v)
¼ �

(Ka=Kd)Cs

1þ (Ka=Kd)Cs

� �
(11:98)

enables estimation of the ratio Ka/Kd, defining the equilibrium constant. The concentration at

maximal coverage Q0 can be estimated next, from either of the limits defined by Equation

(11.96) and Equation (11.97).
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B. FILM RESISTANCE MODEL

Based on the expressions for the first- and second-order FRFs given in Equations (11.29)–(11.31),

the following results are obtained:

lim
v!0

F1,p(v) ¼ KF ¼
1

aq

¼ ap ¼
@Q

@P

����
s

Ps

Qs

(11:99)

lim
v!0

F2,pp(v,v) ¼ lim
v!0

F2,pp(v,�v) ¼ �
bqq

a3
q

¼ bpp ¼
1

2

@2Q

@P2

����
s

P2
s

Qs

(11:100)

In these equations, we use the fact that ap , bpp , . . . and aq , bqq , . . . are essentially derivatives

of two inverse functions (Q and G ). (@Q/@P)s and (@2Q/@P2)s are the first and second derivative of

the adsorption isotherm written in the dimensional form [56] at steady state defined by Ps and Qs . It

can be shown that the low-frequency asymptotic values of the third- and higher-order functions are

proportional to the third- and higher-order derivatives of the adsorption isotherm

C. MICROPORE DIFFUSION MODEL

Similar to the previous case, the derivatives of the adsorption isotherm with respect to pressure are

directly related to the low-frequency limiting values of the corresponding Fp functions:

lim
v!0

F1,p(v) ¼ ap ¼
@Qm

@P

����
s

Ps

Qms

(11:101)

lim
v!0

F2, pp(v,v) ¼ lim
v!0

F2,pp(v,�v) ¼ bpp ¼
1

2

@2Qm

@P2

����
s

P2
s

Qms

(11:102)

and so on.

For the case of nonisothermal adsorption governed by micropore diffusion, treated in Section

III.D, the isotherm derivatives with respect to temperature can also be estimated from the low-

frequency asymptotes of the FT functions:

lim
v!0

F1,T(v) ¼ aT ¼
@Qm

@Tp

����
s

Tps

Qms

(11:103)

lim
v!0

F2,TT(v,v) ¼ lim
v!0

F2,TT(v,�v) ¼ bTT ¼
1

2

@2Qm

@T 2
P

����
s

T 2
Ps

Qms

(11:104)

and so on, and the mixed derivatives from the low-frequency asymptotes of the FpT functions:

lim
v!0

F2,pT(v,v) ¼ lim
v!0

F2,pT(v,�v) ¼ bpT ¼
@2Qm

@P@Tp

����
s

PsTps

Qms

(11:105)

The derivatives of the third- and higher-order could be obtained from the low-frequency asymp-

totes of the third- and higher-order FRFs.
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D. PORE–SURFACE DIFFUSION MODEL

The low-frequency asymptotic values of first- and second-order FRFs for the pore–surface diffu-

sion model are:

lim
v!0

F1,p(v) ¼
1pCis þ (1� 1p)apQis

1pCis þ (1� 1p)Qis

¼

1pCis þ (1� 1p)
@Qi

@P

����
s

Ps

1pCis þ (1� 1p)Qis

(11:106)

lim
v!0

F2,pp(v,v) ¼ lim
v!0

F2,pp(v,�v) ¼
(1� 1p)bppQis

1pCis þ (1� 1p)Qis

¼

(1� 1p)
@2Qi

@P2

����
s

P2
s

1pCis þ (1� 1p)Qis

(11:107)

They are also directly related to the first- and second-order derivatives of the adsorption isotherm. Ana-

logous relations exist between the isotherm derivatives and FRFs of the third and higher orders, as well.

E. COMPLEX KINETIC MODELS

For the general complex isothermal kinetic model treated in Section III.C (taking into account

micropore and macropore diffusion, as well as surface barrier and film resistance mechanisms),

the low-frequency asymptotes of the first- and second-order FRFs are:

lim
v!0

F1,p(v) ¼
1pCis þ (1� 1p)(ka=kd)q0Qis

1pCis þ (1� 1p)Qis

¼

1pCis þ (1� 1p)
(Ka=Kd)Cis(Q0 � Qms)

1þ (Ka=Kd)Cis

1pCis þ (1� 1p)Qis

(11:108)

lim
v!0

F2,pp(v,v) ¼ lim
v!0

F2,pp(v,�v) ¼ �
(1� 1p)(ka=kd)2q0Qis

1pCis þ (1� 1p)Qis

¼ �

(1� 1p)
(Ka=Kd)Cis

1þ (Ka=Kd)Cis

� �2

(Q0 � Qms)

1pCis þ (1� 1p)Qis

(11:109)

For the case of local equilibrium at the micropore mouth, these expressions reduce to the ones

corresponding to the pore–surface diffusion model (Equation (11.106) and Equation (11.107)).

V. ESTIMATION OF KINETIC PARAMETERS FOR SIMPLE KINETIC MODELS

A. SIMPLE ISOTHERMAL MODELS

The problem of estimation of the kinetic parameters from linear FR characteristic functions, has

been solved long ago, for simple isothermal kinetic models [15]. The process time constant can

be estimated from the extremum of the so-called “out-of-phase” function [15], which is identical

to the negative imaginary part of the first-order particle FRF F1,p(v) [28].

1. Isothermal Langmuir Kinetics and Film Resistance Models

Figure 11.19 shows the shape of the negative imaginary part of the first-order FRFs corresponding

to the Langmuir kinetics and the film resistance models. If the product of the frequency and the

characteristic time constant is used on the abscissa, the maximum is obtained for vt ¼ 1, that is,

for v ¼ 1/t. In this way, the time constant can be estimated directly from the position of the

maximum of 2Imag(F1,p(v)).
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The time constant for the Langmuir kinetic model was defined in Section III.B.1:

tL ¼
1

kd

¼
1

Kd þ KaCs

(11:110)

Together with the value of the ratio Ka/Kd , which can be estimated from the low-frequency

asymptotes of the first- and second-order FRFs, this enables determination of the adsorption and

desorption rate constants Ka and Kd separately.

On the other hand, the time constant for the film resistance model was defined as (Equation

(11.29)):

tF ¼
1

aqkm

¼
ap

km

(11:111)

The mass transfer coefficient can be calculated as the ratio of the estimated values of ap and tF .

2. Isothermal Micropore and Pore–Surface Diffusion Models

For the adsorption process governed by a single Fickian diffusion process, the time constant is

defined as the ratio t ¼ L2/D, where L is the characteristic half-dimension and D the diffusion coef-

ficient. Accordingly, the time constant for the micropore diffusion model would be

tM ¼
R2
m

Dm

(11:112)

and for the pore–surface diffusion model:

tPS ¼
R2

Deff

(11:113)

FIGURE 11.19 The negative imaginary part of F1,p(v) for Langmuir kinetics and film resistance models.
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The negative imaginary parts of the F1,p(v) functions, corresponding to a single diffusion

mechanism and to three different geometries (plane, cylindrical, and spherical), are shown in

Figure 11.20. The maxima of these curves correspond to: vt ¼ 2.5492 for plane geometry;

vt ¼ 6.3504 for cylindrical geometry; and vt ¼ 11.5630 for spherical geometry.

Using these results, the time constant of the diffusion process is obtained from the locus of the

maximum of the 2Imag(F1,p(v)) curve and the knowledge of the microparticle or macroparticle

geometry. The corresponding diffusion coefficient is obtained as the ratio of the square of the

micro- or macroparticle half-dimension and the time constant: D ¼ L2/t.

The expressions for the FRFs for the isothermal micropore and pore–surface diffusion models

were obtained for constant diffusion coefficients. If this assumption is not met, that is, if the con-

centration dependence of the diffusion coefficient has to be taken into account, the value estimated

from the maximum of the 2Imag(F1,p(v)) curve is the diffusion coefficient corresponding to the

steady-state concentration.

For the pore–surface diffusion model, only the effective diffusion coefficient

Deff ¼
(1� 1p)DsapQis þ 1pDpCis

(1� 1p)apQis þ 1pCis

(11:114)

can be estimated from the first-order function and not the pore and surface diffusion coefficients

separately. Nevertheless, the high-frequency asymptotic value of the second-order FRF

F2,pp(v,�v) is

lim
v!1

F2,pp(v,�v) ¼
(1� 1p)bppQis

(1� 1p)Qis þ 1pCis

Ds

Deff

(11:115)

This, together with the estimated value of Deff and the values of the equilibrium parameters ap and

bpp , enables calculation of the separate values of the pore and surface diffusion coefficients Dp and

Ds , which is not possible by standard methods.

FIGURE 11.20 The negative imaginary part of F1,p(v) for diffusion models.
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B. NONISOTHERMAL MICROPORE DIFFUSION MODEL

1. Estimation of the Micropore Diffusion Coefficient

For the nonisothermal case, the position of the maximum of 2Imag(F1,p(v)) is different, compared

with the isothermal micropore diffusion mechanism. Actually, in most cases this function has two

maximums, as can be seen from Figure 11.21 (from Ref. [57]). Nevertheless, the analysis of the

FRFs corresponding to the nonisothermal micropore model shows that the ratio

F1,T(v)

H1,T(v)
¼ aTF(v) (11:116)

has the same shape and the same position of the maximum as the isothermal F1,p(v) function (see

Figure 11.21). Accordingly, this ratio and its imaginary part can be used for estimation of the micro-

pore diffusion coefficient Dm.

2. Estimation of Other Model Parameters

The particle FRFs can be used for estimation of other model parameters, such as the modified heat

of adsorption j and modified heat transfer coefficient z. The parameter j can be estimated from the

ratio [57]:

H1,p(v)

F1,p(v)
¼ L(v) ¼

j jv

6þ jv
(11:117)

that is, from its high-frequency asymptote

lim
v!1

L(v) ¼ j (11:118)

On the other hand, the ratio

H1,p(v)

F1,T(v)
¼

ap

aT

L(v)

V(v)
¼

ap

aT

j

6
jv (11:119)

FIGURE 11.21 Imaginary parts of F1,p for nonisothermal and isothermal case and F1,T/H1,T . (From

Petkovska, M. J. Serbian. Chem. Soc., 65, 939–961, 2000. With permission.)
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is a linear function of frequency, with the slope proportional to the ratio of j/z. Having the value of

j and the equilibrium constants ap and aT, the value of z can be obtained from this slope. The heat of

adsorption can be obtained from the value of j and the value of heat transfer coefficient from the

value of z [57].

3. Estimation of Parameters for the Case of Variable
Micropore Diffusion Coefficient

For the case of variable diffusivity, the micropore diffusion coefficient obtained from the position of

the extremum of the imaginary part of F1,p(v) (for isothermal case) or of the ratio F1,T(v)/H1,T(v)

(for nonisothermal case) corresponds to the steady-state concentration Qms and temperature Ts .

The first-order concentration coefficient of the micropore diffusion coefficient Dq
(1) can be esti-

mated from the high-frequency asymptote of second-order FRF F2,pp(v,�v) [57]:

lim
v!1

F2,pp(v,�v) ¼ bpp þ
D(1)

q a2
p

2
(11:120)

assuming that the equilibrium parameters ap and bpp have been estimated as shown in Section IV.

On the other hand, the high-frequency asymptote of the ratio

lim
v!1

F2,TT(v,�v)

jH1,T(v)j2
¼ bTT þ

D(1)
q a2

T

2
þ D(1)

T aT

 !
(11:121)

can be used for estimation of the first-order temperature coefficient of the micropore diffusion coef-

ficient DT
(1), for known Dq

(1) and the equilibrium coefficients bTT and aT. The higher-order coeffi-

cients (Dqq
(2), DTT

(2), DqT
(2), . . .) could be estimated from the third- and higher-order FRFs.

Estimation of the kinetic parameters for complex kinetic mechanisms is a more difficult

problem. At the moment, we are working on its solution.

VI. NLFR OF A CHROMATOGRAPHIC COLUMN

The assumption of perfect mixing in a reservoir-type adsorber is usually not acceptable for adsorp-

tion from liquid phase. That was a reason for developing a method based on NLFR of a chromato-

graphic column, for which the fluid flow is much better defined. The FRFs of a chromatographic

column were defined in such a way to relate the nondimensional outlet concentration from the

column co to the periodic change of the nondimensional inlet concentration ci , for constant flow

rate of the fluid phase [62]. The nondimensional concentrations were defined as relative deviations

from the steady-state concentration Cs . For the time being, only an isothermal system with a single

adsorbing component has been considered.

The FRFs of a chromatographic column were derived starting from the commonly used equili-

brium-dispersion model [2], written in its nondimensional form:

@c

@t
þ

1� 1

1

Qs

Cs

@q

@t
þ
@c

@x
¼

1

2N

@2c

@x2
, 8t, 8x: q ¼ Q(c) ¼ ~acþ ~bc2 þ ~cc3 þ � � � (11:122)

with the following initial and boundary conditions:

x ¼ 0: c(0, t) ¼ ci(t)þ
1

2N

@c

@x

����
x¼0

, x ¼ 1:
@c

@x

����
x¼1

¼ 0 (11:123)

t � 0: c(x) ¼ ci(x) ¼ q(x) ¼ 0 (11:124)
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In Equations (11.122)–(11.124) t and x are the nondimensional time and axial coordinate,

respectively, c and q the nondimensional concentrations in the fluid and in the solid phase, respect-

ively, defined as relative deviations from their steady-state values Cs and Qs , 1 is the bed porosity,

and N the number of theoretical plates. The nonlinear equilibrium relation (adsorption isotherm) Q

is again represented in the Taylor series form (the coefficients ~a, ~b, ~c, . . . depend on the steady-state

concentration).

The derivation procedure of the FRFs is similar to the one presented in Section III.A [62]. The

derived FRFs are rather cumbersome and will not be given here. Instead, only their main charac-

teristics will be discussed.

As illustration, one example of the simulated first-, second-, and third-order FRFs of a chroma-

tographic column is presented in Figure 11.22. These functions correspond to a favorable isotherm

and to N ¼ 1000.
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FIGURE 11.22 Amplitudes and phases of the first-, second-, and third-order FRFs of a chromatographic

column for favorable isotherm.
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The main characteristics of the FRFs of a chromatographic column are the following:

. G1(v): amplitude tends to 1 for v! 0 and to 0 for v! 1 and phase tends to 0 for v! 0

and to 21 for v! 1.
. G2(v,v) and G3(v,v,v): amplitudes tend to 0 for both v! 0 and v! 1 and phases tend

to either 2p/2 or þp/2 (depending on the sign of the coefficient ~b or ~c, that is, on the iso-

therm shape) for v! 0 and to 21 for v! 1.
. G2(v,�v) ; 0.
. The FRFs depend both on the number of theoretical plates N and on the isotherm

coefficients ~a, ~b, ~c, . . . , but their low-frequency asymptotes depend only on the

isotherm coefficients (for G1(v) only on ~a, for G2(v,v) only on ~b, and for G3(v,v,v)

only on ~c).

The following results were obtained for the low-frequency characteristics of the column FRFs

[62] (in these equations the frequency is defined as a nondimensional variable):

lim
v!0

dG1(v)

dv

����

���� ¼ 1þ ~a
1� 1

1

Qs

Cs

¼ 1þ
dQ

dC

����
s

1� 1

1
(11:125)

lim
v!0

dG2(v,v)

dv

����

���� ¼ 2j~bj
1� 1

1

Qs

Cs

¼
d2Q

dC2

����

����
s

1� 1

1
,

sign(~b) ¼ �sign lim
v!0

(arg(G2(v,v)))

� �
(11:126)

lim
v!0

dG3(v,v,v)

dv

����
���� ¼ 3j~cj

1� 1

1

Qs

Cs

¼
1

2

d3Q

dC3

����
����
s

1� 1

1
,

sign(~c) ¼ �sign lim
v!0

(arg(G3(v,v,v)))

� �
(11:127)

These results can be used for estimation of the equilibrium parameters from the low-frequency

asymptotes of the FRFs of a chromatographic column. Their applicability has been checked exper-

imentally [63].

The results shown in Equations (11.125)–(11.127) are valid, not only for the equilibrium-

dispersion model, but also for a more general case of finite mass transfer rate between the fluid

and the gas phase in the column [62].

The number of theoretical plates can also be estimated from the minimum of a function defined

as djG1(v)j=dv (Figure 11.23). The frequency vmin for which this minimum is obtained is pro-

portional to the square root of the number of theoretical plates N:

vmin ¼

ffiffiffiffi
N
p

1þ (@Q=@C)
��
s
(1�1)=1

(11:128)

VII. CONCLUSIONS

A. SIGNIFICANCE, ADVANTAGES, AND LIMITATIONS OF THE NLFR METHOD

The significance of the NLFR method for investigation of adsorption equilibria and kinetics, pre-

sented in this chapter, can be summarized in several points:

1. A set of FRFs of different orders is obtained as a result of NLFR experiments. Owing to

the fact that the second- and higher-order FRFs corresponding to different adsorption

mechanisms have different shapes, this method enables identification of the actual
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mechanism by comparing and matching the patterns of the FRFs estimated from exper-

imental NLFR data with theoretically derived sets corresponding to various mechanisms,

collected in a library of FRFs. In this way, our method is free of any assumptions regarding

the adsorption mechanisms and is not limited to any specific ones.

2. Both equilibrium and kinetic parameters can be estimated from the same set of experimen-

tally obtained FRFs. As the experiments are performed by periodic modulation around a

steady state, these parameters correspond to the steady state values of the system variables.

3. The equilibrium parameters are obtained from the low-frequency asymptotes of the FRFs.

The first, second, third, etc., derivatives of the adsorption isotherm, corresponding to the

defined steady state, are obtained (for nonisothermal cases, the derivatives with respect to

temperature are obtained, along with the derivatives with respect to pressure or concen-

tration). This result is significant for several reasons:

(a) By using several isotherm derivatives instead of only the first one, it is possible to

reconstruct the adsorption isotherm in a wide range of concentrations from fewer

steady-state points. In Ref. [62] we have shown that a complete isotherm can be recon-

structed from only six steady-state points, even for a complex isotherm with an inflec-

tion point.

(b) The sign of the second isotherm derivative is directly related to the isotherm shape in

the particular steady-state point. A change of this sign from one steady-state point to

another indicates existence of an inflection point between those two points. In this

way, the NLFR method is especially convenient for investigation of adsorption

systems with complex isotherms (with one or more inflection points).

(c) No assumption about the isotherm model is needed for estimation of the adsorption

isotherm by the NLFR method. On the contrary, the isotherm model can be identified

by analyzing the set of different isotherm derivatives. For example, it can easily be

shown that for the popular Langmuir isotherm the following is valid [63]:

(@Q=@P)=(@2Q=@P2)

(@2Q=@P2)=(@3Q=@P3)
¼ 1:5
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FIGURE 11.23 The first derivative of the amplitude of G1(v).
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4. The kinetic data are estimated for a model that has previously been identified based on the

second-order FRFs, and not for an assumed model. In addition:

(a) Although the estimated kinetic parameters correspond to the used steady state, their

concentration and temperature coefficients of different order can be obtained from

the second- and higher-order FRFs, so the parameters can be used in a relatively

wide range. No assumption regarding the form of the concentration and temperature

dependence of the kinetic parameters is needed.

(b) More complete kinetic data are obtained, compared with classical, linear models. For

example, for the pore–surface diffusion mechanism, the effective pore and surface dif-

fusion coefficients are obtained from the same experimental data.

All this makes the NLFR method attractive for investigation of adsorption systems. Neverthe-

less, we can also see some of its limitations:

1. The mathematics involved looks rather complex at first sight, which discourages many of

the researchers working in the area of adsorption.

2. The experimental work is rather long and tedious. For each chosen steady state, a number

of experiments have to be performed: for different frequencies and for at least two or three

different input amplitudes. The proper choice of the frequencies and amplitudes is

important.

3. In the investigation of adsorption systems, the input change is performed by using mech-

anical means (e.g., a bellow combined with a piston for the change of the reservoir

volume, a valve for the change of the inlet flow rate, pumps for adjusting the inlet concen-

tration into a chromatographic column, etc.). The upper limit of the frequencies obtained

with these mechanical means is relatively low: in practice a maximum of 10 Hz could be

obtained. There are no limits at the low-frequency end (used for estimation of the equili-

brium data), but the experiments with low frequencies last very long. Also, producing

sinusoidal input changes with mechanical means is rather difficult, especially for higher

frequencies. On the other hand, use of other periodic input changes, for example, a

square-wave, which can be produces easier results with experimental data which are

much more difficult for analysis [63].

4. Reliable measurements of the periodically changing outputs are not always available, as

they are highly dependent on the sensor dynamic characteristics.

B. POTENTIALS FOR APPLICATION OF THE NLFR METHOD TO OTHER

HETEROGENEOUS SYSTEMS

In this chapter, we limited our analysis to application of the NLFR method to investigation of

adsorption systems. Nevertheless, the method can also be applied to other heterogeneous

systems. It is important to clearly define the possible inputs that can be varied periodically, the

measurable variables, and the generalized transfer functions (sets of FRFs) relating them, that

can be used for description of the system. Also, it is important to recognize the potential mechan-

isms for the particular system and build a library of theoretical FRFs which can be used for com-

parison with experimental FRFs in order to identify the real model. Some work has already been

done for membrane systems. We expect that the method could give good results for investigation

of heterogeneous reaction systems. We especially see a great potential for application on investi-

gation of electrochemical systems, as the inputs and outputs in such systems are usually electrical

currents and voltages, which, on one hand, can be modulated, an on the other, can be measured,

rather easily.
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I. INTRODUCTION

The fluid mixing process involves three different areas of viscosity which affects flow patterns and

scale up, and two different scales within the fluid itself, macro-scale and micro-scale. Design ques-

tions come up when looking at the design and performance of mixing processes in a given volume.

Considerations must be given to proper impeller and tank geometry as well as the proper speed and

power for the impeller. Similar considerations come up when it is desired to scale up or down and

this involves another set of mixing considerations.

If the fluid discharge from an impeller is measured with a device that has a high frequency

response, one can track the velocity of the fluid as a function of time. The velocity at a given

point of time can then be expressed as an average velocity n plus fluctuating component n0.

Average velocities can be integrated across the discharge of the impeller and the pumping capacity

normal to an arbitrary discharge plane can be calculated. This arbitrary discharge plane is often

defined as the plane bounded by the boundaries of the impeller blade diameter and height.

Because there is no casing, however, an additional 10–20% of flow typically can be considered

as the primary flow of an impeller.

The velocity gradients between the average velocities operate only on larger particles. Typi-

cally, these larger size particles are greater than 1000 mm. This is not a proven definition, but it

does give a feeling for the magnitudes involved. This defines macro-scale mixing. In the turbulent
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region, these macro-scale fluctuations can also arise from the finite number of impeller blades

passing a finite number of baffles. These set-up velocity fluctuations can also operate on the

macro-scale.

Smaller particles primarily see only the fluctuating velocity component. When the particle size

is much less than 100 mm, the turbulent properties of the fluid become important. This is the defi-

nition of the boundary size for micro-scale mixing.

All of the power applied by a mixer to a fluid through the impeller appears as heat. The con-

version of power to heat is through viscous shear and is approximately 2500 Btu/hr/hp. Viscous

shear is a major component of the phenomenon of micro-scale mixing. At 1-mm level, in fact, it

does not matter what specific impeller design is used to apply the power.

Numerous experiments show that power per unit volume in the zone of the impeller (which is

about 5% of the total tank volume) is about 100 times higher than the power per unit volume in the

rest of the vessel. Making some reasonable assumptions about the fluid mechanics parameter, the

root-mean-square (RMS) velocity fluctuation in the zone of the impeller appears to be 5–10 times

higher than in the rest of the vessel. This conclusion has been verified by experimental

measurements.

The ratio of the RMS velocity fluctuation to the average velocity in the impeller zone is about

50% with many open impellers. If the RMS velocity fluctuation is divided by the average velocity

in the rest of the vessel, however, the ratio is in the order of 5–10%. This is also the level of RMS

velocity fluctuation to the mean velocity in the pipeline flow. There are phenomena in micro-scale

mixing that can occur in mixing tanks that do not occur in pipeline reactors. Whether this is good or

bad depends upon the process requirements.

Figure 12.1 shows velocity versus time for three different impellers. The differences between

the impellers are quite significant and can be important for mixing processes.

All three impellers are calculated for the same impeller flow, Q and same diameter. The A310

(Figure 12.2) draws the least power, and has the least velocity fluctuations. This gives the lowest

micro-scale turbulence and shear rate.

The A200 (Figure 12.3) shows increased velocity fluctuations and draws more power.

The R100 (Figure 12.4) draws the most power and has the highest micro-scale shear rate.

The proper impeller should be used for each individual process requirement.

The velocity spectra in the axial direction for an axial flow impeller A200 is shown in

Figure 12.5. A decibel correlation has been used in Figure 12.5 because of its well-known applica-

bility in mathematical modeling as well as the practicality of putting many orders of magnitude of

data on a reasonably sized chart. Other spectra of importance are the power spectra (the square of

FIGURE 12.1 Typical velocity as a function of time for three different impellers, all at the same time total

pumping capacity.
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the velocity) and the Reynolds stress, (the product of the R and Z components) which is a measure

of the momentum at a point.

The ultimate question is this: How do all of these phenomena apply to process design in mixing

vessels? No one today is specifying mixers for industrial processes based on meeting criteria of this

FIGURE 12.2 FluidFoil impeller (A310).

FIGURE 12.3 Typical axial flow turbine (A200).
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type. This is largely because processes are so complex that it is not possible to define the process

requirements in terms of these fluid mechanics parameters. If the process results could be defined

in terms of these parameters, sufficient information probably exists to permit the calculation of an

approximate mixer design. It is important to continue studying fluid mechanics parameters in both

mixing and pipeline reactors to establish what is required by different processes in fundamental terms.

Recently, one of the most practical results of these studies has been the ability to design pilot

plant experiments (and, in many cases, plant-scale experiments) that can establish the sensitivity of

process to macro-scale mixing variables (as a function of power, pumping capacity, impeller dia-

meter, impeller tip speeds, and macro-scale shear rates) in contrast to micro-scale mixing variables

(which are relative to power per unit volume, RMS velocity fluctuations, and some estimation of the

size of the micro-scale eddies).

Another useful and interesting concept is the size of the eddies at which the power of an impel-

ler is eventually dissipated. This concept utilizes the principles of isotropic turbulence developed by

Kolmogorov [1]. The calculations assume some reasonable approach to the degree of isotropic tur-

bulence, and the estimate do give some idea as to how far down in the micro-scale size the power

FIGURE 12.5 Typical velocity spectrum as a function of fluctuation frequency.

FIGURE 12.4 Radial flow Rushton turbine (R100).
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per unit volume can effectively reach.

L ¼
n3

1

� �1
4

(12:1)

II. SCALE UP/SCALE DOWN

Two aspects of scale up frequently arise. One is building a model based on pilot plant studies that

develop an understanding of the process variables for an existing full-scale mixing installation. The

other is taking a new process and studying it in the pilot plant in such a way that pertinent scale up

variables are worked out for a new mixing installation.

There are a few principles of scale up that can indicate what approach to take in either case.

Using geometric similarity, the macro-scale variables can be summarized as follows [2]:

. Blend and circulation times in the large tank will be much longer than in the small tank [3].

. Maximum impeller zone shear rate will be higher in the larger tank, but the average impel-

ler zone shear rate will be lower; therefore, there will be a much greater variation in shear

rates in a full-scale tank than in a pilot unit.
. Reynolds numbers in the large tank will be higher, typically in the order of 5–25 times

higher than those in a small tank.
. Large tanks tend to develop a recirculation pattern from the impeller through the tank back

to the impeller. This results in a behavior similar to that exhibited by a number of tanks in a

series. The net result is that the mean circulation time is increased over what would be pre-

dicted from the impeller pumping capacity. This also increases the standard deviation of the

circulation times around the mean.
. Heat transfer is normally much more demanding on a large scale. The introduction of

helical coils, vertical tubes, or other heat transfer devices causes an increased tendency

for areas of low recirculation to exist.
. In gas–liquid systems, the tendency for an increase in the gas superficial velocity upon

scale up can further increase the overall circulation time.

What about the micro-scale phenomena? These are dependent primarily on the energy dissi-

pation per unit volume; however, one must also be concerned about energy spectra. In general,

the energy dissipation per unit volume around the impeller is approximately 100 times higher

than in the rest of the tank. This results in an RMS velocity fluctuation ratio to the average velocity

in the order of 10 : 1 between the impeller zone and the rest of the tank.

Because each year there are thousands of specific processes that involve mixing, there will be at

least hundreds of different situations requiring a somewhat different pilot plant approach. Unfortu-

nately, no set of rules states how to carry out studies for any specific program, but here are a few

guidelines that can help one carry out a pilot plant program.

. For any given process, take a qualitative look at the possible role of fluid shear stresses. Try

to consider path-ways related to fluid shear stress that may affect the process. If there are

none, then this extremely complex phenomena can be dismissed and the process design can

be based on such things as uniformity, circulation time, blend time, or velocity specifica-

tions. This is often the case in the blending of miscible fluids and the suspension of solids.
. If fluid shear stresses are likely to be involved in obtaining a process result, then one must

qualitatively look at the scale at which the shear stresses influence the result. If the particles,

bubbles, droplets, or fluid clumps are in the order of 1000 mm or larger, the variables are

macro-scale and average velocities at a point are the predominant variable.
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When macro-scale variables are involved, every geometric design variable can affect the role of

shear stresses. They can include such items as power, impeller speed, impeller diameter, impeller

blade shape, impeller blade width or height, thickness of the material used to make the impeller,

number of blades, impeller location, baffle location, and number of impellers.

Micro-scale variables are involved when the particles, droplets, baffles, or fluid clumps are in

the order of 100 mm or less. In this case, the critical parameters usually are power per unit volume,

distribution of power per unit volume between the impeller and the rest of the tank, RMS velocity

fluctuation, energy spectra, dissipation length, the smallest micro-scale eddy size for the particular

power level, and viscosity of the fluid.

. The overall circulating pattern, including the circulation time and the deviation of the cir-

culation times, can never be neglected. No matter what else a mixer does, it must be able to

circulate fluid throughout an entire vessel appropriately. If it cannot, then that mixer is not

suitable for the tank being considered.
. Qualitative and, hopefully, quantitative estimates of how the process results will be

measured in advance. The evaluations must allow one to establish the importance of the

different steps in a process, such as gas–liquid mass transfer, chemical reaction rate, or

heat transfer.
. It is seldom possible, either economically or time-wise, to study every potential mixing

variable or to compare the performance of many impeller types. In many cases, a

process needs a specific fluid regime that is relatively independent of the impeller type

used to generate it. Because different impellers may require different geometries to

achieve an optimum process combination, a random choice of only one diameter of each

of two or more impeller types may not tell what is appropriate for the fluid regime ulti-

mately required.
. Often, a pilot plant will operate in the viscous region while the commercial unit will operate

in the transition region or alternatively, the pilot plant may be in the transition region and

the commercial unit in the turbulent region. Some experience is required to estimate the

difference in performance to be expected upon scale up.
. In general, it is not necessary to model Z/T ratios between pilot and commercial units.
. In order to make the pilot unit more like a commercial unit in macro-scale characteristics,

the pilot unit impeller must be designed to lengthen the blend time and to increase the low

maximum impeller zone shear rate. This will result in a greater range of shear rates than is

normally found in a pilot unit.

III. EFFECT OF CIRCULATION TIME AND SPECTRUM OF SHEAR RATES

ON 10 MIXING TECHNOLOGIES

A. GAS–LIQUID DISPERSIONS

The macro-scale shear rate change effects the bubble size distribution in various size tanks. As pro-

cesses are scaled up, the linear, superficial gas velocity tends to be higher in the larger tank. This is

the major contributor to the energy input of the gas stream. If the power per unit volume put in by

the mixer remains relatively constant, then small tanks have a different ratio of mixing to gas expan-

sion energy which affects the flow pattern and a variety of other fluid mechanics parameters. The

large tank will tend to have a larger variation of the size distribution of bubbles than will the small

tank.

This entire phenomenon is affected by the fact that the surface tension and viscosity vary all the

way from that of a relatively pure liquid phase through all types of situations with dissolved chemi-

cals, either electrolytes or non-electrolytes and other types of surface-active agents.
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B. GAS–LIQUID MASS TRANSFER

If we are concerned with only the total volumetric mass transfer, then we can achieve very similar

kGa values in large tanks and in small tanks [4,5].

Blend time enters into the picture primarily for other process steps immediately preceding or

following the gas–liquid mass transfer step. Blending can play an important role in other steps

in the total process in which gas–liquid mass transfer is only one component.

C. SOLIDS SUSPENSIONS AND DISPERSION

Solids suspension in general is not usually effected by blend time or shear rate changes in the rela-

tively low to medium solids concentration in the range of 0–40% by weight. However, as solids

become more concentrated, the effect of solids concentration on power required has a change in

criteria from the settling velocity of the individual particles in the mixture to the apparent viscosity

of the more concentrated slurry. This means that we enter into an area where the blending of non-

Newtonian fluid regions the shear rates and circulation patterns to play a marked role (Figure 12.6).

The suspension of a single solid particle should depend primarily on the upward velocity at a

given point, and also should be affected by the uniformity of this velocity profile across the entire

tank cross-section. There are upward velocities in the tank and there must also be corresponding

downward velocities.

Using a draft tube in the tank for solids suspension introduces another different set of variables.

There are other relationships that are very much affected by scale up in this type of process, as

shown in Figure 12.6. Different scale up problems exist whether the impeller is pumping up or

down within the draft tube.

If the process involves the dispersion of solids in a liquid, then we may either be involved with

breaking up agglomerates or possibly, physically breaking or shattering particles than have a low

cohesive force between their components. Normally, we do not think of breaking up ionic bonds

with the shear rates available in mixing machinery.

If we know the shear stress required to break up a particle, we can then determine the shear rate

required from the machinery by various viscosities with the equation.

Shear stress ¼ viscosity (shear rate) (12:2)

FIGURE 12.6 Effect of percent solids by weight and power required for uniformity and fluid motion.
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The shear rate available from various types of mixing and dispersion devices is known approxi-

mately and also the range of viscosities in which they can operate. This makes the selection of the

mixing equipment subject to calculation of the shear stress required for the viscosity to be used.

In the previous equation, it is assumed that there is 100% transmission of the shear rate in the

shear stress. However, with the slurry viscosity determined essentially by the properties of the

slurry, at high concentrations of slurries there is a slippage factor. Internal motion of particles in

the fluids over and around each other can reduce the effective transmission of viscosity efficiencies

from 100% down as low as 30%.

Animal cells in biotechnology do not normally have a tough skin like that of fungal cells and are

very sensitive to mixing effects. Many approaches have been and are being tried to minimize the

effect of increased shear rates on scale up, and these include encapsulating the organism in or on

micro-particles and/or conditioning cells selectively to shear rates. In addition, traditional fermen-

tation processes have maximum shear rate requirements in which cells become progressively more

and more damaged until they become motile.

D. SOLID–LIQUID MASS TRANSFER

There is potentially a major effect of both shear rate and circulation time in these processes. The

solids can either be inorganic, in which case we are looking at the slip velocity of the particle,

and also whether we can break up agglomerates of particles which may enhance the mass transfer.

When the particles become small enough, they tend to follow the flow pattern, so the slip velocity

necessary to affect the mass transfer becomes less and less available.

What this shows is that, from the definition of off-bottom motion to complete uniformity,

the effect of mixer power is much less, from going to on-bottom motion to off-bottom suspension.

The initial increase in power causes more and more solids to become active in communication with

the liquid and has a much greater mass transfer rate than that occurring above the power level for

off-bottom suspension in which slip velocity between the particles of fluid is the major contributor.

Since, there may well be chemical or biological reactions happening on or in the solid phase,

depending on the size of the process participants, macro- or micro-scale effects may or may not be

appropriate to consider.

In the case of living organisms, their access to dissolved oxygen throughout the tank is of great

concern. Large tanks in the fermentation industry often have a Z/T ratio of 2 : 1 to 4 : 1, and thus, top

to bottom blending can be a major factor. Some biological particles are facultative and can adapt

and re-establish their metabolism at different dissolved oxygen levels. Other organisms are irrever-

sibly destroyed by sufficient exposure to low dissolved oxygen levels.

E. LIQUID–LIQUID EMULSIONS

Almost every shear rate parameter we have effects liquid–liquid emulsion formation. Some of the

effects are dependent upon whether the emulsion is both dispersing and coallesing in the tank, or

whether there are sufficient stabilizers present to maintain the smallest droplet size produced for

long periods of time. Blend time and the standard deviation of circulation times effects the

length of time it takes for a particle to be exposed to the various levels of shear work and thus

the time it takes to achieve the ultimate small particle size desired.

When a large liquid droplet is broken up by shear stress, it tends to initially elongate into a

“dumbbell” type of shape which determines the particle size of the two large droplets formed.

Then, the neck in the center between the “dumbbell” may explode or shatter. This would give

debris of particle sizes which can be quite different from the two major particles produced.
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F. LIQUID–LIQUID EXTRACTION

If our main interest is in the total volumetric mass transfer between the liquids, the role of shear rate

and blend time is relatively minor. However, if we are interested in the bubble-size distribution, and

we often are because that affects the settling time of an emulsion in a multi-stage co-current or

counter-current extraction process, then the change in macro- and micro-rates on scale up is a

major factor. Blend time and circulation time are usually not a major factor on scale up.

G. BLENDING

If the blending process is between two or more fluids with relatively low viscosity such that the

blending is not effected by fluid shear rates, then the difference in blend time and circulation

between small and large tanks is the only factor involved. However, if the blending involves

wide disparities in the density of viscosity and surface tension between the various phases, then

a certain level of shear rate may be required before blending can proceed to its ultimate degree

of uniformity.

The role of viscosity is a major factor in going from the turbulent regime, through the transition

region, into the viscous regime and the change in the role of energy dissipation discussed pre-

viously. The role of non-Newtonian viscosities comes into the picture very strongly since that

tends to markedly change the type of influence of impellers and determines the appropriate geome-

try that is involved.

Another factor here is that the relative increase in Reynolds number on scale up. This means

that we could have pilot plants running in the turbulent region as well as the plant. We could

have the pilot plant running in the transition region and the plant in the turbulent, and the pilot

plant could be in the viscous region while the plant is in the transition region. There is no apparent

way to prevent this Reynolds number change upon scale up in marked way. In reviewing the quali-

tative flow pattern in a pilot scale system, it should be realized that the flow pattern in the large tank

will be at apparently much lower viscosity and therefore, at a much higher Reynolds number than is

being observed in the pilot plant. This means that the role of tank shape, D/T ratio, baffles, and

impeller locations can be based on different criteria in the plant size unit than in the pilot size

unit under observation.

H. CHEMICAL REACTIONS

Chemical reactions are influenced by the uniformity of concentration both at the feed point and in

the rest of the tank and can be markedly affected by the change in overall blend time and circulation

time as well as the micro-scale environment. It is possible to keep the ratio between the power per

unit volume at the impeller and in the rest of the tank relatively similar on scale up, but much detail

needs to be considered when talking about the reaction conditions, particularly where it involves

selectivity. This means reactions that can take different paths depending upon chemistry and

fluid mechanics, and is a major consideration in what should be examined. The method of intro-

ducing the reagent stream can be projected in several different ways depending upon the geometry

of the impeller and the feed system.

I. FLUID MOTION

Sometimes the specification is purely in terms of pumping capacity. Obviously, the change in

volume and velocity relationships depends upon the size of the two- and three-dimensional area

or volume involved. The impeller flow is treated in a head/flow concept and the head required

for various types of mixing systems can be calculated or estimated.
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J. HEAT TRANSFER

In general, the fluid mechanics of the film on the mixer side of the heat transfer surface is a function

of what happens at that surface rather than the fluid mechanics going on around the impeller zone.

The impeller provides largely flow across and adjacent to the heat transfer surface and that is the

major consideration of the heat transfer result obtained. Many of the correlations are in terms of

traditional dimensionless groups in heat transfer, while the impeller performance is often expressed

as the impeller Reynolds number.

IV. COMPUTATIONAL FLUID DYNAMICS

There are several software programs that are available to model flow patterns of mixing tanks. They

allow the prediction of flow patterns based on certain boundary conditions. The most reliable

models use accurate fluid mechanics data generated for the impellers in question and a reasonable

number of modeling cells to give the overall tank flow pattern. These flow patterns can give velo-

cities, streamlines, and localized changes in mixing variables based on doing certain things to the

mixing process. These programs can model velocity, shear rates, and kinetic energy, but probably

cannot adapt to the actual chemistry of diffusion or mass transfer kinetics of actual industrial

process at the present time.

Relatively uncomplicated transparent tank studies with tracer fluids or particles can give a

similar feel for the overall flow pattern. It is important that a careful balance be made between

the time and expense of calculating these flow patterns with computational fluid dynamics com-

pared to their applicability to an actual industrial process. The future of computational fluid

dynamics appears very encouraging and a reasonable amount of time and effort placed in this

regard can yield immediate results as well as potential for future process evaluation.

FIGURE 12.7 Typical velocity pattern for a three-dimensional model using computational fluid dynamics for

an axial flow impeller (A310).
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FIGURE 12.8 Typical contours of kinetic energy of turbulence using a three-dimensional model with

computational fluid dynamics of an axial flow impeller (A310).

FIGURE 12.9 Typical particle trajectory using an axial flow impeller (A310) with 100 mm particles using

computational fluid dynamics.
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Figures 12.7–12.9 show some approaches. Figure 12.7 shows velocity vectors for an A310

impeller. Figure 12.8 shows contours of kinetic energy of turbulence. Figure 12.9 uses a particle

trajectory approach with neutral buoyancy particles.

Numerical fluid mechanics can define many of the fluid mechanics parameters for an overall

reactor system. Many of the models break up the mixing tank into small microcells. Suitable

material and mass transfer balances between these cells throughout the reactor are then made.

This can involve long and massive computational requirements. Programs are available that can

give reasonably acceptable model of experimental data taken in mixing vessels. Modeling the

three-dimensional aspect of a flow pattern in a mixing tank can require a large amount of computing

power.

NOMENCLATURE

N Impeller speed

D Impeller diameter

T Tank diameter

Z Liquid level

P/V Power per unit volume

SR Solidity ratio obtained by dividing the projected area of the impeller blades by the area of

a disk circumscribing the impeller blades

Np Power number

Nq Flow number

H Velocity head (v2/2G)

P Power

L Length scale

v Fluid velocity

v0 Fluid velocity fluctuation

Kga Gas–liquid mass transfer

K, a Liquid–liquid mass transfer coefficient

ks Liquid–solid mass transfer coefficient

E Energy dissipation rate

m Dynamic viscosity

�v Average fluid velocity

n Kinematic viscosity
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I. INTRODUCTION

Contemporary society demands a culture based on the images. Endless quantities of information

must be collected in purpose to exploit the natural resources, increase the productivity, keep the

order, lead the war, or give jobs to the birocracy. Double properties of visual information, to make

reality subjective or objective, are ideal for these purposes. Sets of visual information, called

images, define reality in two very important ways of existence of the contemporary society: as

spectacle and as the subject of control (process, technology, phenomenon, or system). Image pro-

duction creates leading ideology. Real changes are substituted with changes of the images.

Freedom to consume the huge amounts of the information, mostly visual, may be equalized with

the “freedom”. Decreasing the freedom of choice to free economical consumption demands,

endless production, and consumption of visual information replaces the freedom. Since we

produce images, we use them by creating the need for more information and this goes toward eternity.

Sets of visual information are not a kind of constant treasure, they exist everywhere and the only thing

we have to do is to memorize them using a suitable system. An image could induce certain stimu-

lations in a person in a manner similar to that of a desire, and such stimulations are not clearly defin-

able. Since the sets of the visual information are endless, each project from this field swallows itself.

Author’s attempts to fix the worn-out meaning of reality, just makes the very attempt worn-out. Our

bitter feeling of permanent motions and instabilities related to the real world sharpened from the

moment the means for fixing fluctuations in visual information were available to us. We spare the
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images on ever-increasing rate. As Balzac suspected that cameras spend the body parts, the images

spend reality. Sets of visual information are at the same time antidotes and the illness, means to

acquire the reality and to overcome it. Power of visual information blurred our understanding of

reality, in that way we do not think about our experience through differences between images or

differences between copy and original. Platoon compared images to the shadows, transitional entities

with minimum information, immaterial and weak followers of real things that make them. The power

of visual informations comes from the fact that they are themselves the material reality and a treasury

of information. They remain as the consequences of entities’ emission, powerful enough to turn-over

the reality. This is the way an image becomes the shadow of reality. If there is a better way to acquire

the entities of visual information, then we will need not only the ecology of real things but also the

ecology of visual information.

Information archived as the visual information represents the way to shorten the reality or

exclude complicated analog to digital conversions and vice versa [1,2]. Man could not have the

reality, he could only possess the existent moment, but still he could possess the past known as

a memory. Image means immediate access to the reality, and at the same time, creation of

reality distance. Possessing the world in the form of images, means, once again experiencing the

virtual and distant reality. The present-day concept of “faith” is not related to reality but to its

visual perception — image or illusion takes the place of reality. Foyerbah’s vision of the twentieth

century becomes the widely accepted diagnosis of how one society becomes modern, when one of

its main activities becomes production and consumption of images, which are glorious replace-

ments for experience. If we would be able to tell everything using words, then we will not need

the systems for visual information acquisition and storage. Nowadays, everything could be

image. The era of visual perception is taking place, more and more with inevitable tendency to

replace the era of linguistical confusion [2].

What does quantification of visual information mean? The main fact lies in the difference

between the art and the science. The purpose of the science is to find the quantitative relations

between the input and the output, from the analyzed entity. Art does not need any relations.

When we are talking about artistic images or paintings, we have binary relation to them,

whether we like them or not. Most of us once in a lifetime said “I don’t know what art is but I

like it (or not).” The only objective measure of quality of artistic images is time, or better to

say, beauty and innocence have the only one enemy — time. The dark side of the technical disci-

plines and research is that they always must create quantitative measures about all the entities that

they analyze in real time and in the shortest possible period of time, even if we are talking about

some complex set of visual information as the artistic painting.

For the moment, take a look at the author’s favorite painting, the famous “Mane’s Breakfast on

the grass” which is exposed at “Jeu de Pomme” in Paris (Figure 13.1).

At the moment of creation, almost one century ago, this artwork was so revolutionary that it

created a scandal. At that time, police would have stopped this kind of picnic and the spectators

assumed that Mane presented a real event. Many years later, one of the researchers found the

origin of figures presented at the painting. Models for figures on Mane’s painting were figures of

classical gods presented on Rafael’s relief and relief of river gods [1] (Figure 13.2 and Figure 13.3).

When the attention was focused, the connection was obvious, but we miss it because Mane was

not copied or presented Rafael’s composition. He simply borrowed main lines from the characters

and transferred them in his time. In the present analysis, we used the oldest method of the quanti-

fication of visual information — comparison of original with the set of other reliefs or paintings and

standards, which we defined as the source, permanent or persistent. Standards and the analyzed

paintings are not the same; only some forms are present, which exists on the standards. Basic

forms of older Rafael’s figures are upgraded in the new environment. If we go further in analysis

of the paintings, we will find that even Rafael’s reliefs have source in the older Roman art or even

further in the so-called relief of Roman Gods. So, we can make the chain of images Mane,

Rafael, and Roman Gods; a connection which starts somewhere in the blurred past; thinking on

Breakfast will influence some other contemporary artistic works too. This analysis shows that
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the different presentations have almost the same basic source, or basic cell, which takes us to the

story of fractals [3].

If the wisdom that “man is not the island” is true, the same is valid for the sets of visual infor-

mation. All the chains of images make a carpet in which each set of visual information has a specific

position, which in the art we call “tradition,” and in the science we call “genesis.” In the art, we use

quantification of visual information to measure and define originality of piece, and in the

science, we use quantification of visual information to allow reproductivity of the best created

entity. But, wherever we use, the methods of quantification are always the same. We must have

FIGURE 13.1 Breakfast on the grass.

FIGURE 13.2 Rafael’s relief.
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the system of objective and precious measure for elements or structural entities. All is done in

purpose to obtain information that could be used for comparison and reproduction.

II. WHAT DO WE SEE?

The human eye is a good optical device, with theoretical resolution about 1024 rad or 60 arcse-

conds. Most of the information comes as the visual one when compared with the other sensual

information such as taste, touch, smell, or hearing. It is estimated that over the 95% of all acquired

information is visual.

We will concentrate our attention on the visual information that is obtained from the exper-

iments or from the scientific observations of entities or objects. Visual part of electromagnetic spec-

trum is almost infinitesimally narrow (400–700 nm) when compared with the whole radiation

spectrum. Hence, for visualization of all scientifically observable universes, we have a small

part of spectrum including one property that is named color. There are several ways to describe

the sensitivity of the human visual system. To begin, let us assume that a homogeneous region

in an image has an intensity as a function of wavelength (color) given by I(l); further on, let us

assume that I(l) ¼ I0, where “I0” is fix value. Wavelength sensitivity of human observer or the per-

ceived intensity as a function of l. The spectral sensitivity, for the “typical observer” is shown in

Figure 13.4.

FIGURE 13.3 Relief of River Gods.

FIGURE 13.4 Spectral sensitivity of the typical human observer.
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If the intensity (brightness) I0 is allowed to vary, then, to a good approximation, the visual

response, R, is proportional to the logarithm of the intensity, which is called stimulus sensitivity.

This is known as the Weber–Fechner law:

R ¼ log(I0)

The implications of this statement are easy to illustrate. Equal perceptual steps in brightness,

DR ¼ k, require that the physical brightness (the stimulus) increases exponentially. This is illus-

trated in Figure 13.5.

The Mach band effect is visible in Figure 13.5. Although the physical brightness is constant

across each vertical stripe, the human observer perceives an “undershoot” and “overshoot” at a

physically explainable step edge in brightness. Thus, just before the step, we see a slight undershoot

in brightness when compared with the true physical value. After the step, we see a slight overshoot

in brightness when compared with the true physical value. The total effect is one of an increased,

local, percept contrast at a step edge in brightness. Human color perception is an extremely

FIGURE 13.5 Brightness step actual brightnesses plus interpolated values.
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complex topic. As such, we can only present a brief introduction here. The physical perception of

color is based upon three color pigments in the retina [4].

A. COLOR

On the basis of psychophysical measurements, standard curves have been adopted by the

Commission Internationale de l’Eclairage (CIE) as the sensitivity curves for the typical or standard

observer for the three pigments, �x(l), �y(l), and �z(l). These are not the actual pigment absorption

characteristics found in the “standard” human retina but rather sensitivity curves derived from

actual data. For an arbitrary homogeneous region in an image that has intensity as a function of

wavelength (color) given by I(l), the three responses are called the tristimulus values:

X ¼

ð1

0

I(l)�x(l) dl Y ¼

ð1

0

I(l)�y(l) dl Z ¼

ð1

0

I(l)�z(l) dl

The chromaticity coordinates, which describe the perceived color information, are defined as

x ¼
X

X þ Y þ Z
y ¼

Y

X þ Y þ Z
z ¼ 1� (xþ y)

The red chromaticity coordinate is given by x, and the green chromaticity coordinate is given

by y. The tristimulus values are linear in I(l) and thus the absolute intensity information has been

lost in the calculation of the chromaticity coordinates {x, y}. All color distributions, I(l), that

appear to an observer as having the same color will have the same chromaticity coordinates.

If we use a tunable source of pure color (such as a dye laser), then the intensity can be modeled

as I(l) ¼ d(l 2 l0) with d(�) as the impulse function. The collection of chromaticity coordinates

{x, y} that will be generated by varying l0 gives the CIE chromaticity triangle as shown in

Figure 13.6.

The description of color on the basis of chromaticity coordinates not only permits an analysis of

color but also provides a synthesis technique. Using a mixture of two color sources, it is possible to

FIGURE 13.6 Chromaticity diagram containing the CIE chromaticity triangle associated with pure spectral

colors.
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generate any of the colors along the line connecting their respective chromaticity coordinates. Since

we cannot have a negative number of photons, the mixing coefficients must be positive.

The formulas for converting from the tristimulus values (X, Y, Z) to the well-known colors

(R, G, B) are widely used for various applications. As long as the position of a desired color

(X, Y, Z) is inside the phosphor triangle as shown in Figure 13.6, the values of R, G, and B will be

positive as computed. It is incorrect to assume that a small displacement anywhere in the chromaticity

diagram (Figure 13.6) will produce a proportionally small change in the perceived color.

B. VISUALIZATION

If we look at the simplified schematic diagram presented in Figure 13.7, which presents the

whole electromagnetic spectrum, we will notice that direct visual observable universe is very

narrow.

The electromagnetic part of the radiation spectrum, except visible, must be transformed

into a suitable form, to be presented to our eyes. So, we came to the first step of visualization,

devices for transformation of electromagnetic radiation to form, which could be processed in

purpose to obtain an image or a visual information. This is the wide field of detectors, which is

directly connected with technological developments in the field of materials and electronics.

First detectors and the information storage devices were the photographic plates or films, which

were totally dependent on the chemical reactions, between incoming radiation and sensitive

layer. After that, the main detectors, over the years, were photomultiplication tubes, based on

the photoelectric effect, transforming the incoming radiation to the electric signal, which could

be further processed.

The breakthrough came with the solid-state detectors (CCD and CID), which could convert

two-dimensional distribution of incoming radiation to the two-dimensional array of electric

signals, for processing. As we see, most of the today’s detectors convert incoming radiation into

the electric signal, which could be, with additional conversions, presented in the visual form.

One property of detectors which must be known is the relation between incoming radiation and

the output electric signal. Preferably, it must be linear. There are many other properties of

detectors and processing devices which play an important role in the signal processing, but they

are beyond the scope of this chapter.

We can now speak about two visualization processes. First, direct visualization received from

strong or perceptive fields, which could be seen through our unaided eyes or converted into the

other signals using the suitable detector. Information obtained from perceptive fields could be

directly stored into the image using the chemical conversion of incoming radiation.

FIGURE 13.7 Electro-magnetic radiation spectra.
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Second, indirect visualization received from weak fields or all other radiation from the spec-

trum that must undergo several conversions to be presented in a visual form. Conversions are

presented schematically in Figure 13.8.

Processing unit assumes two-dimensional discrete sets of quantified detector signal intensities,

which we can call virtual image, or sets of visual information. At this point, we still do not see

information. This is where the data manipulation algorithms are applied in purpose to improve

the signal-to-noise ratio of the obtained data. Human vision can extract several different kinds

of information in the form of images and much of the processing that takes place has been

optimized by evaluation and experience. Some of them are transformations of obtained data

sets in some other spaces, where original data never exist, but they help us in our goal to

extract the valid data sets for analysis. We always know the return route through the Alice

mirror. After this conversion, called image processing, we can apply two other conversions or

processes. One is the visual presentation of the obtained and processed data, and the other is

their quantification.

Visualization is the process of presenting the obtained data in the visual part of spectrum

or in the visual form. One more conversion of original data must be done. Contemporary

visualization algorithms are based on the look-up tables (LUT) or gray scale methodology. No

matter which of them we apply, the principle is the same. Range of obtained data is related

either to the part or complete visible spectrum if we apply the LUT or the part or whole gray

scale methodology.

In the first case, we obtain the color image, and in the second, we have the black and white

image of the obtained data. In both cases, two-dimensional intensity distribution of incoming radi-

ation to the detector is presented as image with the related distribution of colors, valers, or levels of

gray. We see the image of something that is far from the image in common sense. It is just the visual

presentation of incoming entity (radiation or interaction) to the detector and its response in the form

which is recognizable by the processing unit.

The best example is the visual presentation of signals obtained by the radio telescope obser-

vations. The whole instrument is the detector. Rare people, like Jody Foster in Carl Sagans

FIGURE 13.8 Generation of the visual sets — images.
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Contact, are listening to cosmic radio signals (Figure 13.9a). Even in that case, we have the same

principle of the output generation, while in this case, we spread received radio spectrum to the

audio spectrum to “hear” the signals. In most other cases, then Hollywood, researchers made

visual presentations of received radio signals (Figure 13.9b) by connecting radio signals with the

adequate LUT table for this purpose. The results are seen in Figure 13.9b, presenting the radio

intensities distribution from quasars, captured by the VLA radio telescopes. So, we see the radio

waves, their intensity presentation is in the selected range of gray scale.

At this point, it is better to speak about sets of visual information rather than about the images.

First of all, these sets have some random elements and subjectivity because the researcher is choos-

ing the LUT table or range of gray scale, by a subjective set of criteria. So, why do we want to

present visually all of the obtained data by experiments or observations, when visual presentations

could be different even for the same data? The proverb, “a picture is worth a thousand words,” is

always used as the illustration of apparently rich information content of images and it is wrong in

many ways. Typically, nowadays, visual presentation or image of any kind occupies the space of

several millions of words. As the communication tool for information exchange is very inefficient.

There is a little reason to believe that two researchers will extract the same information from the

same image without some additional information, which creates context for interpretation. We

always must have the key how to read visual presentation to obtain the closest information as its

author. There is a chance that some of the other kinds of information are either ignored or sup-

pressed and are not normally observed. Seeing, but not observing, is the common mistake of

many research tasks. Contemporary research devices allow us to see practically any object or

process. To observe them, we must quantify the obtained data in any form. Observing means

that we have to see visual information on different ways, from the different points of view, and

extract the useful data for our goal. Set of visual information is the frizzed moment of the existence

of an entity. Observing such information means that researcher must find the path of the process that

creates the set. At this point, we could make an analogy with the holograms. We presume that

entropy is just the measure of total information capacity of some system, so all information con-

nected to the analyzed phenomenon could be stored into the two-dimensional boundary regions,

such as the holographic image. In reverse process, when the laser light passes through the holo-

graphic image, the image of the object which creates the hologram is formed.

The scientific sets of visual information are also two-dimensional visual presentations of the

obtained data. Acquired data have all the information about the process that creates actual set.

FIGURE 13.9 (a) Listening signals from the very large area of telescopes in New Mexico and (b) the visual

presentation, “image,” of radio signals. (From Cosmos Warner Bross. and “NRAO/AUI/NSF.” With

permission.)
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The problem is the reverse process, how to extract them and put in some logical sense, called

models or theories. Modern digital technology has made it possible to manipulate multidimensional

signals with systems that range from simple digital circuits to advanced parallel computers. When

talking about sets of visual information, the process of their quantification for further analysis or

observation can be set as follows:

Data acquisition Radiation in! processable signal out

Data processing and presentation Signal in! image out

Image processing Image in ! enhanced image out

Quantification of visual information Image in! measured data sets out

Analysis Data sets in! high-level observations out

III. DATA ACQUISITION

In the days of Internet, analog-to-digital (A/D) converters, and all other miracles of nanotechnol-

ogy, the problems of data acquisition are not focused by the researchers. Sometimes, the fact that

data will be acquired by some devices is accepted like an axiom.

Schematic scale and the corresponding instruments or imaging devices, which create the visual

information, are presented in Figure 13.10. This could be named as the quest for the resolution.

Only the small fraction of the scale is directly observable by the human eye. In all other cases,

the effects or the interactions are used to create the visual information. Even the optical microscope

use photon interactions with material to create the image. Electron microscopes, transmission and

scanning, use different kinds of electron interactions with material to obtain information.

For the dimensions lower than 1029 m, tunneling effect is used to obtain the information.

Atomic force microscope uses the measure of force to obtain information about the material struc-

ture. Only optical microscope without the cameras gives real visual image of the specimen. All

other instruments gives the visual presentation of the specific interaction, which takes place in

the specimen under investigation. When the information have to be collected from the scales

lower than 10212 m, only the induced “visible” macroeffects can be used for visualization of

such structures. Accelerators, the ultimate microscopes, combine high-energy particle beams and

FIGURE 13.10 Scale and imaging devices.
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their interactions with target materials to see the subatomic particles. The particles are not seen by

themselves. What we see is the particle–detector medium interaction in the suitable detector. It is

interesting to note that the resolution demands of the contemporary research request bigger

and more sophisticated observation devices, whether we observe the subatomic particles or the

universe. The size does matter.

A. QUANTIFICATION OF VISUAL INFORMATION

The goal of human vision is recognition. Whatever we are searching for, the first thing that attracts

our attention in an image is something familiar. To be recognized, an object or objects must have a

name, some label that our consciousness can assign. The label is mental model of the object, which

can be expressed either in words, images, or other forms, which captures the important character-

istics of the object [4]. The basic technique that is in the root of human vision is comparison.

Nothing in images is measured by the eye and mind. There are no rulers and standards in our

head. Machine comparison works at the same way, but it takes time. If the stored object is

known, then corresponding model consists of a set of object properties, which may be compared.

Scale or comparison, the set of rules must be known in advance (Figure 13.11).

The basic process of quantification of visual information is the process of the object extraction

or object identification in the visual set. The set of visual information could contain the color,

patterns, and objects, which have to be quantified. Objects in the visual set could be defined as

the set of data with the same properties or with the properties which fall in the defined range of

values. Patterns could be defined as the traces of the structures frozen in time. If the LUT method-

ology for the data presentation is used, the obtained visual presentation already has defined objects

by the selected LUT table. Standard processes for the object or pattern extraction from the set of

visual information are thresholding and segmentation and their cosmeceutical derivations. In the

analysis of the objects and patterns in sets of visual information, it is essential that we can

FIGURE 13.11 Schematic diagram of quantification of visual information.
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distinguish the objects of interest and the rest or background that is not of interest for the current

analysis. It is important to understand that there is no universally applicable segmentation technique

that will work for all images; none of segmentation techniques is perfect.

The output is the label “object” or “background” which, due to its dichotomous nature, can be

represented as a Boolean variable “1” or “0”. In principle, the test condition could be based upon

any visual property of data set. The central question in thresholding then becomes “How do we

choose the threshold?” While there is no universal procedure for threshold selection that will

work on all images, there are a variety of alternatives. A variety of techniques have been

devised to automatically choose a threshold.

B. MORPHOLOGICAL AND STEREOLOGICAL PRINCIPLES

The generic term object or pattern that is used to describe the physical elements, which make up

any structure comes from the concept of a phase borrowed from classical thermodynamics. Each

phase in a structure is a set of three-dimensional objects. To belong to the same phase, the

objects must have the same internal physical properties, which are presented with the same prop-

erties in the set of visual information. Commonly, this means that the objects of one phase have

the same chemical makeup and the same atomic, molecular, crystal, or biological structure. The

collection of parts of such structure that belong to the same object is one example of an object

set. Structures are space filling, nonregular, nonrandom arrangements of the object sets of

objects in three-dimensional space. A structure may be a single-phase tessellation consisting of

four object sets, polyhedral cells that have faces, edges, and vertices arranged to fill the three-

dimensional space. Alternatively, a structure may consist of two phases, two distinguishable

object sets, either or both of which may be cell structures that fit together with precision to fill

up the space occupied by the structure. Structures frequently consist of several distinguishable

phases, each contributing to the total collection of object sets in the system. In some cases,

voids or porosity may be present and is also treated as a measurable phase.

In the description of a structure, it may be useful to focus on the properties of a particular object

such as the phase and its boundaries. Each member of the object has its own collection of geometric

properties. Properties of the whole collection of objects in the set are called global properties.

Examples include the total volume, boundary surface area, or number of particles in the set. A

more complete description of the structure might incorporate information about the spatial distri-

bution of the phase in the context of other object sets in the structure.

To facilitate the organization structure characterization, three levels of structure characteri-

zation could be introduced: the qualitative structural state, the quantitative structural state, and

the topographic structural state.

The first of these levels of description is a list of the classes of object that exist in the structure.

The second level makes the description quantitative by assigning numerical values to geometric

properties that are appropriate to each object set. The third level of description deals with no

uniformities in the spatial distribution, which may exist in the structure.

1. Qualitative Microstructural State

Structures consist not only of the three-dimensional objects that make up the objects and patterns in

the structure but also of two-dimensional surfaces, one-dimensional lines, and zero-dimensional

points associated with these objects. The qualitative microstructural state is a list of all of the

classes of object sets that are found in the structure. Surfaces, edges, and points arise from the inci-

dence of three-dimensional particles or cells. For example, the incidence of two cells in space forms

a surface. The kind of surface is made explicit by reporting the class of the two cells that form it.

The qualitative microstructural state can be assessed or inferred by inspection of a sufficient number

of fields to represent the structure. In many cases, one field will be enough for this qualitative

purpose. In making this assessment, keep in mind that the process of sectioning the structure
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reduces the dimensions of the objects by one. Sections through three-dimensional cells of volume

objects appear as two-dimensional areas on the section. Sections through two-dimensional surfaces

appear as one-dimensional lines or curves on the section. Lineal objects in space appear only as

points of intersection with the sectioning plane; triple lines in a cell structure intersect as triple

points (Figure 13.12).

Characterization of any given microstructure should begin with an explicit list of the objects it

contains [4].

2. Quantitative Microstructural State

To each of the classes of objects listed in the previous section, one or more geometric properties

may be associated. Use of stereology to estimate values for these properties constitutes specification

of the quantitative structural state. Properties that are stereologically accessible have the useful

attribute and have unambiguous meaning for object sets of arbitrary shape or complexity. These

geometric properties may be associated with individual objects in the visual set or as global prop-

erties of the whole objects in the set.

Stereological measures are generally related to these global properties of the full set of objects.

They are usually reported in normalized units as the value of the property per unit volume of struc-

ture. The volume fraction occupied by an object set may be quantitatively estimated through the

point count, the most used relationship in stereology (Figure 13.13).

Surfaces that exist as two-dimensional object sets in the three-dimensional microstructure

possess the property area. Each object in a surface or interfacial object set in the structure has a

value of its area. The object set as a whole has a global value of its surface area. The concept of

the area of a surface has unambiguous meaning for object sets of arbitrary size, shape, size distri-

bution, or complexity. The surface that separates particles from the gas phase in a stack of powder

has an area. The normalized global property measured stereologically is the surface area per unit

volume, sometimes called the surface area density of the two-dimensional object set. Lines or

space curves that exist in the three-dimensional microstructure possess a length. Individual line seg-

ments, such as edges in a cell network, have a length. The full object set has a global value of its

length, the length per unit volume in stereological measurements. Many objects, such as fibers in

FIGURE 13.12 The dimension of each object is reduced by one when a three-dimensional structure is

sectioned by a plane. (Russ, C.J. and DeHoff, R.T., Practical Stereology, 2nd ed., Plenum Press,

New York, 2002, pp. 29. With permission.)
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composite materials, axons in neurons, capillary blood vessels, or plant roots, are approximate

lineal objects [4].

3. Topological Properties

Line length, surface area, and volume are called metric properties because they depend explicitly on

the dimensions of the objects under examination. Geometric properties that do not depend upon

shape, size, or size distribution are called the topological properties. Most familiar of these properties

is the number of disconnected parts of an object. The surfaces bounding particles also may be

counted. In this case, the number of disconnected parts in the surfaces is the same as the number

of particles in the three-dimensional objects. For example, this will not be true if the particles are

hollow spheres. Then, each particle is bounded by two surfaces and the number of surfaces is

twice the number of particles. The normalized value of this generic topological property is the

number density. A less familiar topological property is the connectivity of objects. Connectivity

reports the number of extra connections that objects in the structure have with themselves. To visu-

alize the connectivity of a three-dimensional object, determine how many times the object could be

sliced with a knife without dividing it into two parts. Objects that may be deformed into a sphere

without tearing or making new joints are “topologically equivalent to a sphere.” The objects in

the second row in Figure 13.14 can all be cut once without separating the object into two parts.

These objects all have connectivity equal to one and are topologically equivalent to a torus. Connec-

tivity of the remaining objects is given in Figure 13.14. A microstructure that consists of a network,

such as a powder stack or the capillaries in an organ, may have a very large value of connectivity.

FIGURE 13.13 A simple two-phase microstructure provides a sample of the volumes and surfaces that exist in

the three-dimensional structure. (Russ, C.J. and DeHoff, R.T., Practical Stereology, 2nd ed., Plenum Press,

New York, 2002, pp. 31. With permission.)
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At the end, we can conclude that there are three levels of characterization in the description of

the geometric state of a structure. The qualitative structural state is simply a list of the three-, two-,

one-, and zero-dimensional objects that exist in the structure. Each of the objects in the list has geo-

metric properties, which have unambiguous meaning for objects of arbitrary complexity. These

properties may be visualized for individual objects in the structure or as global properties for the

whole objects [4].

Evaluation of one or more of these geometric properties constitutes a step in the assessment of

the quantitative microstructural state. Real structures exhibit variations of some properties with

macroscopic position in the structure. Some objects and patterns may display variation with orien-

tation in the macroscopic specimen. Proper sample design may provide appropriate averages of

global properties. Alternatively, these gradients and anisotropies may be assessed quantitatively.

Comparison of appropriate combinations of these properties with predictions from random or

uniform models for the structure provides measures of tendencies for objects to be positively or

negatively associated with each other.

IV. CHAOS AND FRACTALS

The world of mathematics has been confined to the linear world for centuries. That is to say, math-

ematicians and physicists have overlooked dynamical systems as random and unpredictable. The

only systems that could be understood in the past were those that were believed to be linear and

systems that follow predictable patterns and arrangements. Linear equations, linear functions,

linear algebra, linear programming, and linear accelerators are all areas that have been understood

and mastered by the human race. However, the problem arises that we humans do not live in an

even remotely linear world; in fact, our world should indeed be categorized as nonlinear; hence,

proportion and linearity are scarce. How one may go about pursuing and understanding a nonlinear

system in a world that is confined to the easy, logical linearity of everything? This is the question

that scientists and mathematicians became burdened within the nineteenth century. The very name

“chaos theory” seems to contradict reason; in fact, it seems somewhat of an oxymoron [5]. The

name chaos theory leads the reader to believe that mathematicians have discovered some new

FIGURE 13.14 Connectivity, C, is the maximum number of cuts that can be made through a three-

dimensional object without separating it into two parts. (Russ, C.J. and DeHoff, R.T., Practical stereology,

2nd ed., Plenum Press, New York, 2002, pp. 33. With permission.)
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and definitive knowledge about utterly random and incomprehensible phenomena. The acceptable

definition of chaos theory is: “chaos theory is the qualitative study of unstable aperiodic behavior in

deterministic nonlinear dynamical systems.” A dynamical system may be defined to be a simplified

model for the time-varying behavior of an actual system, and aperiodic behavior is simply the beha-

vior that occurs when no variable describing the state of the system undergoes a regular repetition

of values. Aperiodic behavior never repeats and it continues to manifest the effects of any small

perturbation; hence, any prediction of a future state in a given system that is aperiodic is impossible.

What is so incredible about chaos theory is that unstable aperiodic behavior can be found in

mathematically simple systems. These simple mathematical systems display behavior so complex

and unpredictable that it is acceptable to merit their descriptions as random. An interesting question

arises concerning why chaos has just recently been noticed. If chaotic systems are so mandatory to

our everyday life, how come mathematicians have not studied chaos theory earlier? The answer can

be given in one word: computers. The calculations involved in studying chaos are repetitive, boring

and number in the millions, and computers have always been used for endless repetition.

Before advancing into the more precocious and advanced areas of chaos, it is necessary to

mention the basic principle that adequately describes chaos theory, the butterfly effect. Small but-

terfly wing waving in the one part of the world induces the storm in the other. When applied to the

system, small variations in initial conditions result in huge, dramatic effects in following events.

The graphs of what seem to be identical, dynamic systems appear to diverge as time goes on

until all resemblance disappears [5]. Perhaps the most identifiable symbol linked with the butterfly

effect is the famous Lorenz attractor. Edward Lorenz, meteorologist, was looking for a way to

model the action of the chaotic behavior of a gaseous system. Hence, he took a few equations

from the physics field of fluid dynamics, simplified them and plotted the three differential equations

on a three-dimensional plane, with the help of a computer of course, no geometric structure or even

complex curve would appear; instead, a weaving object known as the Lorenz attractor appeared.

This is because the system never exactly repeats itself, the trajectory never intersects itself,

instead it loops around forever.

The attractor will continue weaving back and forth between the two wings, its motion see-

mingly random, and its very action mirroring the chaos, which drives the process. Lorenz

proved that complex, dynamical systems show order, but they never repeat. Since our world is

classified as a dynamical, complex system, our lives, our weather, and our experiences will

never repeat, they should form patterns [6] (Figure 13.15).

Chaos and randomness are no longer ideas of a hypothetical world, they are quite realistic. A

basis for chaos is established in the butterfly effect, the Lorenz attractor, and there must be an

immense world of chaos beyond the rudimentary fundamentals. This new form mentioned is

highly complex, repetitive, and replete with intrigue.

The extending and folding of chaotic systems give strange attractors, such as the Lorenz attrac-

tor, the distinguishing characteristic of a nonintegral dimension. This nonintegral dimension is most

commonly referred to as a fractal dimension. Fractals appear to be more popular for their aesthetic

nature than for their mathematics [7]. Everyone who has seen a fractal has admired the beauty of a

colorful, fascinating image, but what is the formula that makes up this handsome image? The clas-

sical Euclidean geometry is quite different from the fractal geometry mainly because fractal geo-

metry concerns nonlinear, nonintegral systems, while Euclidean geometry is mainly concerns

linear, integral systems. Euclidean geometry is a description of regular geometrical figures.

Fractal geometry is a description of algorithms. There are two basic properties that constitute a

fractal. First, it is self-similarity, which is to say that most magnified images of fractals are essen-

tially indistinguishable from the unmagnified version. A visual form of fractal will look almost, or

even exactly, the same no matter what size it is viewed at. This repetitive pattern gives fractals their

aesthetic nature [5,7].

Second, fractals have noninteger dimensions. This means that they are entirely different from

the graphs of lines and conic sections that we have in fundamental Euclidean geometry. The
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Sierpenski triangle and the Koch snowflake are the best known representatives of fractal commu-

nity (Figure 13.16). The iterations are repeated an infinite number of times and eventually a very

simple fractal arises.

Gaston Maurice Julia masterpiece entitled “Memoire sur l’iteration des fonctions” dealt with

the iteration of a rational function. The following fractals belong to the Julia set (Figure 13.17).

The work of Julia was reviewed and popularized by Benoit Mandelbrot, and his paper entitled

“How long is the coast of Britain” becomes the starting point of the whole new Universe of fractals

[3]. Fractals are in close relation to the “fragments,” which should also mean “irregular.” With the

FIGURE 13.15 Lorentz attractor. (Generated by the ManpWin v2.8. http://www.deleeuv.com.au. With

permission.)

FIGURE 13.16 Two simple fractals. (Mandelbrot, B.B., The Fractal Geometry of Nature, W.H. Freeman and

Company, San Francisco, 1977, pp. 49, 142. With permission.)
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aid of computers, today, anyone is able to show how iteration is the source of some of the most

beautiful fractals known today. The simple equation that is the basis of the Mandelbrot set is

included as follows (Figure 13.18) [3].

Variable Numberþ Fixed Number ¼ Result

It is now established that fractals are quite real and beautiful, but what do these patterns have to

do with real life? Is there a real process behind these fascinating images? Fractals patterns could be

found in the biological world. Pulmonary alveolar structure, regional myocardial blood flow hetero-

geneity, clouds, arteries, veins, nerves, parotid gland ducts, and the bronchial tree, all show some

sort of fractal pattern organization. Fractals are one of the most interesting visual presentation of

chaos theory, and they are beginning to become important tool in biology, medicine, and

technology.

Why fractals stand in the quantification of visual information? First of all, the fractals could be

only analyzed visually. They are created on the computer screen and present the patterns of iteration

processes. First, we see them, then we observe them. It is interesting that mathematical games and

visual presentations, which, in the most cases, are the beautiful images of them, are the facts that

consume our attention to them. The connection with the real world comes later. This is opposite to

what was presented earlier. In the research, we have a set of visual information acquired by the

some system and the analysis is focused on finding the process which creates such forms. In the

case of chaos and fractals, we have the visual presentation of the model and we know how it

was generated (iterations). The only thing that we have to do is to recognize the real world presen-

tation of obtained fractals. One of the best cases for that is the Cantor set.

What would happen when an infinite number of line segments were removed from an initial line

interval. Cantor devised an example, which portrayed classical fractal made by iteratively taking

away something. This operation created a “dust” of points-Cantor dust. The operation is shown

in Figure 13.19 [3].

The Cantor set is simply the dust of points that remain. The number of these points is infinite, but

their total length is zero. Mandelbrot recognized the Cantor set as a model for the occurrences of

FIGURE 13.17 Visual presentations of the Julia sets. (Generated by the ManpWin v2.8. http://
www.deleeuv.com.au. With permission.)
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errors in an electronic transmission line [3,5]. Engineers saw periods of errorless transmission, mixed

with periods when errors would come in packages. When these packages of errors were analyzed, it

was found that they contained error-free periods within them. As the transmissions were analyzed

with higher and higher resolution, it was found that such dusts, as in the case of Cantor dust,

were indispensable in modeling intermittency; the proof that fractals exist in the real world [3,5].

The fractals are visual patterns nice to look at; they are present in the real world, but what break-

throughs can be made in terms of discovery? Is chaos theory anything more than looking at the

phenomena and processes from the different point of view? The future of chaos theory is

FIGURE 13.18 Visual presentation of the Mandelbrot set. (Generated by the ManpWin v2.8. http://
www.deleeuv.com.au. With permission.)

FIGURE 13.19 Visual presentation of the Cantor set. (Mandelbrot, B.B., The Fractal Geometry of Nature,

W.H. Freeman and Company, San Francisco, 1977, pp. 80. With permission.)
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unpredictable, but if a breakthrough is made, it will be huge. Minor discoveries have been made in

the field of chaos within the past century, and as expected, they had the butterfly effect influence on

the science.

A. PROCESS VISUALIZATION

One of the most fascinating problems is generation of patterns in real systems. According to that,

reaction–diffusion systems can be treated as the minimal models for various patterns observed in

the nature. To present the possible patterns, a model of excitable reaction, diffusion systems have

been elaborated. The model consists of two coupled catalytic (enzymatic) reactions. One of them is

allosterically inhibited by an excess of its reactant and product. The other is the usual catalytic reac-

tion, which proceeds in its saturation regime. It is assumed that reactions occur in the open systems,

with boundaries impermeable to the reagents. Patterns generated by the model analysis are present

in Figure 13.20, which are exactly the old-Hebrew alphabet [8].

Not all letters have elegant forms. Some of them are similar to scribble, but they are readable,

especially when used in sets (words). More elegant form of the letters can be obtained, if the reac-

tors with smooth boundaries are used instead of the rectangular polygons. It is noteworthy that the

reaction–diffusion model is structurally stable, which means that small changes in its parameters

do not change the shapes of the asymptotic solutions. In addition, small changes in sizes of the reac-

tors and positions of initial excitations do not change the qualitative properties of the asymptotic

solutions. All letters have been obtained as the asymptotic solutions of the deterministic problem

with well-defined inhomogeneities as the initial distributions of reagents. In real systems, inhomo-

geneities can appear due to internal, local fluctuations. Therefore, there is a probability greater than

zero that the patterns can appear spontaneously in real systems [8].

It is noteworthy that the model is not exceptional one. The identical patterns can be generated in

many reaction–diffusion systems, provided that they have the similar qualitative properties to the

presented model. Moreover, it is worth to stress that the model contains two variables only, and

therefore, it is simple one. One can expect more rich patterns in systems with three, four, and

more variables.

The other process of patterns generated is the analysis of magnesium influence on the wettabil-

ity properties of ceramic substrates. Data obtained with experiments were analyzed in two ways.

Kinetic models available in literature were tested, which proved that they could not be used for

real system modeling. Results directed to the use of methodology of dynamic systems analysis

for modeling of wetting process. Two parameter models were used for simulation of the said

wetting process [9].

Assumptions were that final layer of metal is formed by the “n” passes of metal over substrate

points. In the “nth” pass, the first connection is formed, as the first contact. Isolated connection are

bridged to each other via various patterns depending on the applied temperature to the final metal

FIGURE 13.20 The set of asymptotic patterns generated in 20 2D systems. (L. Kawezynski, In Proccedings

International Conference in nonlinear Science, pp. 91, Belgrade, 2004. With permission.)
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layer [9]. For modeling, the iteration method was used as the main modeling tool. Generally, it

could be assumed that the each dynamic, nonlinear, process can be described as

dIm

dt
¼ Fm(Im(t))

This general model describes the evolution of the system in time. Im is the set of functions of all

possible parameters, which have influence on the system.

a. When l ¼ 1.3578, number of iterations ¼ 120

b. When l ¼ 1.31456, number of iterations ¼ 567

c. When l ¼ 1.31466, number of iterations ¼ 498

Two-parameter model was used for simulation of the patterns formation during the wetting

process. General form of the model is

x ¼ lx(1� X):

Small changes of parameter l directed the process from slow to very fast changes as could be

seen from Figure 13.21. The forms generated by iteration simulation are in close agreement with the

observed forms in real system. All of the simulated forms could be seen in the real process, as

shown in Figure 13.22.

The system is dynamic and nonlinear, so basically, it is sensitive to a lot of parameters which

could lead to the dramatic changes in behavior and, at the end, on the layer quality.

Intermediate, unstable forms are critical for the layer quality, because they have influence on

the bonding quality of the metal–substrate connection. A system can be random in a short term

and deterministic in a long term.

The applications of chaos theory are infinite. Random systems produce patterns of spooky

understandable irregularity. From the Mandelbrot set to turbulence, feedback, and strange

FIGURE 13.21 Patterns generated with the simulation model during the formation of MMC composite.

Quantification of Visual Information 361



attractors, chaos appears to be everywhere. Breakthroughs have been made in the area of chaos

theory, and, to achieve any more colossal accomplishments in the future, they must continue to

be made.

V. CONCLUSION

Endless quantities of the information which are collected in everyday life are presented to the

mankind in the visual form, using various presentation devices. “Seeing is a believing” is the

motto of the unidentified flying object (UFO) observers, which could be used for all other areas

of the high-level observations. Contemporary research is based on the detection of variations in

the electromagnetic spectrum or interactions between fields or particles in the open systems,

which are then presented in the visual form. Figure 13.23 presents the time–space scale and the

visualization devices which are used to obtain the information.

FIGURE 13.22 Real forms generated during MMC formation.

FIGURE 13.23 Visualization devices for the time–space scale.
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Theories and models of the material structure and cosmos were developed long time ago, but

the proof and general acceptance come with the visual evidence of the theoretical predictions. All

the mathematical formalisms of models and theories could rise or fall if some experimental struc-

ture pattern, does or does not appear on the visualization device. It is interesting to note that as we

want to see further back in time or to see the smaller and smaller basic material ingredients, we must

use more and more energy. From 30 eV in the SEM, to 209 GeV in ultimate CERN’s microscope,

or from Hawaii Keck’s telescope to Cosmic background explorer or the next generation space tele-

scopes, energy demands for the unit visual information rise. Besides, the energy demands for

extraction of the unit information, the complexity of the visual devices and algorithms for the

data processing also rise. What then the needs for visualization of the neutrinos, mass bozon par-

ticles, p-brains, or the first atto seconds of creation will be? There is no doubt that the missing links

in the material structure theories will be found and there is no doubt that it will be the visualization

of interaction with the other particles. Quantification of observable interaction, probably by

measure of path angle or path length, will give the desired proof of particle existence. The same

principle is valid for the space research, where all the obtained data will be presented in the

visual form and then quantified, wheather they are uniform or some irregularity exist to find the

ultimate answer how matter was created.

Contemporary scientists have new toy, for the visualization and quantification, called super-

computers. Fast, reliable, energy consumable, and far from the simple devices, they are the new

universal laboratories. This is another proof for the research philosophy of chaos or fractals, first

see patterns, then analyze them. Super computers or the ultimate tele-microscope could be used

to simulate all of the possible cases of theory or model and to visualize the results. Inputs are

collected information, and outputs are transformed information, which can be compared with the

information obtained from the experiments in the real world.

We exchange, transform and compare information in purpose to determine a relevant solution.

Fingerprints of the subatomic particles or cosmic microwave radiation patterns are sets of quanti-

fied information obtained in the research processes. Visual presentations of the events, interactions,

and patterns information obtained from the real or virtual experiments, and their quantification

becomes the milestone tool in the endless search of the matter origin and the moment of creation.
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Countercurrent-type fluid mixers are used in industry to make a variety of two-phase dispersions. A

common application is in liquid–liquid systems, in which there is a disperse phase and a continuous

phase. There are also systems where there may be three liquid phases, and the complexity of

predicting bubble size is of course correspondingly greater. In this chapter, we will talk about

two-phase dispersions and relate these to the common practice in macroscale, microscale, and

nanoscale. The so-called macroscale is more properly addressed as the milliscale and occurs in

bubbles ranging from 1 mm to several millimeter in size.

Referring to Chapter 12 on Current Principles of Mixing, a vessel with a rotating impeller has a

spectrum of shear rates, the highest being at the impeller zone and the lowest near the tank walls

and in the liquid top or bottom surface. The fact that the shear stress is what actually does the dispersion

work is sometimes overlooked; the shear stress is the product of viscosity and shear rate. In non-

Newtonian behavior, there is a spectrum of fluid velocities throughout the impeller zone and tank

zone, which give a spectrum of shear rates. The viscosity of the fluid at these various shear rates

gives another spectrum of the shear stress throughout the tank. Thus, it is common for there to be a

bubble-size distribution throughout the tank. It is also common for liquid bubbles to get smaller and

smaller in size. Equilibrium may take several hours. Sometimes, as the mixer speed is increased,

these bubbles reach a minimum bubble size in which they almost appear as solid particles. Thus, the

typical Gaussian distribution of bubble sizes that might appear at low power levels may become extre-

mely biased at high power levels where there is a minimum size that cannot be broken easily.

The industrial complexity of liquid–liquid dispersions and emulsions is complicated by the fact

that small amounts of impurities make marked differences in the bubble size produced. There is a pro-

liferation of data on bubble sizes and droplet sizes in industrial systems and also in academic studies

where the presence of trace chemicals can often be eliminated. However, there is a multitude of

equations giving the bubble size for various kinds of two-phase well-purified systems, and no equation

has been set up to give bubble-size distributions more than on an estimated or predictive basis, particu-

larly where there is a statistical distribution of drop sizes. Many of the papers in the literature are very

useful in ratio form. It means that we experimentally determine a drop-size distribution and then use

the effect of other liquid properties, the effect of geometry, tank size, and the effect of baffles, etc. in

a relative sense to predict what would happen to bubble size when we scale up or scale down.

Obviously, in industrial production of polymers and emulsions, there has been a lot of work

done by manufacturers on their products. Usually, after a trial-and-error procedure with parameters

such as speed and diameter of the impeller, there emerges a point at which the combination of all

the effects gives a drop-size distribution, yielding a product that is controllable and is useful

as an industrial process. Going down to the microsize, one finds guess involved in the limit of

shear-rate properties that occur at the minimum scale, predicted by the Komolgarof equation.

This equation is given as:

L ¼
v3

1

� �1
4
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and incorporation of chemical values for higher power levels and other factors in the equation gives

a minimum droplet size of about 5 to 0.5 mm diameter.

Down at the nanoscale, it is not practical to make impellers much less than 15–20 mm diameter.

Sometimes, all that can be done is to machine out blades and other cavities or projections in the shaft.

Once we get down to the nanosize, it is usually necessary to consider what kind of jet action of fluids

is impinging on each other, depending on the energy in the two impinging phases. Very high power

levels can be generated when two phases impinge on each other, and there are several devices

recorded in literature for nanoscale shear rates to minimize bubble size. By putting a process

through a microscale reactor, there is a limit to the diameter of the impeller to about 10–15 mm.

Therefore, down at the nanoscale, we have to depend primarily on options in putting mechanical

shapes in the flow stream to generate shear rates at that level. Typically, a lot of operations are

studied at this level of shear-rate size and the role of fluid mechanics in mixing is predominant.

Several papers in the literature look at these kinds of high-intensity reactors, but there are no

equations for predicting the performance of these units. There are many kinds of high density–

high shear mixers, which are made using high-power and high-speed operations. These mixers

sometimes have a separate high-shear type of impeller or may be a rotor–stator. There has not

been a cohesive body of literature in research on these devises, since they have all tended to be devel-

oped individually by separate suppliers. There is a consortium at the University of Maryland, which

is planned to give a technical basis for the dispersion characteristics of these devices. Sometimes,

these devices are in a batch tank of almost any volume or they may be in continuous flow in a

pipeline-type system in which the high-shear mixer is comprised in a compartment in the pipeline.

The use of impinging jets or sonic or ultrasonic or ultra types of vibration characteristics and the

dispersion in the nano- and attotechnology rates are a popular and important topic in current

research. There is not a comprehensive technical background for the design of these devices.

Since the requirements of many types of dispersion are not quantitatively available before trial, con-

siderable work on small-scale operations is required. However, the atto- and nanotechnology area is

already a small-scale one; the device that will be the ultimate choice in the plant will be used in an

actual experiment on the actual scale, sometimes.

The use of laser Doppler-velocity meters or particle-image-tracking devices, or modeling with

computational fluid mechanics, techniques are very important in the overall understanding of the

mechanism involved. However, one thing to bear in mind is that many of these devices give an

average rate or velocity patterns and do not give a real-time output for the actual high-frequency

fluctuations going on in a fluid-mechanics system.

In research with these instruments, the computing time required to analyze the real-time effect

can sometimes be overwhelming and the use of parallel or series computing and recording devices

must be carefully considered in terms of the cost and time required for the study and duration of the

proper flow patterns.

For the mechanical high-shear devices, there is quite a bit of empirical and proprietary data on

how these devices disperse solids, liquids, and gasses in a continuous medium. It turns out that

many types of these devices have become inherent tools in a particular industry and that the per-

formance is empirically studied and correlated to give the resulting final product.

The resolution of performance down on the nano- and attoscale requires looking at the resol-

utions involved with visible light, and these might be resolved with x-rays or electron microscope

concepts. This whole area is involved, of course, with many living-cell processes, since bacteria are

in the milli- and macroscale, while viruses are in the nanoscale range, and individual cells may be in

the nano- or atto-area. This is becoming a fertile field for various types of impeller or nonimpeller

devices to give dispersion down on the nano- and atto-scale to study their effect on vaccine,

medicine, or actual living cell response to these shear rates.

A different kind of mixing reactor is a flow reactor, which uses flow chemistry and is carried out

in glass microreactors, which has different sizes in the order of a few tenths of a millimeter (Syrris

Royston, UK).
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I. INTRODUCTION

A. ELECTROVISCOSITY–ELECTROVISCOELASTICITY OF LIQUID–LIQUID INTERFACES

Electroviscosity and electroviscoelasticity are terms that may be dealing with fluid flow effects on

physical, chemical, and biochemical processes. The hydrodynamic or electrodynamic motion is

considered in the presence of both potential (elastic forces) and nonpotential (resistance forces)

fields. The elastic forces are gravitational, buoyancy, and electrostatic or electrodynamic

(Lorentz), and the resistance forces are continuum resistance or viscosity and electrical resistance

or impedance.

According to the classical deterministic approach, the phases that constitute the multiphase dis-

persed systems are assumed to be a continuum, that is, without discontinuities inside the one entire

phase, homogeneous and isotropic. The principles of conservation of momentum, energy, mass, and
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charge are used to define the state of a real fluid system quantitatively. In addition to the conser-

vation equations, which are insufficient to uniquely define the system, statements on the material

behavior are required. These statements are termed constitutive relations, for example, Newton’s

law, Fourier’s law, Fick’s law, and Ohm’s law. In general, the constitutive equations are defined

empirically, although the coefficients in these equations (e.g., viscosity coefficient, heat conduction

coefficient, and complex resistance coefficient or impedance) may be determined at the molecular

level. Often, these coefficients are determined empirically from related phenomena; therefore, such

a description of the fluid state is termed a phenomenological description or model. Sometimes,

particular modifications are needed when dealing with fine-dispersed systems. An example is

Einstein’s modification of the Newtonian viscosity coefficient in dilute colloidal suspensions [1];

further on, Smoluchowski’s modification of Einstein’s relation for particles carrying electric

double layers [2] and recent more profound elaboration of the entropic effects [3].

According to the approach introduced here, an interrelation between three forms of “instabil-

ities” is postulated: rigid, elastic, and plastic. Figure 15.1 shows that the events are understood

as interactions between internal–immanent and external–incident periodical physical fields.

Since both electric or electromagnetic and mechanical physical fields are present in a droplet,

they are considered as internal, whereas ultrasonic, temperature, or any other applied periodical

physical fields are considered as external. Hence, the rigid form of instability has the possibility

of two-way disturbance spreading or dynamic equilibrium. This form of instability, when all

forces involved (electrostatic, van der Waals, solvation, and steric) are in equilibrium, permits a

two-way disturbance spreading (propagation or transfer) of entities either by tunneling (low

energy dissipation and occurrence probability) or by induction (medium or high energy dissipation

and occurrence probability). The elastic form of instability has the possibility of reversible disturb-

ance spreading with or without hysteresis. Finally, the plastic form of instability has the possibility

of irreversible disturbance spreading with a low or high intensity of influence between two entities.

Now, a disperse system consists of two phases, “continuous” and “dispersed.” The continuous

phase is modeled as an infinitely large number of harmonic electromechanical oscillators with

low strength interactions among them. Furthermore, the dispersed phase is a macrocollective con-

sisting of a finite number of microcollectives or harmonic electromechanical oscillators (clusters)

with strong interactions between them. The cluster can be defined as the smallest repetitive unit

that has a character of integrity. Clusters appear in a micro- and nanodispersed systems, while

FIGURE 15.1 Interactions between internal–immanent and external–incident periodical physical fields:

(a) three forms of instabilities and (b) the constructive elements of phases. (Taken from Spasic, A.M. et al.,

J Colloid Interf. Sci., 185, 434–446, 1997. With permission from Academic Press.)
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atto-clusters or entities appear in atto-dispersed systems. The microcollective consists of the fol-

lowing elements: the rigid elements (atoms or molecules), the elastic elements (dipoles or ions

that may be recombined), and the entities (as the smallest elements).

B. PREVIOUS WORK

In normal viscous fluids, only the rate of deformation is of interest. In the absence of external and

body forces, no stresses are developed and there is no means of distinguishing between a natural

state and a deformed state [4]. It is rather disturbing to think of the very large overall deformations

obtained in the flow of fluids being associated in any way with substances that have elasticity. The

rationalization lies in realizing that for the substances considered here, the behavior is essentially

that of a fluid; although much translation and rotation may occur, the “elastic” distortion of the

elementary volumes around any point is generally small. This “elastic” distortion or material’s

strain is nevertheless present and is a feature that cannot be neglected. It is responsible for recovery

of reverse flow after the removal of applied forces and for all the other non-Newtonian effects [4].

These distortions or strains are determined by the stress history of the fluid and cannot be specified

kinematically in terms of the large overall movement of the fluid. Another way of looking at the

situation is to say that the natural state of the fluid changes constantly in flow and tries to catch

up with the instantaneous state or the deformed state. It never does quite succeed in doing so,

and the lag is a measure of the memory or the elasticity. In elastic solids, the natural state does

not change and there is a perfect memory [4].

The entropy of elasticity of a droplet is a measure of the increase in the available volume in con-

figuration space. This increase occurs with a transition from rigid, regular structure to an ensemble of

states that include many different structures. If the potential wells in the liquid state were as narrow as

those in the solid state and if each of those potential wells was equally populated and corresponded to a

stable amorphous structure (and vice versa), then the entropy of elasticity would be a direct measure of

the increase in number of wells or a direct measure of the number of available structures [3,5].

In the last two centuries, a lot of attempts and discussion have been made on the elucidation and

development of the various constitutive models of liquids. Some of the theoretical models that can

be mentioned here are: Boltzmann, Maxwell (UCM, LCM, COM, IPM), Voight or Kelvin, Jeffrey,

Reiner-Rivelin, Newton, Oldroyd, Giesekus, graded fluids, composite fluids, retarded fluids with a

strong backbone and fading memory, and so on. Further and deeper knowledge related to the phys-

ical and mathematical consequences of the structural models of liquids and of the elasticity of

liquids can be found in Ref. [6].

For the studies and modeling of the structure and dynamics of finely dispersed systems, various

concepts may be applied, for example, relativistic theories — potential energy surfaces (PES)

(Dirac 1931 and Feynman, Schwinger, and Tomonaga 1940 — all based on the Born–Oppenheimer

assumption); nonrelativistic theories — quantum electrodynamics (QED; Schrodinger 1926);

molecular orbital methods (ab initio and semiempirical), molecular mechanics — MM2, MM3, and

CSC (Allinger, Lii, Lippincot, Rigby — ball and stick); and transition state theories — TST

(Wigner, etc.).

II. THEORY: STRUCTURE

A. ELECTRIFIED INTERFACES: A NEW CONSTITUTIVE MODEL OF LIQUIDS

The secondary liquid–liquid droplet or droplet–film structure is considered as a macroscopic

system with internal structure determined by the way the molecules (ions) are tuned (structured)

into the primary components of a cluster configuration. How the tuning or structuring occurs

depends on the physical fields involved, both potential (elastic forces) and nonpotential (resistance

forces). All these microelements of the primary structure can be considered as electromechanical

oscillators assembled into groups, so that an excitation by an external physical field may cause
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oscillations at the resonant or characteristic frequency of the system itself (coupling at the charac-

teristic frequency) [5,7,8].

Figure 15.2 shows a series of graphical sequences that are supposed to facilitate the under-

standing of the proposed structural model of electroviscoelastic liquids. The electrical analog

(Figure 15.2a) consists of passive elements (R, L, and C) and an active element (emitter-coupled

oscillator W). Further on, the emitter-coupled oscillator is represented by the equivalent circuit

as shown in Figure 15.2b. Figure 15.2c shows the electrical (oscillators j) and mechanical (struc-

tural volumes Vj) analogs when they are coupled to each other, for example, in the droplet.

Now, the droplet consists of a finite number of structural volumes or spaces or electromechanical

oscillators (clusters) Vj , a finite number of excluded surface volumes or interspaces Vs , and a finite

FIGURE 15.2 Graphical interpretation of the structural model: (a) electrical and mechanical analog of the

microcollective or cluster; (b) equivalent circuit for the emitter-coupled oscillator; (c) the macrocollective:

a schematic cross-section of the droplet and its characteristics (Vj , structural volumes or clusters; Vs ,

excluded surface volumes or interspaces; Vb , excluded bulk volumes or interspaces; Si , internal separation;

Se , external separation; R, rigidity droplet boundary; E, elasticity droplet boundary).
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number of excluded bulk volumes or interspaces Vb . Furthermore, the interoscillator or cluster dis-

tance or internal separation Si represents the equilibrium of all forces involved (electrostatic,

solvation, van der Waals, and steric) [9]. The external separation Se is introduced as a permitted

distance when the droplet is in interaction with any external periodical physical field. The rigidity

droplet boundary, R, presents a form of droplet instability when all forces involved are in equili-

brium. Nevertheless, the two-way disturbance spreading (propagation or transfer) of entities

occur, either by tunneling (low energy dissipation) or by induction (medium or high energy dissipa-

tion). The elasticity droplet boundary, E, represents a form of droplet instability when equilibrium of

all forces involved is disturbed by the action of any external periodical physical field, but the droplet

still exists as a dispersed phase. In the region between the rigidity and elasticity droplet boundaries, a

reversible disturbance spreading occurs. After the elasticity droplet boundary, the plasticity as a

form of droplet instability takes place; then the electromechanical oscillators or clusters do not

exist any more and the beams of entities or atto clusters appear. Atto clusters are the entities that

appear in the atto-dispersed systems. In this region, one-way propagation of entities occurs.

Considering all presented arguments and comments, the probability density function (PDF) in

general form can be expressed as

Fd(V) ¼ Fd(Vj)þ ½Fd(Vs)þ Fd(Vb)� (15:1)

where the first term on the right-hand side of the equation is due to energy effects and the second

term (consisting of two subterms) is due to entropic effects; subscript j is related to the structural

volumes or energies, and subscripts s and b are related respectively to the excluded surface and bulk

volumes or energies. Consider an uncertain physical property and a corresponding space describing

the range of values that the property can have (e.g., the configuration of a thermally excited

N-particle system and the corresponding 3N-dimensional configuration space). The PDF associated

with a property is defined over the corresponding space; its value at a particular point is the prob-

ability per unit volume that the property has a value in an infinitesimal region around that point [5].

An alternative expression of this PDF, considering Figure 15.2c may be written as

D1;2(V) ¼
Xn

i¼3

(Vj)i þ D1;2

Xn�3

i¼1

(Vb)i þ
Xn

i¼3

(Vs)i

" #
(15:2)

therefore, the number i of clusters Vj remains constant while the droplet passes through the rigid

(e.g., the state related to the subscript 1) and elastic (e.g., the state related to the subscript 2)

form of instabilities. The integer (i) is the summation integer that takes the values in the interval

[3, n] for the number of clusters Vj and for the number of excluded surface volumes Vs and in

the interval [1, n 2 3] for the number of excluded bulk volumes, while integer n takes the values

in the interval [0, 1]. The simplest case, used only to explain, is the droplet that contains three oscil-

lators Vj [(i) ¼ 3; n ¼ 0], one excluded bulk volume Vb [(i) ¼ 1; n ¼ 3], and three excluded surface

volumes Vs [(i) ¼ 3; n ¼ 0]. Differences D1,2 in volumes or energies Vb and Vs occur only in the

entropic part, that is, the internal separation Si (Figure 15.2c) changes (increases or decreases)

during the transition of the droplet from rigid to elastic or vice versa. Consequently, the external

separation Se decreases or increases depending on the direction of transition.

1. Classical Assumptions for Interfacial Tension Structure and for Partition Function

(1) The droplet is considered as a unique thermodynamic system, which can be described by

a characteristic free energy function expressed as

DG ¼ (si þ TDS) ¼ si � T
dsi

dT

� �

xi

" #
¼ �kT ln Zp (15:3)
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where xi correspond to the constant chemical potential, si the interfacial tension, T the

temperature, S the entropy, k the Boltzmann constant, and Zp the partition function.

(2) According to quantum mechanical principles, the droplet possesses vacancies or “free

volumes” and the relation for interfacial tension can be written as

si ¼
Gs � Gb

k0
¼

1

k0
Fs
�Fb

� �
þ NskT ln

Vb
f

V s
f

� �� �
(15:4)

where Gs and Gb are free energies of the surface and bulk and Fs and Fb are the overall

energies of N heavy-phase molecules in their ideal positions on the surface and in the

bulk, respectively. Ns is the number of molecules on the surface, Vf
s and Vf

b the “free

volumes” of the molecules on the surface and in the bulk, and k0 is the surface of

“free surface” [5,7,10–36]. This means, the droplet is a macrosystem with physicochem-

ical properties, which may be described with the help of different thermodynamic

parameters.

The phenomenological meaning of the given interfacial tension structure is in agree-

ment with the “free volume” fluid model. Hence, a fluid is a system with ideal or ordered

neighborhood elements distribution and with discontinuities of the package density

(boundaries of the subsystems or microcollectives or clusters as some particular physical

systems) [5,7].

Furthermore, the partition function, that is, its physical meaning states that how mole-

cules are distributed among the available energy levels. It is possible to separate various

contributions (the sum of the translational, rotational, vibrational, and electronic energy

terms) to the partition function [16].

(3) Using the equivalency of the mean energies W, at the instant of equilibrium, a character-

istic free energy function is expressed as

DG ¼ w ¼ �kT ln Zp (15:5)

where the partition function for this particular system is derived from

W ¼
hv

2p

@ ln Zp

@u
(15:6)

were h is Planck’s constant, further on,

Zp ¼
QN

l3N
¼
X1

j¼0

exp � jþ
1

2

� �
Q

� �
¼

1

2
cosh

Q

2
(15:7)

where QN is a configuration integral and j is a number of identical oscillators Q, where

each is given by

Q ¼
hv

2pkT
(15:8)

and l is a free path between two collisions and it is expressed as

l ¼
h2

2pmkT
(15:9)
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Further, more detailed discussion and derivation of the partition function can be found

in Refs. [5,7,16].

2. Postulated Assumptions for an Electrical Analog

1. The droplet is a macrosystem (collective of particles) consisting of structural elements that

may be considered as electromechanical oscillators.

2. Droplets as microcollectives undergo tuning or coupling processes and so build the droplet

as a macrocollective.

3. The external physical fields (temperature, ultrasonic, electromagnetic, or any other peri-

odic) cause the excitation of a macrosystem through the excitation of a microsystems at

the resonant or characteristic frequency, where elastic or plastic deformations may occur.

Hence, the study of the electromechanical oscillators is based on electromechanical and electro-

dynamic principles. At first, during the droplet formation, it is possible that the serial analog circuits

are more probable, but later, as a consequence of tuning and coupling processes, the parallel

circuitry becomes dominant. In addition, since the transfer of entities by tunneling (although

with low energy dissipation) is much less probable, it is sensible to consider the transfer of entities

by induction (medium or high energy dissipation).

A nonlinear integral–differential equation of the van der Pol type represents the initial electro-

magnetic oscillation

C
dU

dt
þ

U

R
� aU

� �
þ gU3 þ

1

L

ð
U dt ¼ 0 (15:10)

where U is the overall potential difference at the junction point of the spherical capacitor C and the

plate, L the inductance caused by potential difference, R the ohmic resistance (resistance of the

energy transformation, electromagnetic into the mechanical or damping resistance), and t the

time. The a and g are constants determining the linear and nonlinear parts of the characteristic

current and potential curves. U0, the primary steady-state solution of this equation, is a sinusoid

of frequency close to v0 ¼ 1/(LC)0.5 and amplitude A0 ¼ [(a 2 1)/R/3g/4]0.5.

The noise in this system, due to linear amplification of the source noise (the electromagnetic

force assumed to be the incident external force, which initiates the mechanical disturbance),

causes the oscillations of the “continuum” particle (molecule surrounding the droplet or

droplet–film structure), which can be represented by the particular integral

C
dU

dt
þ

1

R
� a

� �
U þ gU3 þ

1

L

ð
Udt ¼ �2An cosvt (15:11)

where v is the frequency of the incident oscillations.

Finally, considering the droplet or droplet–film structure formation, “breathing,” or destruction

processes and taking into account all the noise frequency components, which are included in the

driving force, the corresponding equation is given by

C
dU

dt
þ

1

R
� a

� �
U þ

1

L

ð
Udt þ gU3 ¼ i(t) ¼

1

2p

ð1

�1

exp( jvt)An(v) dv (15:12)

where i(t) is the noise current and An(v) is the spectral distribution of the noise current as a function

of frequency.

In the case of nonlinear oscillators, however, the problem of determining of the noise output is

complicated by the fact that the output is fed back into the system, thus modifying, in a complicated
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manner, the effective noise input [3,8,19]. The noise output appears as an induced anisotropic

effect.

III. THEORY OF ELECTROVISCOELASTICITY: DYNAMICS

A. TENSION TENSOR MODEL

Now, using the presented propositions and electromechanical analogies, an approach to non-

Newtonian behaviors and to electroviscoelasticity is to be introduced. If Equation (15.13) is

applied to the droplet when it is stopped, for example, as a result of an interaction with some period-

ical physical field, the term on the left-hand side becomes equal to zero.

r
D~u

Dt
¼
X

i

~Fi(dx dy dz)þ d ~Fs (15:13)

Furthermore, if the droplet is in the state of “forced” levitation and the volume forces balance each

other, then the volume force term is also equal to zero [7,8,20]. It is assumed that the surface forces

are, for the general case that includes the electroviscoelastic fluids, composed of interaction terms

expressed as

d ~Fs ¼ ~T
ij

d ~A (15:14)

where the tensor Tij is given by

Tij ¼ �a0d
ij þ a1d

ij þ a2z
ij þ a3z

i
kz

kj (15:15)

where Tij is composed of four tensors, dij the Kronecker symbol, z ij the tension tensor, and z i
kz

kj the

tension coupling tensor. In the first isotropic tensor, the potentiostatic pressure a0 ¼ a0(r, U) is

dominant and the contribution of the other elements is neglected. Here, U represents hydrostatic

or electrostatic potential. In the second isotropic tensor, the resistance a1 ¼ a1(r, U) is dominant

and the contribution of the other elements is neglected. In the third tension tensor, its normal

elements a2s are due to the interfacial tensions and the tangential elements a2t are presumed to

be of the same origin as the dominant physical field involved. In the fourth tension coupling

tensor, there are normal, a3sk
i and a3s

kj elements, and tangential, a3tk
i and a3t

kj, elements,

which are attributed to the first two dominant periodical physical fields involved. Now, the

general equilibrium condition for the dispersed system with two periodical physical fields involved

may be derived from Equation (15.15) and may be expressed as

td ¼
�a0 þ a1 þ a2(s=d)þ a3(s=d)

2(a2 þ a3)
(15:16)

where td are the tangential elements of the same origin as those of the dominant periodical physical

field involved. Figure 15.3 shows the schematic equilibrium of surface forces at any point of a

stopped droplet–film structure while in interaction with some periodical physical field [5]. Note

that for dispersed systems consisting of, or behaving as Newtonian fluids, a3 ¼ a3(r, U) is equal

to zero.

The processes of formation or destruction of the droplet or droplet–film structure are nonlinear.

Therefore, the viscosity coefficients mi (i ¼ 0, 1, 2), where each consists of bulk, shear, and tensile
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components, when correlated with the tangential tensions of mechanical origin, tv can be written as

tv ¼ m0

du

dx
þ m1

d2u

dx2
þ m2

du

dx

� �2

(15:17)

where u is the velocity and x is the one of the space coordinates.

Using the electrical analog, the impedance coefficients Zi (i ¼ 0, 1, 2), where each consists of

ohmic, capacitive, and inductive components, will be correlated with the tangential tensions of

electrical origin te as follows:

te ¼ Z0

dfe

dt
þ Z1

d2fe

dt2
þ Z2

dfe

dt

� �2

(15:18)

where fe is the electron flux density and t is the time coordinate.

More detailed discussion about derivation of these equations can be found in Refs. [3,7,8,21].

B. VAN DER POL DERIVATIVE MODEL

Figure 15.4 shows a series of graphical sequences that may help in understanding of the proposed

theory of electroviscoelasticity. This theory describes the behavior of electrified liquid–liquid

interfaces in fine-dispersed systems and is based on a new constitutive model of liquids

[3,7,8,20,22]. If an incident periodical physical field (Figure 15.4b), for example, electromagnetic,

is applied to the rigid droplet (Figure 15.4a), then the resultant, equivalent electrical circuit can be

represented as shown in Figure 15.4c.

The equivalent electrical circuit, rearranged under the influence of an applied physical field, is

considered as a parallel resonant circuit coupled to another circuit such as an antenna output circuit.

Thus, in Figure 15.4c, Wd , Cd , Ld , and Rd correspond to the circuit elements each; Wd represents

active emitter-coupled oscillator; and Cd, Ld, and Rd, represent passive capacitive, inductive, and

resistive elements respectively. The subscript d is related to the particular droplet diameter, that is,

the droplet under consideration. Now, again the initial electromagnetic oscillation is represented by

FIGURE 15.3 Balance of surface forces at any point of a stopped droplet–film structure while in interaction

with some periodical physical field. A two-dimensional projection. F represents the projection of the resultant

surface forces, vector in 3N-dimensional configuration space. T stands for the tangential and s for the normal

components. (Taken from Spasic, A.M. et al., J Colloid Interf. Sci., 185, 434–446, 1997. With permission from

Academic Press.)
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the integral–differential equations, Equation (15.11) and Equation (15.12), and when the nonlinear

terms are omitted or cancelled, the following linear equation is obtained:

C
dU

dt
þ

1

R
� a

� �
U þ

1

L

ð
Udt ¼ �2 An cosvt (15:19)

with a particular solution resulting in the following expression for the amplitude:

A ¼
2vCAn

4(v0 � v)2 þ
1

R
� a

� �2
" #0:5

(15:20)

and for all the noise frequency components, the linear equation is given by

C
dU

dt
þ

1

R
� a

� �
U þ

1

L

ð
U dt ¼ i(t) ¼

1

2p

ð1

�1

exp( jvt)An(v) dv (15:21)

FIGURE 15.4 Definition sketch for understanding the theory of electroviscoelasticity: (a) rigid droplet; (b)

incident physical field, for example, electromagnetic; (c) equivalent electrical circuit–antenna output

circuit. Wd represents the emitter-coupled oscillator and Cd , Ld , and Rd are capacitive, inductive, and

resistive elements of the equivalent electrical circuit, respectively. Subscript d is related to the particular

diameter of the droplet under consideration. (Courtesy of Marcel Dekker, Inc.) Spasic, A.M. Ref. 3., p. 854.
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with the particular solution expressed as

Un ¼
jvAn exp( jvt)

C(v2
0 � v2)þ j((1=R)� a)v

�
jvAn exp(�jvt)

C(v2
0 � v2)þ j((1=R)� a)v

(15:22)

Furthermore, the electrical energy density we inside the capacitor is given by

we ¼
1

8p
1E2 (15:23)

where 1 is the dielectric constant and E is the electric field, and the magnetic energy density wm

inside the capacitor is given by

wm ¼
1

8p
meH2 (15:24)

where me is the magnetic permeability constant and H is the magnetic field; hence the overall mean

energy may be written as

w ¼
1

8p
(1E2 þ meH2) (15:25)

The electromagnetic oscillation causes the tuning or structuring of the molecules (ions) in the “elec-

tric double layers.” The structuring is realized by complex motions over the various degrees of

freedom, whose energy contributions depend on the positions of the individual molecules in and

around the stopped droplet–film structure under the action of some periodical physical field.

The hydrodynamic motion is considered to be the motion in the potential (elastic forces) and

nonpotential (resistance forces) fields. There are several possible approaches to correlate the

electromagnetic and mechanical oscillations; for example, this motion may be represented by

the differential equation for the forced oscillation:

d2j

dt2
þ 2b

dj

dt
þ v2

0j ¼ A cosvt (15:26)

with the solution which represents the mechanical oscillation of the ordered group of molecules

expressed as

j ¼ j0 exp(�bt) cos(vt þ z ) (15:27)

Now, if the electromagnetic force is assumed to be the incident (external) force, which initiates

the mechanical disturbance, then the oscillation of the “continuum” particles (molecules surround-

ing the droplet–film structure) is described by the differential equation (15.19), where v is the fre-

quency of the incident oscillations. After a certain time, the oscillations of the free oscillators v0

(molecules surrounding the droplet–film structure) tune with the incident oscillator frequency V.

This process of tuning between free oscillations of the environmental oscillators and the incident

oscillations of the electromechanical oscillator can be expressed as

V ¼ (v2
0 � 2b2)0:5 (15:28)

Thereafter, there are two possibilities, depending on the energy appearing during the tuning

process; the first leads toward the constant energy or rigid sphere and the second leads toward
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the increasing energy or elastic sphere. For example, if a wave with high enough amplitude appears,

then the rupture of the droplet–film structure occurs [7].

During the interaction of the droplet or droplet–film structure with an incident periodical phys-

ical field at the instant of equilibrium, the mean electric, electromagnetic, and mechanical energies

will be equal:

w ¼
1

8p
(1E2 þ mH2) ¼

1

2
rj2

0v
2 (15:29)

and hence the frequency of the incident wave can be expressed as

v ¼
1

4prj2
1E2 þ mH2
� �� �0:5

(15:30)

Figure 15.5 shows the behavior of the circuit depicted in Figure 15.4c, using the correlation impe-

dance–frequency–arbitrary droplet diameter. If the electromagnetic oscillation causes the tuning

or structuring of the molecules (ions) in the electric double layer, then the structuring is realized

by complex motions over the various degrees of freedom.

Since all events occur at the resonant or characteristic frequency, depending on the amount of

coupling, the shape of the impedance–frequency curve is judged using the factor of merit or

Q-factor [23]. The Q-factor primarily determines the sharpness of resonance of a tuned circuit

and may be represented as the ratio of the reactance to the resistance, as follows:

Q ¼
2pfL

R
¼

vL

R
(15:31)

FIGURE 15.5 Impedance of the equivalent electric circuit versus its frequency. (Taken from Spasic, A.M.

et al., J Colloid Interf. Sci., 185, 434–446, 1997. With permission from Academic Press.)
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Furthermore, the impedance Z can be related to the factor of merit Q as given by

Z ¼
(2pfR)2

R
¼

(vL)2

R
(15:32)

and

Z ¼ vQ (15:33)

From these equations and Figure 15.5, it can be seen that the impedance of a circuit is directly pro-

portional to its effective Q at resonance. In addition, at the resonant frequency v0, the impedance Z

is equal to the resistance R; Rc and Rsc represent critical and supercritical, respectively. These resist-

ances and Z–v curves correspond to the various levels of coupling (1 — loose coupling or high Q; 2 —

medium coupling or medium Q; 3 — critical coupling or low Q; 4 — overcoupling or low Q). Thevh1

and vh2 represent the hump frequencies that appear during the overcoupling or curve 4. On the right

axes of Figure 15.5, the corresponding critical diameters d1, d2, and d3 are arbitraryly plotted.

The presented theory has been applied to the representative experimental system as previously

described [21–25]. Validation of the theoretical predictions was corroborated experimentally by

means of electrical interfacial potential measurements and by means of nuclear magnetic resonance

spectroscopy [21–25].

C. VAN DER POL DERIVATIVE MODEL: FRACTIONAL APPROACH

Fractional derivatives provide an excellent instrument for the description of memory and hereditary

properties of various materials and processes [37–50]. This is the main advantage of fractional

derivatives when compared with the classical integer-order models, in which such effects are in

fact neglected. The mathematical modeling and simulation of systems and processes, based on

the description of their properties in terms of fractional derivatives, naturally leads to differential

equations of fractional order and to the necessity for solving such equations.

1. Fundamentals of Fractional Calculus

The fractional integral–differential operators (fractional calculus) present a generalization of inte-

gration and derivation to noninteger order (fractional) operators. First, one can generalize the differen-

tial and integral operators into one fundamental Dt
p operator t, which is known as fractional calculus:

aDp
t ¼

dp

dtp
<(p) . 0

1 <(p) ¼ 0
ðt

a

(dt)�p <(p) , 0

8
>>>>><

>>>>>:

(15:34)

The two definitions generally used for the fractional differential–integral are the Grunwald

definition and the Riemann–Liouville (RL) definition. The Grunwald definition is given by

aDp
t f (t) ¼ lim

h!0

1

hp

X½(t�a)=h�

j¼0

(�1) j p

j

� �
f (t � jh) (15:35)

where a and t are the limits of operator and [x] means the integer part of x. The RL definition of

fractional derivative is given by

aDp
t f (t) ¼

1

G(n� p)

dn

dtn

ðt

a

f (t)

(t � t) p�nþ1
dt (15:36)
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for (n� 1 , p , n) and for the case of (0 , p , 1), the fractional integral is defined as

0D�p
t f (t) ¼

1

G( p)

ðt

0

f (t)

t � tð Þ
1�p

dt (15:37)

where G(�) is the well-known Euler’s gamma function written as

G(z) ¼

ð1

0

e�tt z�1dt, z ¼ xþ iy G(zþ 1) ¼ G(z) (15:38)

One of the basic properties of the gamma function is that it satisfies the functional equation

G(zþ 1) ¼ zG(z) ¼) G(nþ 1) ¼ n(n� 1)! ¼ n! (15:39)

Another important property of the gamma function is that it has simple poles at the points z ¼ 2n,

(n ¼ 0, 1, 2, . . .). For convenience, the Laplace domain is usually used to describe the fractional

integral–differential operation for solving engineering problems. The formula for the Laplace

transform of the RL fractional derivative has the form [37]:

ð1

0

e�st
0Dp

t f (t) dt ¼ spF(s)�
Xn�1

k¼0

sk
0D p�k�1

t f (t)jt¼0 (15:40)

One may note that the fractional differential operator is not a local operator, that is, the deriva-

tive is not only dependent on the value at the point but also on the value of the function on the whole

interval.

For numerical calculation of fractional-order derivation, one can use relation derived from the

Grunwald definition. This relation has the following form:

(t�L)D
p
t f (t) � h�p

XN(t)

j¼0

bj f (t � jh) (15:41)

where L is the “memory length,” h the step-size of the calculation

N(t) ¼ min
t

h

h i
,

L

h

� �� �
(15:42)

[x] the integer part of x, and bj the binomial coefficient given by

b0 ¼ 1, bj ¼ 1�
1þ a

j

� �
b j�1 (15:43)

For the solution of the fractional-order differential equations, most effective and easy analytic

methods were developed based on the formula of the Laplace transform method of the Mittag–

Leffler function in two parameters; for further details see Refs. [19,38].

2. Example of Analog Realization of a Fractional Element

Constructing an analog realization of a fractional-order element may be much easier than the dis-

creet ladder circuits proposed so far. If a single material exhibited fractance characteristics, then a
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single component would replace the entire network. In fact, an ideal capacitor does not exist. An

ideal dielectric in a capacitor having an impedance of the form 1=jvC would violate causality. It

seems sensible to look for dielectric materials exhibiting the more realistic fractional behavior

1=( jvC)a, where p � 0:5. Such a component would display “fractance” attributes and could be

termed a “fractor,” as opposed to a resistor or capacitor. In this case, a single component would

do the job of an entire network of “ideal” components. Moreover, the capacitor’s impedance is

described by the transfer function

Z(s) ¼ 1=Cs p, 0 , p , 1 (15:44)

In addition, such circuits can be obtained if generalized models of resistors, capacitors, and induc-

tion coils are taken. For example, authors [27] investigated lithium hydrazinium sulfate

(LiN2H5SO4) and found that “over a large range of temperature and frequency, the real and ima-

ginary parts of the susceptibility are very large (up to 10 � 100 ¼ 106, 1 ¼ 10 þ j100) and vary with

frequency somewhat as f�1=200, one can get 1 ¼ 1r

ffiffiffi
2
p

( jv)�1=2. Using the definition of the relation-

ship between the dielectric function and the impedance

Z ¼
1

jvCC1r

ffiffiffi
2
p

jvð Þ�1=2
(15:45)

where CC is the empty cell capacitance, one get the impedance of the “factor”

ZF ¼
K

s1=2
(15:46)

converting to the Laplace notation jv! s, where K represents the lumped constants of the

impedance.

3. Solution of the Representative Linear Model

For the sake of clarity, introducing van der Pol derivative model, and looking back in Figure 15.2

and Figure 15.4, governing linear integral–differential equation is given by

C
dU

dt
þ

1

R
� a

� �
U þ

1

L

ð
Udt ¼ i(t) ¼

1

2p

ð1

�1

exp( jvt)An(v) dv (15:21)

where i(t) is the noise current and An(v) is the spectral distribution of the noise current as a function

of frequency. Particular solution of Equation (15.21) is expressed as

Un ¼
jvAn exp( jvt)

C(v2
0 � v2)þ j (1=R)� að Þv

�
jvAn exp(�jvt)

C(v2
0 � v2)þ j (1=R)� að Þv

(15:22)

Here, the capacitive and inductive elements, using fractional order p [ (0, 1), enable formation of

the fractional differential equation, that is, more flexible or general model of liquid–liquid inter-

faces behavior. Now, using again, for example, RL definition of fractional derivative and integral
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is given by

0Dp
t ½U(t)� ¼

dpU

dtp
¼

1

G(1� p)

d

dt

ðt

0

U(t)

(t � t) p dt 0 , p , 1

0D�p
t U(t)½ � ¼

1

G( p)

ðt

0

U(t)

(t � t)1�p
dt p . 0

(15:47)

where G( � ) denotes Euler’s gamma function

G(z) ¼

ð1

0

e�ttz�1dt, z ¼ xþ iy G(zþ 1) ¼ G(z) (15:48)

So, in that way, one can obtain linear fractional differential equation with zeros as initial conditions

as follows:

C0D p
t ½U(t)� þ

1

R
� a

� �
U þ

1

L
0D�p

t ½U(t)� ¼ i(t) (15:49)

Using the Laplace transform of Equation (15.49) leads to

G(s) ¼
U(s)

i(s)
¼

1

Cs p þ 1=Ls�p þ ((1=R)� a)
¼

s p

Cs2p þ ((1=R)� a)sp þ 1=L
(15:50)

or

G(s) ¼ s pG3(s), G3(s) ¼
1

as2p þ bsp þ c
a ¼ C, b ¼ (1=R� a), c ¼ 1=L (15:51)

The term-by-term inversion, based on the general expansion theorem for the Laplace transform

[37], produces

G3(t) ¼
1

a

X1

k¼0

(�1)k

k!

c

a


 �k

t2p(kþ1)�1E(k)
2p�p, 2pþpk �

b

a
t2p�p

� �
; (15:52)

where El,m(z) is the Mittag–Leffler function in two parameters

E(k)
l,m(t) ¼

dk

dtk
El,m(t) ¼

X1

j¼0

( jþ k)!t j

j!G(ljþ lk þ m)
k ¼ 0, 1, 2, . . . (15:53)

Inverse Laplace transform of G(s) is fractional Greens function:

G(t) ¼ DpG3(t) (15:54)

where the fractional derivative of G3(t), Equation (15.54), are evaluated with the help of Equation

(15.47) and Equation (15.48). Finally, an explicit representation of the solution is

U(t) ¼

ðt

0

G(t � u)i(u) du (15:55)
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Now, again the initial electromagnetic oscillation is represented by the differential equation

(15.10), and when the nonlinear terms are omitted or canceled the first step, homogeneous solution

may be obtained using numerical calculation derived from the Grunwald definition, Equations

(15.41)–(15.43), as shown in Figure 15.6.

The calculation has been done for the following parameters: a ¼ 0.9995; U0 ¼ 15 mV;

p ¼ 0.95; T ¼ 0.001 sec.

Further on, considering Equation (15.11) and again using Equations (15.41)–(15.43)

nonhomogeneous solution is obtained and presented in Figure 15.7.
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FIGURE 15.7 Nonhomogeneous solution (calculated from Equation (15.11)): a ¼ 0.95; U0 ¼ 15 mV;

p ¼ 0.95; T ¼ 0.01 sec; An ¼ 0.05 nm; cos(v0t) ¼ dr/dtr (sin v0t).
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FIGURE 15.6 Homogeneous solution (calculated from Equation (15.10)): a ¼ 0.9995; U0 ¼ 15 mV;

p ¼ 0.95; T ¼ 0.001 sec.
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The obtained result appears as a band because the input (cos) is of the fractional order and the

output is in a damped oscillatory mode of high frequencies.

The calculation has been done for the parameters [where the derivative of cos(v0t) is also

fractional of the order r]: a ¼ 0.95; U0 ¼ 15 mV; p ¼ 0.95; T ¼ 0.01 sec; An ¼ 0.05 nm;

cos(v0t) ¼ dr/dtr (sin v0t).

Here, the presented model is derived only for the linearized van der Pol equation, while the

more realistic nonlinear case as well as calculated and experimentally corroborated data follow

Refs. [37–50].

4. Solution of the Representative Nonlinear Model

Nonlinear fractional differential equations have received rather less attention in the literature, partly

because many of the model equations proposed have been linear. Here, a nonlinear integral–

differential equation of the van der Pol type will be considered. This equation represents the

droplet or droplet–film structure formation, “breathing,” or destruction processes and taking into

account the particular frequency component, which is included in the driving force and given by

Equation (15.12):

C
dU

dt
þ

1

R
� a

� �
U þ

1

L

ð
Udt þ gU3 ¼ i(t) (15:12)

In addition, one can obtain equivalent nonlinear problem by applying differentiation of

Equation (15.12) such as:

C
d2U

dt2
þ

1

R
� aþ 3gU2

� �
dU

dt
þ

1

L
U ¼

di(t)

dt
¼ i�(t) (15:56)

Taking into account expression (15.47), using the same reasoning as in the solution of linear

case, it yields:

C0D2p
t U(t)þ

1

R
� aþ 3gU(t)2

� �
0Dp

t U(t)þ
1

L
U(t) ¼ 0Dp

t i(t) ¼ i�(t) (15:57)

or

0D2p
t U(t) ¼ �

1

C

1

R
� a

� �
0Dp

t U(t)�
3g

C
U2(t)0Dp

t U(t)�
1

CL
U(t)þ

1

C
i �(t) (15:58)

Now, one may convert previous equation with commensurate multiple fractional derivatives into

equivalent system of equations of lower order. Let

x1(t) ¼ U(t), x2(t) ¼ 0Dp
t U(t), p [ Q (15:59)

In that way, one can get

0Dp
t x1(t) ¼ 0Dp

t U(t) ¼ x2(t)

0Dp
t x2(t) ¼ 0D2p

t U(t) ¼ �
1

C

1

R
� a

� �
x2(t)�

3g

C
x2

1(t)x2(t)�
1

CL
x1(t)þ

1

C
i�(t)

(15:60)
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In condensed form, introducing vector x(t) ¼ (x1, x2)T, is presented as follows:

0Dp
t x(t) ¼

0 1

�1

LC
�

(1=R� a)

C

2

4

3

5 x1(t)

x2(t)

� �
þ

0 0

0
�3gx2

1(t)

C

2

4

3

5 x1(t)

x2(t)

� �
þ

0

1

C

2

4

3

5i�(t) (15:61)

or

0Dp
t x(t) ¼ Ax(t)þ B(x1(t))x(t)þ Fi�(t) (15:62)

It is easily observed that previous case is the one of the general case for this nonlinear problem,

which can be obtained in the form

0Dp
t x(t) ¼ f (t, x(t)) (15:63)

subject to the initial conditions

d p�k

dt p�k
x(t)jt¼0þ ¼ ck, k ¼ 0, 1, . . . , n ¼ ½pþ 1� (15:64)

with given values ck, where n is integer defined by n� 1 , p , n, Equation (15.15); in our

case, n ¼ 1.

In practical applications, the initial conditions are frequently not available, and it may not even

be clear what their physical meaning is [48]. Therefore, to avoid this conflict, Caputo [45] has pro-

posed that one should incorporate the integer order (classical) derivative of function x, as they are

commonly used in initial value problems with integer-order equations. In that way, one can use the

derivatives of the Caputo type such as:

C
0 Dp

t ½U(t)� ¼
dpU

dtp
¼

1

G(1� p)

ðt

0

U(1)(t)

(t � t)p dt, 0 , p , 1, U(1)(t) ¼
dU

dt
(15:65)

From the definition of RL and Caputo derivatives, one may observe that the relation between the

two fractional derivatives is [49]:

C
0 Dp

t ½U(t)� ¼ 0Dp
t ½(U � Tn�1½U�)(t)� (15:66)

where Tn�1½U � is the Taylor polynomial of order (n� 1) for U, centered at 0. So, one can specify

the initial conditions in the classical form

U(k)(0) ¼ U(k)
0 , k ¼ 0, 1, . . . , n� 1 (15:67)

The RL and Caputo formulation coincide when the initial conditions are zero. Now, nonlinear

equation (15.62) is given by

C
0 Dp

t x(t) ¼ f (t, x(t)) (15:68)

subject to the initial conditions

x(k)(0) ¼ x(k)
0 , k ¼ 0, 1, . . . , ½p� (15:69)
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Here, the problem of finding a unique continuous solution of Equation (15.68) and Equation (15.69)

is considered. Using some classical results from the fractional calculus, that is, applying the follow-

ing lemma, one can obtain a solution of initial value problem of Equation (15.68) and Equation

(15.69) [50].

Lemma 1: Let the function f be continuous. The function x(t) is a solution of Cauchy problem

(15.68) and (15.69) if and only if

x(t) ¼
Xn�1

j¼0

t j

j!
x(j)(0)þ

1

G( p)

ðt

0

f (s, x(s))(t � s) p�1ds, n� 1 , p � n (15:70)

This equation is weakly singular if 0 , p , 1 and regular for p � 1. In the former case, we must

give explicit proofs for existence and uniqueness of the solution. Hence, results that are very similar

to the corresponding classical theorems of existence and uniqueness, known in the scalar case of

first-order equations, are discussed subsequently [49].

Theorem 1 (Existence): Assume that D:½0, T†� � ½x
(0)
0 � c, x

(0)
0 þ c� with some T† . 0 and some c .

0 and let the function f : D! R be continuous. Furthermore, define T ¼ min {T†, (cG(pþ 1)=
kfk1)1=p}. Then, there exists a function x : ½0, T� ! R solving the Cauchy problem (15.68) and

(15.69) — scalar case.

Theorem 2 (Uniqueness): Assume that D:½0, T†� � ½x(0)
0 � c, x(0)

0 þ c� with some T† . 0 and some

c . 0. In addition, let the function f : D! R be bounded on D and fulfill a Lipschitz condition with

respect to the second variable, that is

j f (t, ~x)� f (t, �x)j � lj~x� �xj (15:71)

with some constant l . 0 independent of t, �x, ~x. Then, there exists at most one function x : ½0, T� !

R solving the Cauchy problem ð15:68Þ and ð15:69Þ — scalar case.

The generalization of previous theorems to vector-valued functions x is immediate. The proof of the

uniqueness theorem will be based on the generalization of Banach’s fixed point theorem [50].

Remark 1: Without the Lipschitz assumption on f, the solution need not to be unique.

a. Numerical Methods for Nonlinear Equations

In some cases, for numerical calculation of nonlinear equations, one can use a fact that fractional

derivative is based on a convolution integral, the number of weights used in the numerical approxi-

mation to evaluate fractional derivatives. In addition, one can apply predictor–corrector formula

for the solution of systems of nonlinear equations of lower order. This approach is based on rewrit-

ing the initial value problem (15.68) and (15.69) as an equivalent fractional integral equation

(Volterra integral equation of the second kind)

x(t) ¼ x0 þ
1

G( p)

ðt

0

f (s, x(s))(t � s) p�1 ds (15:72)

Then, one may introduce uniformly distributed grid points tk ¼ kh, h ¼ T=v, and v [ N. Next step
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is to find an approximation xk ¼ x(tk) by predictor–corrector approach. For predictor, one can use

fractional Euler’s method, and for the corrector, one can use the product trapezoidal formula [49].

In addition, we desire numerical schemes that are convergent, consistent, and stable, but these

properties are not treated here.

IV. CONCLUSIONS

So far, three possible mathematical formalisms have been discussed related to the developed theory

of electroviscoelasticity. The first is tension tensor model where the normal and tangential forces

are considered regardless, only from mathematical point of view, of their origin (mechanical or

electrical). The second is van der Pol integral-derivative model. Finally, the third model presents

an effort to generalize the van der Pol integral–differential equation; the ordinary time derivative

and integral are now replaced with corresponding fractional-order time derivative and integral of

order 0 , p , 1.

Each of these mathematical formalisms, although related to the same physical formalism,

facilitate a better understanding of different aspects of a droplet existence (formation, life, and

destruction).

Tension tensor model discusses the force equilibrium at the interfaces, either deformable or

rigid, but its solution is difficult because the tensor contain nonlinear and complex elements.

van der Pol derivative model is convenient for discussion of the antenna output circuit, the

resulting equivalent electrical circuit; but in the case of nonlinear oscillators, that is here the realis-

tic one, the problem of determining the noise output is complicated by the fact that the output is fed

back into the system, thus modifying the effective noise input in a complicated manner. The noise

output appears as an induced anisotropic effect.

The theory of electroviscoelasticity using fractional approach constitutes a new interdisciplin-

ary approach to colloid and interface science. Hence, (1) more degrees of freedom are in the model,

(2) memory storage considerations and hereditary properties are included in the model, and (3)

history or impact to the present and future is in the game.

ACKNOWLEDGMENTS

This project was financially supported by Ministry of Science and Environmental Protection of

Serbia, entitled “Multiphase Dispersed Systems” 101822.

REFERENCES

1. Osipov, I.L., Surface Chemistry, Reinhold, New York, 1964, p. 295.

2. Spasic, A.M., Jokanovic, V. and Krstic, D.N., A theory of electroviscoelasticity: a new approach for

quantifying the behavior of liquid–liquid interfaces under applied fields., J. Colloid Interf. Sci., 185,

434–446, 1997.

3. Spasic, A.M., Electroviscoelasticity of liquid–liquid interfaces, in Interfacial Electrokinetics and

Electrophoresis, Delgado, A.V., Ed., 106 Surfactany Science Series, Marcel Dekker, Inc.,

New York, 2002, pp. 837–868.

4. Pao, Y.H., Hydrodynamic theory for the flow of viscoelastic fluid, J. Appl. Phys., 28, 591–598, 1957.

5. Drexler, E.K., Nanosystems: Molecular Machinery, Manufacturing and Computation, Wiley,

New York, 1992, 161–189.

6. Joseph, D.D., Fluid Dynamics of Viscoelastic Liquids, Springer-Verlag, New York, 1990, 539 pp.

7. Spasic, A.M. and Jokanovic, V., Stability of the secondary droplet–film structure in polydispersed

systems, J. Colloid Interf. Sci., 170, 229–240, 1995.

Theory of Electroviscoelasticity 391



8. Spasic, A.M. and Krstic, D.N., Structure and stability of electrified liquid–liquid interfaces, in

Chemical and Biological Sensors and Analytical Electrochemical Methods, Rico, A.J., Butler, M.A.,

Vanisek, P., Horval, G. and Silva, A.E. Eds., ISE & ECS Penington, N.J., 1997, pp. 415–426.

9. Spasic, A.M. and Krstic, D.N., A new constitutive model of liquids, in Thirteenth International

Congress of Chemical and Process Engineering, CHISA, Praha, 1998, CD 7.

10. Condon, E.U. and Odishaw, H., Eds., Handbook of Physics, McGraw Hill, New York, 1958, p. 4/13.

11. Prigogine, I., The Molecular Theory of Solutions, North Holland, New York, 1957.

12. Garstens, M.A., Noise in nonlinear oscillators, J. Appl. Phys., 28, 352–356, 1957.

13. Davis, S.H., Problems in Fluid Mechanics, Trans ASME Ser. E., J. Appl. Mech., 50, 977–982, 1983.

14. Ericksen, J.L., Isledovanie po mehanike splosnih sred, Mir, Moscow, 1977.

15. Andjelic, P.T., Tenzorski racun, Beograd, N.K., 1967, p. 263.

16. Friberg, S.E. and Bothorel, R., Eds., Microemulsions: Structure and Dynamics, CRC Press, Boca

Raton, FL, 1987, 173 pp.

17. Godfrey, J., Hanson, C., Slater, M.J. and Tharmalingam, Sh., AIChE Symp. Ser., 74, 1978.

18. Godfrey, J., The Formation of Liquid–Liquid Dispersions — Chemical and Engineering Aspects —

Flow Phenomena of Liquid–Liquid Dispersions in Process Equipment, Institute of Chemical

Engineering London, 1984.
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I. INTRODUCTION

Membrane emulsification (ME) is a new technology for making monodisperse emulsions over a

wide spectrum of mean droplet sizes, ranging from ca. 0.5 mm to several tens of micrometer.

ME involves production of droplets individually (drop-by-drop) by extrusion of pure disperse

phase through a porous membrane into a moving continuous phase (direct ME) or by the

passage of a previously prepared coarse emulsion (premix) through the membrane (premix ME).

The membrane must not be wetted with the continuous phase; For instance, oil-in-water (O/W)

emulsions are prepared using a hydrophilic membrane and water-in-oil (W/O) emulsions are pre-

pared using a hydrophobic membrane. If the membrane wall is wetted with the continuous phase,

droplet disruption in coarsely emulsified feeds can be followed by phase inversion, that is, a fine W/O

emulsion can be produced from the O/W coarse emulsion and vice versa. To force a pure disperse

phase or pre-emulsified feed through the membrane, a pressure gradient across the membrane is

applied, usually by pressurizing the disperse phase with a compressed gas in a pressure vessel.

The most suitable membrane for emulsification is the so-called Shirasu porous glass (SPG)

membrane. This membrane can be fabricated with a wide range of mean pore sizes (0.05–

20 mm), with a uniform pore size distribution (PSD), and with a wall porosity between 50 and

60%. Hydrophobic modification of SPG membrane can be easily carried out by surface coating

with silicone resin.

II. SPG MEMBRANE

SPG is a special kind of porous glass, obtained by phase separation of a primary CaO22Al2O322B2-

O322SiO2 type glass, made of Shirasu (volcanic ash from the southern part of Kyushu island),

calcium carbonate, and boric acid [1]. Shirasu is added as a source of SiO2 and Al2O3, but since

it is a natural material, it also contains small amounts of other components such as Na2O, K2O,

Fe2O3, etc. [2]. After the primary glass is formed into tube, it is subjected to heat treatment at a

temperature of 650–7508C for the periods ranging from several hours to tens of hours [2,3].

This treatment causes the homogeneous primary glass to transform into a heterogeneous two-

phase glass consisting of Al2O322SiO2 and CaO22B2O3 phases. Since the CaO22B2O3 phase is

readily soluble in acid, a porous-glass membrane is obtained by immersing the phase-separated

glass into a dilute solution of hydrochloric acid. The mean pore size of SPG membrane can be con-

trolled by adjusting the heat treatment conditions (time and temperature).

SPG finds many applications as a packing material for HPLC columns, a carrier of enzymes and

tissue cultures, an injection needle for blood transfusion and dialysis, a high-functional dispersion

medium for preparing uniform droplets and microbubbles [3–5], and a separation medium for

microfiltration of emulsions and suspensions [6–8]. The microstructure of SPG is of primary

importance in any application. In ME, the droplet size distribution of prepared emulsions

depends critically on the PSD and wetting characteristics of SPG membrane used. The geometry

of the pore network plays a very important role in providing high mechanical strength and high

thermal resistance shock of SPG when compared with the porous Vycor glass and a porous

alumina of the same porosity [9].

A. PORE STRUCTURE OF SPG MEMBRANE

Figure 16.1 and Figure 16.2 are scanning electron micrographs (SEM) of two SPG membranes

largely differing in mean pore size, but with virtually the same porosity (56.65 + 0.05%). It is
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clear that the pore structure remains unchanged when the mean pore size increases from 0.262–

14.8 mm. In both cases, the membrane contains cylindrical tortuous pores forming a three-

dimensional interconnected network. All of the pore cross-sections are not circular, because the

pores do not always intersect with the external surfaces at a right angle, and the pore joints also

appear in the micrographs. A noncircular cross-section of the pores plays an important role in pro-

viding spontaneous detachment of disperse phase from the pore outlets in direct emulsification [11].

Figure 16.3 is a SEM picture of the same membrane as shown in Figure 16.1, but after coating

with a silicone resin (KP-18C, a product of Shin-Etsu Chem. Ind. Co., Ltd, Japan). The coating was

carried out by immersion of the membrane tube in a diluted resin solution (1:100) at room temp-

erature for 24 h, followed by drying in an oven at 100–1208C for several hours [12]. Although

the presence of coated layer is visible in the micrographs, it can be seen that the pores are not

blocked by the resin.

FIGURE 16.1 SEM of the hydrophilic SPG membrane with a mean pore size of 0.262 mm. (From Vladisavljević,

G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.)

FIGURE 16.2 SEM of the hydrophilic SPG membrane with a mean pore size of 14.8 mm. (From Vladisavljević,

G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.)
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The PSD of the SPG membranes given in Figure 16.1 and Figure 16.2 is shown in Figure 16.4.

Obviously, the PSD curves of the two membranes are of similar shape and width, in spite of the fact

that their mean pore sizes largely differ. The PSD curves of nine different SPG membranes over the

range of mean pore sizes of 0.26–20.3 mm are shown in Figure 16.5. The span of PSD was calcu-

lated from the experimental data obtained by mercury porosimetry, using the equation:

span ¼ (d90 2 d10)/d50 , where dX is the pore diameter corresponding to X vol% on a cumulative

pore volume curve. The span values were in the range of 0.29–0.68 (Table 16.1), which is compar-

able with the typical spans of the particle size distribution of the emulsions prepared using SPG

membranes [13–15]. The least uniform pores (span ¼ 0.68) were obtained at the largest mean

pore size of 20.3 mm.

FIGURE 16.3 SEM of the hydrophobic SPG membrane with a mean pore size of 0.262 mm. (From

Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.)
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Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.)
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B. PERMEABILITY OF SPG MEMBRANE TO PURE LIQUIDS

The permeation of wettable liquids through SPG membrane can be analyzed using the nonuniform

cylindrical capillary model. Consider a piece of SPG membrane (tube or disc) with a cross-sectional

area of Am, a thickness of dm, and a dry weight of mm containing nonuniform cylindrical pores. The

number of pores per unit membrane weight in the ith range of pore sizes, the mean diameter of

which is dpi , can be expressed as:

Ni

mm

¼
4Vpi

pd2
piLimm

¼
4Vpi

pd2
pidmjimm

(16:1)

where Vpi is the pore volume in the ith range of pore sizes and Li and ji are the mean length

and mean tortuosity factor of these pores, respectively. The apparent density of the membrane
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FIGURE 16.5 PSD curves on a cumulative basis of SPG membranes with different mean pore sizes. (From

Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.)

TABLE 16.1
Characteristics of Pore Structure of SPG Membranes as a Function of the Mean Pore Size, dp

dp (mm)

Span of
PSD 1 (%)

ra

(kg/dm3)

r
(kg/dm3)

Vp/mm

(dm3/kg)

Ap/mm

(dm2/g)

dm

(mm)

0.262 0.51 56.7 1.08 2.28 0.527 95.6 860

0.525 0.46 56.2 1.04 2.37 0.541 46.7 845

1.96 0.29 55.3 1.08 2.43 0.510 11.3 860

3.76 0.49 57.4 0.971 2.28 0.591 8.67 655

5.39 0.60 58.1 0.954 2.28 0.609 6.21 895

7.63 0.44 50.4 0.992 2.00 0.508 2.78 710

10.7 0.55 55.2 0.980 2.19 0.563 3.35 795

14.8 0.54 56.6 1.00 2.31 0.564 2.76 750

20.3 0.68 54.3 0.971 2.13 0.560 1.46 790

Source: From Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2), 69–77, 2005. With permission.
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is given by

ra ¼
mm

Vm

¼
mm

Amdm

(16:2)

By substituting Equation (16.2) in Equation (16.1) and assuming that the mean tortuosity factor

of the pores is independent on the pore size (ji ¼ j ¼ const), one obtains the expression for the

number of pores per unit membrane area in the ith range of pore sizes:

Ni

Am

¼
4raVpi

pd2
pijmm

(16:3)

The total number of pores per unit membrane area is represented by

N

Am

¼
4ra

pj

Xks

i¼1

Vpi=mm

d2
pi

(16:4)

where ks is the number of pore size ranges, that is, the number of size channels provided by a pore

size analyzer. Vpi/mm vs. dpi data can be easily obtained by mercury porosimetry and thus N/Am

can be calculated using Equation (16.4), if j and ra are known.

According to the Hagen–Poiseuille law, the volumetric rate of flow of a Newtonian liquid

flowing through the pores with a diameter of dpi under the transmembrane pressure of Dptm is

given by

Qi ¼
Dptmpd4

piNi

128hdmj
(16:5)

where h is the viscosity of permeating liquid. Equation (16.5) holds only if the permeating liquid

wets the membrane wall, but the membrane may be either hydrophilic or hydrophobic.

Using Equation (16.3) and Equation (16.5), one obtains the total liquid rate of flow through the

membrane

Q ¼
Xks

i¼1

Qi ¼
DptmAmra

32hdmj
2

Xks

i¼1

Vpi

mm

d2
pi (16:6)

The transmembrane flux of permeating liquid can be expressed as follows:

J ¼
Q

Am

¼
Dptmra

32hdmj
2

Xks

i¼1

Vpi

mm

d2
pi (16:7)

However,

Xks

i¼1

Vpi

mm

d2
pi ¼

1

ra

Xks

i¼1

rid
2
pi ¼

1d2
p

ra

(16:8)

where 1 is the porosity of membrane wall, ri the volume fraction of the pores in the ith range of pore

sizes, that is, the volume of the pores in the ith range divided by the total pore volume, and dp the

volume-weighted mean pore diameter given by

dp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xks

i¼1

rid
2
pi

vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ra

1

Xks

i¼1

Vpi

mm

d2
pi

vuut ¼

ffiffiffiffiffiffiffiffiffiffiffi
41Am

pjN

s

(16:9)
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By substituting Equation (16.8) in Equation (16.7) one obtains

J ¼
Dptm

h

1d2
p

32dmj
2

(16:10)

A typical plot of pure water flux vs. pressure difference for hydrophilic SPG membranes is

shown in Figure 16.6 (solid lines). Under these conditions, Jw linearly increases with increasing

the transmembrane pressure, which is in correspondence with Equation (16.10) for laminar flow

regime in the pores. As predicted from Equation (16.10), the water flux was higher for the larger

mean pore size. If the SPG membrane was hydrophobic, the water flux was not observed below

a critical pressure (dotted lines in Figure 16.6). After reaching the critical pressure, the water

flux sharply increases and approaches a Jw value for the same hydrophilic membrane.

C. HYDRODYNAMIC RESISTANCE OF SPG MEMBRANE

Equation (16.10) can be rewritten as

J ¼
Dptm

h

1

Rm

(16:11)

where Rm is the hydrodynamic membrane resistance, which is given by

Rm ¼
32dmj

2

1d2
p

(16:12)

The Rm values for hydrophilic SPG membranes were calculated from the slope of the Jw vs.

Dptm lines using the equation: Rm ¼ (1/hw)(@Jw/@Dptm)21. The Rm values for hydrophobic SPG

membranes were determined using 99.5% ethanol as a permeating liquid. As shown in

Figure 16.7, Rm was unaffected by the surface treatment with silicone resin. Therefore, no pore
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FIGURE 16.6 Pure water flux through hydrophilic SPG membranes as a function of transmembrane pressure

at different mean pore sizes (solid lines). Pure water flux through hydrophobic SPG membranes is represented

by the dashed lines. (From Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2),

69–77, 2005. With permission.)
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plugging by the resin occurred at the given conditions, even in the submicron range of mean pore

sizes. The linear fit of log(Rm) vs. log(dp) data gave the following equation:

Rm ¼ 0:0691 d�1:985
p (16:13)

where Rm and dp are in m21 and m, respectively. The exponent on dp of 21.985 is very close to 22,

predicted by Equation (16.12) for laminar flow. Therefore, liquid permeation through any wettable

SPG membrane (hydrophilic or hydrophobic) obeys the Hagen–Poiseuille law over the whole

range of mean pore sizes. This means that the effects of flow divergence and confluence on

liquid permeation are negligibly small. The linear fit of data in Figure 16.7 using a fixed slope

of 22 gave the following equation:

Rm ¼ 0:0704d�2
p (16:14)

D. PORE TORTUOSITY AND NUMBER OF PORES PER UNIT CROSS-SECTIONAL

AREA OF SPG MEMBRANE

In Figure 16.8, the ratio of membrane thickness and membrane resistance, dm/Rm, was plotted

against dp
21 using logarithmic coordinates. It is clear that the data for hydrophilic and hydrophobic

membranes can be correlated by a single line with a slope of unity, whose equation is

dm

Rm

¼ 0:0191d2
p1 (16:15)

The mean tortuosity factor j of the pores can be calculated from Equations (16.15) and (16.12)

as follows:

j ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

32� 0:0191
p

¼ 1:28
(16:16)

As a comparison, the mean pore tortuosity of polypropylene hollow fiber membranes ranges

between 1.9 and 2.8 [16,17]. Equation (16.16) suggests that in spite of quite different conditions

10-7 10-6 10-5 10-410-1

100

101

102

103

104

R = -0.99957

 Hydrophilic SPG
 Hydrophobic SPG

M
em

b
ra

n
e 

re
si

st
an

ce
 R

m
01 × 

9-
m / 

1-

Mean pore size dp / m

FIGURE 16.7 Hydrodynamic resistance of hydrophilic and hydrophobic SPG membrane as a function of

mean pore size. (From Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 250 (1–2),

69–77, 2005. With permission.)
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during phase separation in the production of porous glass, the prepared SPG membranes are

characterized by the similar morphology of the pore network.

In Figure 16.9, the number of pores per unit membrane area, N/Am, was plotted against the

mean pore size in logarithmic coordinates. The N/Am values for each membrane were calculated

from the equation

N

Am

¼
41

pjd2
p

(16:17)
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Production of Monodispersed Emulsions 403



The 1 values were taken from Table 16.1 and the j values were calculated for each membrane

from the experimental Rm values using Equation (16.12). The number of pores per unit membrane

area was inversely proportional to the square of the mean pore size, with the following equation:

N

Am

¼ 0:56d�2
p (16:18)

where N/Am and dp are in m22 and m, respectively. Equation (16.18) enables to predict N/Am for

any SPG membrane, irrespective of their mean pore size or surface affinity.

III. MEMBRANE EMULSIFICATION

The first investigation on using membranes for emulsification can be traced back to the later 1980s

when Nakashima and Shimizu [1] fabricated the SPG membrane and successfully produced highly

uniform kerosene-in-water and water-in-kerosene emulsions [18]. Since this time, the method has

continued to attract attention due to its effectiveness in producing narrow droplet size distributions

at low energy consumption. To date, in addition to experimentation using SPG membranes, inves-

tigations of a broad range of other types of membranes, such as ceramic [19], metallic [20],

polymeric [21], and microengineered [11], have been reported.

The development of emulsification methods for production of monodisperse droplets must be

rooted in one of two possible manufacturing approaches [22]: (a) reduction of process length scales

of the turbulent perturbations and enhancement of their uniformity in the mixing processes that

rupture the liquids and (b) manufacture of droplets individually (drop-by-drop) using microporous

systems. ME, in which the production of emulsions is achieved by the droplets extruding from the

outlet of many individual pores, represents a typical example of the second approach. This

chapter aims to introduce the latest development on the utilization of the ME technique following

from some of our earlier investigations on using this technique for manufacture of emulsion

dispersions.

A. PRINCIPLES AND METHODS OF ME

ME methods reported so far in the literature are depicted schematically in Figure 16.10. In conven-

tional direct ME (Figure 16.10a), fine droplets are formed in situ at the membrane–continuous phase

interface by pressing a pure disperse phase through the membrane. To ensure a regular droplet

detachment from the pore outlets, shear stress is generated at the membrane–continuous phase inter-

face by recirculating the continuous phase using a low-shear pump (Figure 16.11a) [12] or

FIGURE 16.10 Schematic diagram of ME methods. (From Vladisavljević, G.T. and Williams, R.A.,

Adv. Colloid Interf. Sci., 113 (1), 1–20, 2005. With permission.)
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by agitating in a stirring vessel [24] (Figure 16.11b). The rate of mixing should be high enough to

provide the required tangential shear on the membrane surface, but not too excessive to induce

further droplet break up. Another approach uses systems equipped with a moving membrane, in

which the droplet detachment from the pore outlets is stimulated by rotation [25] or vibration

[26] of the membrane within a stationary continuous phase (Figure 17.11c). Even in the absence

of any tangential shear, droplets can be spontaneously detached from the pore outlets at small dis-

perse phase fluxes (Figure 16.11d), particularly in the presence of fast-adsorbing emulsifiers in the

continuous phase and for a pronounced noncircular cross-section of the pores [27]. This type of

behavior is similar to the interfacial tension driven-droplet formation process observed in

grooved microchannel emulsification [28].

A potential disadvantage of direct ME is the relatively low maximum disperse phase flux

through the membrane of typically 0.01–0.1 m3/(m2 h), which has to be restrained to avoid the

transition from a dripping to jetting flow regime [27] and to avoid the steric hindrance among

droplets that may be formed simultaneously at the adjacent pores [30]. The formation of

uniform droplets is only possible in the dripping zone, in which the mean droplet size is virtually

independent of the disperse phase flux or tangential stress [14]. In ME studies with a microsieve

[28] and SPG membranes [29], the disperse phase flux was 2.5 m3/(m2 h), but polydisperse emul-

sion droplets were obtained. Owing to low productivity, direct ME is more suitable for the prep-

aration of relatively diluted emulsions with disperse phase contents up to 30 vol%. Nevertheless,

this process enables to obtain very narrow droplet size distributions over a wide range of mean

droplet sizes. In the SPG emulsification [4,13–15,31–32], the mean droplet size of both O/W

and W/O emulsions can range from less than 1 mm to over 60 mm, with the relative span

factors under optimal conditions of 0.26–0.45. For ceramic membranes, the droplet size range

can be 0.2–100 mm with a range of spans [33].

Suzuki et al. [34] first implemented “premix” ME, in which a preliminarily emulsified coarse

emulsion (rather than a single pure disperse phase) is forced through the membrane (Figure 16.10b).

This is achieved by mixing the two immiscible liquids together first using a conventional stirrer and

(a) Cross-flow system

pump

Cross flow

(c) Membrane vibrating 
or rotating system (d) Dead-end system

Spontaneous
detachment
of droplets

Spontaneous
detachment
of droplets

(b) Stirring system

FIGURE 16.11 ME systems for controlling hydrodynamic conditions near the membrane surface. (From

Vladisavljević, G.T. and Williams, R.A., Adv. Colloid Interf. Sci., 113 (1), 1–20, 2005. With permission.)
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then passing this preliminarily emulsified emulsion through the membrane. If the disperse phase of

coarse emulsion wets the membrane wall and if suitable surfactants are dissolved in both liquid

phases, the process may result in a phase inversion, that is, a coarse O/W emulsion may be inverted

into a fine W/O emulsion (Figure 16.10c) and vice versa [35]. The main advantage of this method is

that a fine emulsion can be easily prepared from a low concentration coarse emulsion at high rates.

For a 1 mm poly tetrafluoro ethylene (PTFE) membrane used by Suzuki et al. [35], the maximum

volume ratio is of disperse phase in the phase-inverted emulsions were 0.9 and 0.84 for O/W and

W/O emulsions, respectively. Flow-induced phase-inversion phenomenon was investigated earlier

by Akay [36] using a multiple expansion–contraction static mixer, which is a series of short capil-

laries with flow dividers, and by Kawashima et al. [37,38] using polycarbonate membranes with

mean pore sizes of 3 and 8 mm. Kawashima et al. [37] inverted a W/O/W emulsion consisting

of liquid paraffin, Span 80 and Tween-20 into W/O emulsion using hydrophobic polycarbonate

membranes. This W/O emulsion was redispersed into an aqueous solution of hydrophilic surfactant

to form W/O/W emulsion containing smaller and more uniform internal droplets than the original

W/O/W emulsion.

Premix ME holds several advantages over “direct” ME: the optimal transmembrane fluxes with

regard to droplet size uniformity are typically above 1 m3/(m2 h), which is one to two orders of mag-

nitude higher than that in direct ME; the mean droplet sizes that can be achieved using the same mem-

brane and phase compositions are smaller than that in direct ME, which can be advantageous; the

experimental setup is generally simpler than that in direct ME, for example, no moving parts such

as cross-flow pump or stirrer are needed, except for the preparation of pre-emulsion; finally, the

premix ME process is easier to control and operate than direct ME, since the driving pressure and

emulsifier properties are not so critical for the successful operation as in the direct ME process.

In the first premix ME study [34], a cross-flow system was used, in which the coarse emulsion was

diluted by permeation into pure continuous phase or diluted emulsion recirculating at the low-

pressure side of the membrane. In the subsequent works (Table 16.2), a dead-end (once-through)

system was used, in which the fine emulsion was withdrawn as a product after passing through the

membrane, without any recirculation or dilution with the continuous phase. It enables fast

preparation of emulsions with a disperse phase content of 50 vol% or more [44]. One of the disadvan-

tages of premix ME is a higher droplet polydispersity when compared with direct ME. To combine the

advantages of both techniques, that is, high throughput of premix ME and narrow droplet size distri-

bution of direct ME, a multipass (repeated) premix ME was investigated [40,41,44,45]. In this

process, the fine emulsion is repeatedly passed through the same membrane several times to

achieve additional droplet size reduction and to enhance droplet size uniformity.

B. DIRECT ME IN CROSS-FLOW SYSTEM

Direct emulsification in a cross-flow system is still the most investigated system for ME appli-

cations. Figure 16.12 shows a typical laboratory-scale experimental setup for direct ME. The

continuous phase or emulsion recirculates inside the membrane tube using a low-shear pump

such as the Mohno-pump. The disperse phase is placed in a pressure vessel and introduced in

the annular space of the module with compressed gas. The weight of disperse phase permeated

through the pores is measured by a balance on which the pressure vessel rests. The balance is inter-

faced to a computer to continuously collect time vs. weight data. The disperse phase pressure, pd , is

adjusted with a regulating valve and monitored by the manometer P1, which is connected at the

entrance of the module. The tube-side pressures at the inlet and outlet of the module, pc,in and

pc,out , are measured by means of pressure transducers P2 and P3 and used to calculate the trans-

membrane pressure Dptm according to the following equation:

Dptm ¼ pd �
pc,in þ pc,out

2
(16:19)
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TABLE 16.2
Some Premix ME Investigations Reported So Far

Membrane
Material System

Mean
Pore Size,

dp(mm)

Product
Emulsion

Mean Droplet
Size and Span

Flux
(m3 m22 h21) Ref.

Tubular SPG Cross-flow 2.7 and 4.2 O/W 1.4–2.1dp,

span ¼ 0.4–0.62

0.03–3.5 [34]

Flat PTFE Dead end 1.0 O/W and

W/O

2–4.1dp Up to 9 [39]

Dead end with

phase

inversion

1.0 O/W and

W/O

2.8–4.0dp 1–5.5 [35]

Dead end and

multipass

(n ¼ 1–3)

1.0 O/W 1.2–2.6dp

span ¼ 0.55–0.9

2–18 [40]

Flat cellulose

acetate

Dead end 0.2, 0.45,

0.8, and 3.0

W/O/W 1.0–3.5dp Not given [41]

Flat

polycarbonate

Dead end and

multipass

(n ¼ 1–18)

0.33, 0.38, 0.44,

0.6, and 1.0

O/W �1.6dp

for n . 12

0.2–0.6 [42]

Tubular SPG Dead end and

multipass

(n ¼ 3)

1.1 S/O/W 0.9dp 1.6 [43]

Dead end and

multipass

(n ¼ 1–5)

10.7 W/O/W 0.41–1.2dp

span ¼ 0.28–0.6

0.8–37 [44]

Source: From Vladisavljević, G.T. and Williams, R.A., Adv. Colloid Interf. Sci., 113 (1), 1–20, 2005 [23]. With permission.
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FIGURE 16.12 Schematic diagram of a cross-flow ME system. (From Vladisavljević, G.T., Lambrich, U.,

Nakajima, M., and Schubert, H., Colloid Surface A, 232 (2–3), 199–207, 2004. With permission.)
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The minimum transmembrane pressure at which the disperse phase can permeate through the

pores is given by the Laplace equation [12]:

Dptm, min ¼ pcap ¼
4g1 cos u

dp

(16:20)

where g1 is the equilibrium interfacial tension between the continuous and disperse phase and u

is the contact angle between the disperse phase and membrane surface in continuous phase.

The shear stress generated at the membrane–continuous phase interface is related to the mean

velocity of continuous phase inside the membrane tube, vt , with the equation [46]:

sw ¼
lrcv2

t

8
(16:21)

where rc is the continuous phase density and l is the Moody’s friction factor. In the special case of

laminar flow inside the membrane tube (Ret , 2300), the Moody’s friction factor is l ¼ 64/Ret and

Equation (16.21) is simplified to: sw ¼ 8hcvt/di , where di is the inner diameter of membrane tube

and hc is the continuous phase viscosity. For turbulent flow, in the range of 2300 , Ret , 105, the

friction factor is given by the well-known Blasius equation:

l ¼ 0:3164 Re�0:25
t (16:22)

Figure 16.13 shows the relationship between vt , Ret , and sw if the continuous phase is 2 wt.%

aqueous solution of Tween-80 and the internal diameter of membrane tube is di ¼ 8.7 mm.

To allow production of monodisperse emulsions, the affinities between the membrane surface,

disperse and continuous phases, and the electrical charge on the functional groups of emulsifiers

must be considered carefully. For a preparation of O/W emulsions, hydrophilic (untreated) SPG

membranes must be used. This avoids the wetting and spreading of the disperse phase (oil) on
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FIGURE 16.13 The variation of wall shear stress with the Reynolds number and the mean velocity of

continuous phase (2 wt.% Tween-80 dissolved in demineralized water) in the membrane tube (di ¼ 8.7 mm).
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the membrane surface. Similar principles also apply to the choice of the emulsifiers. The functional

groups of the chosen emulsifiers must not carry the charge opposite to that of the membrane surface

facilitating the membrane surface to retain its hydrophilicity. For example, an untreated SPG

membrane has a negative surface potential of 215 to 235 mV within the pH range of 2–8, due

to the dissociation of acid silanol groups [47]. Hence, for the earlier O/W case, use of cationic

emulsifiers, such as cetyltrimethyl ammonium bromide (CTMABr) or tri-n-octylmethyl ammonium

chloride (TOMAC), must be avoided.

For production of W/O emulsions, hydrophobic SPG membranes must be used. Hydrophobic

treatment of SPG membranes can be successfully carried out by coating the membrane surface with

a silicone resin. It was shown in Figure 16.7 that even in the submicron range of mean pore sizes,

the membrane resistance was unaffected by this treatment, which means that the pores were not

plugged by the resin [10]. However, care has to be taken in this silinization process to avoid

blockages.

Production of multiple emulsions involve the preliminary emulsification of two phases (e.g.,

W/O or O/W), followed by secondary emulsification into a third phase leading to the three-

phase mixture such as W/O/W or O/W/O. The primary emulsion is usually prepared under

intense homogenization conditions to obtain as fine internal droplets as possible. The secondary

emulsification step is carried out under less severe conditions to avoid rupture of the liquid film

between the internal disperse phase and continuous phase. If the second step is carried out

using conventional emulsification device, the external droplets are, in most cases, highly

polydispersed or the entrapment efficiency is very small. ME technique though enables

narrow size distribution of the external droplets and maintains a high encapsulation yield

of the internal droplets. Production of W/O/W emulsion by ME is shown schematically in

Figure 16.14. A fine W/O emulsion is first prepared using a hydrophobic SPG membrane or

a conventional emulsification device. This was then followed by secondary emulsification

using a hydrophilic membrane and the prepared W/O emulsion as a disperse phase in the

second step. Mine et al. [48] revealed that to make a stable W/O/W emulsion, the

Hydrophilic
SPG tube

W/O/W

Dispersed phase (W/O emulsion) at pressure p
d

FIGURE 16.14 Schematic diagram of the preparation of multiple W/O/W emulsion using SPG membrane.

(From Vladisavljević, G.T. and Schubert, H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With permission.)
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concentration of internal aqueous phase droplets must be between 30 and 50 vol% and the

membrane pore size for the secondary emulsification must be not less than twice the diameter

of the internal droplets.

1. Influence of Operating Parameters on Emulsification Results

a. Influence of Transmembrane Pressure

The influence of Dptm/pcap ratio on the droplet size distribution for a 4.8-mm SPG membrane is

shown in Figure 16.15. Even at Dptm/pcap ¼ 5.7 corresponding to a disperse phase flux of

77 l m22 h21 (Figure 16.16), the span of particle size distribution was still rather small (0.52),

but nevertheless significantly larger than that at Dptm/pcap ¼ 2–3. The formation of larger droplets

with diameters between 22 and 34 mm was the main reason for the broadening of the droplet size

distribution at the higher Dptm/pcap values.

For the given conditions, the disperse phase flux, Jd , was proportional to Dptm
2.3, which was

due to the higher proportion of simultaneously active pores at the higher pressure. For example,

only 1.3–1.4% of the pores was simultaneously active at Dptm/pcap ¼ 1–2 and 8.5% at Dptm/
pcap ¼ 5.7. The fraction of simultaneously active pores at any moment is given by

k ¼
JdhdRm

Dptm

(16:23)

A linear relationship between Jd and Dptm is only possible if the proportion of active pores is inde-

pendent on the pressure. Abrahamse et al. [29] found that in emulsification with a thin microengi-

neered microsieve possessing highly uniform pores, 16% of the pores was active at Dptm/pcap ¼ 3.

The fact that all the pores did not become active at the same critical pressure, although they had the

same diameter, which was explained by a pressure drop under the membrane as soon as oil phase

flows through some pores, preventing other pores to become active [29].

For the given emulsion formulation, the equilibrium interfacial tension g1 between the continu-

ous and disperse phases was 8 � 1023 N/m and the contact angle u between the disperse phase and

the membrane surface was assumed to be 0. Therefore, from Equation (16.20), one obtains

pcap ¼ 6.7 kPa for dp ¼ 4.8 � 1026 m, which corresponds to 7 kPa deduced from Figure 16.16.
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FIGURE 16.15 Influence of transmembrane-to-capillary pressure ratio on droplet size distribution for

emulsification using a SPG membrane with the mean pore size of 4.8 mm. (From Vladisavljević, G.T. and

Schubert, H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With permission.)
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b. Influence of Wall Shear Stress

The influence of wall shear stress on the droplet size distribution for a 4.8-mm SPG membrane is

shown in Figure 16.17 and Figure 16.18. With increasing the wall shear stress from 1.3 to 30 Pa,

the droplet size distribution curve shifts to smaller droplet diameters and becomes narrower and

narrower. For the given pore size and experimental conditions, an emulsion with a narrow

droplet size distribution (span ¼ 0.43) was even produced at sw ¼ 0.37 Pa, corresponding to

vt ¼ 0.3 m/sec and laminar flow inside the membrane tube (Figure 16.13). Williams et al. [49]

obtained a span value of 0.82 at the mean tube velocity of vt ¼ 0.6 m/sec in a semicontinuous
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FIGURE 16.16 Influence of transmembrane-pressure-on the disperse phase flux and the percentage of active

pores (conditions as in Figure 16.15). (From Vladisavljević, G.T. and Schubert, H., J. Membr. Sci., 225 (1–2),

15–23, 2003. With permission.)
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preparation of cosmetic model emulsions with alumina membranes. Abrahamse et al. [29] obtained

polydisperse O/W emulsions using the microengineered membrane at sw ¼ 0.62 Pa. It was due to

droplet–droplet interactions before detachment from the pore tips, caused by a high disperse phase

flux of up to 2500 kg m22 h21. In this work at sw ¼ 0.37 Pa, due to careful control of oil flux, steric

hindrance among the droplets was avoided and monodisperse emulsion was produced, although the

porosity of SPG membrane (0.5–0.6) was much higher than for the given microsieve (0.15).

The span of droplet size distribution linearly decreases with increasing sw up to 30 Pa and then

increases with the further increase in sw (Figure 16.18). The increase in the span as sw increased

from 30 to 40 Pa is due to the formation of smaller droplets at 40 Pa, while the maximum droplet

size is the same at both sw values (Figure 16.17). The broader droplet size distribution at

sw ¼ 40 Pa can be explained by (a) partial droplet disruption outside the membrane tube caused

by high recirculation rate (vc ¼ 3.5 m/sec) or (b) very intensive droplet deformation before detach-

ment from the pore tips.

Figure 16.19 demonstrates that the mean droplet size, expressed as the mean Sauter diameter

d3,2 , decreases with increasing the wall shear stress, sw, for the mean pore sizes of 3.1 and

4.8 mm. The effect of wall shear stress is especially large at sw , 10 Pa and more significant for

larger mean pore sizes. As an example, for the 4.8 mm SPG membrane, d3,2/dp decreases by

15% over a sw range of 3.5–40 Pa. Over the same sw range and for the similar pressure ratio,

d3,2/dp decreases by 8% for the 3.1 mm membrane. It is in accordance with the results of Schröder

and Schubert [19], who found that the effect of wall shear stress on the mean droplet size was much

more significant for a 0.8 mm than that for 0.1 mm a-Al2O3 membrane. According to them, the

further decrease in mean droplet size at the high wall shear stress is prevented by the rough

membrane surface and the forming droplets hindering each other in detaching from the pores.

The ratio of mean droplet to mean pore size of 3–4 is typical for SPG membrane and was also

found elsewhere [12,15].

c. Influence of Disperse Phase Content

The influence of disperse phase content on droplet size distribution during ME was little investi-

gated in the literature. Figure 16.20 demonstrates that at the small Dptm/pcap ratios, the droplet
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indication of perfectly monodisperse droplets) for the conditions given in Figure 16.17. (From

Vladisavljević, G.T. and Schubert, H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With permission.)
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size distribution curve has a similar shape in the range of w between 1 and 20 vol%. The span of

distribution, however, somewhat increases with increasing w. It is interesting to note that the

minimum droplet size in the emulsion decreases with increasing w (by 17% for the 2.5-mm

membrane in the range of 1–16 vol% and by 24% for the 6.6-mm membrane in the range of

1–20 vol%). It could be a consequence of gradual activation of smaller pores.

As shown in Figure 16.21, the oil flux increases with time at the constant transmembrane

pressure, reflecting the fact that more and more pores are simultaneously active in droplet formation

during the operation. The same type of behavior was found in ME with a-alumina and zirconia

membranes [50,51]. It is reasonable to suggest that when t! 0, only the largest pores are partially
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phase content of w � 1 vol% (emulsion formulation as in Figure 16.15). (From Vladisavljević, G.T.,

Lambrich, U., Nakajima, M., and Schubert, H., Colloid Surface A, 232 (2–3), 199–207, 2004. With

permission.)
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active, while the smallest ones are completely inactive. In the subsequent stage of operation, the

smaller pores are gradually activated, and as a result, minimum droplet size decreases. The pore

activation till steady state is a slow process at the small Dptm/pcap ratio, so that for the conditions

in Figure 16.21, the stationary state was not established even after 5 h of operation.

d. Influence of Mean Pore Size and Comparison of SPG Membranes
with Other Membranes and Emulsification Methods

The influence of mean pore size on droplet size distribution of resulting emulsions is shown in

Figure 16.22. It can be seen that SPG membrane enables to produce O/W emulsions with a very

narrow droplet size distribution over a wide range of mean pore sizes at a small wall shear stress

of 8 Pa. The span of droplet size distribution of 0.26–0.45 for emulsification using SPG membranes

is much lower than 1.1–2.3 for microfluidization (MF). In contrast, the Microfluidizerw enables to

manufacture emulsions with the mean droplet size of less than 0.3 mm, on the condition that the

dispersed phase content is up to 20 vol% and that the homogenizing pressure is high enough.

Furthermore, using two passes of emulsion through the homogenizing valve at 110 MPa, the

mean droplet size of only 0.085–0.087 mm was obtained at the disperse phase content of

1–2.5 vol%. At the same pore size and under the same experimental conditions, the oil droplets

produced by utilizing the SPG membrane are more uniform than the droplets produced using

a-Al2O3 membrane [14,52].

2. Stability of Prepared O/W Emulsions

The variation of droplet size distribution with time was investigated during stationary storage of

samples in a glass cylinder at room temperature (20–258C). Owing to relatively large mean

droplet size, the samples formed a dense creamed layer after only several hours of stationary

storage, so that virtually over the whole storage time, oil droplets were highly concentrated on a

creamed layer. In spite of that, the droplets were stable and no appreciable change in the mean

droplet size or the span of distribution was observed over 3 months, as shown in Figure 16.23.

The stability of oil droplets mainly depended on the initial uniformity, while mean droplet size

was not an important factor. If the droplets in fresh samples were highly uniform, as in

Figure 16.24, the droplet size distribution did not change significantly even after 5 months. The

micrographs shown in Figure 16.25 indicate that the oil droplets are still uniform 1–2 months

after preparation, irrespective of their mean droplet size.
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G.T. and Schubert, H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With permission.)
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FIGURE 16.22 Influence of emulsification method on droplet size distribution (disperse phase content

w � 1 vol%; emulsion formulation as in Figure 16.15. MF, microfluidization; ME, membrane

emulsification; MC, microchannel emulsification. (From Vladisavljević, G.T., Lambrich, U., Nakajima, M.,

and Schubert, H., Colloid Surface A, 232 (2–3), 199–207, 2004. With permission.)

0 15 30 45 60 75 90
4

8

12

16

20

24
dp=6.6 µm

dp=5.0 µm

dp=2.5 µm

dp=1.4 µm

1.25 vol%
2.5 vol%
5 vol%
8 vol%

d rete
maid telpord nae

M
2,3

 / 
µm

Storage time /days

0.30
0.35
0.40

dp=6.6 µm

dp=5.0 µm

S
p

an
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storage of O/W emulsions prepared with different SPG membranes. (From Vladisavljević, G.T. and Schubert,

H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With permission.)
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3. Direct Microscopic Observation of Droplet Formation at the Surface
of SPG Membrane

Yasuno et al. [53] and Vladisavljević et al. [54] succeeded in visualizing SPG ME using a micro-

scope video system, shown in Figure 16.26. A flat SPG membrane was mounted between two trans-

parent plates using rubber spacers to form the upper and lower compartments at both sides of the

membrane. The continuous phase flowed through the upper compartment without any recirculation.

The disperse phase was pressed through the membrane at a constant flow rate using a syringe pump.

The droplet formation process was recorded using a video recorder attached to a CCD camera and

an inverted metallographic microscope. The JPEG images were captured from the MPEG video

clips by a Canopus V-shot photo grabber.

To get sharp images, as those in Figure 16.27, the membrane surface should be polished with a

diamond paste. Figure 16.28 shows the SEM images of a polished and unpolished membrane

surface. In the case of the unpolished membrane, the microscopic picture is not clear, due to an

irregular reflection of light beam from the membrane surface (Figure 16.29). Therefore, it is neces-

sary to use flat membranes with as smooth surface as possible.
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FIGURE 16.24 Influence of storage time on the droplet size distribution of O/W emulsions produced using

two different SPG membranes. (From Vladisavljević, G.T. and Schubert, H., J. Membr. Sci., 225 (1–2),

15–23, 2003. With permission.)

FIGURE 16.25 Photomicrographs of the emulsion droplets prepared by utilizing SPG membranes of different

mean pore sizes: (a) dp ¼ 6.6 mm, d3,2 ¼ 24 mm, 61-day-old emulsion; (b) dp ¼ 4.8 mm, d3,2 ¼ 17.5 mm, fresh

emulsion; (c) dp ¼ 1.4 mm, d3,2 ¼ 4.6 mm, 48-day-old emulsion. The same magnification was used for all

photographs. (From Vladisavljević, G.T. and Schubert, H., J. Membr. Sci., 225 (1–2), 15–23, 2003. With

permission.)
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The droplets were formed in regular time intervals at the same active pore, but this time interval

showed large variations over the membrane surface. The mean frequency of droplet formation

linearly increased with increasing the disperse phase flux. Even at the frequency of droplet

formation of as high as 4 sec21, the droplets formed at the same pore were highly monodisperse,

as shown in Figure 16.30.

At the same disperse phase flux, the mean frequency of droplet formation was substantially

smaller for SDS than for Tween-80 emulsifier. It can be explained by the lower interfacial

tension at oil–water interfaces in the presence of SDS. In addition, under the same conditions,

the mean droplet size was smaller for SDS than for Tween-80. In the case of SDS as an anionic

emulsifier, the droplets were detached from the pore openings immediately after formation, due

to strong electrostatic repulsions between the charged droplets and identically charged membrane

surface. In the case of a nonionic Tween-80 emulsifier, the newly formed droplets were kept at the

membrane surface after formation, before being pushed by another droplets forming at the same

pore.

C. PREMIX ME

In premix ME, large droplets of a coarse emulsion are disrupted into fine droplets by utilizing the

microporous membrane as a special kind of low-pressure homogenizing valve. At the trans-

membrane pressures smaller than a critical pressure pcap , the droplets larger than the pores are

retained by the membrane and form a concentrated layer at the high-pressure side of the membrane

FIGURE 16.27 Droplet formation on the surface of a smooth SPG membrane with dp ¼ 15 mm (left) and

10.2 mm (right). Disperse phase, soybean oil; continuous phase, 0.5 wt% Tween-80 in distilled water.
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FIGURE 16.26 Experimental setup for microscopic observation of droplet formation in real time.
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FIGURE 16.28 (a) SEM of a flat 15-mm SPG membrane with a smooth, polished surface and (b) a 16-mm SPG

membrane with a rough surface.

FIGURE 16.29 Droplet formation on the surface of a rough, unpolished SPG membrane with the mean pore

size of dp ¼ 16.2 mm. Emulsion formulation as in Figure 16.27.
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(Figure 16.31a). This microfiltration process requires the use of hydrophobic membranes to remove

aqueous phase from W/O emulsions [55] or hydrophilic membranes to separate oil phase from O/
W emulsions [56].

At the transmembrane pressures above the critical pressure pcap , all droplets pass through the

membrane, irrespective of their size. However, at smaller shear stresses inside the pores, the final

droplet size, d2 , is larger than the pore size, dp. In that case, the large droplets of the initial diameter

d1 are deformed at the pore inlets to enter the pores, followed by disruption due to friction between

the droplets and the pore walls. The fine droplets are deformed again at the pore outlets to regain a

spherical shape (Figure 16.31b). At higher shear stresses, the droplets are more intensively dis-

rupted inside the pores due to collisions between the droplets and collisions with the pore walls,

so that the final droplet size can be smaller than the pore size (Figure 16.31c). In that case, the defor-

mation of droplets at the pore outlets does not occur, since the final droplet size is smaller than the

pore size.

If the initial droplet size d1 is not much larger than the pore size dp , that is, for d1/dp ratio close

to unity, the critical pressure is given by [42]:

pc ¼
g1½2þ 2a6=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2a6 � 1
p

� arccos (1=a3)� 4a2�

aþ
ffiffiffiffiffiffiffiffiffiffiffiffiffi
a2 � 1
p (16:24)

where a ¼ d1/dp. If the initial droplet size is much larger than the pore size (d1/dp� 1), the critical

pressure is given by Equation (16.20).

The production of multiple W1/O/W2 emulsions by repeated membrane homogenization of

coarsely emulsified feeds was investigated by Vladisavljević et al. [44]. These multiple emulsions

are applicable as drug or nutrient delivery systems. The primary W1/O emulsion prepared by con-

ventional rotor–stator homogenization device was first mixed with the outer aqueous phase W2

using a stirring bar to prepare a W1/O/W2 coarse emulsion. This premix was then homogenized

by permeation through the SPG membrane using a ME apparatus manufactured by Kiyomoto Iron

Works Ltd (Figure 16.32a). The effective membrane length was 12 mm, and the effective cross-

sectional membrane area was 3.75 cm2. The pressure vessel was filled up with 100 ml of the

premix and the required transmembrane pressure was built-up with compressed nitrogen. The fine

emulsion which has passed through the membrane was collected into a beaker placed on the

balance interfaced to a computer for data acquisition (Figure 16.32b). The feeds were emulsified

five to six times through the same membrane to produce fine uniform droplets. The emulsion

FIGURE 16.30 Droplet formation on the surface of a smooth SPG membrane with dp ¼ 15 mm at the high

frequency of droplet formation (about four droplets per second). Four droplets formed successively at the

pore 1 and three droplets formed successively at the pore 2 are shown. Emulsion formulation as in Figure 16.27.
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formulation is given in Table 16.3. The role of sodium alginate was to increase the viscosity of the

outer aqueous phase W2, thus reducing the creaming tendency of large W1/O drops prior to mem-

brane homogenization. The role of glucose was to increase the osmotic pressure in both aqueous

phases to approximately 0.78 MPa, which is the osmotic pressure of blood and other body liquids

and thus to ensure the stability of prepared emulsions in drug delivery systems. In the next paragraph,

the effect of operating parameters on transmembrane flux and droplet size distribution is discussed.

1. Influence of Operating Parameters on Emulsification Results

a. Influence of Transmembrane Pressure

The influence of transmembrane pressure on the transmembrane flux and the mean size of homo-

genized droplets is shown in Figure 16.33 and Figure 16.34. It is clear that J increases with increa-

sing Dptm , which leads to a more intensive droplet break-up and smaller mean particle size at

FIGURE 16.31 Droplet retention and breakup as a function of transmembrane pressure: (a) droplet retention

below a critical pressure; (b) moderate breakup at moderate shear stresses (dm , d2 , d1); (c) intensive

breakup at high shear stresses (d2 , dm , d1). (From Vladisavljević, G.T., Shimizu, M. and Nakashima, T.,

J. Membr. Sci., 244 (1–2), 97–106, 2004. With permission.)
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higher pressures. The same type of behavior was observed by Suzuki et al. [34,39]. It is in contrast

to the experimental results in direct ME [14], in which the mean droplet size at small driving press-

ures (in the size-stable zone) is independent on driving pressure, and then increases with the further

pressure, increase (in the size-expanding zone).

The smaller mean particle sizes at the larger pressures are a consequence of the higher shear

stress inside the pores:

sw,p ¼
8heJj

1dp

(16:25)

where he is the mean viscosity of emulsion inside the pores. The transmembrane flux J in

Figure 16.33 is 1–12 m3/(m2 h), which is at three orders of magnitude higher than that in direct

emulsification with the same membrane. The ratio of mean droplet to mean pore size of 1.4 to

1.1 obtained after first pass is much smaller than 3–4, found in direct emulsification (Figure 16.19).

Transmembrane pressure is used here to overcome flow resistances in the pores and interfacial

tension forces, that is, to deform and disrupt large oil drops into smaller droplets:

Dptm ¼ Dpflow þ Dpdisr (16:26)

FIGURE 16.32 (a) Apparatus of Kiyomoto Iron Works Ltd. for premix ME and (b) a typical experimental

setup for investigation of this process. (From Vladisavljević, G.T., Shimizu, M., and Nakashima, T.,

J. Membr. Sci., 244 (1–2), 97–106, 2004. With permission.)

TABLE 16.3
The Formulation of W1/O/W2 Emulsions Prepared by Vladisavljević et al. [44]

Inner aqueous phase, W1 5 wt% glucose dissolved in distilled water

Oil phase 5 wt% PGPR dissolved in soybean oil

Outer aqueous phase, W2 0.5 wt% Tween-80, 1 wt% sodium alginate,

and 5 wt% glucose dissolved in distilled water

Volume percent of inner aqueous phase in W1/O emulsion wi ¼ 10–30 vol%

Volume percent of W1/O emulsion drops in W1/O/W2 emulsion wo ¼ 1–60 vol%

Mean size of inner aqueous phase 0.37–0.54 mm

Mean size of homogenized oil droplets 4.4–13.2 mm
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According to Darcy’s law, the pressure loss for overcoming flow resistances in the pores,

Dpflow, should be proportional to the transmembrane flux, while the expenditure of pressure for

droplet disruption, Dpdisr , is proportional to the increase in the interfacial area. If Dptm ¼ const, then

Dptm ¼ he(Rm þ Rfi)Ji þ Cwog1

1

di

�
1

di�1

� �
¼ const (16:27)

The first and second terms in the right-hand side of Equation (16.27) express Dpflow and

Dpdisr , respectively. Here, C is a parameter independent on the number of cycles, Ji and di are the

transmembrane flux and the resulting mean particle size corresponding to the ith cycle, and Rfi is
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the overall fouling resistance in the ith cycle. The fouling resistance is a consequence of the accumu-

lation of oil drops on the membrane surface (external fouling) and inside the pores (internal fouling).

b. Influence of Number of Emulsification Cycles and Disperse Phase Content

As shown in Figure 16.35, the flux increases with increasing the number of passes, because the

second term in the right-hand side of Equation (16.27) diminishes until it becomes negligible for

di21 � di � const. Figure 16.9 and Figure 16.10 indicate that at constant experimental conditions,

the mean particle size tends to a limiting constant value, as the number of cycles increases. The

largest flux increase was observed in the second pass, as the largest particle size reduction occurred

in the first pass.

The variation of Dpflow and Dpdisr with the number of emulsification cycles at Dptm ¼ 20 and

150 kPa is shown in Figure 16.36. The values of Dpflow and Dpdisr were calculated from Equation

(16.27) by adopting the fluxes Ji from Figure 16.35 and assuming that the limiting flux was estab-

lished after five passes through the membrane. For the given operating conditions, about 25% of the

overall pressure drop was used for droplet disruption in the first pass and the remaining being used

for overcoming flow resistances in the pores. Because the content of oil drops was only 10 vol%, it

should be expected that at the higher disperse phase contents, the majority of driving pressure in the

first pass may be used for overcoming interfacial tension forces. Owing to a substantial dissipation

of energy for droplet disruption in the first pass, the mean droplet size was reduced four to nine

times. In the subsequent cycles, the mean droplet size continued to decrease but at a decreasing

rate. Therefore, the pressure drop due to droplet disruption progressively decreased, until it

became negligible after five passes.

Figure 16.37 shows that the transmembrane flux significantly decreases with increasing the

content of oil drops, wo , which is a consequence of the fact that the disruption term in Equation

(16.27) is directly proportional to the disperse phase content. For dilute emulsions (wo ¼ 1 vol%),

the disruption term can be ignored and the flux is given only by the flow-resistances term. Under

these conditions, the maximum flux was observed in the first cycle corresponding to a minimum

fouling resistance and emulsion viscosity. Over the wo range of 5–10 vol%, the maximum flux
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FIGURE 16.35 Transmembrane flux as a function of the number of emulsification cycles at different

transmembrane pressures. (From Vladisavljević, G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci.,

244 (1–2), 97–106, 2004. With permission.)
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was observed in the third pass. Presumably, for n , 3, the flux was more affected by a decrease in

Dpdisr , then by an increase in the fouling resistance, and consequently, J increased with n. For n . 3,

a decrease in the disruption term became less significant, then an increase in the fouling resistance

and J decreased with further increase in n. For concentrated emulsions (wo ¼ 20–60 vol%), the

maximum flux was observed for n ¼ 5.

Figure 16.38 demonstrates that at the given operating conditions, the mean droplet size was inde-

pendent on the content of oil drops over a wide range of 1–60 vol%, in spite of the fact that the flux J

was significantly smaller at the higher contents of oil drops (Figure 16.37 and Figure 16.39).
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It differs from the behavior in high-pressure homogenizers, in which the mean droplet size at a-

constant homogenizing pressure is significantly dependent on the disperse phase content, even in

the range of 0.05–0.2 vol% [14]. The behavior shown in Figure 16.38 can be explained by the

fact that in the absence of coalescence, the mean size of homogenized oil droplets is primarily dic-

tated by the mean pore size and the applied shear stress inside the pores. Equation (16.25) implies

that the shear stress inside the pores is proportional to the product Jhe . At higher disperse phase

content, the flux J is smaller, but the emulsion viscosity he is higher, so that under certain exper-

imental conditions, the shear stress inside the pores may be independent of the disperse phase
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of cycles at different contents of oil drops. (From Vladisavljević, G.T., Shimizu, M., and Nakashima, T.,

J. Membr. Sci., 244 (1–2), 97–106, 2004. With permission.)
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content. Except at wo ¼ 60 vol%, the optimum number of cycles with regard to monodispersity was

3–4 and the minimum span of particle size distribution was 0.28 (Figure 16.38). Altenbach-Rehm

et al. [40] found that repeated homogenization using polymeric teflon PTFE membranes also

resulted in the smaller mean droplet size and narrower droplet size distribution than a single-

stage process. The optimum number of cycles in their investigation was two to three, but the

minimum span was 0.55–0.7, which is substantially higher than that in this work.

Figure 16.39 illustrates the influence of operating pressure on the flux vs. disperse phase content

curves for n ¼ 1. It can be seen that the effect of operating pressure on the flux is more marked at the

smaller disperse phase contents. At a content of oil drops of 60 vol%, the transmembrane flux was

not influenced by the pressure in the investigated range of 100–150 kPa. However, at wo ¼ 1 vol%,

the flux increased by a factor of 2, as the pressure increased from 100 to 150 kPa. It can be explained

by the fact that in the region of small contents of oil drops, the pressure difference is predominantly

used for overcoming flow resistance forces, while at the high disperse phase contents, the pressure

drop is mainly used for overcoming interfacial tension forces, the latter being independent on the

transmembrane flux.

Figure 16.40 shows that the optimum number of cycles with regard to droplet uniformity

strongly depends on the transmembrane pressure. At the pressure of 100 and 150 kPa, the

minimum span of particle size distribution of, respectively, 0.28 and 0.35 was reached after

three passes. At the same pressures, a single stage process (n ¼ 1) resulted in span ¼ 0.55 and

0.42, respectively. The smallest pressure of 100 kPa was the optimum pressure with regard to

droplet size uniformity at n ¼ 3, but the least favorable pressure at n ¼ 1. It shows that in a

single-pass process, the optimum pressure is considerably higher than that in a repeated process.

The micrographs of emulsion particles before and after homogenization taken by optical micro-

scope under the same magnification are shown in Figure 16.41. As can be seen, the particles of

coarse emulsion are relatively large and highly polydisperse (some portion of the particles was

larger than 300 mm, but 0.7 vol% were smaller than 15 mm). The minimum particle size in the

premix was 12 mm, which was above the mean pore size. After first pass through the membrane,

96 vol% of the particles were smaller than 15 mm, but the remaining 4 vol% were still in the
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range of 15–37 mm (Figure 16.41b). Obviously, the driving pressure of 100 kPa was not large

enough to finely break up all particles of coarse emulsion in a single pass. However, when homo-

genization was repeated six times, all particles were smaller than 10.4 mm and highly uniform, as

shown in Figure 16.41c.
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NOMENCLATURE

a ratio of initial particle size to pore size (d1/dp)

Am cross-sectional area of membrane (m2)

Ap area of pore walls (m2)

FIGURE 16.41 (a) Micrographs of multiple emulsion droplets before homogenization, (b) after first

pass, and (c) after six passes through the membrane. Experimental conditions: dp ¼ 10.7 mm, Dptm ¼

100 kPa, wo ¼ 30 vol%, wi ¼ 30 vol%, emulsion formulation is given in Table 16.3. (From Vladisavljević,

G.T., Shimizu, M., and Nakashima, T., J. Membr. Sci., 244 (1–2), 97–106, 2004. With permission.)
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C constant in Equation (16.27)

dp volume-weighted mean pore diameter (m)

di inner diameter of membrane tube (m)

d1 initial droplet size (m)

d3,2 Sauter mean particle diameter (m)

d50 mean particle diameter (m)

J transmembrane flux (m s21)

ks number of pore size ranges

L mean length of pores (m)

mm dry weight of membrane (kg)

N number of pores

n number of homogenization cycles

p pressure (Pa)

pcap capillary pressure (Pa)

Dptm transmembrane pressure (Pa)

Dpflow pressure loss for overcoming flow resistances

in the pores (Pa)

Dpdisr expenditure of pressure for droplet disruption (Pa)

Q volumetric rate of flow of permeating liquid (m3 s21)

q3 volume frequency of droplets (m21)

R coefficient of correlation

Ret Reynolds number in membrane tube

Rf fouling resistance (m21)

Rm hydrodynamic resistance of membrane (m21)

ri volume fraction of pores in ith range of pore sizes

span relative span factor of pore or PSD

t time (sec)

V volume of permeating liquid (m3)

Vm total volume of membrane (m3)

Vp total pore volume (m3)

vt mean velocity of continuous phase in membrane tube (m s21)

dm thickness of membrane wall (m)

1 porosity of membrane wall (Vp/Vm)

h viscosity (Pa sec)

l Moody friction factor

r true density of membrane (kg m23)

ra apparent density of membrane (kg m23)

sw shear stress at membrane surface (wall shear stress) (Pa)

sw,p wall shear stress inside pores (Pa)

j mean tortuosity factor of pores

w volume proportion of disperse phase in emulsion (vol%)

wi volume proportion of inner droplets of W1 phase in oil drops (vol%)

wo volume proportion of oil drops in outer aqueous phase (vol%)

g1 equilibrium interfacial tension between disperse and continuous phase (N m21)

u contact angle between dispersed phase and membrane surface wetted with

continuous phase (rad)

Subscripts

e refers to emulsion

i refers to ith range of pore sizes or ith emulsification cycle
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w refers to water

c refers to continuous phase

d refers to disperse phase

in refers to the inlet of membrane module

out refers to the outlet of membrane module
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I. INTRODUCTION

Milling is an important step in the processing of metallic and ceramic powders. Its primary usage has

been for particle size reduction/growth and change of particle shape as well as for homogenization of

mixture of two or more powders which will be subsequently compacted, for example, by pressing and

sintering. However, milling may lead (and leads) to various physicochemical and chemical changes of

the material. In that respect, milling may be described as a mechanochemical treatment, the change of

reactivity as mechanical activation while reaction induced by mechanical energy as mechanochem-

ical reaction. It should be forthwith noted that the terms used to denote various processes and phenom-

ena of the powder treatment by milling still are not precisely specified, for instance different terms

may be present in literature for the same process. In Appendix A, attempt is made to give provisory

definition of the basic terms of mechanochemical treatment by milling.

Although the occurrence of physicochemical changes of the material induced by mechanical

energy has been known for more than century (see [1] for the short survey of the history of mechano-

chemistry), rapid interest for mechanochemical treatment has begun with the finding that milling of

mixture of crystalline nickel and niobium powders produces amorphous alloy [2]. Soon, a number of

amorphous alloys were prepared by this technique [3–6]. In literature, the synthesis of amorphous

alloys by milling is usually named mechanical alloying referring to the process, first developed at the

end of 1960s of twentieth century, for the production of nickel-based dispersion-strengthened super-

alloys [7]. Mechanical alloying may be defined as the mechanochemical treatment of the mixture
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of two or more powders wherein, at least one is metallic. In the first stage of process, by the repeated

particle fracture and coalescence of constitutive powders, composite particles with very fine micro-

structure are formed. With prolonged milling, various mechanochemical reactions may take place,

which in some cases lead to the formation of amorphous phase.

It was demonstrated that besides the amorphous phase, other metastable materials such as nano-

crystalline alloys [8] and supersaturated solid solutions [9] may also be synthesized by mechanical

alloying. Milling is essentially a solid-state process, hence mechanical alloying enables preparation

of materials otherwise difficult to obtain from liquid phase, for instance alloys of high-melting

elements, for example, MoSi2 [10], alloys of metals with significantly different melting points,

for example, Nb–Sn [11] and alloys of mutually immiscible elements, for example, Fe–Cu [12].

Milling of elemental metals, for example, Fe, Zr, Al and Cu produces nanocrystalline metals

[13,14] characterized by very small grain size, typically 20–25 nm, hence 20–50% of the material

consists of grain boundaries. Therefore, since large number of atoms are located in disordered

regions between crystals, nanocrystalline materials are expected to posess peculiar mechanical,

electrical, magnetic, and catalytic properties.

In contrast, it was found that milling of some intermetallic compounds (YCO3, GdCO3, NiTi2)

leads to polymorphic transformation of crystalline to amorphous phase [15–17].

Of course, mechanochemical treatment by milling is not restricted to metallic systems only, but

has been already applied to ceramic and polymer materials. Nowadays, mechanochemical

treatment has been recognized as a powerful tool for the synthesis of a wide range of materials.

Rapid development during last two decades expanded mechanochemistry into two new branches:

mechanically induced self-propagating reaction and soft mechanochemistry. Ball milling can

induce self-sustaining reaction in many powder mixtures if exothermic heat of reaction is

sufficiently high. The process begins with an activation period, referred to as ignition time,

during which particle and crystallite size reduction, mixing and defect formation takes place.

The mechanically induced self-propagating reaction (MSR) is ignited when the powder reaches

a well-defined critical state. Once a reaction front is established, the process becomes a

self-propagating high-temperature synthesis (SHS) reaction [18,19]. On the other hand, it has

been realized that the use, for instance of hydrated oxides or hydroxides relieves mechanochemical

reactions [20,21]. Such a novel approach involving mild mechanochemical synthesis, based on

reaction of solid acids, bases, hydrated compounds, basic and acidic salts is known as soft

mechanochemistry.

The release of Thiessen’s “Grundlagen der Tribochemie” in 1967 [22] was the result of sys-

tematic and scientific researches on the phenomena regarding the influence of the mechanical

energy on the solid materials that had been started after the Second World War. A monograph

by Heinicke published in 1984 [23] is still a good basic source of information about a great

number of various mechanochemical reactions, as well as building a framework of the various

aspects of mechanochemical phenomena. Even now considerable number of monographs regarding

various aspects of mechanochemistry have been published [24–29]. In addition, a number of

reviews, to mention some, have appeared in recent years providing a general overview of mechan-

ochemical methods [30,31], materials synthesized by mechanical alloying [31–33], the preparation

of nanocrystalline [34–36], and amorphous materials [37,38] by milling as well as self-sustaining

reactions [39,40] induced by milling.

Mechanochemistry (or Tribochemistry) is usually defined as a science dealing with the chemi-

cal and physicochemical changes of substances due to the influence of mechanical energy [23] (see

Appendix A for other definitions of mechanochemistry). On the other hand, the term tribology is

commonly used to refer to the science of interacting surfaces in relative motion with respect to

friction, lubrication, and wear [41].

Various types of mills are used for mechanochemical treatment, commonly: vibratory, attrition,

planetary, and tumbling ball mill. The final product depends on the milling conditions, hence,

different types of mill or the alteration of milling parameters may result in diverse reaction paths

for mechanochemical reaction. Besides, the milling time necessary to reach desired structure
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depends on the mill used, sometimes up to order of magnitude. Therefore, because the essence of

process, that is, phenomena occurring during milling, is not fully understood, scaling up and/or

converting the milling parameters from one to other type of mill is still uncertain.

The mechanochemical treatment by ball milling is a very complex process, wherein a number

of phenomena (such as plastic deformation, fracture and coalescence of particles, local heating,

phase transformation, and chemical reaction) arise simultaneously influencing each other. The

mechanochemical treatment is a non-equilibrium solid-state process whereby, the final product

retains a very fine, typically nanocrystalline or amorphous structure. At the moment of ball

impact, dissipation of mechanical energy is almost instant. Highly excited state of the short lifetime

decays rapidly, hence a “frozen” disordered, metastable structure remains. Quantitative description

of the mechanochemical processes is extremely difficult, herewith a mechanochemical reaction

still lacks clear interpretations and adequate paradigm.

This review attempts to give a short account of the main aspects of mechanochemical treatment

such as: (a) mechanical alloying; (b) commonly used milling units, herewith the influence of milling

parameters on the rate and products of mechanochemical treatment; (c) structural changes; (d)

mechanochemical reactions; (e) subsequent heat treatment; and (f) powder contamination.

II. MECHANICAL ALLOYING

Since a considerable number of systems have been synthesized by mechanical alloying, we will start

our survey with a short description of this process referring to it as a special class of mechanochemical

treatment. Mechanical alloying is a milling method for the preparation of composite, macroscopi-

cally homogeneous powder with extremely fine microstructure, whereby the starting material is a

mixture of constituent powders of a given composition. The essence of the process is the solid-

state alloying by repetitive cold welding and fracture of constitutive powder particles [42]. Its

primary industrial application has been for the production of dispersion-strengthened nickel- and

iron-based superalloys for working temperatures of 10008C and higher [43]. Commercial production

of these powders is not so large and is about 150 tons per year (according to the data from the year

1994). Investigations in the last two decades, have revealed that the usage of mechanical alloying

is not restricted to the materials with second-phase dispersoides. Thus, following prospects may

be assigned to mechanical alloying: (i) production of a fine dispersion of second-phase; (ii) decrease

of matrix structure to the nanometer sizes; (iii) extension of solution limit; (iv) synthesis of new crys-

talline phases; and (v) amorphous phase synthesis. The prerequisite for an efficient process is to esta-

blish a balance between fracturing and cold welding (coalescence) of constituent particles. It is,

therefore, important to choose appropriate milling parameters for a given material system subjected

to mechanical alloying. For some powder systems, in order to reduce cold welding and to enhance

particle fracturing it is necessary to add some suitable process-control agent, that is, a lubricant

that impedes the clean metal-to-metal contact necessary for cold welding. For this purpose

organic compounds such as methanol, ethanol, hexane, toluene, stearic acid, vacuum grease etc.,

(about 1–5 wt% of the total powder charge) are used. The second approach is to promote particle

fracture applying cryogenic milling: the mill vial is cooled with liquid nitrogen [44].

Single ball-powder-ball (and ball-powder-vial wall) impact can modify the powder morphology

in two ways: by fracturing and by cold welding. When the metal particles are brought in contact, atom-

ically clean surfaces that is, fresh surfaces create cold weld forming layered composite parti-

cles. Concurrently, work-hardened elemental or composite particles may fracture. Cold welding

(along with plastic deformation and agglomeration) and fracturing (particle crush) take place at

the same time so that the composite structure persistently becomes refined and homogeneous.

Typically, at least for the metallic systems in which one of the powders is ductile, the process of mech-

anical alloying may be divided in to several stages [44,45]: (i) early — intensive cold welding; (ii)

intermediate — pronounced fracturing; and (iii) final — mild cold welding. At the end, a stationary

state is reached and further refinement is not possible. Powder particles have an extremely deformed

metastable structure.
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Typical lamellar multilayer structure, characteristic of the early stage of milling, is given in

Figure 17.1. The majority of dispersoids (bright spots of different sizes) are placed along the

weld interfaces. Composite particles significantly differ in sizes from few to several hundred of

micrometers. At this stage, fragmented starting powders which are not alloyed also exist. Chemical

composition significantly varies from particle to particle as well as within particles. As milling con-

tinues, concurrent cold welding and fracturing proceeds leading to progressive structure refinement.

Finally, composition of single particle approaches the starting composition of powder mixture.

Typical structure evolution with the progress of mechanical alloying is shown in Figure 17.2. As

can be seen, with the progress of milling, dispersoid sizes decrease whereby, its distribution

becomes more uniform. After 1000 h of milling, Mo dispersoids cannot be resolved (their sizes

are under the resolution of scanning electron microscope). Transmission electron microscopy

reveals that in the Al–Mo powders mechanically alloyed for 1000 h, Mo dispersoids are in the

range of 5–50 nm [46]. In general, in such very fine dispersion systems, formation of supersatu-

rated solution as well as precipitation of a new phase may occur.

III. MILLS AND RELEVANT MILLING PARAMETERS

Milling, as already stated in the introduction, is used for the particle diminution or coarsening,

shape change, agglomeration as well as for modification of powdered material such as apparent

and tap density and flow rate. Milling is also a necessary step for homogenization of usually

complex, multi-component metallic and ceramic materials. Application of milling has been

greatly extended to other processes such as mechanical alloying and solid-state reactions. When

a mill is intended to carry out mechanochemically that is, mechanically induced reactions it

may be regarded as mechanoreactor [23].

FIGURE 17.1 SEM micrograph of polished sample of Al–3 at.% Mo powder mechanically alloyed for 3 h in

tumbler ball mill (bright phase — molybdenum).
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With respect to the objective of milling capacity, mill varies from few milligrams for laboratory

mills to several hundreds of kilograms per batch for industrial mills. Regardless of the mill type, the

milling process is characterized by the action of milling tool (typically balls) to the powdered

material resulting in fragmentation and coalescence of powder particles. During milling, four

types of forces act on powder: impact, attrition, shear, and compression [47].

Commonly used mills in practice are: attrition mills, tumbler ball mills, vibratory ball mills,

and planetary ball mills [31,47]. In attrition ball mill (Figure 17.3a), balls and powdered materials

are placed in vertical (or horizontal) stationary container that may be cooled with some refrigerant

(usually water). Milling is affected by the stirring action of rotating shaft with arms. Angular velo-

city of a rotating shaft is from 6.3 sec21 (60 rpm) for industrial to 31 sec21 (300 rpm) for laboratory

mills. Typical ball diameter is from 3 to 6 mm while ball velocity is about 0.5 msec21. First com-

mercial production of the mechanically alloyed powder was realized in attrition ball mills of the

capacity of 34 kg/batch. Subsequently, up to 1 ton of powder was processed in attrition mills of

2 m diameter with more than a million of balls of a total of 10 tons in weight [48]. Analysis of

the mill dynamics of this type of mill was given in [49,50].

FIGURE 17.2 SEM micrographs of polished samples of Al–10 at.% Mo powders mechanically alloyed for

various milling times in tumbler ball mill.
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In a tumbling ball mill (Figure 17.3c), the angular velocity of the vial should be smaller than critical

which attaches balls on vial walls: v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
g=(R� r)
p

where v is the angular velocity of the vial, R,

vial radius, r, ball radius and g ¼ 9.81 msec21, gravitational acceleration. Due to simple design,

this type of mill is in widespread usage, from laboratory mills with a diameter of 10–40 cm to

industrial with a diameter of 1–2 m for the processing of large amounts of powder (135–

180 kg/day). Typically, balls of diameter 6–25 mm are used. Ball velocity may be estimated

from the relation n ¼ 2
ffiffiffiffiffiffiffiffi
2gR
p

, hence for commercial mills it is 4.4–6.3 msec21 [49].

In vibratory mill (Figure 17.3b), balls are placed in a vial which oscillates in all three orthogonal

direction, whereby the ball oscillatory motion is complicated. The ball and powder motion depends

on many factors such as frequency, amplitude, dimension, and curvature of a vial as well as its motion.

Required milling time is usually small. Mass of powder treated is in the range of few milligrams to

about 4.5 kg. Impact velocity and the frequency of impact are the most important parameters that

determine transfer of mechanical energy to the powder charge; consequently, kinetics of mechano-

chemical treatment. Most frequently used mill for laboratory investigation is SPEX 8000 Mixer/
Mill with typical powder charge of 10–20 g, ball mass of 150 g and ball velocity of 1.8–

3.3 msec21 [51]. Analysis of vibratory mill dynamics has been reported, for example, in Refs.

[49–53].

In planetary ball mill (Figure 17.3d), vials filled with balls and powder are placed onto a rotat-

ing disc (sun disc), so far as, alike planets, a vial turns around (revolves) and rotates about its own

axis. Thenceforth, the name planetary mill. For commercial mills, the ratio of angular velocity of

sun disc and vials are fixed. The ball movement in a vial is the result of a superimposition of cen-

trifugal forces. At one moment, the ball is detached from the vial wall and impacts an opposite side.

FIGURE 17.3 Schematic view of common mills used for mechanochemical treatment: (a) attrition ball mill;

(b) vibratory ball mill; (c) tumbler ball mill; (d) planetary ball mill.

440 Finely Dispersed Particles



Milling intensity may be continuously varied by changing the angular velocity of a rotating (sup-

porting) disc. For typical commercial planetary ball mill Fritch Pulverisette 5, maximum angular

velocity of a sun disc is about 340 rpm, while the angular velocity of vials is given by the relation

vv ¼ 21.25 vp, where vv and vp are angular velocities of vial and disc, respectively. Typical ball

velocity is 2.5–4 msec21. Considerable efforts have been taken to model mill dynamics of this type

of mill [53–61].

The type of mill as well as milling parameters (amplitude and frequency for vibratory mill,

angular velocity for planetary mill, ball-to-powder mass ratio, ball diameter, number of balls,

etc.) have chief influence on the efficiency and nature of the mechanical energy transfer from

the milling tools (typically balls) to powder. As a consequence of the dissipation of mechanical

energy to solid, a number of concurrent processes occur: plastic deformation and fracture, conse-

quently formation of fresh surfaces and local temperature rise, that is, hot spot. Basic problem in the

exploration of mechanochemical processes is the quantitative assessment of mechanical energy

transfer and its dissipation [23]. At this moment, because of a great number factors affecting

mechanochemical treatment, the influence of milling parameters on the mechanochemical reactions

is insufficiently explained. Therefore, these investigations are still predominantly experimental,

whereby milling conditions are taken empirically for a concrete system. Therefore, an essential

question arises, whether it is possible to prescribe the milling conditions in advance for the attain-

ment of a desired structure or product of mechanochemical treatment?

Energy conveyed to the powdered system during milling has an effect on kinetics as well as on

final product of mechanochemical treatment. For example, when Nb2O5 was milled in vibrating mill

with the amplitude of 20 mm, the starting monoclinic structure transforms to “fully” amorphous

phase. With prolonged milling, the amorphous phase transforms to a stable pseudo-hexagonal

phase. On the contrary, higher milling amplitude of 50 mm causes direct transformation of mono-

clinic to pseudo-hexagonal phase, presumably, as a consequence of impact of lower frequency but

with higher energy [62]. On the other hand, a number of experimental investigations reveal that

“full” amorphization of metallic systems can be attained only for the well-defined milling con-

ditions [56,63–68]. It was postulated that amorphization occurs below some so-called power

injected, that is, the product of impact energy and collision frequency and above some minimal

energy per impact [64].

According to Butyagin [69] and Cocco, Delogu and coworkers [70,71] relevant milling para-

meters are: impact energy, impact frequency, milling intensity (or power injected), energy dose,

and specific dose (cumulative mechanical energy transferred to the powder during milling time, t),

and are defined as follows.

Impact energy: E ¼
1

2
mb n2

imp (J) (17:1)

Impact frequency: f (Hz) (17:2)

Milling intensity: I ¼ fE (W) (17:3)

Energy dose: D ¼ It (J) (17:4)

Specific dose: Dm ¼
D

mp

(J=g) (17:5)

Milling intensity (Equation (17.3)) is related to the frequency of collision and the average

energy transferred to the powder at each impact. In general, the case of multiple ball milling,

f and E depends on their number and mass, so that their quantification requires rather complex

and accurate experimental and modeling procedures (see abovementioned reference regarding

modeling of mill dynamics). In other words, the foregoing relevant milling parameters should be
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determined for the respective mill considered. For instance, for the estimation of milling intensity

(mill power), I (J/g) of vibratory mill following relation was proposed [72]:

I ¼
nbmb(4pfa)2

2mp

(17:6)

where I (W/g) is the milling intensity per mass unit (mill power), f (sec21) frequency, a (m) ampli-

tude, nb and mb (g) number and mass of a ball, respectively and mp (g) powder mass.

For a planetary mill, the intensity (i.e., power consumption or power injected), I (W) may be

calculated according to Iasonna and Magini [59]:

I ¼ P�
1

2
mbv

3
pr2

pnb (17:7)

where P� is a dimensionless power efficiency factor, mb (g) the mass of a ball, vp (sec21) and rp (m)

the angular velocity and radius of the planetary mill disc, respectively and nb the number of balls.

The factor P� depends on the degree of filling, nv ¼ Nb/Nb,tot where Nb is the number of balls used

in the experiment and Nb,tot is the number of balls necessary to completely fill up the vial.

An illustration on how milling intensity (power injected), Equation (17.7), depends on the

number of balls and angular velocity of supporting disc for the Fritch Pulverisette 5, for two differ-

ent vials charged with balls are given in Figure 17.4. As can be seen, for given angular velocity,

intensity increases with ball number up to some maximum values, after which, intensity decreases

due to hindering effect.

It seems that the milling intensity (power injected) is the characteristic milling parameter that

defines final (steady-state) phase induced by milling, so it has been suggested, that it should be

quoted whenever possible in order to compare diverse investigations [73].

FIGURE 17.4 Milling intensity (power injected) of planetary ball mill as a function of ball number and

rotation speed; (a) vial volume 500 ml, balls diameter 13.4 mm; (b) vial volume 220 ml, balls diameter 8 mm.
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IV. STRUCTURAL CHANGES DURING MECHANOCHEMICAL TREATMENT

Typically, a mechanochemical treatment leads to the formation of very distorted structures, which

in many cases may be described as very fine dispersoids (nanocrystallites) embedded in an amor-

phous matrix. Structural changes can be quantitatively followed based on detailed analysis of the

powders after various milling times. Illustrative example is mechanical alloying of elemental Al

and Mo powders (Figure 17.5). Following structural changes were revealed: (i) the crystallite

size reduction of both Al and Mo constituents; (ii) the change of Al lattice parameter (the Mo

lattice parameter does not change); and (iii) the formation of amorphous phase. The change of

Al lattice parameter is a consequence of the gradual solution of Mo into the Al lattice, hence for-

mation of super saturated Al(Mo) solid solution. The equilibrium solid solution of Mo in Al is less

than 0.05%, while in the mechanically alloyed Al–17 at.% Mo powder, it reaches 2.4 at.% Mo [46].

Such an increase of solubility and the formation of supersaturated solid solution is a distinguishing

feature for all metallic systems subjected to mechanochemical treatment, also for metals being

mutually insoluble neither in liquid- nor in solid-state, for instance Fe–Cu system [12,74].

With reference to Figure 17.5, the structure of Al–17 at.% Mo powder mechanically alloyed

for 1000 h may be understood as very fine dispersoids embedded in amorphous matrix. Aluminum

and molybdenum crystallites of about 13 and 16 nm in size, respectively dispersed in very disor-

dered, amorphous-like phase amounted about 50% of a total material volume. For powder

compositions with nominally higher Mo content, as Mo gradually dissolves, Al crystal lattice

being deformed and after certain milling time, Al crystalline phase collapses into an amorphous

phase [75]. Similar behavior was also observed for Ni–Mo system [76], though the formation of

the amorphous phase is somewhat thermodynamically favorable: heat of mixing is 24.9 and

27.3 kJ mol21 for Al–Mo and Ni–Mo, respectively. In general, heat of mixing is an important

FIGURE 17.5 Structural changes during mechanical alloying of Al–17 at.% Mo powder in tumbler ball mill:

(a) crystallite size, d; (b) lattice parameter of aluminum, aAl; (c) amorphous volume fraction, fam.
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criterion for the assessment of a metallic system’s tendency toward formation of amorphous phase.

Thus, for the systems that readily forms an amorphous phase, for instance Cu–Yr, Co–Zr and

Ni–Zr, enthalpy of mixing is 229, 242 and 251 kJ mol21, respectively.

It seems likely that, amorphous phase formation by mechanical alloying of the mixture of

elemental metal powders occurs in four stages: (i) formation of very fine composite powder

whereby particles my be understood as diffusion couples; (ii) formation of solid solution; (ii) col-

lapse of supersaturated solution to the amorphous phase; and (iv) gradual dissolution of residual

crystallites (dispersoids) into the amorphous matrix.

Crystallite size reduction is perhaps the most distinguishing feature of mechanochemical treat-

ment. A number of researchers have observed that average crystallite size of either metal or ceramic

powders decreases during milling. Few investigations were devoted exclusively to the preparation

of nanocrystalline elemental metallic powders by ball milling [13,14,77–81]. It is a common

feature of all materials studied that, the crystallite size decreases with milling time to some

minimal value characteristic for the given material. With prolonged milling, the crystallite size

remains unchanged, therefore, if nanocrystalline structure does not collapse into amorphous

phase, further reduction seems to be difficult. Typical average crystallite size of the nanocrystalline

powders prepared by mechanochemical treatment is in the range of 5–20 nm. Crystallite size

reduction is always accompanied with an introduction of atomic level strain; it was found that

the RMS strain varies linearly with reciprocal crystallite size, that is, (12)1/2 / d21 [80,81].

Furthermore, in many instances the mechanochemical treatment begins with a particle and

crystallite refinement, and the first traces of the reaction product(s) do not appear before the critical

crystallite size is reached. Figure 17.6 gives the dependence of a-Fe2O3 crystallite size on milling

time [82]. Initial crystallite size of about 223 nm decreases to about 20 nm during the milling period

of �1 h. Then, with prolonged milling, chemical reaction commences. As can be seen, newly

formed Fe3O4 phase preserves nanocrystalline structure with the crystallite size varying between

10 and 15 nm.

The development of nanocrystalline structures under the severe plastic deformation introduced

by milling is explained by the mechanisms of the generation of a large number of dislocations, that

on further deformation forms grain boundaries [14]. It has been suggested [14,77] that a small grain

size in itself prevents further plastic deformation via dislocation motion and therefore, further grain

FIGURE 17.6 Crystallite size as a function of milling time of a-Fe2O3 powder milled in planetary ball mill;

(�) a-Fe2O3; (†) Fe3O4. (From [82], with permission from Elsevier Science.)
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size refinement is not done by milling. However, it seems plausible that recovery (e.g., annihilation

of dislocations) and grain growth also occurs during milling, thus limiting the reduction of grain

size. Therefore, the final (steady-state) grain size achievable by ball milling is, in general, deter-

mined by competition between heavy plastic deformation and the recovery behavior of the

materials [77]. However, as already stated, due to the complexity of phenomena occurring

during milling, as well as difficulties to follow them in situ, the mechanism of crystallite formation

has remained uncertain.

V. MECHANOCHEMICAL REACTIONS

During the course of mechanochemical treatment, various solid–solid, solid–liquid and solid–

gas chemical reactions may take place. Numerous examples of the mechanochemical reactions,

that is, mechanically induced reactions have been given in literature [23,83]. Majority of them

can be classified into one of the following categories: (i) polymorphous transformation,

for example, a-PbO (rhombic) $ b-PbO (tetragonal) [84]; (ii) synthesis reaction, for example,

ZnOþAl2O3! ZnAl2O4 [85]; (iii) decomposition reaction, for example, MCO3! MOþ CO2

[83]; and displacement reaction, for example, CuOþNi! CuþNiO [39].

Mechanochemical reactions are extremely complex, thereby not fully understood. The reason

for this probably lies in the fact that the whole numbers of elementary processes throughout the

mechanical energy may be dissipated. However, the accumulation of a large number of results pub-

lished enables, at least tentatively, some generalizations for most mechanochemical reactions to be

made: (i) reactions induced by milling takes place in non-equilibrium conditions, whereby the final

product retains the non-equilibrium state, that is, the structure is highly disordered, typically nano-

crystalline or amorphous; (ii) the kinetics and final products of the mechanically induced reactions

depends on the milling conditions; and (iii) in many instances crystallite size reduction preceeded

phase transformation or chemical reaction.

Mechanochemical reactions have been believed to display diverse thermodynamic and kinetic

characteristics with respect to those thermally induced [23]. Certainly, several phenomena govern

the mechanochemical reactions: (i) permanent particle fracture, hence formation of atomically

clean (“fresh”) surfaces of high reactivity; (ii) permanent particle coalescence which produces

very fine composite structure (in the case of mixture of two or more elemental or component

powders); (iii) generation of a large amount of structural defects, that is, dislocations, vacancies,

interstices etc., and (iv) appearance of highly energetic and localized sites of a short life-time.

Common mechanochemical reaction, is the synthesis reaction, for example: ZnOþAl2O3!

ZnAl2O4 [85] or NiOþ Fe2O3! NiFe2O4 [86]. Both mechanochemical reactions were realized

starting from equimolar mixtures of ZnO and Al2O3 or NiO and Fe2O3 in corundum or hardened-

steel vial and balls, respectively using planetary ball mill. In both cases, the mechanochemical reac-

tion proceeds in a similar manner, however formation of ZnAl2O4 spinel phase was completed within

4 h of milling, while formation of NiFe2O4, also with spinel structure, required a milling time of about

35 h. Obviously, different physical properties of the processed systems as well as milling conditions

(Retsch PM4 with 17 corundum ball with a diameter of 20 mm and Fritsc Pulverisette 5 with 286

hardened-steel balls with a diameter of 8 mm for ZnO . Al2O3 and NiO . Fe2O3 system, respectively)

causes different time-scales to achieve complete reaction.

The mechanochemical reaction, NiOþ Fe2O3! NiFe2O4 was followed by magnetization

measurements (coupled with X-ray powder diffraction analysis) of the samples mechanochemically

treated for different milling times. As can be seen, magnetization shows almost the same depen-

dency on milling time for all applied magnetic fields (Figure 17.7). For a milling time of 10 h,

magnetization increases slowly, indicating some structural changes causing the transition from

weak ferromagnetic state (NiOþ a-Fe2O3) to a ferromagnetic state. For the sample milled for

10 h, the increase in the magnetization is the result of the partial conversion of NiOþ a-Fe2O3 to

NiFe2O4 spinel phase. The change in magnetization is intensive between 20 and 35 h, showing
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that the mechanochemical reaction mainly takes place in this time interval. After a certain amount of

the spinel phase was reached (about 30%, estimated from the magnetization of the sample milled for

20 h), the formation of the spinel phase was pronounced. Thus, about 70% of reactants were con-

verted in the milling period of 20–35 h. With prolonged milling times up to 50, magnetization

increases very slightly indicating that reaction is completed in the milling interval up to 35 h.

In general, the mechanochemical synthetic reactions may be divided into at least three distinct

stages. The first, in which the formation of the composite powder takes place by repeated fracture

and coalescence of the constituent powder particles. Thus, composite intermixing of the consti-

tuents occur. The second stage, is characterized by the nucleation and gradual growth of the new

phase. After a certain amount of the product phase was reached, the formation of a new phase

becomes intensive (third stage). Eventually, prolonged milling is required for very small amount

of residual reactants to be consumed completely.

The mechanism of mechanochemical synthesis reaction between two constituents can be

roughly explained in the following way. Very intensive milling generates mechanical stresses in

the constituent powders particles. Fracture of these particles occurs thereby, creating clean surfaces.

Such comminution as well as mixing of powders enable very intimate contact between constituents

(e.g., between NiO and a-Fe2O3 or ZnO and Al2O3). Highly disordered interfaces formed in that

way could be suitable nucleation sites for new phase. Once the new phase was formed, reaction

continues by permanent particle fracture which removes reaction product and creates new clean

(fresh) surfaces. Hence, the reaction is not inhibited and persists until all reactants are consumed.

Furthermore, the growth of new phase(s) is promoted by structural defects accumulated during

milling as well as by local temperature rises appearing at the moment of ball impact.

Interesting example revealing peculiarity of the mechanochemical reactions is transformation

of starting a-Fe2O3 powder induced by milling. Owing to the importance of iron oxides, particu-

larly as magnetic materials, the effect of milling on the structural changes of a-Fe2O3 has attracted

considerable interest, for example, [87–93]. The mechanochemical treatment of a-Fe2O3 powder

was done concurrently in air and oxygen atmospheres using a conventional planetary ball mill

[82,94]. Under appropriate milling conditions, a-Fe2O3 completely transforms to Fe3O4, and for

prolonged milling to the FeO phase, either in air or oxygen atmosphere. Owing to the higher

oxygen pressure, the start of the reaction in oxygen is delayed by�1 h in comparison with the reac-

tion in air (Figure 17.8). The reverse mechanochemical reaction FeO! Fe3O4! a-Fe2O3 takes

place under proper oxygen atmosphere. The oxygen partial pressure is the critical parameter

FIGURE 17.7 Magnetization of NiO . Fe2O3 powder mixture as a function of milling times for various

magnetic fields (D, 835 Ga; B, 3290 Ga; �, 6380 Ga; O, 8750 Ga; A, 10,540 Ga). (From [86], with

permission from Elsevier Science.)
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responsible for the mechanochemical reactions. The balls-to-powder mass ratio also has a consider-

able influence on the kinetics of mechanochemical reactions: below the threshold value the reaction

does not proceed or proceeds very slowly. Plausibly, three phenomena govern mechanochemical

reactions: (i) the generation of highly energetic and localized sites of a short lifetime at the

moment of impact; (ii) the adsorption of oxygen at atomically clean surfaces created by particle

fracture; and (iii) the change of activities of the constituent phases arising from a very disordered

(nanocrystalline) structure. It was postulated that the reaction takes place by the following equation:

6Fe2O3 $ 4Fe3O4 þ O2 $ 12FeO þ 3O2. Local modeling of a collision event, coupled with a

classical thermodynamic assessment of the Fe2O3–Fe3O4 system, were used to rationalize the

experimental results [82]. It was proposed that the mechanochemical reactions proceed at the

moment of impact by a process of energization and freezing of highly localized sites of a short life-

time. Excitation on a time scale of �1025 sec corresponds to a temperature rise of the order of

103 K. Decay of the excited state occurs rapidly at a mean cooling rate higher than 106 K sec21.

VI. KINETICS OF MECHANOCHEMICAL REACTIONS

In recent years, considerable efforts have been taken to follow reactions induced by mechano-

chemical treatment and to relate them with the milling parameters. Therefrom, attempts have

been made toward unification of the influence of the milling parameters on the mechanochemical

reactions [70,71,95–100]. Although the mechanisms of mechanochemical that is, mechanically

induced reactions is not fully understood the overall kinetics may be derived from suitable measure-

ments (e.g., structural, magnetic) of powder milled for various milling times.

The kinetic evolution is usually represented by a sigmoid-type curve. Such a typical curve is

given in Figure 9 for the case of displacement reaction, Niþ CuO! CuþNiO realized in plane-

tary ball mill [58]. Author of this overview analyzed these experimental results by one of the

most frequently used kinetic model applied to various solid-state reactions, namely Johnson–

Mehl–Avrami equation:

X ¼ 1� exp (�ktn) (17:8)

where X is the volume fraction transformed at time t (sec), k (sec2n) is the rate constant and n, the

Avrami exponent, a parameter depending on the nucleation mechanism and the number of growth

dimension. Thus, derived kinetic constants are: n ¼ 3.57, 2.25, 2.13, and 2.14 and k ¼ 7.5 � 10216,

FIGURE 17.8 Magnetization of a-Fe2O3 powder milled for various times in planetary ball mill in (†) air and

(�) oxygen (ball-to-powder mass ratio ¼ 40). (From [94], with permission from Elsevier Science.)
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0.5 � 1029, 3.1 � 1029 and 6.8 � 1029 sec2n for angular velocity of a supporting disc: 240, 270,

300 and 330 rpm, respectively. However, although Johnson–Mehl–Avrami equation satisfactorily

describes overall kinetics, it is hard to give any unambiguous physical interpretations of the derived

values of Avrami exponent, n which varies from 2.14 to 3.57.

Delogu and Cocco [70,71,101,102] investigated kinetics of the processes of microstructural

refinement taking place during milling, namely amorphization of binary metal mixtures, amorphi-

zation of intermetallic compounds, and crystallite size reduction. From the well-defined milling

experiments they correlated amorphous phase fraction and crystallite size with milling parameters,

that is, impact energy, E, impact frequency, f, milling intensity, I, energy dose, D, and specific dose,

Dm, (see Equations (17.1)–(17.5)). Their comprehensive work reveals that the mechanical energy

dose, that is, Dm is a characteristic invariant quantity for a given material system subjected to

mechanochemical treatment. Thus, it seems that the main factor which controls mechanochemical

reaction is the amount of consumed energy that is, mechanical energy dose, as defined by Equation

(17.5). For the foregoing reaction Niþ CuO! CuþNiO, milling intensity can be estimated from

the relation, Equation (17.7) (for given milling parameters: nb ¼ 8, mb ¼ 8.4 g, rp ¼ 0.122 m,

P� ¼ 0.5, mp ¼ 3 g), hence I is 0.06, 0.08, 0.12, and 0.15 W for angular velocity, v ¼ 25.13,

28.27, 31.55 and 34.55 sec21, respectively. The dependence of the fraction transformed on mecha-

nical energy dose, D ¼ It (Equation (17.4)) is given in Figure 17.10. As can be seen, the fraction

transformed primarily depends on the total injected energy dose, so the mechanochemical reaction

is isokinetic with respect to D (powder mass was constant), in agreement with those found for amor-

phization of either binary mixtures or intermetallic compounds [71,102]. Therefore, variation of

milling intensity (in the case of Niþ CuO! CuþNiO reaction angular velocity) affects the reac-

tion rate (Figure 17.10), while energy dose (or specific energy dose, Equation (17.5)) should be the

invariant quantity characteristic for given material system subjected to mechanochemical treatment

by milling. If this important result is confirmed in future by independent studies it would lead to a

consistent theory of mechanochemical reactions. However, bearing in mind the complexity of the

processes taking place during mechanochemical treatment, other milling parameters as defined in

Section III, such as impact energy, collision frequency should also be taken into account.

FIGURE 17.9 Fraction transformed for the mechanochemical reaction Niþ CuO ! Cuþ NiO carried out

in planetary ball mill as a function of milling time (experimental points taken from [58]); solid line is Johnson–

Mehl–Avrami Equation (17.8).
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VII. SUBSEQUENT HEAT TREATMENT OF THE MECHANOCHEMICALLY

SYNTHESIZED POWDERS

Mechanochemical treatment, as already emphasized, produces nanocrystalline/amorphous phases.

Such pronounced metastable states readily react at elevated temperatures, thereby related equili-

brium phases can be obtained relatively easily. For instance, high-temperature intermetallic com-

pound Al8Mo3 (melting point: 2123 K), which, due to significantly different melting points of Al

and Mo is otherwise difficult to prepare from liquid phase, was obtained by continuous heating

up to 1400 K of the mechanically alloyed Al–27 at.% Mo powder [46].

Numerous results of exploration have showed that mechanochemical treatment may serve as a

precursor technique for the subsequent solid-state reactions, typically thermal reactions. Therefore,

subsequent heat treatment is applied for: (i) the reaction completion, for example, Mo–Si powder

consisted of Mo and MoSi2 phases after mechanical alloying was transformed to single phase

MoSi2 material by continuous heating up to 9008C [10]; (ii) conversion of disordered to well-

crystallized phase, for example, La(NiCoAlMn)5 material was prepared by mechanical alloying

in amorphous form and subsequently transformed to crystalline form aiming to improve electro-

chemical properties of metal-hydride batteries, [103]; (iii) thermal reactions, for example, mechan-

ochemically synthesized Fe3O4 was converted to g-Fe2O3 by heat treatment in air at 2308C [82] or

thermal reaction, 2FeCl3þ 3CaO! Fe2O3þ 3CaCl2 was realized in vacuum at 2008C from the

precursor FeCl3/CaO prepared mechanochemically by milling in vibratory mill of the FeCl3 and

CaO mixture in appropriate stoichiometric ratio [104].

Structure attained by mechanochemical treatment influences thermal behavior as well as kinetics

of subsequent thermal reactions, for example, [75,105]. Illustrative example is Al–10 at.%

Mo powders mechanically alloyed for various milling times and subjected to non-isothermal

heating in differential scanning calorimeter (DSC) cell (Figure 17.11). For the powder, milled for

25 h, a very weak exothermic peak at around 808 K can be revealed indicating that some aluminum

and molybdenum were in close contact and were able to react giving intermetallic Al12Mo com-

pound. The reaction plausibly took place at the Al–Mo interfaces created by the repeated fracture

and cold welding of the constituent powder particles. For the powder, milled for 100 h, the exother-

mic heat effect is more pronounced and appears at the lower temperature of 750 K. As milling time

FIGURE 17.10 Fraction transformed for the mechanochemical reaction Niþ CuO ! CuþNiO carried out

in planetary ball mill as a function of mechanical energy dose.
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increases, the peak becomes sharper and shifts to lower temperatures (sample milled for 187, 305 and

598 h). At higher temperatures a second broad exothermic heat effect(s) can be assigned to the

formation of intermetallic Al5Mo compound [75]. The dependence of the reaction (peak) tem-

perature and enthalpy of the formation of Al12Mo compound is given in Figure 17.12. The

thermal behavior should be closely related to the structural changes occurring during milling. As

FIGURE 17.11 DSC traces of Al–10 at.% Mo powders mechanically alloyed for various milling times

continuously heated at a heating rate of 20 K min21. (From [75], with permission from Elsevier Science.)

FIGURE 17.12 Temperature (�) and enthalpy (†) of the formation of Al12Mo intermetallic compound
in mechanically alloyed Al–10 at.% Mo powders as a function of milling time.
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can be seen, although the reaction temperature remains almost constant after about 600 h of milling,

the enthalpy continues to increase, suggesting that the total amount of the reaction product, that is,

Al12Mo increases. For the temperatures ,800 K, diffusion distance of Mo in Al is�1 nm, therefore,

such short diffusion distance suggests that formation of Al12Mo plausibly takes place by polymor-

phous transformation of amorphous phase. Estimated amount of amorphous phase in the powder

milled for 1000 h is about 34% [75].

VIII. POWDER CONTAMINATION

In the course of milling, contaminations of powder arising from milling medium (balls and vial

walls debris), vial atmosphere and lubricant usually occur. Such “pollutions” may affect properties

of the obtained material (perhaps most obvious is magnetic characteristics) as well as mechano-

chemical reaction(s), consequently final phase(s) attained. To avoid powder oxidation, mechanical

alloying, in general, is carried out in inert atmosphere, typically argon. However, oxygen content in

mechanically alloyed amorphous Ni–Zr powder was found to be 2–3 at.%, although milling was

done in argon atmosphere. Consequently, it was found that kinetics of subsequent thermally-

induced crystallization was changed [106]. Lubricant may also be a source of contamination

since it incorporates into powder during milling [107,108]. Anyhow, the most serious contami-

nation is debris arising from balls and vial wear and tear. In general, this contamination would

depend on the intensity and duration of milling as well on the hardness of powdered material sub-

jected to milling. In the case when vial and balls are made from hardened steel, Fe contamination

(as well as other alloying elements such as Cr and Ni) is typically few atomic percents. Milling of

various material up to typically 30 h (author’s experiments presented in this review) using planetary

ball mill with hardened-steel milling medium typically contaminates powders to the amount of

1–2 at.% Fe. In extreme cases, contaminations reaching 60 at.% Fe was reported [31]. An exhaus-

tive survey of the results referring contaminations of different materials mechanochemically treated

under various milling conditions is given in literature [31].

Systematic investigation of the accumulation Fe and Cr in the Ni–Zr system during mechanical

alloying reveals that, amount of Fe and Cr above some critical concentration “push” system beyond

the region of amorphous phase formation and causes the crystallization of amorphous phase [109].

In order to avoid iron contamination, milling should be performed in vials made of tungsten

carbide, WC (hard metal), zirconium dioxide, ZrO2 (zirconia), aluminum trioxide, a-Al2O3 (corun-

dum), or silicon dioxide, SiO2 (agate). However, author’s experience with milling in media made of

various materials is that corundum and agate is not suitable for high-energy dry milling due to

unacceptable debris from such milling tools. For instance, significant wear of corundum balls

takes place during mechanochemical treatment of ZnO/Al2O3 powder mixtures [85].

It seems that the efficient way to eliminate or at least to reduce iron contamination is to cover

balls and vial internal with the appropriate material. In the Mo–Si powders mechanically alloyed in

steel vial covered with tungsten carbide using WC balls contamination was not identified [10].

An example of how different milling media affect the final product of milling is provided by

a-Bi2O3 (bismite) powder in either steel or ZrO2 milling medium [110]. Thus, when milling

was carried out in steel milling medium, virtually pure g-Bi2O3 was obtained after about 10 h of

milling; an amount lower than 1.5 wt.% Fe (determined by chemical analysis of the powder

milled for 10 h) was sufficient to stabilize g-Bi2O3 phase. On the other hand, milling starting

with a-Bi2O3 using ZrO2 instead of steel vials and balls has not resulted in the formation of g-

Bi2O3, but a partial transformation to b-Bi2O3 (about 36 mass% after 10 h of milling) was

observed.

The influence of milling intensity (Equation (17.6)) as well as additives (grinding environment)

that is, liquids of various polarity (water, methanol, or toluene) on the contamination of quartz by

iron during the course of milling in vibratory ball mill was investigated in detail [72]. Important

result derived is that, neither the milling intensity nor milling time influences iron contamination
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independently, but rather specific milling dose (Equation (17.5)). Thus, this finding supports the

importance of the specific milling dose as a relevant milling parameter. Furthermore, Fe contami-

nation was affected by physical properties of additives as well.

Attempt has been made to develop a “clean” mechanical alloying processing for the materials

such as those based on titanium or niobium, for which very low contaminations are obligatory in

order to obtain good mechanical properties of the compacted material [111,112]. It was demon-

strated that by careful manipulation of the powder as well as by performing milling under a

high-purity argon atmosphere in sealed vials (interior surface covered with one of the powder

alloy constituents or some other compatible material), it is possible to produce powders with con-

taminations virtually equal to as-received powder [112].

IX. EXAMPLES OF THE MATERIALS SYNTHESIZED

BY MECHANOCHEMICAL TREATMENT

In this section, aiming to sustain the foregoing survey, we give some examples of various materials

synthesized by milling technique. Table 17.1 provides additional experimental details along with

corresponding references.

Example 1: Mechanical alloying of two incompatible elements, that is, metals with signifi-

cantly different melting point: Mixtures of Al and Mo (melting point of Al and Mo are 660 and

26238C, respectively) in a broad range of starting compositions (from 3 to 75 at.% Mo) are

mechanically alloyed through exceptionally long milling times up to 1000 h of milling. Composite

powders having nanocrystalline structures were obtained for all compositions. Equilibrium phases,

that is, intermetallic compounds Al12Mo, Al5Mo, Al4Mo, Al8Mo3 and AlMo3 were formed by

subsequent heat treatment at significantly lower temperatures than their melting points. Iron

contaminations was lower than 2 at.% Fe.

Example 2: Synthesis of high-temperature compounds, that is, carbides: In general, metal

carbides have been produced at high temperatures, typically in the range of 1400–23008C, whereby

in some cases simultaneous application of high pressure is required. Milling of Ti, V, Cr, Mn, Fe,

Cu, Ni, Zr, Mo, Hf, Ta, W, Re, As, or Si with graphite of appropriate stoichiometric composition in

argon or nitrogen (as milling atmosphere) produces carbides TIC, VC, Cr3C2, etc. Milling was

performed in tungsten carbide or hardened-steel vials up to typically 24 h.

Example 3: Synthesis of multi-component complex compounds: A number of materials such

as some lead-containing complex oxides are very difficult to prepare in the form of pure phase.

Powder of Pb(ZnxMg12x)1/3Nb2/3O3 was obtained by soft-mechanochemical procedure, that is,

by milling of a stoichiometric mixture of PbO, Mg(OH)2, Nb2O5 and 2Zn(OH)2
. H2O in a

multi-ring-type mill up to 3 h. Partial formation of desired phase with perovskite structure

already took place during milling. Subsequent heat treatment at 10008C for 1 h yielded pure per-

ovskite phase.

Example 4: Mechanical activation as a precursor (for subsequent reaction): Owing to its

relatively low density of 6.23 g cm23 and corrosion resistance at high temperatures, molybdenum

disilicide, MoSi2 (melting point: 20508C) is an important material for high-temperature structural

applications. A precursor, that is, very fine composite powder was obtained by milling of Mo and Si

powder mixture. Mechanical activation was achieved by crystallite size reduction of both molyb-

denum (dMo � 54 nm) and silicon (dSi � 34 nm) phases along with the development of highly

developed interfaces of these two reactants. Subsequent self-propagating reaction leads to the

production of MoSi2 phase.

Example 5: Polymorphous transformation of crystalline to amorphous phase: Mechano-

chemical treatment of intermetallic compounds Ni10Zr7, NiZr, NiZr2, Ni5Zr2 was carried out in
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vibratory mill (tungsten carbide vials charged with hardened-steel ball whose mass was varied from

0.1 to 1.0 kg) with various amplitudes and frequencies of oscillations. Vial temperature was also

varied from 2190 to 2508C. Fully amorphous steady-state was attained only for well-defined

milling conditions, that is, milling intensity. Amorphous phase fraction increases with increasing

milling intensity and decreases as temperature increases.

Example 6: Non-equilibrium stationary state as a characteristic of mechanochemical

treatment: Concurrent mechanochemical treatment of powder mixture of Bi2O3 and TiO2 in

2 : 3 molar ratio and pulverized Bi4Ti3O12 compound prepared by reactive sintering shows that

after some milling time, a steady-state characterized by a very disordered, amorphous-like structure

was reached. Thus, the systems evolves toward a non-equilibrium stationary state regardless of

different initial thermodynamic states.

Example 7: Decomposition reaction: Milling of CuCO3
. Cu(OH)2 (malachite) was carried

out in vacuum at the pressure of �1023 Pa (the vial was coupled with vacuum pump throughout

milling) up to 200 h. Decomposition reaction CuCO3
. Cu(OH)2! 2CuOþ CO2þH2O was fol-

lowed by X-ray diffraction and thermogravimetric analysis. In the beginning of milling, crystallite

size reduction took place, afterwards material turned out amorphous (sample milled for 150 h).

Finally, after 200 h of milling, the powder consisted of about 66% of crystallized CuO phase.

Example 8: Displacement reaction: Displacement reaction between CuO and Ca, Ni, C, Ti,

Al or Fe, for example, 2CuOþ Ti! 2Cuþ TiO2, which conventionally requires high temperature

to be thermally activated, was realized by mechanochemical treatment. When dry milling was

carried on, after an activation period, that is, ignition time, milling induces instantaneous self-

propagating reaction.

Example 9: Influence of lubricant on mechanochemical reaction: The nanocrystalline TiN/
TiB2 powders were synthesized by milling with the addition of stearic acid as a lubricant (process

control agent). Up to 1.5 wt.% of stearic acid, the displacement reaction: 2Tiþ 2BN! 2TiNþ

TiB2, occurred by mechanically-induced self-propagating reaction (MSR). Over 1.5 wt.% of lubri-

cant, reaction mode changed from MSR to gradual reaction.

Example 10: Nitrogenation reaction: Mechanochemical treatment of either Ti or Zr in

mechanoreactor with controlled atmosphere of N2 and temperature up to 5008C induces reaction

2TiþN2! 2TiN (or 2ZrþN2! 2ZrN). After 6 h of milling, conversion degree was about 60%.

Example 11: Oxidation reaction: In the course of mechanochemical treatment of either Ti or

Zr in mechanoreactor with controlled atmosphere of O2, abrupt drop of pressure was detected after

several hours of milling as a consequence of instant combustion reaction: TiþO2! TiO2 (or Zrþ

O2! ZrO2). Pronounced deformation as well as crystallite size reduction preceeded the reaction

of oxidation. Prolonged milling following the combustion reaction produced nanocrystalline oxide

powder.

X. CONCLUSIONS

Mechanochemistry, is nowadays the object of great interest in the scientific world. Rapid attention

for mechanochemistry has begun at the beginning of 1980s and was prompted by the discovery that

amorphous and nanocrystalline materials can be synthesized by milling. It seems that a primary

reason for the tremendous curiosity of researchers for mechanochemical processes lies in the appar-

ent simplicity of this technique which in turn allows synthesis of novel materials with unusual struc-

tures insufficiently examined. Other reason is certainly, the recognition that mechanochemical

treatment provides a route to synthesize material which are otherwise difficult to prepare by

other methods, for instance high-temperature materials such as carbides and silicides. A huge

number of papers published, have demonstrated that mechanochemical processes provide
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synthesis in solid-state for a wide range of various materials, for instance intermetallic compounds,

alloys of mutually insoluble elements and multi-component complex ceramic compounds. Besides,

mechanochemical treatment is utilized as a precursor, that is, for the mechanical activation of a

material so that a subsequent, typically, thermal treatment is facilitated, that is, thermally

induced reactions are promoted at significantly lower temperature than without mechanical acti-

vation. Phenomena emerging during the course of mechanochemical treatment are numerous and

complex. On that account, mechanism of mechanically-induced reactions, are endowed with an

influence of milling parameters on them. However, it is not clearly known as to why the present

mechanochemical processes of many useful materials are still not transferred to the commercial

large-scale production. Another important drawback of the mechanochemical treatment is

powder contaminations, especially for materials demanding high purity as well as exactly

defined stoichiometry. Mathematical interpretation of the mechanical energy transfer to the

powder charge, design of mills for specified purposes as well as rigorous control of wear and

tear of milling medium are perhaps the most important directions for future research.
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APPENDIX A: GLOSSARY OF TERMS USED IN MECHANOCHEMISTRY

The purpose of this glossary is to give basic technical terms used herewith, bearing in mind slight

inconsistent and assorted terminology of the mechanochemical treatment by milling. For instance,

term mechanical alloying is used to denote milling of mixture of metal powders (sometimes,

although rarely even ceramic!), mechanical grinding for mechanochemical treatment of single

metal or component powder, usually, intermetallics and comminution for particle diminution.

Terms mechanical activation, mechanosynthesis and reactive milling are frequently in use when

milling is intended to induce some structural modification, phase transformation and chemical

reactions in powdered material. Plausible hierarchy regarding generality may be as follows:

mechanochemical treatment! milling! mechanical activation! mechanochemical reaction.

In addition to the definition of mechanochemistry given in the introduction there are several

others that the author of this survey finds through the Internet search. Mechanochemistry is

defined as:

1. Chemical conversion of solids induced by mechanical processing usually milling or

grinding.

2. Chemistry accomplished by mechanical systems directly controlling reactant molecules;

the formation or breaking of chemical bonds under direct mechanical control.

3. Chemistry of processes in which systems operating, with atomic-scale precision either

guide, drive, or are driven by chemical transformation. In general usage, the chemistry

of processes in which energy is converted from mechanical to chemical form, or vice

versa.

Below is the list of terms used in mechanochemical practice:

Amorphous structure — non-crystalline, and without long-range order.

Cold welding — cohesion between two surfaces of metal, generally under the influence of

externally applied pressure at room temperature.

Cold working — plastic deformation below recrystallization temperature.

Composite — unified combinations of two (or more) distinct materials.

Crystallite — domain of solid-state matter that has the same structure as single crystal.

Domain that coherently diffracts X-ray.

Dispersoid — finely divided particles of relatively insoluble constituents visible in the micro-

structure of certain alloys.

Excited state — highly energetic state of a short lifetime, such as hot spot (see).

Fresh surface — reactive surface created by particle fracture, in general, atomically clean

surface without adsorbed gas.

Grain — individual crystal within a polycrystalline microstructure.

Hot spot — high temperature localized site of a short lifetime, which may appear as a con-

sequence of impact of a milling tool (typically ball) on powder.

Lubricant — see process control agent.

Mechanical alloying — milling of powder mixture in which at least one of the powder is met-

allic, that after some milling time produce composite particles whose composition is the

same or close to the composition of a starting powder mixture.
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Mechanical activation — mechanochemical treatment of single powder or powder mixture

with the goal, that induced changes enhance or promote subsequent process, typically

to decrease temperature of thermal treatment or/and to increase the rate of chemical

reaction.

Mechanically induced reaction — see mechanochemical reaction.

Mechanically induced self-propagating reaction — ignition of self-propagating high-

temperature synthesis (SHS) (see) by means of mechanochemical treatment, preceded

with an activation period, that is, ignition time, during which particle and crystallite

size reduction, mixing and defect formation take place.

Mechanochemical reaction — chemical reaction which take places under the influence of

mechanical energy, typically between constituents of powder mixture or powder and

gas atmosphere.

Mechanochemical treatment — physico-chemical changes of material under the influence of

mechanical energy.

Mechanoreactor — apparatus, that is, mill used to carry out chemical reaction under the influ-

ence of mechanical energy by the action of milling tools, typically ball(s), sometimes

accompanied by heat energy.

Mechanoplasma — hypothetical, highest energetic state in the dissipation of mechanical

energy, corresponding to temperatures greater than 104 K.

Mill — apparatus for mechanochemical treatment.

Milling — mechanochemical treatment of single or mixture of powder in mill.

Milling medium — vial and tools, typically ball(s), disc(s) or ring(s).

Nanocrystalline structure — consists of crystallites (grains) smaller than 1000 nm.

Particle — a minute portion of matter; particle may consist of one or more crystals.

Powder — an aggregate of discrete particles that are usually in the size range of 1–1000 mm.

Process control agent — material that is added to the powder mixture during milling to reduce

the effect of cold welding.

Reaction milling — see mechanochemical reaction.

Self-propagating high-temperature synthesis (SHS) — the synthesis of compounds (or

materials) in a wave of chemical reaction (combustion) that propagates over starting reac-

tive mixture owing to layer-by-layer heat transfer.

Surfactant — see process control agent.
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I. INTRODUCTION

The first extraction processes were with solid extraction gaining perfumes, waxes, and pharma-

ceutical active oils in an operation quite similar to a modern Soxhlet apparatus. An extraction

pot with an age of about B.C. 3500 was found 250 km north of Bagdad and extraction instructions

were documented by a Sumerian text of B.C. 2100 [1]. The next major improvements were in the

medieval age with new solvents like ethanol, mineral acids, and amalgams used to extract and

purify metals. The first extraction of a metal was reported by Peligot [2] who used diethylether

to extract uranyl nitrate which gave a basis to uranium extraction within the “Manhattan”

project in the 1940s [3]. Reactive solvent extraction was then a niche for pyrometallurgically diffi-

cult to separate metals (Nb/Ta, Zr/Hf) till the 1960s, when there was a breakthrough with copper

extraction. Liquid ion exchanger (LIX) chemicals [4] were size-selective extractants for separation

of copper from iron, allowing copper recovery from low-grade ores after a sulfate leaching process.

Meanwhile, the use of LIXs has expanded to a large variety of ionic species and neutral solutes in

hydrometallurgical, environmental, petrochemical, chemical and biochemical industries [5–9].

II. EXTRACTION SYSTEMS

A reactive extraction system usually consists of a LIX diluted in a solvent. The latter is used to

adjust rheological or physicochemical properties because most of the ion exchangers are highly

viscous or even solid. The solvent should be nonmiscible with water and with a high boiling

point (e.g., �500 K) to avoid losses. If kerosene-like solvents are used sometimes a modifier

(e.g., isododecanol) is necessary in order to prevent the formation of a third phase and so to help

to solubilize the ion-exchanger–solute complex. The regeneration and reextraction of the extract
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phase is with a chemical shift as also discussed. This is in contrast to physical extraction where

stripping is performed by distillation.

The practical handling and design of a reactive solvent extraction process is given in appropri-

ate handbooks [5–9], but a short review on the principles involved is given here. LIXs are available

as either anion or cation or solvating exchangers. An example of an anion exchange is as follows:

2R4NHClþ ZnCl2�
4  ! (R4NH)2ZnCl4 þ 2Cl� (18:1)

where the bar denotes organic species.

The quarternary R4-alkyl-substituted ammonium chlorides are commercially available and can

be stripped with a surplus of chloride, hydroxide, etc., and thus the solute is regenerated in the

reextraction or stripping step. The quarternary compound has the advantage of being able to be

used in alkaline media compared with the frequently used ternary amines. Primary, secondary

(both are water soluble, less used), and tertiary amines are only stable in acidic aqueous media

because hydroxide destroys the ammonium complex.

R3NHClþ OH�  ! R3Nþ Cl� þ H2O (18:2)

Volatile anions like acetate, formate, etc. can also be removed and stripped by a temperature swing

which yields the free tertiary amine, R3N, similar to Equation (18.2). The change in counterion

concentration and temperature give rise to a reversible extraction process according to Equation

(18.1). Generally, the selectivity of anion exchangers is not always good and there are many devel-

opments of new host–guest ligands which take advantage of the different sizes of the solutes [10].

The cation exchange mechanism is as follows:

2(HDEHP)þ Ni2þ  ! Ni(DEHP)2 þ 2Hþ (18:3)

Here, Ni is extracted with a di(2-ethylhexyl) phosphoric acid in its H-form (HDEHP) and two

protons are set free. This causes a pH-shift during extraction, which can be avoided if the ion

exchanger is in the Na-form. Typical extraction isotherms are depicted in Figure 18.1. At the

Cobalt

Nickel

0

100

pH

E
 %

Cobalt
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FIGURE 18.1 Typical pH-dependency of Co/Ni extraction isotherms.
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indicated pH-value no nickel, but more than 80% of cobalt can be extracted in one equilibrium stage.

During cobalt extraction, similar to Equation (18.3), the pH value will shift as seen in Figure 18.1

and the extraction efficiency of cobalt will be reduced. Exchange of Co versus Na will avoid this.

However, a problem with Na is the occurrence of microemulsion systems, which will be discussed

subsequently. Reextraction is usually with strong mineral acids (preferable H2SO4). Besides the

alkylated phosphoric compounds there are also phosphonic and phosphinic acids and their thio-

forms available. The latter ones are strong extractants and di-thiophosphoric acids are difficult to

strip, but can be used at a feed pH-value less than 1. Carboxylic-acid-based ion exchangers are

seldom used due to their high water solubility and aryl substituted compounds have also limited

applications for steric reasons. Most LIXs have branched alkyl substituents because n-alkyls tend

to crystallize and are not liquid. From a chemical point of view, both the solute–anion-exchanger

or solute–cation-exchanger complexes are ionic liquids or liquid organic salts.

As mentioned earlier, the breakthrough with reactive solvent systems was with chelating ion

exchangers for copper recovery. A size-specific host–guest complexation, in addition to ion

exchange, separates copper from impurities such as iron. As seen in Figure 18.2, the nitrogen che-

lates the copper ion developing a new six-ring structure only stable with copper as solute. A typical

process flowsheet is depicted in Figure 18.3. In the center is the extraction circuit. Here copper is

extracted and two protons are set free, which are then consumed in the leaching circuit. The reex-

traction is with strong sulfuric acid and the stripping solution is fed to the electrowinning station.

Here copper is deposited and on the anode water is transformed to protons and oxygen is set free.

Literally, with current new sulfuric acid is produced, which via the extraction cycle is transported to

the leaching section, countercurrently to the solute copper. This self-sustaining copper extraction

unit (primary needs are only water and current) was a success when built in any remote area or

desert. As seen, a copper extraction circuit is a very compact schema with usually three extraction

and two reextraction stages. If a separation factor (selectivity) is not so good, a reflux of product

or scrubbing section could help to improve that aspect (Figure 18.4). As extra steps to regenerate

the ion exchanger (to formulate), a sodium or ammonium salt of the ion exchanger can be

incorporated as discussed earlier with the Co/Ni separation. Aqueous phase microdroplets

O N

C

C

OH

N

C9H19

C 9H19

HO O
 Cu

FIGURE 18.2 Copper chelate complex.
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entrained in the organic phase can be removed by an extra washing step, especially when there

is a switch between different aqueous media (sulfate, nitrate, chloride, etc.) during extraction,

regeneration, and strip stages. For more complex separation tasks, for example, the earlier

Co/Ni separation, these may be scrub (reflux), followed by extraction, stripping, and regeneration

stages with possible one stage water scrub in between, when extraction is from chloride and

reextraction from sulfuric acid media.

An example of solvating extraction with solvating agents is shown in Equation (18.4). The

chemistry is in the replacement of water molecules by the ion exchanger according to the possible

coordination number q.

SX p(H2O)q þ qL  ! SX pLq þ qH2O (18:4)

Leaching in acidLeaching in acid ExtractionExtraction StrippingStripping ElectrowinningElectrowinning

Pregnant liquor

1-6 g/liter Cu

Loaded organic 

0.1-0.8 g/liter Cu

Advanced electrolyte 

40-60 g / liter Cu

120-170 g / liter H2SO4

Raffinate

0.1-0.8 g/liter Cu

Stripped organic

0.5-6.0 g/liter Cu

Spent electrolyte

30-40 g/liter Cu

140-200 g / liter H2SO4

Copper 
containing
ore or waste

Leaching in acidLeaching in acid ExtractionExtraction StrippingStripping ElectrowinningElectrowinning

FIGURE 18.3 Hydrometallurgical copper recovery (left, leaching; middle, extraction; right, electrowinning).
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FIGURE 18.4 Flowsheet for Co/Ni separation.
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The solute, S, can be a cation (metal ion) or an anion (citrate, nitrate) with an appropriate counterion

(X) according to its stoichiometry p, because only neutral compounds (inorganic and organic acids,

salts, etc.) can be extracted. Alkyl substituted phosphates, phosphorates, and phosphine oxides

(e.g., tri-octyl phosphine oxide, tri-butyl-phosphate (TBP), etc.) are used. From high acidic

media, the formation of the complexes UCl4 . 3TBP and UCl4 . 2TBP [11] (UO2 (NO3)2
. 2TBP

[12]) was reported. As seen, mixed complexes arise from nitric acid media and often water

molecules additionally solvate the organic complex [13].

Reextraction is achieved at elevated temperatures and/or low ionic strength (e.g., with pure

water). Most of the solvating exchangers can be used undiluted due to appropriate physical

properties. Carbon-based compounds (ketones, ethers, etc.) suffer from lower capacity and

higher water solubility and the chemistry is thus very similar to physical extraction systems.

They can be regenerated by distillation, which is otherwise limited due to high boiling points.

LIXs can be mixed together in order to generate synergistic effects. This means that the effect of

a mixture gives a nonlinear improvement in regard to the single systems. Basically, the effect

results from an improvement to solvate the new ion-exchanger–solute complex. Such synergistic

behavior is also reported with extraction kinetics when Henkel improved their first commercial

copper extraction reagent LIX64 with an admixture of a small amount of LIX63. It markedly

enhanced the kinetics of the new reagent LIX64N [14], which was a milestone and the commercial

start to extract base metals on a large scale. In general, one can find numerous references to

synergistic effects reviewed in all the solvent extraction textbooks. However, an equimolar

mixture of cation and anion exchanger gives a “mixed” extraction system [15], which can

extract salts or acids according to Equation (18.5). Reextraction is then either by a shift of temp-

erature or aqueous ionic strength or acidity/basicity.

2R3Nþ 2HDEHPþ Zn2þ þ 2Cl�  ! (R3NH)2Cl2 � Zn(DEHP)2 (18:5)

The selection of the right reactive solvent phase is the key to a successful separation process. Some

of these are essential for the separation while others are desirable properties, which will improve the

separation and make it more economical. The solvent selectivity, recoverability, and a large density

difference with the raffinate are essential. Some of the requirements on physical or reactive solvent

phases will conflict and a compromise may be necessary.

In general, the requirements for reactive solvent extraction phases are similar to that of physical

extraction ones. The viscosity should be lower than 2 mPa sec, boiling range in the region from 420

to 520 K and densities from 750 to 900 kg/m3. The flash point should be at least 25 K higher than

working temperature and a value higher than 330 K is recommended. Aromatic diluents with

equivalent molecular weight as aliphatic ones are more polar and thus more water soluble. The

higher price and higher toxicity of aromatic diluents lead to a preference of aliphatic diluents in

industrial practice. The degradation of the diluent is usually negligible in comparison to that of

the ion exchanger. The latter can be chemically, thermally, and radiation-chemically degraded

and can also be poisoned by an irreversibly extracted compound. “Crud” (Chalk River Unidentified

Deposit; Ritcey, G.M., personal communication, 1998) is the term describing the pollutant phase

containing mineral or biological solids that tends to build up at the phase interfaces in the solvent

extraction plant. Colloidal and dissolved substances (especially silica) precipitate at high shear

rates and humic acids promote this behavior as reported in hydrometallurgical applications [16].

III. REACTIVE EQUILIBRIA

Very often applications with reactive extraction (e.g., metal winning from brines and effluents) are

with diluted feed solutions, where ideality can be assumed. There are two attempts to tackle non-

identities, which is to introduce activity coefficients or a more complex chemistry. An extended
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overview in respect to reactive phase equilibria is given in several textbooks and reviews [6,17–

20]. The extraction of zinc with the cation exchanger DEHP (RH) may be taken as an example

according to the following equation:

Zn2þ þ 1:5R2H2  ! ZnR2 RHð Þ þ 2Hþ (K13) (18:6)

The ion exchanger is known to be in dimeric form in aliphalic diluents and the stoichiometry in

Equation (18.6) was found with classical slope analysis at low concentrations and confirmed

with FTIR-analysis even at high concentrations [19–22]. A compilation of all thermodynamic para-

meters is available in the URL www.dechema.de/Extraktion/, as this system is a recommended test

system for reactive extraction studies by the EFCE (European Federation of Chemical Engineer-

ing). The predictability of the model is quite good as is depicted in Figure 18.5, where zinc extrac-

tion from chloride media is predicted from data from sulfate media [23]. The nonideality of the

aqueous electrolyte solution was tackled with a modified Pitzer model [24], which is applicable

up to 6 M ionic strength for weak and strong electrolytes. The regular solution concept of Hilde-

brand and Scott [25] was used, where one solubility (polarity) parameter is used to characterize

the species (ion exchanger, solvent, metal complex) of the system.

An alternative approach is to consider the organic phase as ideal and adopt the deviations from

ideality, introducing a more complex chemistry. Wenzel and Maurer [26] assumed the organic

phase to be ideal and that there exist a Zn-(DEHP)2 and a Zn-(DEHP)4 complex simultaneously

in the organic phase. The complex dissociation constants are estimated according to the following

equations:

Zn2þ þ R2H2  ! ZnR2 þ 2Hþ (K12) (18:7)

Zn2þ þ 2R2H2  ! ZnR2(RH)2 þ 2Hþ ðK14Þ (18:8)

The values of the resulting constants are ln Kij ¼ 2aij/Tþ bij with a12 ¼ 1650, b12 ¼ 0.67 and

a14 ¼ 1447, b14 ¼ 4.09 when considering the aqueous nonidealities with the Pitzer equation.

This approach of considering the organic phase as ideal with all the nonidealities in the number

of reactions, respectively of the complexes is quite often used in reactive solvent extraction mod-

eling, even neglecting the aqueous phase nonideality. This approach results in system specific
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FIGURE 18.5 Zinc equilibria.
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parameters, which makes it difficult to transfer the thermodynamic data to slightly different

conditions (different aqueous electrolyte matrix or organic diluents). However, the method is

simple and fast and of sufficient accuracy as far as moderate concentrations are involved [27].

At very high concentrations, additional reactions have to be taken into account [28–31]. A compi-

lation of equilibrium constants in that respect can be found elsewhere [32–36].

IV. REACTIVE MASS TRANSFER

A. MASS TRANSFER WITHOUT ELECTRICAL FIELDS

The mass transfer at the liquid–liquid interface is composed from diffusional, kinetical, and

convective elements. Most of the applications deal with the extraction of ionic species, which

are primarily not soluble in the organic phase. After complexation by the LIX, the formed

complex is then soluble in organic media. This is why complexation or chemical reaction takes

place at the interface. A prerequisite for this is that the ion exchanger is available at the interface.

Most of them have an amphiphilic behavior and their adsorption isotherms can be easily estimated

when measuring the interfacial tension arising from different bulk concentrations [19]. In general,

the assumption is that the adsorbed ion exchanger reacts with the solute and in a second step is

replaced by a fresh one while the complex is been released to the bulk. According to a model of

Klocker et al. [37] this reads:

Zn2þ þ 2 RHð Þad  ! ZnR2ð Þadþ 2Hþ (18:9)

ZnR2ð Þadþ
3

2
R2H2  ! ZnR2 RHð Þ þ 2 RHð Þad (18:10)

Here ad denotes the adsorbed species and resulting governing kinetics equation is then [19]:

�
d½Zn2þ�

dt
¼

kf � ½R2H2�
1:5
� ½Zn2þ� � kr � ½H

þ�
2
� ½ZnR2(RH)�

½R2H2�
1:5
þ C1 � ½H

þ�
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½R2H2�

p

C2 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½R2H2�

p
 !2

(18:11)

The equation has three kinetic parameters, (see URL www.dechema.de/Extraction/), as the

forward, kf , or the reward reaction constant, kr , can be substituted by the equilibrium constant

(see Equation (18.6)) according to

K1,3 ¼
kf

kr

(18:12)

The parameter estimation is in a stirred Lewis-type all (Figure 18.6), where in the plateau region

chemical reaction prevails. With increasing stirring speed the initial mass transfer rates will

increase since diffusional effects are diminished and a plateau is reached, where mass transfer is

independent from diffusion, as discussed elsewhere [19,38]. A further increase of the stirrer

speed will disrupture the planar interface, leaving the operating area for determining the kinetics

parameters.

The usual mass-transfer geometry for reactive extraction is not planar but spherical due to dis-

persions produced in mixer-settlers, extraction columns, or centrifuges. Rigid spheres can be found

with small droplet diameters, whereas with increasing droplet diameters (usually 1–6 mm) there is

an onset of circulations till big oscillating droplets disrupt in smaller new ones. In small droplets

nonstationary diffusion from the surface to the centre prevails. In general, with reactive extraction,

we usually find bulky organic constituents, which is the ion exchanger and the ion-exchanger–

solute complex. Their molecular mass is higher than that of the solute in the aqueous phase.
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Additionally, the higher viscosity of the organic phase makes it more likely that the diffusion resist-

ance is predominant in the organic phase in respect to the aqueous one. A correct description is then

to model diffusion inside the droplet with the Maxwell–Stefan diffusion law [39], where the chemi-

cal potential and not concentration differences represent the driving force. However, a problem up

to now is to get information in respect to an exact value of the cross-diffusion coefficients. They

represent the frictional coupling of the fluxes of the species involved and can only be neglected

in very dilute systems.

Bosse et al. [40] proposed a new model to predict binary Maxwell–Stefan diffusion coefficients

Dij , based on Eyring’s absolute reaction rate theory [41]. A correlation from Vignes [42], which

was shown to be valid only for ideal systems of similar sized molecules without energy interactions

[43] was extended with a Gibbs excess energy term

ln
Ð12

l2
m

� �
¼ x1 ln

Ð1
12

l2
1

� �
þ x2 ln

Ð1
21

l2
2

� �
þ

gE

RT
(18:13)

where the mean distance parameter is as

lm ¼ x1l1 þ x2l2 (18:14)

and the individual li may be estimated from the cubic root of the molecular or the van der Waals

volumes. The gE parameters can be taken from isothermal VLE or LLE data using UNIQUAC,

FIGURE 18.6 Stirred Lewis-cell after Nitsch [38].
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COSMO-RS, or any other gE model. The quality of these parameters is then decisive for the model

predictions. A bad choice may give up to 30% error compared with 5% in the best case [44].

Modern measurement techniques based on Raman spectroscopy [45] are under way for quick

data evaluation with a technical acceptable accuracy. It is clear from theory that in circulating dro-

plets, diffusion no longer prevails as is with rigid ones. This is depicted in Figure 18.7, where a

Laser–Lichtschnitt of a 3-mm toluene droplet using laser-induced fluorescence (LIF) is depicted.

One can clearly see that the fluorescence signal of the solute in the continuous phase responds to

wake and interfacial tension effects affecting mass transfer. This is why it is difficult to recommend

mass transfer correlations and direct measurements in rising/falling droplet or Venturi tubes should

be preferred. As to this, the Venturi tube (see Figure 18.8) allows arbitrary residence times accord-

ing to the chemical reaction kinetics involved. In respect to the Zn/HDEHP EFCE test system, a

correlation of Steiner [46] for single droplets in combination with the above-derived kinetics

model (see Equation (18.11)) gave satisfying results. A better representation of the experimental

data was with models having adjustable parameters, like the stagnant cap model of Slater [47] or

the model of Henschke and Pfennig [48] but the contribution of the chemical reaction to the

overall mass-transfer kinetics could never be neglected, as discussed elsewhere [19,49]. It is

well known that amphiphilic substances will adsorb at liquid–liquid interfaces (see Section

IV.B.1). Huminic acids, impurities, and even the solute–ion-exchanger complex act in that

respect. As a result, during rise of the droplet, the surfactants adsorbed will be swept to the rear

of the droplet building up a stagnant cap (Figure 18.9), followed by a wake in the continuous

phase. So part of the droplet is then mobile or rigid, where the ratio may be determined experimen-

tally with the model of Slater [47].

B. MASS TRANSFER WITH ELECTRICAL FIELDS

Electric fields influence mass transfer and hydrodynamics in solvent extraction but the chemical

equilibria remain untouched. However, high external electrical field strength may influence slightly

the dissociation equilibria of ionic species, known as Wien’s Second Law and thus their availability

FIGURE 18.7 LIF image of a toluene droplet (100% is 0.1 mmol/l Rhodamin 6G).
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and extrability. The transfer of ionic species may be largely affected by external electrical fields or

an ionic Helmholtz double layer near the interface. The latter one is induced by adsorbed ionic sur-

factants and its influence can be quantified and related to zeta potential (z) measurements. This will

be discussed in detail with the extraction of organic acids, where negative layers repulse and posi-

tive ones attract the anionic solute and thus change the mass transfer velocity. The aspects of elec-

tric migration due to external fields on basis of the Nernst–Planck equation will be discussed, too.
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FIGURE 18.8 Venturi tube (1, feed; 2, metering pump; 3, nozzle; 4, rotary gear pump; 5, pump; 6, heat

exchanger; 7, funnel; 8, sample valve; 9, valve).

FIGURE 18.9 Stagnant cap model.
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1. Surfactants

Surfactants are often found in industrial or natural (humic acids, etc.) feed stocks. Usually they should

be avoided because they lower the interfacial tension leading to emulsion formation in an agitated

extractor. However, even a metal-loaded ion exchanger is amphiphilic, can adsorb at the interface

or aggregate in the bulk phase. This is well known with sodium or other metals [50] and above a criti-

cal surfactant concentration (critical micelle concentration, CMC) micellar aggregates are formed.

A dimensionless geometric parameter is decisive for the structure of the associates (Figure 18.10);

where v is the molecular volume, a0 the surface and l the length of the surfactant:

v

a0l
(18:15)

With v/a0l , 1/3 one will find spherical micelles, up to a value of 1/2 are then rod-like micelles

followed by lamellar phases. Inverted micelles are then at a value .1. Between 1 and 2 are rod-like

structures and above 2 are spherical ones. The phase boundaries for this structure is according to a

classification by Winsor [51]. His concept relies on four classes containing surfactant, cosurfactant,

oil, and water. The Winsor I system consists of an organic oil phase in equilibrium with an oil-in-

water microemulsion. Winsor II is an aqueous phase in equilibrium with a water-in-oil microemul-

sion. Winsor III consists of three phases, oil, water, and microemulsion. Winsor IV is an isotropic

microemulsion phase (Figure 18.11). The microemulsion is translucent because the small micelles

(5–50 mm) will not refract light. Biais et al. [52] described this phase equilibria with Gibbs excess

energies. Paatero et al. [53] evaluated the phase diagrams for NaOH/Cyanex 272/n-hexan systems.

The existence of 1, 2, and 3 phase regions and even of liquid crystalline phases could be found. The

same is true with Escaid 120 (Figure 18.12), where we find up to four phases. The liquid phases (L)

are translucent after centrifugation but the gel phase (G) remains turbid and has a honey-like to

solid consistency. A proper solvent extraction operation is with only one organic phase. As seen,

this is only a small region, where about 50% of the ion exchanger is neutralized with 2.4 M

NaOH. Figure 18.13 depicts samples of one- to four-phase regions. Quite left is only one phase.

In the next sample the interface of the two-phase region is not well visible and indicated by a

bar. Next is a sample with 2L and a G phase in between and on the very right side 3L and a G

phase are depicted. The water content in all these samples are approximately 40% by mass

which has to be considered in process design.

Besides this bulk phase effects surfactants will adsorb at the liquid–liquid interface. Their influ-

ence on mass transfer may then be on different mechanism. A blocking effect of adsorption layers in

a diffusional transport regime is well known and results in a reduction of mass transfer [54–57] and

even Marangoni instabilities [58,59] are found. However, in the kinetical mass-transfer regime,

both an enhancement and retartion of mass transfer [59] is with Gibbs surfactant layers. With

extracting ionic species, ionic surfactants will induce an electrostatic double layer, which can be

related to the z-potential. As a result, there exists, in addition to the chemical potentials, an

FIGURE 18.10 Micellar aggregates.
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electrostatical potential difference. In order to quantify these effects, a combination of electrostatic

and chemical potential differences as driving force has to be considered [19].

As described in the previous chapter in systems with LIXs, the following transfer regimes may

exist [20,60]:

. Chemical reaction regime

. Diffusion controlled regime

0                 0,2              0,4                    0,6                 0,8                   1
2,4 M NaOH Cyanex 272

0,

0,6

0,

0,2 0,8

0,6

0,4

0,2

Escaid 120

2L

2L+G

1L3L+G

FIGURE 18.12 Phase equilibria of Cyanex 272/NaOH/Escaid 120 (293 K).

FIGURE 18.11 Microemulsion classes according to Winsor [51].
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. Mixed regime, with both diffusional and kinetic resistances

. Migrational regime, when electric fields are applied

Again the kinetic parameters can be estimated in the Lewis cell (Figure 18.6) as discussed. The

reaction kinetics, here derived for acid (HA) extraction, starts with taking into account the equili-

brium equation with the 1:1 complex valid in a dilute system:

HAþ TOA ��*)�� TOAHA (KEX) (18:16)

It can be splitted into the following molecular steps according to Danesi et al. [61]:

Hþ þ TOAad ��*)�� TOAHþad (qss: K1) (18:17)

The equation shows protonation of an adsorbed TOA molecule at the interface. This first step is in

quasi-stationary equilibrium, which is different from the two following rate determining steps:

TOAHþad þ A� ��*)�� TOAHAad (rds: k2; k�2) (18:18)

This reaction represents the formation of an ion-pair molecule which is adsorbed at the interface.

This molecule is then replaced by a fresh TOA-molecule from the organic bulk phase in the third

and last reaction step:

TOAHAad þ TOA ��*)�� TOAad þ TOAHA (rds: k3; k�3) (18:19)

The interfacially adsorbed anion-exchanger species are balanced according to the Langmuirs’ law:

½TOAad� þ ½TOAHþad� þ ½TOAHAad� ¼
am½TOA�

gm þ ½TOA�
(18:20)

am and gm are the adsorption constants which have been determined by interfacial tension measure-

ments to be 1.489 � 1023 mol/kg for am and 8.156 � 1022 mol/kg for gm in isododecane [62]. To

guarantee that the model is able to describe the equilibrium state (t ¼ 1), the activities of the

species are used instead of their concentrations. Combining the rate determining steps (Equations

18.17–18.19) and Equation (18.20) yields the kinetic rate equation, R0:

R0 ¼
(aHþaA�aTOA � 1=KEXaTOAHA)(amaTOA=(gm þ aTOA))

C1 þ C2aHþ þ C3aHþaA� þ C4aHþaTOA þ C5aTOA þ C6aTOAHA

(18:21)

FIGURE 18.13 Phase behavior of Ecaid 120/2.4 M NaOH/Cyanex 272 (293 K).
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The constants C1 to C6 are functions of the kinetic parameters, where k23 is calculated from

KEX (K1 ¼ 3.015 [kg/mol], k22 ¼ 0.0108 [sec21], k2 ¼ 83.07, k3 ¼ 1814, k23 ¼ 7192 all in

[kg/(mol sec]):

C1 ¼
k�2

k2k3K1

, C2 ¼
k�2

k2k3

, C3 ¼
1

k3

, C4 ¼
1

k2

, C5 ¼
1

k2K1

, C6 ¼
1

k�2KEX

(18:22)

At an equal interfacial covering of surfactants the mass transfer of acetate is enhanced by a cationic

surfactant (dodecyl trimethylammonium chloride, DTACl), unaffected by a nonionic surfactant

(octylpolyethylene glycolether, TX100)10 and slowed down by an anionic surfactant (sodium

lauryl sulfate, NaLS; sodiumdodecyl sulfate, NaDdS). This can be quantified when calculating

the true interfacial concentrations, mPG,i , in the electrochemical double layer with the Boltzmann

equation:

mPG,i ¼ mB,i exp �
zeC0

kT

� �
(18:23)

where mB,i is the bulk concentration, z the valence, e the elemental charge, k the Boltzmann con-

stant, and T represents the absolute temperature. The interfacial potential C0 is calculated in

accordance to the electric double layer theory after Stern [63] with the approximation of C is

about the zeta potential, z [64]:

tanh
zeC

4kT

� �
¼ tanh

zeC0

4kT

� �
exp (�k � x) (18:24)

Herek is the Debye–Hückel constant and x the distance to the interface which is estimated to be 3 nm

[65] in the discussed system. There is a difference between bulk and interfacial concentrations in

magnitudes, for example, bulk pH 3 and the interfacial pH 1.0 after 60 min at 298 K with

7.5 � 1027 mol/m2 NaDdS (or pH 6.7 with DTACl) in a system of 1% acetic acid, 10% tri-

n-octylamine in isododecane. This is similar for all ionic species involved according to the

attraction/repulsion forces.

The model simulations in the dominating kinetic regime are given in Figure 18.14. The nonio-

nic surfactant TX100 has no influence and the cationic (DTACl) shows an enhanced and the anionic
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FIGURE 18.14 Kinetics influenced by surfactants (amphiphile interfacial covering of 7.5 � 1027 mol/m2,

1% acetic acid, 10% tri-n-octylamine in isododecane, 298 K).
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surfactants (NaDdS, NaLS) a slow down the kinetics; these effects can quite well be described

with the earlier model. However, this interfacial polarization effects will dampen with higher

ionic strengths and under system conditions where molecular or eddy diffusion dominates the

mass-transfer process in relation to the interfacial chemical reaction-rate resistance.

The influence of the interfacial charge of the anionic surfactant NaDdS and the cationic surfac-

tant DTACl on the transfer rate is shown in Figure 18.15. The upper limit in these experiments is

given by the CMC of the components. In the range of lower interfacial charge, the systems behaves

as in Figure 18.14, an increase of the surfactant concentrations leads in the same way to a decrease

of the initial flux for NaDdS as to an increase for DTACl. But at higher concentrations, the mass

transfer for the cationic surfactant increases nonproportional with the interfacial charge and in a

similar manner is even an increase instead of a stronger decrease in the anionic case. This can

be explained by the constitution of the surfactant film at the interface, because an increase of the

surfactant concentration leads to a transformation of the gas-analogous film into a condensed

and strictly ordered surfactant-film, which makes penetration and mass transfer easier. This is in

accordance with the other systems, for example, water or acetone or toluene in the presence of

NaDdS [66].

At surfactant concentrations near the CMC, an enhanced blocking of the surface and change in

interfacial rheology, and thus reduction of mass transfer may occur [67]. However, even low sur-

factant concentrations with species of high adsorption affinity may show the similar effect. As to

this, it is essential to know the adsorption behavior of single or mixed adsorption layers to properly

predict their impact on interfacial transfer kinetics.

2. External Fields

Similar results, as with surfactants, can be obtained when applying DC fields. The mass transfer

of ionic species in an electric field, when there is no current applied, is according to the Nernst–

Planck equation [19]:

Ni ¼ �Dirci � Dicir ln gi þ
ti

zi

XnI�1

j¼1

zj Dj � Dn

� �
rcj þ

ti

zi

XnI

j¼1

zjcjDj r ln gj (18:25)
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FIGURE 18.15 Influence of surfactants on the reaction rate, variation of amphiphile interfacial covering G

(1% acetic acid, 10% tri-n-octylamine in isododecane, 298 K, nor ¼ 180 rpm).
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where z is the valence and the transference number of species j is:

tj ¼
kj

k
(18:26)

composed from the equivalent conductivity kj of species i and of the mixture k. In a reaction-

controlled regime the first two diffusion-related terms are zero and only the migration term and

its thermodynamic correction term remains. A comparison of the model calculations with a

field-free system is in Figure 18.16 [68].

As seen, there is a permanent influence in the presence of ionic surfactants on reactive mass

transfer due to the induced electrical double layer. External DC fields have only effects, when

both phases are in permanent contact with either cathode or anode. This can be achieved with

the batch Lewis cell (Figure 18.6) or a continuous Taylor–Couette extractor (Figure 18.17) [69–

72], where one can find planar interphases. In the latter one an annular interface will be established

between the counter-rotating inner and outer cylinders. With droplets this will work only as far the

droplet is on top of a canula during droplet formation and the canula acts as counter electrode. Free

moving droplets without a permanent electrode contact will show no effects in contrast to a canula

schlieren arrangement [72] shown in Figure 18.18. The experimental set-up consists of a schlieren

cell, a high-frequency AC (30 kHz) power supply (FG2-2, Ahlbrandt System GmbH) and a self-

constructed DC power supply (Institute of Electrical Engineering, University of Kaiserslautern)

were used to apply the desired high-voltage AC or DC signals to the capillary [68,73,74].

Mass transfer from freely moving aqueous droplets was measured in a 50-mm I.D. glass column

of length 1 m, depicted in Figure 18.19. The electric field was applied between two vertical parallel
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FIGURE 18.16 Mass transfer enhancement of acid extraction by a DC field (0.1 mol/l acid, 5% tri-n-

ocylamine in toluene, 298 K).

FIGURE 18.17 Taylor–Couette extractor.
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plate electrodes, 95 cm in length and 2 cm in width, with electrode spacing of 3 cm. The electrodes

were coated with a thin layer of PTFE to prevent wetting. A high voltage was applied to one of the

plates whereas the other, together with the capillary, was grounded. When high-frequency AC

signals were applied, the droplets were deflected in the direction of the high-voltage plate electrode

and then fell down keeping a constant distance from the plate. In case of DC voltage, the droplets

touched the high-voltage electrode and then moved downward under the action of gravity. For

higher DC voltage, if charge transfer takes place at the electrodes, the droplets undergo a sort of

zigzag motion between the electrodes. Droplets were formed and droplet size was controlled

under applied AC or DC voltage.

With pendant droplets (Figure 18.18) the transfer of acetone from an aqueous droplet (6 wt.%)

into a solute-free toluene phase is shown in Figure 18.20. Strong interfacial turbulence and erup-

tions are visible at 0 kV (left column of images), which decline with time but still are present

after 120 sec. After that, mass transfer becomes undisturbed and a diffusional layer around the

droplet develops. If AC voltage (2 kV) is applied (middle column of images), no clear change in

mass transfer behavior is observed. In comparison to the case without an electric field, AC

voltage seems to suppress interfacial turbulence or stabilize the diffusional layer rather than

enhance the turbulence at the droplet boundary. In contrast, interfacial turbulence is enhanced

with DC voltage (2 kV) and schlieren are radially aligned with the electric field from the droplet

to the surrounding phase (right column of images). No diffusional layer appears and mass transfer

is nearly completed after 120 sec.

In Figure 18.21 for moving droplets the dimensionless concentration driving force

xþ ¼
c

co

(18:27)

is plotted versus contact time for experiments under AC and DC voltages and without an electric

field. The droplet size was kept constant in all cases at 1.5 mm. Acetone, with an initial

FIGURE 18.18 Schlieren set up. 1, schlieren cell; 2, dispersed phase; 3, metering pump; 4, high-voltage

capillary; 5, grounded ring electrode; 6, high-voltage power supply; 7, voltage and current device; 8,

oscilloscope; 9, control unit; 10, nanolite; 11, biconvex lens; 12, slit; 13, planoconvex lens; 14, achromat;

15, knife edge; 16, CCD camera; 17, PC.
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concentration of x0 ¼ 2.5 wt%, was transferred from aqueous droplets to the surrounding solute-

free toluene phase. The experimental data indicates only a slight mass-transfer enhancement

under DC voltage during the first 10 sec. For moving droplets the transfer rate is increased by redu-

cing the outer boundary layer and the onset of internal circulation or turbulence in comparison to

the pendant droplet. At the same time, electric field effects decline as the droplet detaches from the

capillary. Hence, no significant differences in mass transfer behavior for freely moving single dro-

plets were detected in contrast to the results of pendant droplets (Figure 18.20). As expected, the

measured concentration driving force for moving droplets decreases much faster than predicted

by Newman’s model [75] (curve 1). It also decreases faster than predicted by Kronig and

Brink’s model [76] (curve 2), which assumes laminar internal circulation. Interfacial instabilities

FIGURE 18.19 Droplet column. 1, glass column; 2, high-voltage plate electrode; 3, grounded plate electrode;

4, high-voltage power supply; 5, dispersed phase; 6, metering pump; 7, funnel; 8, syringe.
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and turbulence, which are also present, have a promoting effect on mass transfer. The experimental

data (0 kV) was correlated with the model of Henschke and Pfennig [48] (curve 3) and a value of

the instability constant CIP ¼ 7370 was found.

From this it can be concluded that most of the mass-transfer enhancement of free moving

droplet phases described in literature are mainly associated with enlargement of interfacial area

(smaller droplets are generally formed in electrical fields), enhanced coalescence or other

effects, but not due to electric field gradients.

V. LIQUID–LIQUID HYDRODYNAMICS IN ELECTRIC FIELDS

The influence of electrical fields on hydrodynamics and thus on mass transfer has been excellently

reviewed by Yamaguchi [77,78]. It is thus possible to produce monodispersed droplet swarms

up to extreme viscosities in the nanoscale (Figure 18.22). Here, the force balance on a nozzle

leads to a disrupture of drops [79]. Under similar electrical but different geometrical conditions,

breakage of an emulsion will occur, when due to polarization droplets form chains and will coalesce

to bigger droplets as is technically used in secondary oil recovery, breaking down the water in oil

emulsions [80]. Thus, coalescence and droplet formation in the electric field is sensitive to minor

FIGURE 18.20 Acetone transfer from a pendant aqueous droplet (6 wt.%) into a solute-free toluene phase

(left column of images: 0 kV; middle column of images: 2 kV AC voltage (30 kHz); right column of

images: 2 kV DC voltage.
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changes in geometry or system parameters involved. This may be one of the reasons for the absence

of its major application in conventional solvent extraction despite its attractiveness of the use of

electrical fields.

However, the formation of monodisperse aqueous or organic drops in liquid–liquid systems is

easily possible by the use of electrostatic fields [81]. Here, the applied voltage and thus the electric

field at the capillary tip is the most significant parameter. This again is markedly influenced by the

electrode and capillary geometry, as also by the electric properties (conductivity, permittivity, and

charge relaxation time) of the liquids.

The charging of drops at an electrified capillary results from electrostatic induction. In the case of

a conductive disperse phase, the charge carriers are displaced from the bulk of the liquid to the inter-

face. This is due to the fact, that free charges inside a conductor are moved until the surface has

reached an equipotential state. The electric force is a vector which acts in the direction of the electric

field strength and thus is the highest at the capillary tip. At the interface, the force can be split into a

tangential and a normal component. The normal component acts from the conductive to the noncon-

ductive phase and therefore in the case of conductive in nonconductive media from the drop to the

surrounding medium. This mechanism was first described by Tsouris et al. [82] and verified by

pressure measurements inside the capillary. The resulting drop deformation is depending on the

local field strength.

The apparatus comprised of a double casing glass tube, which is sealed with two Teflon plugs (see

Figure 18.23). If the lighter organic phase has to be dispersed, the capillary is mounted centrically

bottom-up. In contrast to the electrode arrangements described in literature, not only the capillary

is electrically insulated (except the capillary tip), but also the grounded electrode. The latter one

is an aqueous solution of 0.5 mol/l NaCl/H2O, situated inside the concentric double casing.

With this electrode arrangement, the electric field is concentrated at the capillary tip. In our exper-

iments the high voltage power supply (FG2-2, Ahlbrandt System GmbH) was operated between 0

and 4 kV (45 kHz). In this range, the reduction of drop size is the strongest [79]. In all experiments

the flow rate was kept constant at 0.05 ml/min and the temperature at 298 K. The conductivity was

FIGURE 18.21 Decrease of concentration driving force with time for acetone transferred from aqueous

droplets into toluene (x0 ¼ 2.5 wt.%, y0 ¼ 0 wt.%, d ¼ 1.5 mm) under applied AC and DC signals and

without an electric field. 1, Ref. [76]; 2, Ref. [77]; 3, Ref. [48].
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adjusted by adding NaCl to the aqueous phase. Two different types of stainless steal capillaries

(flat and conical) with different inner and outer diameters were used to investigate the effect of

capillary geometry. In all tests the voltage, current, and frequency were measured. The drop

sizes were determined using an optical double flash system (Nanolite/Ministrobokin, HSPS) [79].

The drop size decreases with increasing voltage, whereas the drop keeps its spherical

shape. Here, the normal component of the electric force is directed inward, which was also

verified by pressure measurements inside the capillary [82] and reaches its maximum at the

capillary tip.

FIGURE 18.22 Electrostatic drop formation of organic solvents in distilled water (top to bottom: toluene

h ¼ 0.59 mPa sec, isododecane h ¼ 1.49 mPa sec, isotridecanol h ¼ 41.9 mPa sec, silicone oil DC 200

h ¼ 1000 mPa sec, 298 K).
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The rising velocity of droplets is unaffected in AC fields. However, DC fields promote the rising

velocity with decreasing droplet diameter, which is totally in contrast to field free systems, as

depicted in Figure 18.24. The experimental AC data in a distance of 1.5 cm (resp. 3.5 cm) from

the capillary tip perfectly matches the correlations for field-free systems from literature. Below

3 mm, all the droplets are rigid and can be well described as a rigid sphere or globule after

Vignes [83]. The onset of circulation is best described by the correlation of Klee and Treybal

[84]. Also depicted is a limiting curve, where oscillation may start [85]:

vos ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
2a15g

rcdT

s

(18:28)

with rc as the continuous phase density, g the interfacial tension, and dT the droplet diameter. The

correlation parameter was set equal unity, guaranteeing an onset of oscillation at a droplet diameter

of 5 mm, which is reasonable. As seen, the effect of AC fields on droplet velocity is not significant.

In contrast to this, DC fields convert small rigid droplets into small oscillating ones, which have

then higher rising velocities and, due to a better Sh-number, also a better mass-transfer efficiency.

VI. SUMMARY

Electric fields in solvent extraction have negligible effects on dissociation equilibria of ionic

species (Second Wiensche effect) but influence mass transfer and hydrodynamics.

FIGURE 18.23 Experimental setup. 1, double casing glass tube; 2, aqueous phase; 3, capillary; 4, organic

phase; 5, high-voltage power supply; 6, grounding; 7, Teflon plugs.
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The interfacial mass transfer of ionic species is either modified due to polarization or external

ionic fields. Polarization occurs when cationic or anionic amphiphiles adsorb at the liquid–liquid

interface and thus accelerate or decelerate the solute flux according to electrostatic repulsions. The

potential and the resulting concentration gradients can be modeled with double layer theory from

literature. If external electrical fields are considered to play a role, the resulting migration effects of

ionic species can be described with the Nernst–Planck equation. As to this, there is the necessity to

have a permanent DC field between the electrodes with in between the liquid–liquid interface.

However, classical extraction equipment, as are extraction columns, mixer-settlers, or centrifuges,

produce droplet ensembles or droplet swarms, which cannot be in contact permanently with an elec-

trode. In that respect, a two-fluid Taylor–Couette extractor exhibits an annular interface of two

immiscible liquids between corotating cylinders. Both bulk liquid phases can be easily grounded

and mass transfer thus be influenced.

The influence of electrical fields on droplet hydrodynamics is noteworthy. During droplet for-

mation on a grounded nozzle, either DC or AC fields can be used to generate droplets uniformly in

the microscale size, even at high viscosities. High-frequency AC fields have advantages as fre-

quency and field strength are adaptable. However, under different geometrically constraints

coalescence of water-in-oil emulsion can be achieved, technically used with emulsion-breaking

in secondary oil recovery. However, the droplet velocity is not influenced by AC fields, which is

in contrast to DC fields. As is known from literature, the smaller the droplet, the lower is its

rising velocity, which is totally in contrast to systems without a DC field. The result is an improved

Sh-number and thus mass-transfer efficiency also for nonionic solutes.
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10. Gloe, K., Granbaum, H., Wüst, M., Rambusch, T., and Seichter, W., Macrocyclic and open-chain

ligands with the redox switchable trithiadiazapentalene unit: synthesis, structures and complexation

phenomena, Coord. Chem. Rev., 222, 103–126, 2001.

11. Lopovskii, A.A. and Yakovleva, N.E., Solvation of uranium tetrachloride by tributyl phosphate,

Zh. Neorg. Khim, 9, 767, 1964.

12. Healy, T. and McKay, H., Extraction of nitrates by tributylphosphate (TBP) II nature of the TBP

phase, Trans. Farad. Soc., 52, 633, 1956.

13. Cox, M., Solvent Extraction in Hydrometallurgy, in Principles and Practice of Solvent Extraction,

Thornton, J.D., Ed., Marcel Dekker, New York, 1992, pp. 357–412.

14. Kordosky, G.A., The Chemistry of Metals Recovery Using LIX-Reagents, General Mills, Mines

Branch, 1973.

15. Schmuckler, G. and Harel, G., in Ion Exchange and Solvent Extraction, Marinsky, J.A. and Marcus, Y.,

Eds., Vol. 13, Marcel Dekker, New York, 1997, pp. 1–30.

16. Ritcey, G.M., Solvent Extraction Processing Plants — Problems, Assessment, Solutions, in Value

Adding Through Solvent Extraction, Shallcross, D.C., Paimin, R., and Prvcic, L.M., Eds.,

The University of Melbourne, Melbourne, 1996, pp. 17–24.

17. Maurer, G., Electrolyte Solutions, Fluid Phase Equilibria, 13, 269–296, 1983.

18. Maurer, G., Phase Equilibria in Chemically Reactive Fluid Mixtures, Fluid Phase Equilibria, 116,

39–51, 1996.

19. Bart, H.-J., Reactive Extraction, Springer, Berlin, 2001.

20. Bart, H.-J. and Stevens, G., Reactive solvent extraction, in Ion Exchange and Solvent Extraction,

Kertes, M. and Sengupta, A.K., Eds., Vol. 17. Marcel Dekker, New York, 2004, pp. 37–82.
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72. Wildberger, A., Zum Stoffübergang bei der Flüssig-Flüssig Extraktion im elektrischen Hochspan-

nungsfeld, Dissertation, TU Kaiserslautern, Kaiserslautern, 2004.

73. Gneist, G. and Bart, H.-J., Influence of high-frequency AC fields on mass transfer in solvent extraction,

J. Electrostatics, 59, 73–86, 2003.

74. Gneist, G. and Bart, H.-J., Electrostatic drop formation in liquid–liquid systems, Chem. Eng. Technol.,

25 (9), 899–904, 2002.

75. Newman, A.B., The drying of porous solids: diffusion and surface emission equations, AIChE J., 27,

203–220, 1931.

76. Kronig, R. and Brink, J., On the theory of extraction from falling droplets, Appl. Sci. Res., A2,

142–154, 1950.

77. Yamaguchi, M., Electrically aided extraction and phase separation equipment, in Liquid–Liquid

Extraction Equipment, Godfrey, J.C. and Slater, M.J. Eds., John Wiley and Sons, 1994,

pp. 588–624, chap. 16.

78. Yamaguchi, M., Application of electric fields to solvent extraction, in Electric field Applications

in Chromatography Industrial and Chemical Processes, Tsuda, T. Ed., Vol., VCH, 1995,

pp. 185–203, chap. 10.

79. Gneist, G., Untersuchung des Einflusses hochfrequenter elektrischer Felder auf die Hydrodynamik und

den Stoffaustausch in der Extraktion, Dissertation, TU Kaiserslautern, Kaiserslautern, 2003.

490 Finely Dispersed Particles



80. Marr, R. and Draxler, J., in Membrane Handbook Applications, Ho, W.S.W. and Sirkar, K.K. Eds.,

Van Nostrand Reinhold, New York, 1992, pp. 701–717.

81. Gneist, G. and Bart, H.-J., Droplet formation in liquid/liquid systems using high frequency AC fields,

Chem. Eng. Technol., 25 (2), 129–133, 2002.

82. Tsouris, C., DePaoli, D.W., Feng, J.Q., Basaran, O.A., and Scott, T.C., Electrostatic spraying of non-

conductive fluids into conductive fluids, AIChE J., 40 (11), 1920–1923, 1994.

83. Vignes, A., Hydrodynamique des dispersions, Genie Chimique, 93, 129–142, 1965.

84. Klee, A.J. and Treybal, R.E., Rate of rise or fall of liquid drops, AIChE J., 2 (4), 444–447, 1956.

85. Henschke, M., Auslegung pulsierter Siebboden-Extraktionskolonnen, Habilitationsschrift, RWTH

Aachen, Aachen, 2003.

Reactive Extraction in Electric Fields 491





Part IV

Hetero-Aggregate Finely
Dispersed Systems





Foams





19 Gas Bubbles within
Electric Fields

Patrice Creux, Jean Lachaise, and Alain Graciaa
University of Pau, Pau, France

CONTENTS

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 497

II. Measurement of the z Potential of Bubbles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 498

A. Methods Dependent on Gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 499

1. Method Using the Deviation by a Horizontal Electric Field . . . . . . . . . . . 499

2. Method Adding or Subtracting an Electric Force . . . . . . . . . . . . . . . . . . . 499

3. Method Minimizing the Gravity Effect . . . . . . . . . . . . . . . . . . . . . . . . . . 499

B. Methods Independent of Gravity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500

1. Method Using Weightless Conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 500

2. Method of the Spinning Bubble . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 500

C. Indispensable Precautions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

1. Purification of the Immersing Liquid . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

2. Control of Electro-osmosis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 501

III. Experimental Results and Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502

A. Main Trends . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502

B. New Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 503

C. New Prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 504

IV. On the Origin of the z Potential of Bubbles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 505

V. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 506

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 507

I. INTRODUCTION

The study of electrokinetic phenomena has evolved considerably, since the first studies were carried

out by Quincke, Helmholtz, and Lipman in the nineteenth century. In the last 30 years, at least five

books have been devoted to the subject [1–5]. Among the parameters which can be deduced from

electrokinetic measurements, z potential is profoundly related to colloid science because the “stab-

ility” of dispersions, emulsions, and foams depends on its value.

A foam is a dispersion of gas, usually air, in a liquid or solid medium [6]. It may be used to

advantage a certain performance in a wide range of applications, but it may also form inadvertently

and cause severe problems.

Solid foams have important applications as useful materials. The presence of gas bubbles

results in a substantial reduction in the average density of the material. It also reduces the

thermal conductivity, making solid foams very suitable for insulation materials. Solid foams find

applications as lightweight material in mechanical components. In this case, the challenge is to

achieve an effective compromise between weight and strength. In foods, such as bread, icecream,

or marshmallows, solid foams help to give a pleasant texture.
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By far, the largest technological application of liquid foams is in mineral froth flotation, and this

process uses a substantial fraction of the world production of amphiphiles. Froth flotation is also

used in other separation processes such as the deinking of recycled paper. Other uses of liquid

foams include fire fighting, cleaning processes, drinks such as champagne or beer froth, foods

such as whipped cream or egg white, and preparation of solid foams after solidification of the

liquid continuous phase.

In the household, foams can also be a nuisance as, for example, when they form in boiling

liquids, such as milk, or when, by mistake, a liquid detergent designed for cleaning by hand is

used in a dishwasher or washing machine. The same type of phenomenon can readily occur in

industrial processes but with more troublesome consequences. Thus, controlling foam “stability”

is an issue of considerable practical importance.

Among the many factors which affect froth flotation or foam stability, the z potential of the

bubbles play an important role. Although there is now abundant information on the z potential

of solid particles, there has been a lack of information on the z potential of bubbles until recent

years. This lack was due to the difficulty in measuring their electrophoretic mobility, which is

often much lower than their rising mobility in the gravity field. However, for about 20 years,

new methods have been developed to overcome this difficulty. This chapter is devoted to a

review of the recent progress on the study of the behavior of gas bubbles within electric fields

with the intention of providing information on the z potentials of gas bubbles. The first part of

the chapter presents the experimental methods of measurement developed and the elementary

precautions to take before their use. The second part presents the relevant results. The third part

presents the paths followed to interpret the origin of the z potentials measured.

II. MEASUREMENT OF THE z POTENTIAL OF BUBBLES

The difficulties which are encountered during the study of the behavior of bubbles are numerous.

The mean of bubbles is the high rising velocity of the bubbles. This velocity is given by the relation:

vr ¼
2

9

r� r0

h
a2g (19:1)

where r and h are the density and the dynamic viscosity of the immersing liquid, respectively, r0

the density of the gas bubble, a the radius of the bubble, and g the acceleration due to gravity. For an

1 mm diameter bubble, the product (r 2 r0) a2 is about 100,000 higher than that for droplets of

standard emulsions. Thus, the rising velocity of a bubble is much higher than the majority of the

velocities of the colloidal domain.

The method which exploits the natural rising velocity of bubbles, without any external electric

field, is the so-called flotation potential method [7–16]. Indeed, the charge-raising bubbles create

an electric current, which develops a measurable electric potential difference, DF, between two suf-

ficiently distant points (Dorn’s effect). The relation between the z potential of the bubbles and DF is

z ¼
h

(r� r0)1gR

H

DH
DF (19:2)

where 1, R, H are the dielectric permittivity, the electric resistance, and the height of the dispersion

of bubbles in the liquid located between the two electrodes, which measure DF, respectively, and

DH is the increment of H upon introduction of the gas bubbles.

Simple in its principle, this method is not easy to use. DF is always small (at the very most, a

few millivolts) and as the concentration of the bubbles increases, bubble–bubble interactions occur,

so that Equation (19.2) is no longer valid.
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All the methods of measurements that we present subsequently use an external electric field,

which provides an electrophoretic velocity Ve to the bubbles. It is well known that the relation

between the Ve , the z potential of the bubble, and the electric field E applied is:

Ve ¼
1f (ka)

h
zE (19:3)

where 1 the dielectric permittivity of the immersing liquid, k the reciprocal thickness of the elec-

trical double layer surrounding the bubble, and f (ka) the Henry function. As the size of the bubbles

under consideration here is far larger than the thickness of the electric double layer (ka� 1), f (ka)

is equal to 1 and Equation (19.3) is reduced to the Smoluchowski equation.

Ve ¼
1

h
zE (19:4)

Then, the value of z could be deduced from measurements of E and Ve. However, difficulty comes

from the fact that for bubbles, electrophoretic velocity is much lower than the rising velocity. So, all

the methods that we report subsequently present solutions for overcoming or sparing this difficulty.

A. METHODS DEPENDENT ON GRAVITY

1. Method Using the Deviation by a Horizontal Electric Field

The method consists in the observation of the motion of a single rising bubble generated from

electrodes. As a uniform horizontal electric field is imposed, the charged bubble deviates from

its original vertical trajectory. The measured electrophoretic transverse deviation of the rising

bubble in the stationary plane (where the electroosmotic velocity is 0) can be related to the

bubble z deviation [17]. But, as the applied electric field generated convection currents, a so-

called microelectrophoretic technique was developed by reducing the cell dimension to a milli-

meter order of magnitude [18]. Then, smaller bubbles were generated from dissolved air [19]

and microbubble suspensions were introduced from the side of the cell [20].

Recently, the microelectrophoretic technique received two improvements [21]. First, electrodes

were designed in such a manner that micrometer-sized bubbles are produced over the entire

cross-section of the electrophoresis cell, which allows to select a bubble easily in the stationary

plane. Second, a motorized vertical translation stage controlled by a computer is implemented.

Thus, when bubbles rise, the electrophoresis cell mounted on the translation stage is made to

move downward so that the bubbles can be kept in the field of view of the microscope. As a

result, the movement of bubbles with diameters up to 80 mm can be readily followed and bubble

trajectory can be traced for 4–8 sec.

2. Method Adding or Subtracting an Electric Force

This is a recent method which derives from the development of laser techniques [22,23]. It consists

in the use of a double laser Doppler electrophoresis apparatus to determine bubble electrophoretic

mobility by measurement of the difference in the bubble-rise rates, with and without an electric

field. The latter is applied parallel to the bubble-rise vector, causing either a decrease or an increase

in the natural rise rates of the bubbles according to its direction.

Electro-osmosis is neglected because the diameter of the cell is 100 times that of the bubble.

3. Method Minimizing the Gravity Effect

The gravity effect can be minimized using very small bubbles. Thus, Kim et al. [24] have

generated only nanobubbles in the range 300–500 nm by ultrasonic action. These nanobubbles

seem to be sufficiently stable in the gravity field to allow valuable measurements of the electro-

phoretic mobility for at least 1 h.
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B. METHODS INDEPENDENT OF GRAVITY

1. Method Using Weightless Conditions

The high mobility of the bubbles issued from the Archimedes’ thrust would be eliminated if the

experiments could be carried in weightless conditions in an orbital space station. In such circum-

stances, once a bubble had been formed, it would no longer escape the investigator; it could be

subject to an electric field alone, which would impose only moderate movement. In the meantime,

under these ideal conditions measurements independent of gravity can be performed by the

so-called method of the spinning bubble.

2. Method of the Spinning Bubble

To counteract Archimedes’ thrust, a long time ago, Quincke, Mc Taggart, and Alty [25–28] placed

the bubble in a cylindrical tube filled with an aqueous phase and rotating about its symmetrical axis.

The difference between the centrifugal forces acting on the bubble and on the aqueous phase main-

tains the bubble along the axis of rotation. This system was later abandoned, as the electric field

applied to displace the bubble created an electro-osmotic flux within the tube, which biased the

results [29].

Recently, Graciaa et al. eliminated the electro-osmosis by grafting an appropriate polymer onto

the walls of the glass tube. This grafting neutralizes the surface charges of the glass and forms a

highly viscous zone close to the walls of the tube, which prevents the liquid from moving [30].

The electrophoretic behavior of such a spinning bubble has been studied by Sherwood [31]. The

two forces acting on the bubble (Figure 19.1) are evaluated by Sherwood as:

. The electric force (driving force):

Felec ¼ 19:21a2

ffiffiffiffiffiffiffi
rV

h

s

zE (19:5)

. The hydrodynamic force (resisting force):

Fhydro ¼
16

3
r a3VV(t) (19:6)

where V is the tube spinning speed, and V(t) is the instantaneous velocity of the bubble.

When the two forces are equilibrated, the so-called electrophoretic velocity Ve is reached and

the relation between z, Ve , and E is

z ¼

ffiffiffiffiffiffiffiffiffiffi
rhV

p

3:61
a

Ve

E
(19:7)

Ω
Fh Fe

Veg

FIGURE 19.1 Motion of the bubbles in the horizontal spinning electrophorometer (Fe, electric force; Fh,

hydrodynamic force; Ve, electrophoretic speed).
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Obviously, this relation is different from that of the Smoluchovski because the motion of the

bubble in the spinning electrophorometer is complex.

C. INDISPENSABLE PRECAUTIONS

1. Purification of the Immersing Liquid

It is known that the surface of a bubble can easily adsorb alcohol molecules, surfactant molecules,

ions, and, more generally, all sorts of impurities or particles present in the immersing liquid. This

adsorption can drastically modify the electromobility of the bubbles. So, it is very important to

purify the liquid carefully before introducing the bubble, to obtain valuable information on its

intrinsic z potential.

These surface-active agents are often present in very low concentrations in the liquid. Their

presence at the surface cannot be detected by any diversion of the interfacial tension. So, as a pre-

caution, it is always useful to drain the liquid with masses of oxygen and hydrogen microbubbles

generated directly in the liquid by electrolysis [22,23]. This drainage collects the undesirable

molecules at the surface of the liquid; it is then easy to remove them. When coarse impurities

are present as, for example, metal hydroxide precipitates, their elimination by ultracentrifugation

is also possible [32].

As constant interfacial tension is no guarantee of absence of contamination, measurement of the

upward velocity of a bubble in solution seems a much more sensitive criterion. Thus, the verifi-

cation of the Hadamard–Rybczynski equation could be considered as a criterion, indicating that

the solution has reached a purity beyond which there is no longer any contamination [22].

Furthermore, since the immersing liquid is most often an aqueous solution, attention must also

be paid to water, which could dissolve CO2 from the atmosphere. As it is known that at saturation,

the pH can reach 5.6, the presence of a significant amount of carbonates and bicarbonates could

affect the z potential of the bubbles. To avoid such problems, it is necessary to work under a

neutral atmosphere or, at the very least, to drain the water with nitrogen bubbles systematically.

2. Control of Electro-osmosis

The phenomenon of electro-osmosis had introduced errors in the first mobility measurements

carried out on bubbles in cell composed of a glass tube rotating around its own axis. The glass

walls of the tube have electrical surface charges, and under the effect of the electric field, a

liquid flow close to these glass walls is generated by electro-osmosis [29].

If the system is closed, an electro-osmotic reflux at the center of the cell takes place. This reflux

can only be neglected when the cell is wide enough and its geometry is appropriate [22]. In all the

other cases, the velocity of the bubble will be the result of the electrophoretic velocity and the reflux

velocity. The electrophoretic velocity of the bubble can only be determined without correction on

the so-called “stationary” levels of the cell, at which electro-osmotic flux and counterflux cancel

each other [18,20,33–35].

However, if a feedback circuit is built in the electrophoretic cell, the velocity linked to

electro-osmosis can be evaluated and then subtracted from the velocity measured to yield the

electrophoretic velocity [36]. But, the operation is not easy.

Another possibility consists in grafting neutral and reticulated polymers onto the walls of the

cell so as to reduce the surface electric charge drastically and to increase the viscosity of the inter-

facial layer for eliminating electro-osmosis. This type of processing has been the subject of

extensive studies to determine the nature, the structure, and the molecular weight of the most effec-

tive polymers [37–39]. But, the maintenance of its efficiency must be evaluated according to the

variations of the experimental conditions, because electro-osmosis can be restored by the adsorp-

tion on the polymer of an ionic compound of the immersing liquid. In particular, Creux [40] has

shown that pH and hydrocarbon additives can affect the efficiency of hydropolymers but not that
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of fluoropolymers. As an example, profiles of the electrophoretic mobilities of polystyrene latex

microspheres in the spinning cell are reported in Figure 19.2 for various polymers in the presence

of a cationic surfactant tetradecyltrimethylammonium bromide (TTAB) as additive.

For the fluoropolymer, the profile is practically flat, indicating the absence of any measurable

electro-osmosis. Better, for fluoropolymers, grafting is unnecessary because suppliers sell fluorined

tubes of various lengths and diameters. These tubes present a good resistance to temperature and

mechanical constraints and above all a good transparency, which is essential for a spinning

bubble electrophoremeter. The extremely low dissolving of fluoride ions and metallic traces in

the immersing liquid may contribute to the drastic decrease of electro-osmosis observed.

It was also proposed to use nonuniform electric fields, as the electro-osmotic phenomenon

would take place much more slowly than the electrophoretic movement. Thus, mobility measure-

ments could be made without any need to correct them for electro-osmosis [41]. This processing has

been incorporated in devices, which are now proposed on the market [42].

Finally, a new electrode, the Brookhaven Uzgiris electrode, has been specially designed for

removing electro-osmosis [24]. This electrode is entirely plunged within the cell and surrounded

completely with liquids. Consequently, the electric field does not cut across the cell walls, in con-

trast to most of the commercial electrode systems.

III. EXPERIMENTAL RESULTS AND PROSPECTS

Each of the methods, the principle of which has been reminded briefly in the preceeding section,

presents advantages and disadvantages. They have been used by numerous researchers under

various conditions. We have already discussed their main results in recent reviews [43,44]. Let

us recall the trends observed, report the new results obtained since our last review, and point out

pioneering experiments which provide new prospects in the study of the electric properties of

the gas–water interface.

A. MAIN TRENDS

Most of the investigators have found that the z potential of bubbles immersed in pure water is nega-

tive. But, their measurements are dispersed from some negative millivolt value to 2100 mV. These

variations can be attributed to the disparities of the methods of purification and to the difficulties of
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FIGURE 19.2 Profiles of the electrophoretic mobilities of polystyrene latex microspheres in the spinning cell

for various polymers or surface treatments in the presence of a cationic surfactant (10 mM, TTAB) in the

immersing liquid.
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the measurements. However, the satisfying agreement of recent measurements may be noted for

interfaces in which pure water is implied: 265 mV [30] and 260 mV [45,46]. The origin of that

electronegativity is assigned to a preferential adsorption of hydroxide ions, probably under the

influence of an orientation of the water dipoles near the interface with their positive poles directed

toward the water bulk [23].

At the same time, the absolute value of the z potential of gas bubbles is found to decrease

with pH decreases becoming zero for pH close to 3. At very low pH, it has even been

claimed that the bubble could be positively charged, probably because of a preferential accumu-

lation of Hþ.

The magnitude of z potential of bubbles immersed in solutions of electrolytes are monoto-

nously depressed by increasing the concentration of the mono- or divalent salts dissolved in the sol-

utions. This behavior is attributed to the screening of the interactions between the applied electric

field and the charged bubbles, induced by the salts. They also decrease as the acidity of the immer-

sing solution increases. This decrease is all the more pronounced as the salinity is lower. For all the

authors, the isoelectric point ranges (or would range by extrapolation) from pH 1.5 to 3.

In contrast to mono- or divalent salts, the trivalent salts can reverse the sign of the z potential at

a certain concentration or pH. This behavior could be due to the precipitation of complexes or to a

specific adsorption of the trivalent ions.

The use of amphiphilic additives as surfactants appears to be an extremely effective way to

obtain bubbles with either extreme or zero z potential magnitude from the 260 mV of the

bubbles in pure water. Anionic surfactants and, to a lesser extent, nonionic surfactants allow to

reach z potential lower than 2100 mV. Cationic surfactants allow to reach z potential higher

than þ100 mV after the reversal of the sign obtained at intermediate concentrations or pH.

Furthermore, it has been shown that the use of a binary mixture of surfactants gives information

on the interfacial behavior of the two surfactants:

. Anionic and nonionic surfactants behave practically ideally relative to the composition of

the mixture; the negative z potential of the bubble is included between the values for the

two surfactants.
. Anionic–cationic surfactant mixtures make the z potential of the bubble close to zero over

the wide mid-range composition, where the critical micelle concentration corresponds to

the catanionic species.
. Fluorocarbon and hydrocarbon surfactants present a maximum of incompatibility near the

equimolar composition of the mixture at which the electrostatic repulsion is enhanced by

the lipophobic character of the fluorocarbon hydrophobic group. Since the z potential in

the equimolecular case is almost half the value attained with the pure surfactants, it may

be conjectured that the adsorption density is considerably reduced by the extra repulsion

provided by the lipophobic effect of the fluorocarbon group.

When bubbles are generated by gas other than air (oxygen, hydrogen, nitrogen, chlorine, and

carbon dioxide), the behaviors observed depending on pH, salinity, surfactants, and so on are

similar to the behaviors of air bubbles, with perhaps an exception for gasses, such as carbon

dioxide, which can dissolve easily in water.

B. NEW RESULTS

Since our last review, an interesting work has been published by Phianmongkhol and Varley on the

measurement of z potential of air bubbles in solutions of various proteins, BSA, b-casein, and

lysozyme [47]. They used a microelectrophoretic technique with a cylindrical cell coated according

to the procedure described in our first paper on z potential measurement [30]. They found that the

average value of the z potential of the bubbles immersed in phosphate buffer of pH 7.0 (ionic strength
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0.005 M) was 263 mV. This compares well with our value of 265 mV reported for deionized

water and of 260 mV reported both by Marinova et al. [45] and Bergeron [46] for similar

bubbles. This agreement justified by the low ionic strength of the buffer and illustrates the progress

carried out over the last few years in the difficult measurement of z potential.

For BSA and b-casein, Phiammongkhol and Varley [47] found that the magnitude of the nega-

tive z potential of the bubbles decreases with increasing protein concentration and ionic strength.

They found that it is zero for lysozyme solutions. The work of Phianmongkhol and Varley

shows the way for studies on the z potential of bubbles immersed in other protein or bioadditive

solutions.

C. NEW PROSPECTS

The spinning bubble electrophorometer can maintain the bubble on the axis of rotation without any

motion of translation as long as no electric field is applied. This is a significant advantage over the

other techniques for studying the transient regime of the adsorption of surfactants at the surface of

the bubble (Figure 19.3) and thus for obtaining information on their organization at this surface

because the z potential is related to surfactant ion adsorption.

Such a study has been performed for fluorocarbon and hydrocarbon anionic surfactants [48]. It

has been found that the fluorocarbon surfactant ions are more rapidly adsorbed than the hydro-

carbon surfactant ions. The two surfactants, which exhibit an antipathy manifested by micellar

demixing, compete for surface sites and their total adsorption is reduced when both are present.

Furthermore, the variations of z potentials of the bubbles depending on compositions and concen-

trations of mixtures of the two surfactants in the solutions of which they are immersed are found

to be closely correlated with the micellar phase diagram of these surfactants. These behaviors

would deserve to be strengthened by measurements on other surfactant mixtures.

In the spinning bubble electrophorometer, the bubble moves along the horizontal axis of

rotation of the cell under the influence of the electric field applied.

This motion can be stopped by tilting very slightly the axis of the cell. Schematically, at equili-

brium, rising force, centrifugal force, and electric force annihilate themselves (Figure 19.4).
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FIGURE 19.3 Transient regime of the z potential variation of an air bubble immersed in a 10 mM SDS solution.
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Stopping of the bubble can be achieved either by varying the potential difference between the two

electrodes for a given slope of the axis or by adjusting this slope for a given potential difference. As

the rising force is high when compared with the electric force, the slope of the axis of rotation is

always extremely small; it may be measured from the deviation at a long distance of a laser

beam used as level. These very difficult measurements are in progress in our laboratory.

Recently, the z potentials of aqueous drops suspended in air were measured by the method used

by Millikan for oil drops [49]. It was found that these potentials [50] have the same order of mag-

nitude as the published ones for air bubbles generated in the same aqueous solutions and measured

by electrophoresis. The same trends of variations were observed according to pH, valencies and

concentrations of electrolytes, and ionic types of surfactants. Thus, measurements on aqueous

drops seem to be a credible alternative to measurements on air bubbles for the knowledge of the

electric properties of the air–aqueous solutions interfaces.

Finally, it would be interesting to study the z potential of bubbles immersed in polar liquids

different from water or, why not, in organic liquids.

IV. ON THE ORIGIN OF THE z POTENTIAL OF BUBBLES

In the colloidal domain, most of the authors are getting on together for attributing the z potential of

air bubbles immersed in water to specific adsorption of hydroxide ions at the air–water interface.

An attempt to explain this specific adsorption is based on the fact that the static dielectric

constant of the interfacial region between air and water is less than that of the adjacent aqueous

phase [51]. Work is therefore required to transfer an ion from the aqueous phase into the interfacial

region. This work is positive and thus unfavorable for ion adsorption; as it is greater for smaller

ions than for larger ones, hydroxide ions would be adsorbed in preference to smaller hydrated

protons.

Calculus of the numerical value of the z potential of a bubble is an extremely difficult problem.

This potential is formally the electrostatic potential at the “plane of slip,” but there is a high

uncertainty about the location of this plane. As a first approximation, it is assumed to be located

to one water molecular diameter away from the plane of charge or at a total distance of approxi-

mately 0.4 nm from the air–water interface. If we suppose the bubble surface is charged, z potential

could be evaluated using the Poisson equation:

d2c

dx2
¼ �

r (x)

1
(19:8)

where c (x) is the electric potential in a point located at the distance x from the interface, r(x) the

charge density at the same point, and 1 the dielectric permittivitty of the medium.

Ω

Fe

Fh

g

FIGURE 19.4 Equilibrium of the bubble in the tilted electrophorometer (Fe, electric force; Fh, global

hydrodynamic forces).
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At equilibrium, ions are distributed according to the Boltzmann relation so that r (x) can be

written as

r (x) ¼
X

i

zieci1 exp
�ziec (x)

kT

� �
(19:9)

where zi is the valency of ions i, e the absolute value of the electron charge, ci1 the concentration of

ions i far from the interface, k the Boltzmann constant, and T the absolute temperature.

Report of relation (19.9) in relation (19.8) gives linear Poisson–Boltzmann differential

equation:

d2c

dx2
¼ �

1

1

X

i

zieci1exp �
ziec (x)

kT

� �
(19:10)

In the case of electrode–electrolyte solution interfaces, the Poisson–Boltzmann equation has

been modified for integrating many effects as, for example, finite ion size, concentration depen-

dence of the solvent, ion polarizability, and so on. More often, this modification consists in the

introduction of one or several supplementary terms to the energetic contribution in the distribution,

which leads to modified Poisson–Boltzmann (MPB) nonlinear differential equations [52].

The situation is still more complex in the presence of surfactants. Recently, a self-consistent

electrostatic theory has been presented to predict disjoining pressure isotherms of aqueous thin-

liquid films, surface tension, and z potentials of air bubbles immersed in electrolyte solutions

with nonionic surfactants [53]. The proposed model combines specific adsorption of hydroxide

ions at the interface with image charge and dispersion forces on ions in the diffuse double layer.

These two additional ion interaction free energies are incorporated into the Boltzmann equation,

and a simple model for the specific adsorption of the hydroxide ions is used for achieving the

description of the ion distribution. Then, by combining this distribution with the Poisson equation

for the electrostatic potential, an MPB nonlinear differential equation appears.

The resulting MPB model is self-consistent. It contains only two adjustable parameters: the

adsorption equilibrium constant and the maximum adsorption of the hydroxide ions. These

parameters are optimized by matching the model calculations to measured disjoining pressure

isotherms of nonionic surfactant thin films at three different ionic strengths. Without any further

parameter adjustment, the proposed model predicts the disjoining pressure isotherms accurately

over a range of pH, ionic strength, and surfactant concentration. It acceptably reflects the z poten-

tials of the air bubbles considered, especially at low ionic strengths.

Improvement of this model would be probably obtained by considering the sizes of the ions at

high ionic strengths, as this has just been performed for electrode–electrolyte interfaces [54].

Improvement would also be expected in taking the interfacial polarization gradient into account,

as this has been recently proposed for solid–electrolyte interface [55,56]. But, extension of these

improvements to the gas–liquid interface remains to be done.

V. CONCLUSIONS

Whatever the parameters considered (pH, salinity, nature of the salts, and nature of the additives),

the trends observed for variations of the z potentials of gas bubbles immersed in aqueous solutions

are globally consistent, even if there are still some disparities between authors with regard to the

absolute values. These disparities probably originate from the diversity in the experimental

systems and the relationships used to link mobilities with z potentials.

Thus, today, experimentation seems to have reached a satisfactory degree of reliability. It is

possible to measure the z potential of such bubbles with sufficient accuracy to follow their evolution

with respect to sensitive parameters. For example, the addition of surfactants makes these bubbles
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highly electronegative or highly electropositive according to the nature of the ionic surfactant

added, which is of major importance for the stabilization of foams. It is also possible to neutralize

these bubbles by adding a cationic surfactant or decreasing the pH drastically, which is also useful

when, on the contrary, it is desired to destroy the foams.

Very recently, pioneer work has been performed on the z potentials of gas bubbles in protein

solutions to obtain insight on formation and collapse of protein foams. As these foams play an

important role in a number of processes, including foam formation in bioreactors, foam fraction-

ation for protein recovery, and production of protein-based food and drinks, this work extends

the study of the electric properties of the gas–liquid interfaces to biotechnology and food

technology.

The negative potential of gas bubbles immersed in pure water is attributed to a specific adsorp-

tion of hydroxide ions in the first molecular layers of water at the interface. This preferential adsorp-

tion might be due to the positive work required to transfer an ion from the aqueous phase into the

interfacial region. A MPB nonlinear differential equation has just been proposed to account

quantitatively for the z potentials of gas bubbles immersed in electrolyte solutions with or

without nonionic surfactant. Its resolution gives acceptable z potentials, especially at low ionic

strengths. However, this interesting attempt of quantitative interpretation would deserve to be

improved to account for the sizes of the ions at high ionic strengths and the part of the interfacial

polarization gradients should be discussed. A hard theoretical challenge for the next years.
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I. INTRODUCTION

Designing materials according to theoretically well-determined predictions has exceptional import-

ance for more precise definition of materials structures, preparing conditions for organizing structures

in a clear and predictable way. According to our research and theoretical models, only designing on

all levels, that is, designing of the structures from the base, gives results that show exceptional accord-

ance between theoretical expectations and experimental observations [1–4]. It is possible to create, in

various systems, completely controlled structures on different levels of hierarchy (starting from the

particles as a whole, down to their subelements or subparticles), in such way to be able to predict

the development of these systems throughout all stages of the synthesis process.

Particles, whose sizes and population balances (the contribution of particle fractions in the whole

particle system) can be predicted using theoretical models based on the principle of the harmonization

of the physical field, give the possibility of predicting all relevant parameters of the structure and sub-

structure to be designed, such as the spreading and the form of the pores, their sizes, number of their

513



subelement contacts. Eventually, it also gives information about the type of structural organization

one should obtain after designing.

This approach to designing makes available some specific synthesis to be organized in a fast,

one-step manner. It also ascertains that some unique properties of the systems, very typical for the

given system on the low level of structural organization (e.g., confined physical properties), to be

retained in the process of enlargement of subelements into much bigger macroensembles (macro-

blocks), showing the same unique characteristics on the much higher level (macrolevel) of the

organization [5–7]. In spite of expansion of subelements by their association, it is feasible to

retain their individuality fully in the real organized structure by control of their contacts, on the

level of dotted contacts, to get blocks of the so-called activated structures. Similar situation is

also seen with catalytic and photoelectric characteristics of given specific structures in the

process of organization transfer from the colloid-nano level to the submicron level.

Structure and substructures of obtained systems are always organized in agreement with

theoretical model of harmonization of physical fields: (i) inside of system (physical field of

the system itself) and (ii) external physical field (excitation physical field of given disturbance)

[2–4,8–14].

These two fields determine the key (information or code), which can be associated with the

system itself as its essential structural characteristic (“print” of the physical fields in which this

system is produced).

This enables dualism in the screening. On one hand, the code enables reconstruction of the

synthesis in its essential elements as such, and on the other, the code (complete spectra and com-

bined code) enables organization of the system showing the self-organization of the system on the

level of its structure and substructures, which are now given as the association of the codes which

by its own geometry (code) can influence the organization of the material in the systems of greater

organizational units [1–4,13].

This way of material organization shows that a system once organized possesses its own

specific dynamics, giving the signal about itself, and its identity. If we were lucky enough to deter-

mine that code (combined code), use of such materials would have so exceptionally a great level of

selection and would completely prove its precious value; consequently, such materials would have

so selective a use in the fields, such as electronics, informatics, and medicine.

As the essential element from this follows multiplicity of existence of the given system

(material) independent of its content, this could enable formation in the “same” material possessing

different structures (conserved codes), which could reach multiple functional uses.

These ideas enable new strategies of the research in material sciences, for example in medicine,

deposition of such structure on the well-chosen places in the organism may cause positive influence

to the nearest environment, through spreading exactly controlled information created in the

materials by corresponding physical fields during its synthesis.

This work is focused on SiO2, TiO2, Ca10(PO4)6(OH)2, and PW8O26 as the models of the

system. Owing to exceptionally large number of different applications of these systems, they are

suitable to demonstrate that all these systems can function in a determined way and that harmoni-

zation of physical fields in which they are generated is exact, that determines the ways of their

geometrical organization on the level of the structure and substructure.

II. GENERAL APPROACH TO THE SPRAY PYROLYSIS PROCESSES

The concept or the basis of spray pyrolysis method assumes that one droplet forms one product

particle. To date, submicrometer- to micrometer-sized particles are typically formed in a spray

pyrolysis process. A variety of atomization techniques have been used for solution aerosol

formation, such as ultrasonic spray pyrolysis, electrospray pyrolysis, low pressure spray pyrolysis

using a filter expansion aerosol generator (FEAG), salt-assisted spray pyrolysis, two-fluid pyrolysis

method, etc. [15–18]. These atomization methods differ in droplet size, rate of atomization, and
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droplet velocity, which determine the residence time of the droplet in furnace chamber during spray

pyrolysis. Two-fluid atomizers represent off-the-shelf technology capable of atomizing large quan-

tities of liquid with minimum droplet size of only 10 mm.

One of the promising methods for producing satisfied quantities of a powder with narrow size

distribution and nanometric mean diameter is electrospray pyrolysis method. In this method, a

meniscus of a precursor (spray solution) at the end of capillary tube becomes conical when

charged to a high voltage (several kilovolts) with respect to a counter electrode. The droplets are

formed by continuous breakup of a jet extending from this liquid cone, known as “Taylor cone.”

Lenggaro, Xia, Okuyama, and Fernandez de la Mora, in their papers published from 2000 to

2003, described how this technique functions and how it is possible to measure online a size

distribution of particles obtained from different types of precursor systems. For this purpose,

they used differential mobility analyzer and a condensation nucleus/particle counter (CNC/
CPC) [19–26].

The other very promising method is a two-step FEAG method developed by Kang and Park [27].

The FEAG consists a two-fluid nozzle for dispersing a liquid, a porous gas filter, and a vacuum

pump. The liquid is sprayed through a pneumatic nozzle by a carrier gas onto a glass filter

surface where it forms a thin liquid film [24]. This liquid film and carrier gas pass through the

pores and expand into a low-pressure chamber. In a measurement using this method the mean

droplet size was estimated to be around 2 mm [19–26].

Some advantages associated with each of these spray pyrolysis techniques for producing

ceramic powders are given by the SAD method published by Xia et al., which focuses on a strategy

of separation of nanocrystals contained in powder particles using some compounds (salts) which

melt under maximal temperature of solid-state particle consolidation. The melted salts resemble

eutectic mixture chlorides and nitrates of Li, Na, and K distributed on the nanocrystallite surfaces

and they are prevented from agglomerating. After their removal, by washing the obtained powders,

it is possible to get, finally, nanosized powders in different systems [19–26].

Finally, the ultrasonic atomization is shown as a very effective method for generating small

droplets. The droplets produced by ultrasonic atomizer are 2–4 mm, but atomization rate is

limited to ,2 cm3/min. Ultrasonic spray pyrolysis method is the most convenient method to

obtain spherically shaped fine particles. The droplets are formed from feeding solution by means

of an ultrasonic oscillator with frequency in the order of several megahertz or slightly less than

1 MHz [15,27].

A. SPRAY PYROLYSIS PROCESSES IN PERIODICAL ULTRASONIC FIELDS

The possibility of generating a cloud of droplets by means of ultrasonic waves was first reported by

Wood and Lomis [29]. Two different mechanisms have been reported to explain the ultrasonic

atomization: capillary waves and cavitations. However, the interaction between these two

approaches and limits in which one could predominate over the other depending on the different

atomizing situation are challenging for immediate understanding.

The first study on stationary waves on the free surface of a liquid mass subjected to periodical

ultrasonic field was reported by Faraday. In 1871, Kelvin finally derived the well-known equation

for capillary waves [30,31]:

l ¼
2ps

r f 2

� �1=3

(20:1)

where l is the wavelength, s the surface tension coefficient, r the liquid density, and f the frequency

of the surface waves [31].
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This work has been continued by Rayleigh, who modified Kelvin’s equation and derived

expression [32]:

l ¼
8ps

rF2

� �1=3

(20:2)

where F is the forcing sound frequency. From experimental measurements, it is shown that f ¼ F/2.

In 1917, Rayleigh derived the first mathematical model to explain the bubble collapse in

incompressible liquids and that was the first attempt to explain the physical mechanisms involved

in ultrasonic propagation in liquids. On the theoretical basis, Wood and Lomis made the first ato-

mization of liquids with ultrasonic wave [29]. An explanation of this process based on cavitations

produced under liquid meniscus was proposed by Solner [33]. Numerous papers (Bisa [34],

Benjamin and Ursell [35], Sorokin [36], and Eisenmenger [37]) have pointed to unstable surface

capillary waves as the origin of the droplet formation, mostly relying on simplified linear instability

analysis. In 1962, Lang published his research with his well-known expression relating wavelength

to droplet size through an empirical constant k ¼ 0.34 [38].

A more elaborated theoretical model based on interfacial Taylor instability triggering the

surface wave was developed by Peskin and Raco [39]. A thin layer of a liquid, wetting the

surface of a solid resonator which vibrates to its plane, forms a chessboard-like pattern of stationary

capillary waves. This phenomenon occurs when the vibration amplitude exceeds a threshold value.

Further on, ligament breakup of the liquid occurs and droplets are hurled from the crests of the

capillary waves. Together with the wavelength, they introduced wave amplitude and the sheet

thickness as parameters to determine the droplet size [39].

In contrast, Eknadiosayants and Gersherson developed their theory based on cavitations

(mentioned later in Barreras et al.). After these, there are numerous attempts to combine both the-

ories. Some of them are made by Fogler and Timmerhaus [40], Boguslaskii and Eknadiosyants [41],

Topp [42], Chiba [43], Basset and Bright [44], Miles and Sindayihebura and Bolle, and some

experiments to value these approaches are given by Edwards and Fauve (1994) and, finally,

Barreras et al. [45–50].

The model published in numerous papers is probably the most convenient approach for explain-

ing all phenomena related to breakup mechanism of droplet formation [1,4]. This model quantitat-

ively defines each line in the size droplets and size powder distribution spectrum. The mechanism

of the droplet formation or particle genesis is fully determined by harmonization between the phys-

ical fields inherent to the system as the consequence of its physical characteristics: external, for

example, ultrasonic, and internal, belonging to the system itself [1–4].

B. PRECIPITATION PROCESSES

The mechanism of droplet transformation into the particle, and degree reduction of the droplet

through this process, depends on different parameters. The most important parameters are tempera-

ture gradient between the surface and the center of the droplet or particle, the viscoelastic properties

of the droplet (character and level of its rigidity and droplet behavior during its collision with other

aerosol droplets and coalescence), the thermodiffusion coefficient, and permeability of the shell

formed on the droplet surface during its solidification [3].

The average size distribution of the final particle can be roughly determined from the size of

atomized droplets and its concentration in the starting solution. The way of precipitation in a

given system determines which kind of powders product is obtained. The full-density powders

are obtained by volume precipitation and hollow-sphere powders by surface precipitation. If the

solute concentration at the center of the droplet is greater or equal to the equilibrium saturation

of the solute at the droplet temperature, then nuclei on the surface catalyze precipitation throughout

the droplet, that is, volume precipitation. However, if the solute concentration at the center is less
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than the equilibrium saturation of the solute at the droplet temperature, then precipitation occurs

only in that part of the droplet where concentration is higher than the equilibrium saturation,

that is, surface precipitation occurs.

For volume precipitation to occur, it is necessary to have precursor-solute which should have

the following properties [3,28,51]:

(i) A large difference between the solute critical supersaturation and equilibrium saturation

should be used.

(ii) A high solubility and a positive temperature coefficient of solubility to satisfy the

percoloration criteria.

(iii) Not to be thermoplastic or melt during the thermolysis stage of spray pyrolysis process.

(iv) Finally, it is recommended to use colloid sols and partially hydrolyzed alkoxide system,

which very easily form three-dimensional networks when they are networked by gelling

or polymerizing.

In contrast, for obtaining hollow spheres, all given earlier conditions are opposite. Precipitate

layers of different thickness can be obtained depending on the concentration gradient at the onset of

precipitation and depending on the shallow permeability. Also, if a salt precursor is melted before

decomposing, it can inhibit removal of the entrapped solvent and cause formation of porous and

irregular shaped particles.

In multicomponent systems, the aqueous precipitation is dependent on the differences between

solubility of the solute and on the differences in the pH at which precipitation occur. If these differ-

ences are small and negligible, the precipitation is homogenous and the obtained phase distribution

in this system is homogenous through its volume. If these differences are significant, the precipi-

tation is heterogeneous and in the interstitial sites of first precipitated phase the second precipitated

phase is placed [28,51–61].

1. Droplet Size Reduction

The droplet size reduction occurs through different stages of spray pyrolysis process: evaporation of

the solvent from the surface of the droplet, diffusion of the solvent vapor away from the droplet in

the gas phase, diffusion of solute toward the center of the droplet, shrinkage of the droplet,

and change in droplet temperature and drying process, preferentially. The characteristic value

for estimation of evaporation time needed for solvent evaporation and droplet precipitation is

the evaporation rate given by [28,62]:

dm

dt
¼

4pRDvM

Rg

p1

T1

�
pd

Td

� �
(20:3)

where m is the droplet mass, t the evaporation time, p1 and T1 the ambient vapor pressure and

temperature of the reactor, respectively, pd and Td the pressure and temperature at the surface of

the droplet, respectively, M the molecular mass of the gas, Rg the gas constant, R the mean

droplet radius, and Dv the diffusivity of solvent vapor in air.

To determine how the solute concentration changes as a function of drying conditions in the

evaporation stage of spray pyrolysis, it is necessary to solve simultaneously the differential

equations for solute diffusion and solvent evaporation as it was made using numerical, finite

difference method by Lijn [63]. Once the concentration profile in a droplet is known in a function

of the drying conditions, then the time at which the solute starts to precipitate can be found. In

dealing with precipitation on the surface, the rise of temperature in the system deserves attention.

If the rise in temperature is not uniformly reached throughout to all the droplets at the equilibrium

saturation on the surface, the surface precipitation will occurr. According to this, the rate of solvent
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removal, dm/dt, in the presence of solids on the droplet surface is given by [63,64]:

dm

dt
¼

4pRcDv

1þ
Dv

Dcr

� �
(d=Rc � d)

½gd � g1� (20:4)

where Rc is the droplet radius at the time of precipitation, Dcr the diffusivity of vapor through the

precipitate layer, d the thickness of the crust, g1 and gd the mass concentration of solvent vapor and

bulk vapor, respectively, and Dv the diffusivity of solvent vapor in air. The vapor diffusivity

through the pores in the precipitate layer is much slower than the diffusivity of solvent vapors in

gas phase. When the solute starts to precipitate, the evaporation rate is significantly reduced and

the droplet temperature rapidly rises to the ambient temperature — temperature of furnace tube.

Before this, all processes have to be completed in the system, such as dehydroxylation, thermolysis,

and phase transformations processes. Mostly, sintering process is excluded as a stage of spray

pyrolysis process, because the residence of time droplet (and after solidification of the powder),

in the furnace tube is very short. Therefore, mostly, the reduction of droplet size occurs through

shrinkage process related to the evaporation and drying processes.

III. DESIGNING STRUCTURES IN SPRAY PYROLYSIS UNDER THE

ACTION OF ULTRASONIC FIELDS

A. DESIGNING OF POWDER PARTICLE STRUCTURE

Force frequency of the ultrasound oscillator induces equivalent waves in the given liquid column, in

direction perpendicular to direction of disturbance (transversal waves) and in direction parallel to

direction disturbance (longitudinal waves). In general, the standing waves formed are ellipsoidal,

basically determined by the relationship between the damping factors for transversal and longitudi-

nal waves, depending very much on thickness of the sprayed solution liquid column. Besides, size

distribution of the aerosol droplets is influenced by physical characteristics of that solution (surface

tension and viscosity) and by geometry of the vessel containing the solution. For sufficiently thin

liquid columns, damping factors of transversal and longitudinal waves differ only negligibly, that is

why so obtained standing waves are spherical [1–3].

On the basis of 3D model of the capillary standing waves formed on the meniscus surface

and analysis of harmonic function of generated disturbance the rate potential is given in the

form [1–3,65–70]:

r
@w

@t
þ rgj�

s

r

@2j

@x2
þ
@2j

@z2

� �
¼ 0 (20:5)

where w is the rate potential of the capillary standing waves, s the solution surface tension, g the

force of inertia acting on the liquid in contact with ultrasound oscillator, j the amplitude of formed

standing wave, x and z the coordinates equivalent to the given amplitude, and t the time, the final

solution is obtained:

d ¼
ps

r f 2

� �1=3

(20:6)

where d is the mean diameter of the formed aerosol droplet and r is the solution density.

In the case of the ellipsoidal form, standing wave can be represented in the form of the Laplace

equation, expressed in polar coordinates [1–3,65–70]:

r
@2w

@t2
r¼R
�

s

R2
2
@w

@r
þ
@

@r

1

sin u

@ sin u @w=@uð Þ

@u
þ

1

sin2 u

@2w

@12

� �� �
¼ 0 (20:7)
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where r is the radius of the aerosol droplet and 1 and u are the angles corresponding to equation

transformed in polar coordinates. Solution of the given equation gives the set of radius dimensions

equivalent to the given wave-damping factor:

d ¼
1

p

2sp

r f 2

� �1=3

½l(l� 1)(lþ 2)�1=3 (20:8)

where l is the integer, taking the values l � 2.

In contrast, the disturbance caused by the ultrasound oscillator induces characteristic oscil-

lations within the given liquid column, corresponding to its geometry and its physical charac-

teristics. Expression defining a number of possible values of the liquid column oscillation

frequencies is obtained as a solution of the corresponding rate potential function for the standing

wave formed on the meniscus surface, in the form [1–2]:

f ¼
c

2

m2

a2
þ

n2

b2
þ

p2

h2

� �1=2

(20:9)

where a, b, and h are dimensions of the liquid column and m, n, and p are integers, taking the values

of degenerated wave function.

Distribution spectrum for the secondary particles at the thickness of the liquid column

equal to h (h� a, b and a � b), connecting both degeneration factors: factor of force frequency

degeneration caused by wave-damping factor and factor of characteristic frequency degene-

ration caused by change of the liquid column thickness, can be expressed in the following

form [1–2]:

dn ¼
ps

rp2c2=4h2

� �
2l l� 1ð Þ lþ 2ð Þð Þ

p

1=3� �
(20:10)

Based on the obtained discrete values of the aerosol droplets size in size distribution spectrum,

mean powder particle size can be calculated from the following equation [1–3]:

dp ¼ dn

cprMp

rpMpr

 !1=3

(20:11)

where dp is the powder particle diameter, rp the powder density, Mp the powder molecular mass,

cpr the precursor concentration (solution used for spraying when forming powder particles), and

Mpr the precursor molecular mass.

B. DESIGNING OF POWDER PARTICLE SUBSTRUCTURE

After separation of the aerosol droplet from the meniscus surface, the droplet remains excited by

the excitation transferred on it in the moment of its separation from the meniscus surface (its

“birth”). Therefore, the droplet behaves as induced mechanical oscillator, whose characteristic

frequency is determined by droplet geometry and frequency of excitation.

Diameter of nanoelements or nanodroplets and nanoparticles that constitute substructure

of the given aerosol, that is, the secondary particle obtained by its solidification, can be

determined by the wave equation of the centrally symmetric standing wave formed as the
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consequence of excitation of the ultrasound generator transferred onto the droplet, as it follows

[1,4,68,69]:

@2w

@t2
¼ c2 1

r2

@

@r
r2 @w

@r

� �
(20:12)

where c is the disturbance propagation rate and r is the radius of the aerosol droplet.

Solution of the given equation can be written in the following form [1,4]:

tan(kr) ¼ kr (20:13)

where k is wave number (k ¼ (2pf =c)); numerical solution of this equation gives the series of

terms [1,4]:

r ¼
Nc

f
(20:14)

where N is the value of numeric constant, varying for different solutions depending on substructural

morphology of obtained particles. Values of number constant are given by following order: 4.49,

7.6, 10.8, 14, 24.0, etc.

Finally, using expression (20.7), it is possible to calculate diameters of subparticles formed as

the consequence of such structural design.

C. COUPLING LEVEL AND PACKING FACTOR

Depending on coupling level, Equation (20.7) should be corrected for both structural and substruc-

tural design by the corresponding structure-packing factor, which is more influential if the system is

more diluted and solidification temperature (the temperature inside reaction chamber — furnace

temperature) is lower.

If the packing factor of the system (Fp) is defined as the volume ratio between the particle of

theoretical density and actual mean-sized particle, it follows [1,71]:

FP ¼
VT

VS

¼
dT

dS

� �3

(20:15)

where dT and dS are the values of theoretical and actual diameters of the mean-sized particle,

respectively. From the determined value of the packing factor, it is possible to determine the

number of subparticles (NP) in the volume of secondary powder particle, according to expression:

NP ¼
6FP

pd3
(20:16)

and a number of contacts per unit volume within the secondary particle, according to expression:

NC ¼
3FPZ

pd3
(20:17)

where Z is the coordination number, which depends on the packing density, taking the values from

6 (cubic packing with the lowest coupling) to 12 (tetrahedral packing with the highest level of

individual elements coupling). Packing density in randomly arranged spheres is most similar to

the packing factor, which corresponds to orthorhombic arrangement (packing density is 60–64%

of the theoretical density).
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IV. EXPERIMENTAL RESULTS: STRUCTURES AND SUBSTRUCTURES

IN DIFFERENT CERAMIC SYSTEMS

Experimental results obtained in designing structures, SiO2, TiO2, Ca10(PO4)6(OH)2, and PW8O26,

are shown to enable comparison with results based on corresponding calculations, according to the

already quoted theoretical model elaborated in Refs. [1–4,9,10,72].

The investigated systems include (i) solids; SiO2, TiO2, calciumhydroxyapatite and pho-

sphorous-doped bronzes; (ii) colloids: SiO2 sol and TiO2 sol, (NH4)2HPO4 and Ca(NO3)2; and

(iii) solution: (H3PW12O40
. 29H2O phosphorus-doped tungsten heteropolyacid) (Table 20.1 and

Figure 20.1–Figure 20.4). HNO3 and urea were used for pH adjustment and prolonging of the

precipitation process.

Morphology of the obtained particles in all cases, was spherical or near to the spherical form,

with average size from 363 nm (TiO2) to 1690 nm (SiO2) (Table 20.2). All Particles also show very

characteristic substructure. Some of them, for instance TiO2, were hollow spheres. Beside their

diameters, the thickness of the ring fill-up with material (whole of the spheres) was experimentally

determined. Its value was around 200 nm (Table 20.2).

Statistical treatment of the particle sizes and size distributions is performed using program

ORIGIN 6, while the measurement of particles diameters has been carried out based on previous

photographic magnification of �100, by which the error of measurement was decreased to

+10 nm. Obtained results for all systems are shown in Table 20.1.

Powder S is obtained from 5.8 M solution of SiO2 sol, powder B from 0.6 M solution of

WPA-29 (H3PW12O40 � 29H2O), powder A from 0.065 M solution of hydroxyapatite precursor,

and powder T from 1022 M colloidal solution of TiO2. It is obvious that obtained values for the

mean size of powder particles and their size distribution show a discrepancy, and the main

reason for this can be attributed to the differences in the concentration of initial precursors.

Size intervals of aerosol droplet diameters are concentrated mostly around the mean diameter

value, from both sides, inside narrow area of distribution (for the system S, between 1500 and

2500 nm; for system T, between 280 and 480 nm; for system A, between 410 and 710 nm; and

for system B, between 560 and 1220 nm).

Obviously, the precursor for TiO2 had an exceptionally low concentration and preferred surface

precipitation, while concentration of precursors for all other observed systems was much higher

than in the case of TiO2 and they preferred volume precipitation.

TABLE 20.1
Experimentally Determined Values of Particles Diameter, dp (10 nm), and

their participation I (%) for systems, SiO2–S, TiO2–T, Ca10(PO4)6(OH)2–

A, and PW8O26–B (10 nm)

S T A B

dpS IpS dpT IT dpA IA dpB IB

100 4 24 4 41 8 56 9

125 19 28 15 50 21 67 9

150 35 32 12 55 32 78 8

175 27 36 18 61 21 89 11

250 12 40 15 65 2 100 25

350 3 44 12 71 11 111 13

48 13 81 2 122 13

52 6 91 3 139 9

56 5 167 3
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For the substructure of observed systems, measured data of subparticle diameter are given in

Table 20.3.

From the presented data (Table 20.3), it can be seen that the particles of aerosol, which are of

micrometer–submicrometer dimensions, are built from more fine particles — subparticles, that

have sizes different from one system to the other. Diameters of the subparticles are conditioned

primarily by the concentration of the precursors and by their factor of reduction during process

of solidification, according to the Equation (20.11).

A. CALCULATIONS RELATED TO THE STRUCTURE AND SUBSTRUCTURE BASED ON

THEORETICAL MODEL

Based on theoretical model, the spectrum of droplet diameters were calculated, together with values

of compulsory frequencies of ultrasonic generator degenerated due to the damping factors associated

FIGURE 20.1 SEM micrograph of SiO2 particles.

FIGURE 20.2 SEM micrograph of TiO2 particles.
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with the thickness of liquid column. Also, calculation for the degree of appearance of discrete values

of an aerosol droplet diameters and particle sizes obtained during the process of solidification is

given by Equation 20.11 [1–4]. All these values are given in Table 20.4.

For the given values of particle diameters obtained by calculation, based on the structure model,

the results are the following: (i) majority of discrete values of particle diameters approximately

coincide (around 80% of all particles in all systems belong to the same interval) (ii) mean value

of the particles determined by calculation and mean value of particle diameter determined exper-

imentally are in close agreement (Table 20.5).

Differences of particles sizes determined experimentally and calculated theoretically (from 0.2%

to 17.1%) show that the obtained values for particle diameters are close for all observed systems.

Moreover, the agreement between these values is quite good even for TiO2 particles, which precipi-

tate only on the surface, in this way the full ring is formed (caused by their very low precursor

FIGURE 20.3 SEM micrograph of carbonated calciumhydroxyapatite particles.

FIGURE 20.4 SEM micrograph of phosphor-doped tungsten bronze particles.
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concentration), while the central part remain empty. In Ref. [1], it was shown in detail how it is

possible to determine the thickness of the ring of the hallow particle and the way of packing of

colloid 2.5 nm TiO2 inside. With other observed systems (systems S, A, and B), similarity is

even better (the error is minimized approximately to 5%).

Besides the theoretical estimate of size of the diameter of powder particles, the corresponding

comparison with experimental values is presented in Table 20.6 and Figure 20.5–Figure 20.7.

Inaccuracies are larger than that in previous case. In agreement with the theoretical substructur-

ing model, one of the main reasons is related to the chosen measured droplet and/or particle diam-

eter values, because for each of them one order of discrete subparticle values can be found [1–4].

For estimation, for all members in the order, average droplet and particle diameter were chosen.

In any case, given data demonstrate adequate accordance with experimentally obtained values,

therefore the given model on the both levels of hierarchy can be used for the purpose of evaluating

distribution spectrum of diameters of particles and subparticles of aerosol.

It confirms that in this type of process a discrete spectrum of powder distribution is always

obtained. At the same time, it refers to the influence of a given physical field (physical field of

synthesis) of the process of designing its structure and substructure.

V. GENERAL APPROACH TO THE DESIGNING OF STRUCTURES

AND SUBSTRUCTURES IN THE PRESENCE OF OTHER

PERIODICAL PHYSICAL FIELDS

In general, considering the physical fields to which a material is exposed during its synthesis, a

strategy similar to that employed for designing materials is possible for synthesis. Therefore,

the essential problem is to describe the process by a sufficiently exact model through essential

mathematical and physical formalisms.

The systems given in this chapter, are rather diverse and distant by characteristics; some other

systems have been investigated, and the results are available in Refs. [8–14,73–75]. In all cases,

very good correlation between experimentally obtained results and theoretically estimated values

for the diameter of particles and subparticles, as well as for their shares, has always existed.

The given structure can be observed profoundly, trying to find a “code”, which carries the

system in its structure, as the consequence of its genesis in the given physical field. Hence, it is

possible to consider structural design as one specific characteristic of the material. Given material

TABLE 20.2
Average Diameters of Aerosol Particles for the Systems,

SiO2–S, TiO2–T, Ca10(PO4)6(OH)2–A, and PW8O26–B

Systems S T A B

da(nm) 1690 363 572 999

TABLE 20.3
Average Values of Powder Subparticles Diameters for Systems,

SiO2–S, TiO2–T, Ca10(PO4)6(OH)2–A, and PW8O26–B

Systems S T A B

dsp (nm) 38 — 15 55
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can be designed in such way so that it can show not only multiplicity of its structure, but a variety

related to their specific characteristics as a “fingerprint” of physical field of its genesis. Importance

of the structure designed in this manner could be exceptional and unexpected, because “this way

modulated” structure behaves as the structure which remembers itself and creates possible con-

ditions for the specific self-organization — self-assembling of material in its environment. This

could be very significant for understanding behavior of structures in a real surroundings. The

living systems, which themselves are behaving as “the modulated” specific structures, which in

the long term, may produce significant impacts on surroundings (processes of bio-field

“demodulation”).

The importance of such research is in the fact that each structure appears always not as a unique,

but fully harmonized spectrum of structures. This in whole describes the complexity of the physical

fields in which these structures are generated.

TABLE 20.5
Experimental and Theoretical Average Particle Diameter for

Systems, SiO2–S, TiO2–T, Ca10(PO4)6(OH)2–A, and PW8O26–B

Systems S T A B

dpexp. (nm) 1690 363 572 999

dpteor. (nm) 1800 301 573 1066

Difference (%) 4.5 17.1 0.2 6.7

TABLE 20.4
Diameters of Aerosol Drops, dd (nm), Degenerated Forced Frequencies of Ultrasonic

Generator, fd (MHz), shares of aerosol droplet diameters drop and particles and particles

derived from them I (%) and diameters of powder particles, dp (nm), for powders, SiO2–S,

TiO2–T, Ca10(PO4)6(OH)2–A, and PW8O26–B

S fd 2.37 1.23 0.79

I 32 45 23

dd 3600 5570 7500

dp 1440 2230 3000

T fd 1.5 1.8 2.25 2.62 3.0 3.38 3.75

I 5.4 7.5 22 46 11 6 0.1

dd 1004 1118 1374 3278 3423 3577 4050

dp 119a 127a 159a 380a 422a 441a 469a

A fd 4.78 3.74 2.45 1.85 1.16 0.84

I 2 6 80 6 3 3

dd 2100 2700 3280 4300 5400 6700

dp 360 459 558 737 916 1144

B fd 2.28 1.26 0.81 0.65

I 52 30 10 8

dd 3460 5700 7690 9590

dp 853 1320 1780 2220
aTo determine values for the size of powder particles TiO2, the model of density packaging was applied, which is shown in

Ref [1].
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A. FULL DENSITY PARTICLE SYSTEMS AND HOLLOW SPHERES

The powder systems S, A, and B, in the shape of full spheres are obtained, and the dominant mech-

anism of precipitation of these powders was volume precipitation. It is conditioned by relatively

high concentration of given systems (expressed in percentage): with SiO2 — 30%, with PW8O26

— 20%, and with calciumhydroxysiapatite — 6.5%.

Only with TiO2 system (concentration of the precursors was 0.96%) it was not able to obtain

volume precipitation of the sample. To determine the moment of precipitation, and by that also

the instance in which consolidation of the systems appears in the given volume, it is necessary

to define concentration profile in the droplet, dependent on the drying conditions. A given

profile is determined by the simultaneous solution of differential equations, that describe diffusion

of the solution and evaporation of the dissolvent through diffusion in opposite direction, using the

numerical method of finite differences given by Lee [63]. However, it is not possible to confirm,

with certainty, that particles which are precipitated preferentially by volume precipitation are com-

pletely without cavities — voids (particularly in the case of the biggest particles). Generally, even

for the systems with strictly preferred volume precipitation in some bigger particles such cases

might be found.

This could be seen on some particles in the systems A and B. Some of the particles really

demonstrate that inside of them vacancies exist, and that in these systems, although they preferably

precipitate by volume, in some places, they do precipitate by surface.

TABLE 20.6
Experimental and Theoretical Average Subparticle Diameter for

Systems, SiO2–S, TiO2–T, Ca10(PO4)6(OH)2–A, and PW8O26–B

Systems S T A B

dspexp (nm) 30 — 15 55

dspteor. (nm) 38 5 13 51

Difference (%) 21 — 13 7.3

FIGURE 20.5 SEM micrograph of SiO2 subparticles.
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With the colloid system that creates SiO2 nanosols, mechanism of volume precipitation is

present, almost completely due to its high concentration and the tendency of dense colloid

systems to 3D linking inside complete volume of the sample.

B. DESIGNING POROSITY INSIDE OF PARTICLE SYSTEMS AND THIN FILMS

Synthesis via colloid crystallization allows the pore size to be controlled in the range of nanometers

to micrometers. Using the colloidal mixture of silica and polystyrene latex as a precursor, it is

possible to obtain spherical shaped porous silica particles, that can be used as a catalyst in chrom-

atography and as the material for controlling the release of drugs, as well as in microelectronics

FIGURE 20.6 SEM micrograph of carbonated calciumhydroxyapatite subparticles.

FIGURE 20.7 SEM micrograph of phosphor-doped tungsten bronze subparticles.
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and optoelectronics [76–82]. The obtained pores in silica depend on the size of latex particles.

Micrographs of thin films silica, calciumhydroxyapatite, and phosphor-doped tungsten bronzes

are shown in Figure 20.8–Figure 0.10.

It can be seen that the obtained films have very small roughness, especially the bronze film

obtained on the silica substrate. The higher roughness of the calciumhydroxyapatite film is

related to the more higher roughness of titanium substrate than that of silica substrate [83].

Obtained film of SiO2 and phosphor-doped tungsten bronze has very small roughness and this

method is very reliable for obtaining thin ceramic films on different kinds of substrates.

FIGURE 20.8 Micrograph of SiO2 thin film.

FIGURE 20.9 Micrograph of carbonated calciumhydoxyapatite thin film.
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VI. CONCLUSION

In this chapter, a summary of different techniques of spray pyrolysis with its advantages and dis-

advantages is presented. The process of spray pyrolysis with ultrasonic excitation is treated separ-

ately; for which, a theoretical model of structuring and substructuring of aerosol particles, SiO2,

TiO2, carbonate calciumhydroxyapatite, and phosphor-doped wolfram bronze is developed.

All experimental results are associated with the average size of powder particles and subparti-

cles and their distribution, and for all chosen systems; they show very good agreement with theor-

etically calculated values based on the model mentioned in this chapter. Numerous results

connected to the research on other systems (Al2O3, spinel, mullite, and cordierite) show similar

behavior.

From the given results, one may conclude that it is possible to consider physical fields as the

main decisive factors in formation of the system structures, which carries “print of the field” as

its completely defined code. This gives reference to the new possible strategies in the synthesis

of the materials through the projection of the physical fields in which these syntheses take place.

Also, it is possible from the specific structural information to elicit the other specific characteristics

of the system and to establish complexity relevant to the potential function inside the system.

These differences could influence the process of self-assembling of the material in the environ-

ment of these structures, which possibly opens some new very selected and unexpected applications

to the designing of materials in medicine.
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I. INTRODUCTION

The membrane separations represent a new unit operation whose principal advantage is the

low energy requirements. The membrane separation processes can be classified according to

the type of membrane used. There are three types of membranes, namely, porous (micro-

filtration, ultrafiltration, and nanofiltration), nonporous or tight (dialysis, pervaporation,

reverse osmosis, etc.), and liquid membranes (bulk, double emulsions, and supported).

The second criterion, usually used to class these type of separation processes is the driving

force of the separation: pressure gradient, concentration gradient, temperature gradient,

(Table 21.1).

It is obvious that due to the diversity of membrane type and driving forces applied in

each process, the mass transfer in membrane is governed by different mechanisms.

For example, in a macroporous membrane the mass transfer does not rely on the chemical

properties of the membrane, but on the contrary, in the case of tight membrane, the transfer

and the separations are essentially due to the molecular interaction between the membrane

and the solutes.

In this chapter, we will briefly present basic mass transfer mechanisms in polymer

membranes and the mechanisms dominating in some membrane separations. In the first part

of the chapter, we give a brief description of general transport mechanisms of solutes

(charged or not) through a porous media (charged or not). In the second part, we discuss in

detail some membranes processes and the transfer mechanisms, interesting from the theoretical

point of view.

II. MECHANISMS OF MEMBRANE TRANSPORT

The polymer membrane (charged or not) can be considered as a selective barrier separating two

solutions: feed and permeate.

The feed is introduced in the upstream side of the membrane and due to the membrane

morphology and selectivity, some species of the feed selectively permeate through the polymer

matrix and form the permeate stream (Qp), and a part which does not pass through the membrane

form the concentrate (Q0). The concentrate contains the molecules or particles retained by the

membrane. The flow fraction which crosses the membrane is the conversion rate Y defined by

TABLE 21.1
Membrane Separation Processes

Process Type of membrane Driving force

Reverse osmosis Nonporous (tight) Pressure gradient

Thermoosmosis Nonporous (tight) Temperature gradient

Vapor permeation Nonporous (tight) Vapor pressure

Pervaporation Nonporous (tight) Vapor pressure

Gas permeation Nonporous (tight) Pressure gradient

Dialysis Nonporous (tight) Concentration gradient

Electrodialysis Nonporous (tight) Gradient of electric potential

Liquid membranes Liquid in a polymer matrix Concentration gradient

Nanofiltration Porous Pressure gradient and

solute–membrane interactions

Ultrafiltration Porous Pressure gradient

Microfiltration Porous Pressure gradient
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Y ¼ (Qp=Q0). The tangential flow allows the accumulation and limitation of various species (par-

ticles, molecules, and ions) on the membrane.

In this part, we present the basic mechanisms which occur through the polymer film (mem-

brane) caused by different driving forces.

A. DIFFUSION

The diffusional type of transfer consists in assuming that the solutes and the solvent are dissolved in

the membrane and pass by diffusion due to the gradient of their chemical potential. This is the

well-known “solution-diffusion” model developed by Lonsdale et al. [1] under three important

presumptions: (i) the diffusion coefficient of the solute in the membrane is not dependent on its

concentration; (ii) the solvent concentration in the membrane is constant; and (iii) the membrane

properties are independent from the operating conditions. In this case, the flux of each species

can be expressed as:

Ji ¼ �
�Di

�Ci

RT

@mi

@ �Ci

grad �Ci þ ui grad P

� �
(21:1)

For water (solvent) when the concentration gradient is low, this expression becomes:

Jw ¼ �
�Dw

�Cwuw

RTL
DP� Dp0ð Þ (21:2)

with

A ¼ �( �Dw
�Cwuw=RTL)� solvent permeability: (21:3)

For very selective membranes ui grad P� (@mi=@ �Ci) grad �Ci and the expression (21.1) for the

solute flux density gives:

Js ¼ �
�Ds

L
D �Cs ¼ �

�Ds

L
fDCs (21:4)

with

B ¼ �
�Dsf

L
� solute permeability (21:5)

and

DCs ¼ Cm � Cp � concentration gradient (21:6)

According to Equation (21.2), the flux increases as the pressure increases, while, according to

Equation (21.4), the solute flux is independent of the pressure gradient. In fact, the solute flux

increases somewhat with pressure increasing – this can be explained by some small leaks in the

membrane.

This model, proposed by Lonsdale et al. [1], is only applied for the simple solutions (molecular

solutes) and the noncharged membranes because it does not make it possible to take into account

the coupling solute–membrane effects.
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B. OSMOSIS

Osmosis is the term used for solvent diffusion through membrane. When the solvent diffusion is

accompanied by the solute diffusion, the transfer is called dialysis. This phenomenon is observed

when two solutions, concentrated and diluted, are separated by a membrane. In this system a

diffusion of solvent from the diluted side to the concentrated side of the membrane appears due

to a hydrostatic pressure existing between the two sides, called osmotic pressure.

The osmotic pressure for ideal solutions (or very diluted solutions) is related to the concen-

tration of solute in the feed by the Van’t Hoff law [2]:

p 0 ¼ niCRT (21:7)

The osmosis described by this equation is called normal osmosis and it is observed in dilute sol-

utions and inert (noncharged) membranes. The osmosis of electrolytes solutions through charged

ionic membranes is called anomalous osmosis because in this case the solute diffusion enhances

(positive anomalous osmosis) or decreases (negative anomalous osmosis) the solvent transfer.

The solvent transfer through a membrane under an electric current across the system is called

electro-osmosis [3].

When a hydrostatic pressure, more important that the osmotic pressure, is applied to the con-

centrated side of the membrane, a diffusion of the solvent from the concentrated solution to the

diluted solution is observed: this mass transfer phenomenon is called reverse osmosis [4].

C. HYDRODYNAMIC FLOW

When the membranes are macroporous and the fluid flow is laminar, a simple hydrodynamic theory

can be applied to describe the transfer across the membrane. Three models are usually used in this

case. The first is the Darcy’s law developed for the flux through porous media [5]:

V

St
¼

K 0DP

mL
(21:8)

In this expression the flux is proportional to the pressure gradient across the porous medium. The

coefficient K0 is named “permeability” and it depends on the properties of the medium. The

viscosity m reflects the frictions between the fluid and the porous medium: the drag force of

solid and the viscous resistance.

The second hydrodynamic model is the Hagen–Poiseuille model. It is used to macroporous

membranes with cylindrical straight pores of same diameter:

Jv

S
¼

V

St
¼

n0pr 4DP

8mL
¼

10r2DP

8mL
(21:9)

If the pore section is not circular, the Kozeny–Carman equation [6] can be used by introducing the

hydraulic radius of pore:

Jv

S
¼

V

St
¼

13DP

t(1� 1)2S02mL
(21:10)

where t is the coefficient characterizing the pore.

The Kozeny–Carman model can be used for membrane considered as a compacted noncharged

packed bed, the permeate flow through the filtration medium can be assumed laminar when the

mean free path of fluid molecules is very small compared to the pore diameter.
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D. DONNAN EFFECT

This phenomenon is observed in charged membranes. The fixed charges of the membrane absorb

the solute counterions (counterions possess the opposite charge that the charged sites of the mem-

brane) and reject the coions (coions have the same charge that the charged sites of the membrane)

[7] (Figure 21.1).

Due to the existence of many charged species and fixed charges in the polymer, an electrical

potential difference between the solution and the charged membrane appears. This electrical poten-

tial difference between the membrane and the solution is named Donnan potential (FD) and it is

introduced by:

�ai

ai

¼
�gi

�Ci

giCi

¼ exp �
Zi=

RT
FD

� �
(21:11)

under following assumptions: (i) the membrane charge is homogeneous; (ii) the membrane surface

is not rough; and (iii) the membrane-swelling phenomenon is not taken into account.

The Donnan potential can be calculated from the condition of electro-neutrality of the system:

Zm
�Cm þ

X

i

Zi
�Ci ¼ Zm

�Cm þ
X

i

ZiCi

gi

�gi

exp �
Zi=

RT
FD

� �
(21:12)

This potential has a positive value for a cationic membrane and a negative value for an anionic

membrane. The co-ions will be excluded by the membrane and the counterions will be absorbed

in the membrane.

E. SORET EFFECT

The diffusion of solutes through a porous polymer membrane under the temperature gradient is

named thermal diffusion or Soret effect. Few studies deal with this phenomenon. Its importance

in the transfer through membranes is often neglected compared to the other coupled mechanisms

of transfer.

The influence of this mechanism can be enough significant in the Knudsen regime [8], when the

pressure potential is very low and the flux through the pore is due to the molecular diffusion. In this
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FIGURE 21.1 Charged cationic membrane.

Transfer Phenomena Through Polymer Membranes 541



case, it is important to take into account the variation of the diffusion coefficients in function of the

temperature. The effusion can be calculated using the modified Knudsen equation for very thin

membrane (L! 0).

Jm ¼
S00

2pRMð Þ
0:5

Pa

T 0:5
a

�
Pb

T 0:5
b

� �
(21:13)

III. MASS TRANSFER MODELING OF MEMBRANE PROCESS

The principal operating parameters influencing the transfer in a membrane separation processes are

the hydrodynamic [9], pressure [10,11], solutes nature [12], pH [12], and of course, the nature,

morphology, and thickness of the membrane. Usually, during the concentration increase of the

compound interacting most strongly with polymer; the membrane swells, thus the diffusion coeffi-

cient increases [13]. Therefore the compounds’ flow increases while the selectivity decreases [12].

The hydrodynamic conditions seem to have the greatest influence on the thickness of boundary

layer (polarization of concentration and temperature) [14–16], usually existing at the solution–

membrane interface.

When a selective transfer occurs through a membrane, there is an accumulation of the less

transferred compound and an exhaustion of the more-transferred one in the boundary layer adjacent

to the membrane. This phenomenon is known as “polarization of concentration.” It can be also

amplified by the composition of the feed and the selectivity of the membrane.

A schematic representation of the concentration profiles of the two involved species (1 and 2) is

given on the Figure 21.2.

The “temperature polarization” principally occurs in pervaporation process. On the down-

stream (permeate) surface of the membrane, the permeate vaporization causes a cooling, which

induces a difference in temperature on both sides of the membrane (Figure 21.3).

The temperature diminution in the membrane is much lower than that in the boundary layer

[17]. This is due to the fact that a resistance to the heat transfer occurs in the boundary layer

and the mass flow through the membrane is strongly dependent on the temperature.
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Diffusion of 1

Convectif flow

FIGURE 21.2 Concentration profile for the pervaporation on process (1: mainly sorbed compound, 2: fewer

sorbed compound).
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For the practical evaluation of the membrane selectivity, a qualitative experimental parameter

called the rejection rate, Robs, can be used. This rate permits to have an idea of the selectivity of

polymer according to easily measurable parameters: the permeate and the feed concentrations.

Robs ¼
c0 � cp

c0

¼ 1�
cp

c0

(21:14)

A. REVERSE OSMOSIS

1. Principle and Applications

Reverse osmosis is the transfer of solvent (water) through a semi-permeable membrane under the

effect of a pressure gradient. As a flux is limited by the mass transfer in the membrane, the pressure

gradient applied can be important. It is thus frequent to work with pressures of about 70 or 100 bar.

The reverse osmosis process is usually used to obtain pure water from sea water, brackish water, or

waste water.

2. Mass Transfer Modeling

Various models and mechanisms for the solvent and the solute transports through tight osmosis

membrane have been developed [18–20]. The solution-diffusion model can be employed to calcu-

late the pure water flux (Equation 21.2), jw, and the solute flux (Equation 21.4), js [21].

The solvent flux depends on the hydraulic pressure applied across the membrane and on the

difference in the osmotic pressure across the membrane [22]. Whereas the solute flux depends

on the concentration gradient of the species (Equation 21.4).

From Equations (21.2), (21.4), and (21.14), it can be shown that Robs is a function of pressure

and concentration. An increase in pressure will increase solvent flux; consequently, with the solute

rejection Robs will increase.

Because of concentration polarization in the feed (upstream), the solute concentration at the

membrane interface, cm, will be higher than that in the bulk of the high-pressure side solution,

cB. The equation used for calculating cm was derived from a consideration of the convective and

Temperature

boundary

DT

layer

liquid feed membrane permeate
(downstream)
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z

e

J
Tb

Tm Tp

FIGURE 21.3 Profile of temperature in stationary regime by pervaporation.
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diffusive mass transfer of the solute towards the membrane:

f ¼
cm � cp

cB � cp

¼ exp
v0

k

� �
(21:15)

where the mass transfer coefficient, k, can be calculated from empirical equations [23]:

Sh ¼
1:09

1
Re0:333Sc0:333 for a hollow-fiber bundle (21:16)

Sh ¼ 0:04Re0:75Sc0:333 for a spiral-wound membrane (21:17)

The permeation velocity, v0, and the permeate concentration, cp, can be calculated as follows:

v0 ¼
jw þ js

rp

(21:18)

cp ¼
js

v0
(21:19)

and QP, QB, and cB, can be calculated from the balance equations:

Qp ¼ v0S (21:20)

QB ¼ Q0 � Qp (21:21)

cB ¼
Q0c0 � Qpcp

QB

(21:22)

Another factor that must be considered in solving Equation (21.2) and Equation (21.4) is the

pressure drop on the permeate-side of the membrane, Pp, and on the feed-side, PB.

For a spiral-wound membrane, each of the permeate- and feed-side flows can be considered as a

flow between two parallel plates with a length L0, a width W, and a spacing l. The pressure drop on

the feed-side can then be calculated as follows:

DPB ¼
12QBxm

W‘3
(21:23)

For the hollow-fiber membranes, the flow on the feed-side is across a densely packed bed of fibers.

The pressure drop in this membrane side can be calculated using Ergun’s equation [24]:

DPB ¼ 150
1� 1ð Þ

2

13
m

us

d 2
p

þ 1:75
1� 1ð Þ

13
r

u2
s

dp

" #
Ro � Rið Þ (21:24)

where dp is a specific diameter taken as 1.5 of the fiber diameter.

The permeate-side pressure drop can be calculated using the Hagen–Poiseuille’s equation

[24,25]:

DPp ¼
16m

r4
i

rov0x 2 (21:25)

So, Equation (21.16) and Equation (21.17) can be used to calculate the mass transfer coefficient, k.

The concentration polarization factor is calculated from Equation (21.15). The pressure drops in the
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feed-side is calculated from Equation (21.23) and Equation (21.24). Then Equation (21.2) and

Equation (21.4) are used to calculate the water and salt fluxes. An example of results obtained

can be seen in Figure 21.4.

B. NANOFILTRATION

1. Principle and Applications

Nanofiltration is the most recent pressure driven membrane process. Many industrial applications

are concerned in terms of separation, purification, or concentration of molecules: drinking water

treatment, biotechnologies, food, textile, paper industries, effluent treatments, etc. Nanofiltration

has replaced reverse osmosis in several applications due to lower energy consumption and

higher permeate fluxes. Nanofiltration membranes are characterized by a porous structure with

pore diameter less than 2 nm and generally possess a fixed charges. The cut-off of organic nanofil-

tration membranes is generally comprised between 100 and 1000 Da (g mol21). The operating

pressures are generally comprised between 5 and 40 bar. The very high selectivity of the process

is based on the size and the charge of the solutes [26,27]. Nevertheless, the mass transfer mechan-

isms concern also the fluids phase’s hydrodynamic, chemical affinities, convection, diffusion, and

at last electric effects when the solutes employed are charged. The nanofiltration mechanisms are

consequently complex.

For uncharged solutes, the retention occurs by steric exclusion and consequently the solute

retention is relative to the pore size of the membranes [26,28]. Thus, experiments are carried out

with neutral solutes with different molecular weights (raffinose, maltose, galactose, glucose, etc.)

in order to determine the mean pore size of the membrane.

Concerning charged solutes, the retention depends on the size, nature, concentration of the

solutes [27], and the membrane properties. The nanofiltration membrane separation is generally

fixed by the Donnan exclusion [26,27]. In order to determine the influence of the electrolyte

nature on the retention, experiments are generally carried out with different salts, typically

Na2SO4, NaCl and CaCl2. When the membrane is negatively charged the retention sequence is

Robs(Na2SO4) . Robs(NaCl) . Robs(CaCl2), and when the membrane is positively charged the

retention sequence is Robs(CaCl2) . Robs(NaCl) . Robs(Na2SO4) [26,29–31]. Thus, the retention

of bivalent coions is the highest and is more important than the retention of the monovalent co-ions

caused by stronger electrostatic interactions. At last, the retention of bivalent counterions is the

lowest [32,33]. Moreover, the retention decreases with increasing concentration according to the

Donnan effect.

2515 20 30 35 40 45 50 55
pressure (bars)

45

40

35

30

25

20

15

10

5

P
er

m
ea

te
 fl

ow
 r

at
e,

 L
 h

−1

Experimental

with polarisation and pressure drops

No polarisation; no pressure drop

with polarisation. no pressure drop

FIGURE 21.4 Comparison of experimental permeate flow rate for the spiral-wound membrane with
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When the membrane pore size is relatively small, the retention is governed by steric effect and

the retention sequence is in the same order that of hydrated ions size, which is close to pore size

[26,28]. In addition to that, the retention sequence observed during nanofiltration experiment can

be in the same order that of hydration energy, that is, the ion with the highest hydration energy

is the most retained [34,35].

2. Mass Transfer Modeling

Concerning mass transfer modeling across nanofiltration membranes, the transport mechanisms

occurring are convection, diffusion, and electromigration (when the solutes are charged). Taking

into account the polarization concentration phenomenon, which can occur during the filtration oper-

ation (and thus the increase of the concentration at the membrane interface Cm), the solute real

retention (Rreal) can be calculated from the observed retention by:

Rreal ¼
Robs exp (Jv=k)

1� Robs½1� exp (Jv=k)�
(21:26)

wih

Rreal ¼ 1�
Cp

Cm

(21:27)

The mass transfer coefficient (k) is obtained experimentally or by different correlations depending

of the geometry of the filtration cell.

a. Diffusion Model

Assuming that the solute transport in the membrane is principally diffusive, the solute flux can be

obtained with analogy with the Fick’s equation by the relation [29]:

Js ¼ �D�
d �Cs

dx
(21:28)

where D� is an internal diffusion coefficient, which is specific to both solute and membrane.

Integration of Equation (21.28) on pore length L considering Js ¼ JvCp leads to:

Js ¼ D�
�Cs(x ¼ 0)� �Cs(x ¼ L)

L

� �
(21:29)

Introducing an equilibrium partition coefficient (f) for the solute between the membrane and the

solution, and assuming identical conditions between the inlet (x ¼ 0) and outlet (x ¼ L) of a

pore gives the expression:

f ¼
�Cs(x ¼ 0)

Cm

¼
�Cs(x ¼ L)

Cp

(21:30)

Finally, the real retention obtained is:

Rreal ¼ 1�
1

1þ Jvb
(21:31)

with

b ¼
L

D�f
(21:32)
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For uncharged solute, f ¼ fs and the coefficient fs corresponds to the steric retention of the solute.

When the solute is charged, f ¼ fs fE and the coefficient fE corresponds to retention due to elec-

trostatic repulsions between charged solutes and membrane charged groups [36]. Experimental and

calculated data for neutral and charged solutes are shown in Figure (21.5) and Figure (21.6) [29,30].

b. Irreversible Thermodynamics

The transport of solute in a membrane can also be described by irreversible thermodynamics

considering the membrane as a black box. The solute flux is given by the Spiegler–Kedem

equation [37]:

Js ¼ � �Ps

d �Cs

dx

� �
þ (1� s) Jv

�Cs (21:33)

where �Ps is the locale solute permeability and s the reflection coefficient.

The solute flux can be considered as the sum of diffusion and convection terms [38]. Integrating

Equation (21.33) with the boundary conditions C̄s ¼ Cm at x ¼ 0 and C̄s ¼ Cp at x ¼ L yield to the

real retention expression:

Rreal ¼
s 1� Fð Þ

1� s F
(21:34)

with

F ¼ exp �
1� s

Ps

Jv

� �
(21:35)

and

lim
Jv!1

F ¼ 0 (21:36)

Ps is the overall solute permeability and is defined by:

Ps ¼
�Ps

L
(21:37)

The reflection coefficient (s) thus corresponds to the limit value of the salt retention at infinitely

high water flux. Experimental and calculated data for neutral [29] and charged [30] solutes are

shown, respectively, in Figure 21.5 and Figure 21.6.

c. Extended Nernst–Planck Equation

The extended Nernst-Plank equation is applied for charged solutes and can be written as [31,39,40]:

Ji ¼ �Pi

d �Ci

dx
þ Zi

�Ci

=

RT

dc

dx

� �
þ Jv

�Ci 1� sið Þ (21:38)

Electroneutrality condition for charged components is given by:

X

i

Zi
�Ci ¼ 0 (21:39)
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Condition of zero electrical current through the membrane, if there is no external charge transport,

gives the expression: X

i

ZiJi ¼ 0 (21:40)

Linearizing Equation (21.38) and considering that Ci ¼ Cm,i (for x ¼ 0) [39,40] leads to:

Ji ¼ �Bi D �Ci þ ZiCm,i

=

RT
Dc

� �
þ JvCm,i 1� sið Þ (21:41)
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with

Bi ¼
Pi

L
(21:42)

The concentration difference across the membrane is given by:

D �Ci ¼ Cp,i � Cm,i (21:43)

Finally, the real retention expression obtained for a binary system (i ¼ 1, 2) is:

Rreal ¼
JvR1,1

Jv þ F1

(21:44)

with

R1,1 ¼
s1B2Z2 � s2B1Z1

B2Z2 � B1Z1

(21:45)

and

F1 ¼
B1B2(Z2 � Z1)

B2Z2 � B1Z1

(21:46)

Experimental and calculated data for charged solutes are shown in Figure 21.6 [30].

C. DONNAN DIALYSIS

1. Principle and Applications

Donnan dialysis is an economical, simple technological, and energy-saving process; it is not

applied mainly in industry because of its slow kinetic [41–45]. This process is applied to problems

such as enrichment of trace levels of ions, metal separation, water softening [46–50], and in

biomedical applications. In this last case, the most known application is haemodialysis (artificial

kidneys) [51,52].

This process consists in exchanging counterions of solutions separated by a membrane. Thus

the Donnan dialysis is presented as an ion counter-transport whose driving ion is that of which

the concentrations difference between compartments is highest. The dialysis phenomenon is

characterized by the solute (charged or uncharged) and the type of membrane used [charged

(ion-exchange) or neutral].

When the dialysis phenomenon occurs in a neutral membrane, the membrane acts as a selective

barrier [53]: it is the steric exclusion. In the case of charged membrane (ion-exchange membrane,

IEM), the membrane selectivity is due to the fixed ionic groups. Three types of IEM can be distin-

guished [54]: cation-exchange membrane (acidic fixed ionic groups); anion-exchange membrane

(basic fixed ionic groups); amphoteric membrane (uniform distribution within the membrane of

fixed acidic groups intermingled with the fixed basic groups).

For IEM separating two electrolytes solutions, the electrical potential results in ions transfer

through the membrane till electrolytes reach their equilibrium in the both side of the membrane.

2. Mass Transfer Modeling

The Donnan dialysis is based on Donnan equilibrium. This ionic transfer is generally described by

Nernst–Planck’s equation [49,55–57]:

Ji ¼ �
�Di

�Ci

RT

RT

�Ci

d �Ci

dx
þ ui

dP

dx
þ =Zi

dE

dx

� �
þ �Ciuc (21:47)
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The mass transfer modeling through an IEM also implies to know the properties of this membrane,

namely, its electrochemical properties and its equilibrium state. Dialysis of model systems contain-

ing two salts (NaNO3 and NaCl) is used to describe this process, although, mostly components can

be encountered in real solutions to be treated.

a. Membrane Equilibrium

Ion-exchange equilibrium is characterized by the ion-exchange isotherm and some quantities such

as the separation factor and the selectivity coefficient.

Ion-exchange isotherm: This isotherm shows the ionic composition of the ion-change mem-

brane as a function of the experimental conditions (concentration, temperature, membrane, etc.).

According to the Donnan equilibrium [58], ions of the same sign as the fixed ionic groups ( �C4)

are excluded from the membrane. At equilibrium, the water distribution between the aqueous

solution and the IEM is:

Pu3 ¼ �RT ln
�a3

a3

(21:48)

Moreover, the Donnan potential can then be written for a given ion as follows:

EZi= þPui ¼ RT ln
�ai

ai

(21:49)

The water ( �C3) and the counterions ( �Ci) concentration in the membrane can be expressed as

follows:

�C3 ¼
C3g3

�g3

exp
�Pu3

RT

� �
(21:50)

�Ci ¼
Cigi

�gi

exp
�(Pui þ EZi=)

RT

� �
(21:51)

At equilibrium, water concentration in ion-exchange membranes ( �C3) and swelling pressure (P )

are constant [59].

Separation factor and selectivity coefficient: The selectivity of the IEM for one counterion is

often expressed by the separation factor K2
1 or by the selectivity coefficient a 2

1 .

K2
1 ¼

�y2y1

�y1y2

(21:52)

a 2
1 ¼

�yjZ2j

2 yjZ1j

1

�yjZ1j

1 yjZ2j

2

(21:53)

In the case of nitrate and chloride ions (species 1 and 2), Z1 ¼ Z2 ¼ 21, thus K 2
1 ¼ a 2

1. The

Equation (21.53) becomes:

�y1 ¼
a 2

1y1

1þ a 2
1 � 1

� �
y1

(21:54)

The selectivity coefficient can be obtained by fitting the experimental data with Equation (21.54)

(Figure 21.7).
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b. Electrical Conductivity

The electrical conductivity of an IEM is essentially due to the concentrations and motilities of fixed

charges of the membrane. The electrical conductivity due to the counterion mobility [60] is directly

connected with the diffusion coefficient [61]. During the IEM electrical conductivity experiments,

the gradient of concentration and pressure are negligible [7], the Nernst–Planck’s equation for two

counterions (1 and 2) can be written as:

J1,2 ¼ �
Z1,2

�D1,2
�C1,2l=

RT

dE

dx
(21:55)

Under the conditions of electroneutrality (Equation 21.39) and no current (Equation 21.40), the

electrical conductivity l is:

l ¼
=2 �C4

RT
�y1

�D1 � �D2

� �
þ �D2

� �
(21:56)

The Equation (21.56) leads to a linear variation of the membrane electrical conductivity as a

function of the equivalent ionic fraction of the nitrate ion in the membrane (Figure 21.8) [62].

c. Flux of Counterions

Ion-exchange membranes, while acting as a barrier for co-ion, are permeable for counterions. Thus

an exchange (counter transport) of counterions between the solutions “a” and “b” is observed

(Figure 21.9).

In this case, Nernst–Planck’s equations for the two counterions can be written as follows:

J1 ¼ � �D1

d �C1

dx
þ
= �C1Z1

RT

dE

dx

� �
(21:57)

J2 ¼ � �D2

d �C2

dx
þ
= �C2Z2

RT

dE

dx

� �
(21:58)
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FIGURE 21.7 Nitrate equivalent ionic fraction in the membrane versus nitrate equivalent ionic fraction in

the solution (ACS Tokuyama Soda membrane, electrolyte temperature 258C). (From Nwal Amang, D.,

Alexandrova, S., and Schaetzel, P., Desalination, 159, 237–271, 2003. With permission.)
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Considering the case of monovalent counterions, the following assumptions are made [63]:

. Permselectivity of the membrane (exclusion of the co-ion Naþ);

. Electroneutrality in the membrane;

. Diffusion coefficients of counterions 1 and 2 in the solution are close [64];

. The equivalent ionic fraction of counterion 1 in the strip side of the membrane is close to

zero (y1,b � 0).

Under the assumptions, the Equation (21.57) and Equation (21.58) become:

J1 ¼ km
�C4 ln

1þ �y1,a( �b� 1)

1þ �y1,b( �b� 1)

" #
(21:59)

with

�y1,a ¼
a 2

1 �y1m,a

(a 2
1 � 1)�y1m,a þ 1

[7] (21:60)

and

km ¼
�D1

L( �b� 1)
(21:61)

In batch dialysis the exhaustion equation of the counterion 1 can be written as:

dy1,a

dt
¼

J1S

VC5,a

(21:62)

Thus, the mass transfer coefficient can be calculated with parameter setting of the curves represent-

ing the equivalent ionic fraction of the counterion 1 in the feed according to time (Equation 21.63).

t ¼ �
VC5,a

S

1

kl,aC5,a

þ
1

a 2
1 1� �b
� �

km
�C4

 !
ln y1,a þ

a 2
1

�b� 1

a 2
1 1� �b
� �

km
�C4

y1,a � 1
� �

" #
(21:63)

The shape of the curve obtained using Equation (21.63) is represented in Figure 21.10 [65].

D. ELECTRODIALYSIS

1. Principles and Applications

Although, electrodialysis was started as a modification of dialysis [54], the two phenomena are

quite different. The driving force is an electrical potential due to an external electrical field

[66–68]. Whereas in dialysis, the concentration gradient may diminish gradually as a result of

the mass transport, in electrodialysis, the external electrical potential can easily be maintained

until the desired degree of separation is achieved.

This process is widely used for the production of drinking and process water from rivers and sea

water, and the treatment of industrial effluents which contain heavy metals [66].

In a typical electrodialysis cell, a series of anion- and cation-exchange membranes are arranged

in an alternating pattern between an anode and a cathode to form individual cells. When an elec-

trical potential is applied between the two electrodes, the positively charge cations move to the

cathode, passing through the negatively charged cation-exchange membrane. On the other hand,

the anions move to the anode, passing through the anion-exchange membrane and retained by

Transfer Phenomena Through Polymer Membranes 553



the cation-exchange membrane. At the end, ion concentration increases in alternate compartments

with a simultaneous decrease of ions in other compartments [66].

2. Mass Transfer Modeling

The molar flux through the differential element of dilute solution compartment in a membrane cell

pair in terms of mass balance and current density can be written as follows:

Jm ¼ �Qm

dC

dAm

¼ h
i

=
¼

h

=

d I

dAm

(21:64)

With the assumption that h, Jm, and Qm ¼ Q=N 0 are constant in the cell compartment, we get:

d I

dAm

¼
I

Am

Thus

Va

dCa

dt
¼ �h

N 0I

=
(21:65)

With

h ¼ jQa, I ¼
E

N 0R
and R ¼

p

C
þ q

By substituting h and I, the Equation (21.65) leads to:

�
=Va

EjQa

p

C
þ q

	 

dC ¼ dt (21:66)

Integrating this equation leads to the following expression:

=Va

EQa
y ln

C0

C
þ n C0 � Cð Þ

����
���� ¼ t (21:67)

NaCl = 0.2 mol/l
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FIGURE 21.10 Experimental data fitting with Equation (21.63) for the calculation of the film mass transfer

coefficient in the feed (From Nwal Amang, D., Ph.D. Thesis, University of Caen, France, 2000).
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The shape of the curve (Figure 21.11) describing electrodialysis is given by Equation (21.67).

E. PERVAPORATION

1. Principles and Applications

Except membrane distillation, the pervaporation (term firstly used in 1958 by Binning et al. [69,70])

process is the only one with phase change: the permeated product is removed from liquid to vapor

state.

Feed components permeate through the membrane and evaporate as a result of the partial

pressure on the permeate-side being lower than saturation vapor pressure. This driving force is

generally controlled by applying a vacuum in the downstream (permeate) side of the membrane

(Figure 21.12). As an alternative, an inert carrier gas such as water vapor or air can probably be

used to lower the partial pressure of the permeated components.

Pervaporation is an expensive process owing to the phase change, which is inextricably linked

with the species transport across the membrane. However, because of its high selectivity, perva-

poration is interesting when conventional separation processes (e.g., distillation) either fail or

result in high specific energy consumption and high investment costs.

Some classical examples of application are the separation of azeotropique mixture [71], the iso-

meric mixture separation, the dehydration of organic mixtures, and fruit juice concentration,

alcohol extraction from wines and beers, aroma extraction [72], etc.
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FIGURE 21.11 Fitness of model on concentration (ppm Naþ) versus time (min) (From Demircioglu, M.,

Kabay, N., Ersö, E., Kurucaovali, I., Safak, Ç., and Gizli, N., Desalination, 136, 317–323, 2001).

L R

PVC

P

Symbols :

L : liquid feed mixture

C : condensor (cold trap)

R : retentate

P : permeate

PV : vacuum pump

FIGURE 21.12 Usual pervaporation setup.
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2. Mass Transfer Modeling

The commonly used mass transfer in pervaporation is the solution-diffusion model — a transfer

occurs in three steps (Figure 21.13).

1. Sorption of the solvent molecules in polymer at the liquid–membrane interface. The

membrane swells and behaves like a thin selective solvent layer. This step is generally

fast. The sorption selectivity is mainly responsible of the efficiency of the membrane.

2. Molecular diffusion through the membrane due to chemical potential gradient. This step is

generally the limiting one of the transfer.

3. Desorption on downstream-side of the membrane described by the traditional models of

sorption. The downstream pressure is very low and this step is fast. As the pressure

decreases abruptly in the membrane to become equal to that of the downstream face,

the pressure gradient through the film can be neglected. Usually, the transport can be con-

sidered as an isobar and an isotherm.

According to the pervaporation implementation, various parameters can influence the desorption

of the solutes having pervaporated through the membrane: the downstream pressure [73,74], the

distance between the membrane and the cold trap [75], and the inert carrier gas flow rate [76].

The expression of molar flow is:

Ji ¼ �Di

dCi

dx
�

DiCi

gi

dgi

dx
(21:68)

The first term corresponds to the Fick’s first law, and the second describes the deviation from ideal

behavior during transport.

The concentration polarization is a phenomenon, which influences the pervaporation efficiency.

The boundary-layer resistance to the solute transport was reported by Psaume et al. [9] for the

recovery of trichloroethylene in aqueous solutions. They showed that under certain operating con-

ditions, transport through the membrane was determined by the hydrodynamic conditions in the

feed-side, and thus the resistance of the membrane becomes relatively negligible. Colman et al.

[77] showed that resistance to the transfer of the boundary layer is a limiting factor of the

dehydration of isopropanol by pervaporation. Various others studies [16,78,79] highlighted the

importance of the hydrodynamics on resistance to the solute mass transport in pervaporation.

1-Sorption

Upstream interface
liquid phase
“a”

Downstream interface
gaseous phase
“b”

Membrane
solid phase

2-Diffusion 3-Desorption

FIGURE 21.13 Mass transfer of two species in pervaporation process.
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For a pervaporation cell used, the hydrodynamics can be controlled by respecting the pro-

portions of a perfectly stirred reactor. The diameter of the cell with baffled double-envelope is

of 0.07 m. The membrane is installed at the bottom of the cell. This assembly also allows the temp-

erature control of the membrane. Thus, it is possible to suppose that the experiments are carried out

without polarization of temperature.

In this case, to describe the influence of the hydrodynamics in the cell and of the operating con-

ditions on the mass transfer through the membrane, the following correlation can be used [80]:

Sh ¼ 0:003Re1:25Sc1=3 (21:69)

At the downstream interface, as the molecular diffusion is significant in a gaseous medium

with very low pressure (� a few mbar), the polarization of concentration is negligible

(Figure 21.14) [80].

Generally, it is allowed that pervaporate transport is isothermal, but there is however a thermal

effect due to evaporation on the permeate-side. The temperature is one of parameters influencing

the transfer: acceleration of the diffusion in the film boundary layer and the membrane, modifi-

cation of sorption on the membrane (generally, lowering), and improvement of desorption in the

downstream interface.

The mass flow through the membrane is strongly dependent on the temperature. Thus, for a pure

compound, flow can be described with Arrhenius-type law taking into account the temperature

polarization:

j ¼ jref exp
�Ea

R

1

Tm

�
1

Tref

� �� �
(21:70)

The mass flow of species i is connected to the heat flux density Qproc, which is a function of the heat

transfer coefficient in film and of stirring rate N in the reactor (Figure 21.15).

To describe the influence of the hydrodynamics of the pervaporation cell and the operating con-

ditions on the heat transfer through the membrane in a standard reactor, the following correlation

can be used [80]:

Nu ¼ 0:003Re1:25Pr1=3 (21:71)
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FIGURE 21.14 Ethanol and water flows according to the stirring rate [water–ethanol feed (19.5% mass of

water) at 608C, membrane PVA-PAA (90-10) of thickness of 25.2 mm], membrane temperature controlled

at 608C (Rollet, V., Transfert de matière en pervaporation, application à la déshydratation de mélanges

complexes, Ph.D. Thesis, University of Technology of Compiègne, France, 2000.).
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3. Simultaneous Temperature and Concentration Polarizations

The mass transfer through the membrane, during pervaporation with simultaneous polarizations of

temperature and concentration, can be described using this system of three Equation (21.72)–

Equation (21.74).

j ¼ j0 exp
�Ea

R

1

Tm

�
1

Tref

� �� �
¼

hf

DHvap

Tb � Tmð Þ (21:72)

j1 ¼ rbkf x01b � x01m

� �
(21:73)

j1 ¼ Kmx01m exp
�Ea

R

1

Tm

�
1

Tref

� �� �
(21:74)

In the case of water–ethanol mixture at 19.5% in mass of water at 608C, membrane PVA-PAA

(90-10) of thickness of 25.2 mm, the various coefficients obtained are [80]:

Ea ¼ 45:8� 106 J mol�1 Tref ¼ 333:15 K hf ¼ 0:596 Re0:93 W m�2 K�1

DHvap ¼ 2356� 103 J kg�1 kf ¼ 1:05� 10�8 Re0:93 Km ¼ 4:94� 10�4 kg s�1 m�2

The appearance of boundary layers in pervaporation could be highlighted. These phenomena of

polarizations of temperature and concentration influence the transfer during pervaporation. The

amplitude of these two polarizations varies according to operational hydrodynamic conditions;

the boundary layers of polarization decrease with the increase stirring rate.

The heat and the mass transfer at the bottom of a flat-bottomed cell, with standard dimensions

of a stirred reactor, can be described, respectively, by a Nusselt- and Sherwood-like correlation.

IV. CONCLUSION

In this chapter, we have presented the more used theories to explain the mass transfer mechanism in

a polymer solid (porous or tight, charged or not) membranes. It is clear that the membrane structure

and the nature of the solution forms a system with complex interactions between the solutes,

solvent, driving force, and the polymeric membrane. Often many basic mass transfer mechanisms

intervene in certain membrane separations, and the mass transfer modeling is not very easy,

because we must take into account any interactions between the components of the system.
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FIGURE 21.15 Water flow and difference in upstream–downstream temperatures, according to stirring speed

N [feed of pure water at 608C, membrane PVA-PAA (90-10) of thickness of 48 mm]. The water flow is

predicted using Equation 21.88 with Ea ¼ 45.8 � 106 J mol21 and T0 ¼ 333.15 K (From Rollet, V., Ph.D.

Thesis, University of Technology of Compiègne, France, 2000.).
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NOTATIONS

a solution activity in the aqueous solution (mol m23)

ā solution activity in the polymer (membrane) (mol m23)

A pure water (solvent) permeability constant (s m21)

Am effective area of an exchange membrane (m2)

Bi overall permeability of component i (m s21)

c mass concentration (kg m23)

C molar concentration (mol m23)

C̄ molar concentration in the membrane (mol m23)

Cm molar concentration of solute at membrane interface (mol m23)

D diffusion coefficient in the solution (m2 s21)

D� specific (membrane or solute) diffusion coefficient (m2 s21)

D̄ diffusion coefficient in the membrane (m2 s21)

dp specific diameter m

DHvap enthalpy of vaporization (J kg21)

DPB pressure drop in the feed side Pa

E electrical potential V

Ea activation energy (J mol21)

F coefficient defined by Equation (21.35) and Equation (21.36) –

F1 extended Nernst–Planck’s equation parameter (m s21)

= Faraday constant (C mol21)

G pore geometric factor m

h heat transfer coefficient (W m22 K21)

(1/h) membrane area per unit volume of fiber bundle (m21)

i current density (A m2)

I current intensity A

j mass flux (kg m22 s21)

J molar flux (mol m22 s21)

Jv volumic flux (m s21)

k mass transfer coefficient (m s21)

K0 permeability m2

Km global membrane mass transfer coefficient (kg s21 m22)

kl,a film mass transfer coefficient (m s21)

km membrane mass transfer coefficient (m s21)

K1
2 separation factor –

l spacing between to plates (Equation 21.29) m

L membrane thickness or pore length m

L0 membrane length m

n number of species –

n0 number of pore –

N0 number of cell section –

N stirring rate (s21)

Nu Nusselt number –

p constant in Equation (21.66) –

P pressure Pa

Pi permeability of component i (m2 s21)

Pr Prandtl number –

P̄s solute permeability (m2 s21)

Ps overall solute permeability (m s21)
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P� overall ion permeability (m s21)

q constant in Equation (21.66) –

Q volumetric flow rate (m3 s21)

r fiber radius or pore radius m

R universal gas constant 2 ideal gas constant (J mol21 K21)

R fiber bundle radius m

Re Reynold’s number (2rousr/m) –

Rmass mass transfer resistance s m21

Robs solute observed retention (solute rejection rate) –

Rreal real retention of solute –

R1,1 real retention when Jw! 1 defined by Equation 21.45 –

S membrane area m2

S0 membrane specific surface (m2 m23)

S00 surface area of pore m2

Sc Schmidt number (m/rD) –

Sh Sherwood number (2kro/D) –

t time s

T temperature K

uc convective flow rate (m s21)

us superficial velocity for an empty bed (m s21)

v velocity (m s21)

V volume m3

v0 permeation velocity (m s21)

W membrane width m

x distance along the membrane module axis m

x geometrical coordinate m

x0 mass fraction –

y ionic fraction –

Y conversion rate –

Z valence of the ion –

Greek symbols

a constant in Equation (21.66) –

a1
2 selectivity coefficient –

b diffusion model parameter (s m21)

g activity coefficient –

ḡ activity coefficient in the membrane –

1 void fraction 2 porosity –

10 pore area per unit membrane area –

h current efficiency

u molar volume (m3 mol21)

l electrical conductivity (V21 m21)

m water viscosity (Pa s)

n constant in Equation (21.67) –

j constant in Equation (21.66) (s m23)a

p0 osmotic pressure Pa

P swelling pressure of the polymer Pa

r density (kg m23)

s reflection coefficient –
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t coefficient characterizing the pore –

y constant in Equation (21.67) –

f concentration polarization factor (Equation 21.15) –

f global partition coefficient –

fE charges effect partition coefficient –

fF steric partition coefficient –

FD Donnan potential V

c electrostatic potential V

Subscripts

a feed solution (retentate), upstream

b strip solution (permeate)

B bulk: remaining salt in the feed tank

f feed, film

i species i (component i); inside/inner

l liquid

m membrane, at the membrane interface

o outside/outer

p permeate, downstream

ref at a temperature of reference

s solute

w water

0 initial, initially in the feed

1 counterions (e.g., nitrate ion)

2 counterions (e.g., chloride ion)

3 water

4 fixed ionic groups

5 coion
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University of Belgrade, Belgrade, Serbia and Montenegro

CONTENTS

I. Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

II. Fluid Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

A. Dynamic and Static Holdup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

B. Preloading and Loading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

C. Flooding and Segregation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 568

D. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569

E. Correlations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 569

F. Cocurrent Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 574

III. Mathematical Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

A. Average Solids and Slip Velocities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

B. Trickle Flow Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 575

C. Particle Flow Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 576

1. Dynamic Holdup Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 578

2. Pressure Drop Predictions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 579

3. Cocurrent Flow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 580

D. Additional Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 581

IV. Flow Pattern and Contacting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 582

A. Exchange between the Dynamic and Static Flowing Solids . . . . . . . . . . . . . . . 582

B. Residence Time Distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

1. Axial Dispersion in the Gas Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

2. Axial Dispersion in the Flowing Solids Phase . . . . . . . . . . . . . . . . . . . . . 583

V. Heat Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585

A. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 585

B. Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 586

VI. Mass Transfer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587

A. Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 587

B. Mathematical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 588

VII. Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591

A. Heat Recuperation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 591

B. Adsorption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 592

C. Multifunctional Reactors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 594

1. Chemical Reactors with Separation In Situ . . . . . . . . . . . . . . . . . . . . . . . . 594

2. Chemical Reactors with Heat Supply or Removal In Situ . . . . . . . . . . . . . 596

VIII. Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 596

Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 596

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 598

567



I. INTRODUCTION

The idea of contacting gas and fine solids particles (flowing solids) inside a packed bed of other solids

was patented more than 50 years ago [1]. The first realization was in France for heat recovery, but

many other applications were under consideration in recent years. They include various separation

processes, as well as catalytic chemical reactors with separation in situ and integrated processes

with heterogeneous chemical reaction and simultaneous heat exchange in a bed of catalyst.

In this type of equipment, fine solid particles are introduced at the top of the column containing

a packed bed, while gas can be introduced either at the bottom for countercurrent contacting

or at the top when cocurrent operation is desired. In the literature, such columns are named

“gas–flowing solids–fixed bed contactors,” or “raining packed bed contactors,” or “solids trickle

flow contactors,” while the titles in the Russian literature were more descriptive.

Gas–flowing solids–fixed bed contactors can be considered as two-phase or three-phase

systems. In the first case, gas and flowing solids are the contacting phases, while the packing

serves only to enable better contact between the flowing phases. In such a case, there are no limit-

ations in geometry and design of packing elements. In the other case, the packing elements could be

considered as an additional, third phase, as in heterogeneous catalytic reactors. In these cases, the

geometry of packing elements is limited by the process requirements, that is, by the shape of

catalyst particles.

II. FLUID DYNAMICS

First studies of countercurrent flow of gas and fine solid particles inside the packed bed were carried

by Kaveckii and Plankovskii [2]. Most of the later studies were devoted to experimental evaluation

of two basic design parameters: pressure drop and flowing solids holdup [3–18].

A. DYNAMIC AND STATIC HOLDUP

Flowing solids holdup is defined as the volume fraction occupied by the flowing solids inside the

packing. It is a common practice to separate this holdup into two parts: static and dynamic holdup.

Static holdup represents the fraction of fine solids that are at rest on the packing elements, while

dynamic holdup represents the flowing solids moving through the packing. Both are usually experi-

mentally determined by simultaneous closing of entering flowing solids and gas flows. From the

amount of flowing solids that drain out from the bed, the dynamic holdup is determined, while

the static holdup can be determined from the amount of flowing solids retained by the packing,

the procedure as reviewed later.

B. PRELOADING AND LOADING

Similar to gas–liquid systems, in gas–flowing solids–fixed bed countercurrent contactors, three

regimes were observed: preloading, loading, and flooding. At low gas flow rates (preloading), gas

essentially does not affect the flow of solids, and consequently, flowing solids dynamic holdup is

nearly independent of gas flow rate. At higher gas flow rates (loading regime), gas slows down

the flow of solids, and there is a strong interaction between the gas flow and flowing solids. In

the loading regime, dynamic holdup increases with gas flow rate, and the pressure drop increases

faster than in the preloading regime. In Figure 22.1, a typical behavior of dynamic holdup as a func-

tion of gas flow rate is presented, while in Figure 22.2, typical results for pressure drop are shown.

C. FLOODING AND SEGREGATION

If gas flow rate is further increased, the relative velocity between the gas and flowing solids even-

tually reaches a point where the solids terminal velocity is approached. The flowing solids phase

starts to accumulate in the upper part of the packing, and these unstable conditions are called flooding.
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Flooding is characterized with sudden, sharp increase in both pressure drop and dynamic holdup. This

regime, which should be avoided, was registered in many of the laboratory and pilot-plant scale

experiments. However, in some of industrial scale experiments, in columns of large diameter,

there was no flooding, but a distinct segregation of gas and flowing solids flows occurred [8,18].

D. EXPERIMENTAL RESULTS

A number of experimental studies on determination of pressure drop and dynamic holdup were

carried over the years, using columns of different constructions and dimensions and a variety of

packing elements and flowing solids with a wide range of mean diameters and properties. In

Table 22.1, the sources of experimental data are reviewed together with basic information on exper-

imental conditions in their experiments. The range of obtained data is presented in Figure 22.3 for

pressure drop and in Figure 22.4 for dynamic holdup.

Static holdup was not intensively studied, because it plays a minor role in the efficiency of the

column [18] and because the technique for its determination is more complicated and time consum-

ing. According to some authors [8], the static holdup is essentially independent of gas flow rate.

However, other authors [12] found a slight increase of static holdup with gas flow rate, though

an explanation for such phenomenon was not offered.

E. CORRELATIONS

Empirical correlations for prediction of pressure drop and dynamic holdup in countercurrent gas–

flowing solids contactors were offered, based on the experimental data available in the literature.

FIGURE 22.1 Typical results for dynamic holdup in gas–flowing solids–fixed bed contactors. Dynamic holdup

as a function of superficial gas velocity for different values of flowing solids flow rates. Dynamic holdup

increases with S; different symbols correspond to different flowing solids mass fluxes in the range 1.32–

6.13 kg/m2 sec. (From Roes, A.W.M. and van Swaaij, W.P.M., Chem. Eng. J., 17, 81, 1979. With permission.)
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For pressure drop along the packed bed, separate equations for preloading and loading regimes

were offered [19], together with Equation (22.1) which defines the Reynolds number at the loading

point, that is, at the transition from preloading to loading regimes:

Reload ¼ 0:1289Ar0:48 ds

deq

� ��1:11
G

S

� �0:23

10:85 (22:1)

where ds is the diameter of flowing solids particles, deq the equivalent diameter of packing particles,

G and S the gas and solids mass fluxes, respectively, 1 the packed bed voidage, and Ar the dimen-

sionless Archimedes number.

The pressure drop per unit bed height in the preloading regime can be found from Ref. [19]:

Dp

L
¼ 3:057Re0:44Ar�0:19Fr0:12 de

D

� ��1:13

(1� 1)0:511�2:41 (22:2)

where Fr is dimensionless Froude number for flowing solids. For loading regime, the following

equation was offered [19]:

Dp

L
¼ 3:528Re0:49Ar�0:18Fr0:1 de

D

� ��1:35

(1� 1)1:081�2:45 (22:3)

FIGURE 22.2 Typical results for pressure drop in gas–flowing solids–fixed bed contactors. Pressure drop as a

function of superficial gas velocity for different values of flowing solids flow rates. Different symbols

correspond to different flowing solids mass fluxes in the range 0–6.13 kg/m2 sec. Dp=L increases with S,

square symbols are for S ¼ 0. (From Roes, A.W.M. and van Swaaij, W.P.M., Chem. Eng. J., 17, 81, 1979.

With permission.)
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FIGURE 22.3 Survey of the experimental results for pressure drop as a function of superficial gas velocity.

FIGURE 22.4 Survey of the experimental results for dynamic holdup as a function of superficial gas velocity.
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The dynamic holdup (bdyn) in the preloading regime can be calculated from the following

empirical equation [20]:

bdyn ¼ 2196:2Re1:21
s Ar�0:88 S2

rs � rg � u
2
g

 !0:582
ds

deq

� �2:41

(1� 1)1:4210:279 (22:4)

where Res is particle Reynolds number.

For the loading regime, it was reported as [20]:

bdyn ¼ 15570:7Re1:57
s Ar�1:24 S2

rs � rg � u
2
g

 !0:509
ds

deq

� �2:93

(1� 1)1:461�1:45 (22:5)

Alternatively, a single equation could be used independent of the regime [20]:

bdyn ¼ 6560:7Re1:29
p Ar�1:01 S2

rs � rg � u
2
g

 !0:521
ds

deq

� �2:57

(1� 1)1:5210:933 (22:6)

Equation (22.6) is convenient as it does not require prior determination of the regime, and it

gives an average error of 26.9% for the loading regime, which is very close to the error of Equation

(22.5), being 26.4% (based on 270 available loading data points). However, the difference in errors

between predicted and experimental data for the preloading regime is higher for Equation (22.6),

than for Equation (22.4) by about 8%.

F. COCURRENT FLOW

Most of the fluid dynamic studies of gas–flowing solids–fixed bed contactors were devoted to coun-

tercurrent flow systems, because of the higher efficiency of countercurrent operations for most of

the processes when compared with cocurrent operations. However, there is an upper limit for

gas flow rate in countercurrent systems, due to flooding. Hence, the cocurrent operation system

is an interesting alternative for higher gas flow rates, particularly for very small particles.

Further, in some of the proposed applications, cocurrent contacting is a desirable flow pattern [22].

Only a very few experimental data on the cocurrent flow of gas and flowing solids through the

packed bed have been reported. Kiel [10] studied the cocurrent gas–solids downflow over regularly

stacked packing, while Barysheva et al. [21] used a packed bed of spheres in their experimental

investigations.

For average dynamic holdup, a decrease with increasing gas flow rate was found for some types

of regular packing, while for other types, a slight increase was detected [10]. The presence of

specially designed packings increased the average flowing solids dynamic holdup by a factor of

10 in the range of operating conditions applied in this study. However, it induced a considerable

increase in pressure drop [10].

For packed bed of spheres, Barysheva et al. [21] found that flowing particle mean residence

time is essentially independent of gas flow rate. Mean solids velocity decreases with an increase

of flowing particles diameter, this effect becoming more pronounced at higher solids flow rates.

Further, flowing solids velocity decreases with an increase in flowing solids flow rate. This is a

consequence of the interaction between individual flowing solids particles.

Pressure drop experimental data for different organized packings were reported by Kiel [10]. It

was found that the total pressure drop is slightly positive, for very low gas flow rates, that is, the

pressure at the bottom of the column is higher than at the top. Consequently, at very low gas

flow rates, pressure drop due to gas–flowing solids interaction is larger than pressure drop due to

574 Finely Dispersed Particles



friction between gas and packing. It implies that the solids flow faster than the gas. However, when

gas flow rate starts to increase, pressure drop becomes more and more negative, and thus average

solids velocity is lower than gas velocity. The collisions between flowing solids and packing

elements increase the value of relative (slip) velocity between gas and flowing solids.

III. MATHEMATICAL MODELING

The development of a phenomenological model to describe the fluid dynamics of the flowing solids

to enable prediction of important operating parameters and optimization of the packing configur-

ation was the objective of a number of studies [4,6,8,22–24]. Owing to very complex interactions

in these systems, some of the aspects of fluid dynamic behavior are still under investigation and

some of the phenomena seem difficult to describe rigorously. Models proposed up to date are

based on a number of simplifications and most of them contain empirical parameters.

Countercurrent flow of gas and flowing solids inside the packed bed has some analogies with

gas–liquid systems, as preloading, loading, and flooding regimes. However, in many aspects, the

nature of these phenomena are different and equations for gas–liquid systems cannot be applied

to flowing solids systems.

A. AVERAGE SOLIDS AND SLIP VELOCITIES

The average flowing solids particle velocity can be defined as:

�us ¼
S

bdynrs

(22:7)

while the mean relative velocity between flowing solids particles and gas (slip velocity) is:

�uR ¼ �us þ u0g ¼
S

bdynrs

þ
G

(1� b)rg

(22:8)

where b ¼ bdyn þ bst is total flowing solids holdup.

For the preloading regime, Roes and van Swaaij [4] found that the average particle velocity is

independent of gas and flowing solids flow rates. A constant value of average particle velocity in

preloading zone was found to be 0.17 m/sec in their experiments (three types of packing: Pall rings,

Raschig rings, and cylindrical screens). When the value of the average particle velocity is known,

the value of the dynamic holdup for the preloading regime can be found from Equation (22.6).

However, it is reasonable to assume that the mean particle velocity will depend on packing

properties, and so �us has to be determined from separate experiments for each type of packing.

Roes and van Swaaij [4] concluded from their experiments for the loading regime that under

these conditions, the relative (slip) velocity is constant, having the value of 0.31 m/sec. The phys-

ical reasons for this constant value of slip velocity were not discussed. In fact, it was experimentally

determined later [9] that relative velocity depends on the properties of both flowing phases and on

the packing geometry.

B. TRICKLE FLOW MODEL

Westerterp and Kuczynski [9] considered the flow of solids as a flow of rivulets (trickles) rather

than of individual particles. They assumed that in the preloading regime, the solids phase flows

almost exclusively in the form of trickles. It was further assumed that some gas is dragged along

by the trickles flowing downward. The trickles release the gas when they collide with the walls

of fixed bed elements. The released gas flows upward together with the main stream, and in

Gas–Flowing Solids–Fixed Bed Contactors 575



that way, local circulation of gas is produced. After collision, the stream of particles slides over the

packing surface, and then again starts falling by gravity, voids in trickles are increasing and a new

portion of gas is captured and dragged downward. The distance between collisions depends on the

geometry of the packing, and the mean solids velocity is the average between the velocity of falling

and sliding trickles over the packing surface. Accordingly, the increase in pressure drop is caused

by trickles for two reasons: (1) the reduction of free cross-section available for gas flow, due to the

presence of trickles and (2) the recirculation of gas, which increases the upward gas flow.

The void fraction occupied by gas in solids trickles was introduced and defined as:

1tr ¼
Gas volume in trickles

Total trickle volume

which was assumed to be constant. The real gas velocity according to this approach is:

ug,corr ¼
G=rg þ S=rs [1tr=(1� 1tr)]

1� bst(rs=rs,PB)� (S=rsus(1� 1tr))
(22:9)

The upward gas flow is increased by the second term in the numerator, while the free

cross-sectional area available for flow is reduced by the static solids holdup and the trapped

gas (second term in denominator) and by the area occupied by trickles (third term in denominator).

The use of real gas velocity, defined by Equation (22.9), in the Ergun equation allows the

determination of 1tr by comparison between calculated and experimental results for pressure

drop. Westerterp and Kuczynski [9] have found high values for 1tr, around 0.975 for their

experimental conditions.

The dynamic holdup in the preloading regime was successfully predicted using this

approach [9], but the empirical parameter 1tr had to be determined from the same experimental

data. Westerterp and Kuczynski [9] did not derive a relation for reliable prediction of dynamic

holdup in the loading range. Instead, for rough estimation, the use of Equation (22.7) and Equation

(22.9) was suggested.

C. PARTICLE FLOW MODEL

In countercurrent gas–flowing solids systems, dynamic holdup (i.e., the volumetric solids concen-

tration) usually has low values, as seen in Figure 22.4. Consequently, in first approximation, solids

flow can be considered as a sum of single particle flows. In these systems, particles repeatedly

collide with the packing, which retards their motion, causing a higher residence time of the

flowing solids. The relative velocity between particles and gas does not usually reach the terminal

velocity. The acceleration of the particles in the downward direction through the gas flowing

upward is given by the momentum equation:

rs

dus

dt
¼ FG � FB � FD (22:10)

where FG, FB, and FD are gravitational, buoyancy, and drag forces per unit solids volume, respect-

ively and us is the local particle velocity in the downward direction:

us ¼
dz

dt
(22:11)

Equation (22.10) in describing particle motion is applicable for the period between two successive

collisions with packing elements.
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Verver and van Swaaij [8] and Kiel and van Swaaij [23] introduced the concept of a “packing

cell” for regularly stacked packing. In this approach, regularly stacked packing is considered as a

two-dimensional array of identical packing cells and the fluid dynamic modeling is restricted to a

single cell. Duduković et al. [24,25] considered flowing particles behavior in an “average void” as

representative of a whole bed, for both random and regular packings.

The flowing solids–packing interaction was taken into account through the initial solids

velocity in the vertical direction, at the entrance of the packing cell or the packing void. In some

of the approaches [8,23], the initial solids velocity is treated as an empirical factor, which had

to be determined from the experiments. The other solution [24,25] was to assume the initial

velocity to be zero, that is, on average, the particles upon collision loose all of their velocity in

downward direction. Analysis by Kiel [10] proved that the values of initial velocity are small,

both positive and negative, and dependant on packing geometry and flowing solids flow rate.

The forces in the Equation (22.10) are given by:

FG � FB ¼ (rs � rg)g (22:12)

and

FD ¼ CD

3rg

4ds

(us þ u0g)2 (22:13)

where u0g is the mean gas velocity in the voids:

u0g ¼
ug

1� b
¼

G

(1� b)rg

(22:14)

This value of u0g was additionally corrected by some authors [8,23] to account for the nonuniformity

of packing porosity and for the wakes that packing elements produce in the gas stream, especially

in organized packing with free space between the packing elements. Verver and van Swaaij [8]

introduced an “effective packing porosity,” while Kiel and van Swaaij [23] defined an “effective-

ness factor.” Both of these empirical parameters have to be determined from experimental data.

The drag coefficient in Equation (22.13) is a function of the particle Reynolds number based on

relative velocity:

Res ¼
rgds(us þ u0g)

m
(22:15)

For calculation of the drag coefficient, the equation proposed by Turton and Levenspiel [26] can

be used:

CD ¼
24

Res

1þ 0:173 Re0:6567
s

� �
þ

0:413

1þ 16300 Re�1:09
s

(22:16)

or some other similar equation [27].
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1. Dynamic Holdup Predictions

The average dynamic flowing solids holdup can be found from Equation (22.6):

bdyn ¼
S

�usrs

(22:17)

if the average solids velocity for the “average void” or “packing cell,” �us, is known. It is assumed

that it represents the average dynamic holdup for the whole bed.

Most of the proposed models [8,23–25] basically deal with the solution of the system of differ-

ential Equation (22.10) and Equation (22.11). Some of the specific assumptions were mentioned

here, but are given in more detail in the original papers, together with numerical and computational

methods. The empirical parameters involved were found by trial and error method, based on exper-

imental results [8,23].

Verver and van Swaaij [8] found a good agreement between calculated and experimentally

determined values of average particle velocity (�us) with optimal values of empirical parameters.

However, both empirical parameters (the effective bed void and initial velocity) were found to

have different values for each of the flowing solids materials tested. Kiel and van Swaaij [23]

obtained a good agreement between computed and experimental results, for best values of empirical

parameters found to be 20.05 m/sec for initial velocity and 1.35 for effectiveness factor.

Duduković et al. [24] introduced an empirical parameter (c) to take into account the accelera-

tion of particles in the bed, instead of solving Equation (22.10) and Equation (22.11). The average

velocity was given as:

�us ¼ cus,t (22:18)

where the terminal velocity is found from:

us,t ¼ uR,t � u0g ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4dsg(rs � rg)

3rgCD

s
�

G

rg(1� b)
(22:19)

The empirical parameter c in Equation (22.18) does not need to be experimentally determined for

each case, but can be evaluated from a correlation given by Equation (22.20):

c ¼ 0:4186

ffiffiffiffiffiffiffiffiffiffi
r

rs

dV

ds

s

þ 0:0042 (22:20)

where dV is the equivalent void diameter, defined as:

dV ¼
2deq

3(1� 1)
(22:21)

where deq being equivalent packing diameter. The agreement between predicted and experimental

values was very good, considering that all the available data from the literature were taken into

account, involving a very wide range of experimental conditions [24]. An average error between

predicted and experimental data was 20.8% for 452 data points.

Models proposed by Verver and van Swaaij [8] and Kiel and van Swaaij [23] are semiempirical

in nature, based exclusively upon experimental data taken in a single study and were not tested on

data of other authors. In addition, the model proposed by Duduković et al. [24] is semiempirical, but

presents a correlation, based on available data, for the empirical parameter c, which allows the pre-

diction of dynamic holdup without any experiments in a system of interest. The model was tested on
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numerous data, but further testing on systems which were not part of the database for the correlation

of Equation (22.20) is needed.

As an alternative to the earlier semiempirical approach, Duduković et al. [25] presented a

model free of any empirical parameters, involving a number of simplifying assumptions. The

model is based on solving simultaneously Equation (22.12)–Equation (22.16) to find the particle

velocity as a function of vertical distance along the void. An average particle velocity can be

found for the whole void, if the shape of the void is known and mathematically described.

However, the geometry of the voids depends on the type of packing and differs in configuration

and orientation even in the same bed. To obtain a solution which would be of general applicability,

a simplifying approximation was introduced by describing an “average void” as a vertical double

cone with diameter and height equal to the average void diameter (dV), as presented in Figure 22.5.

The average particle velocity was found as a mean integral value for a whole void, allowing

calculation of dynamic holdup by the use of Equation (22.17). The comparison of predicted and

experimental values, based on 564 data points from the literature, led to the average discrepancy

of 31.3%. This could be considered as very good agreement, taking into account that there are

no empirical parameters involved, and that the data cover a wide range of experimental conditions

in both preloading and loading regimes.

2. Pressure Drop Predictions

Another important design parameter that can be predicting using the models described earlier is

pressure drop. The usual [8,10,23,24] simplified assumption rests on the additivity of two pressure

drop contributions given by:

Dp

L
¼

Dp

L

� �

PB

þ
Dp

L

� �

FS

(22:22)

FIGURE 22.5 Sketch of a simplified void model. (From Duduković, A.P., Nikačević, N.M., and

Kuzeljević, Ž.V., Ind. Eng. Chem. Res., 43, 7445, 2004. With permission.)
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where (Dp=L)PB is the contribution of gas–packed bed interactions, while (Dp=L)FS is the

contribution of gas–flowing solids interaction in the voids. The first term can be found from the

Ergun equation:

�
Dp

L

� �

PB

¼
A

RePB

þ B

� �
ugrg

deq

1� 1corr

13
corr

(22:23)

where 1corr ¼ 1� b and RePB is the Reynolds number for gas flow through the packed bed:

RePB ¼
ugrgdeq

m(1� 1corr)
(22:24)

It was recommended [9,24] that constants A and B in the Ergun equations should be determined for

each packing separately, for single fluid flow.

Some authors [8,23] found it convenient to define a relative pressure drop, g, as a ratio of the

drag force exerted by the solids on the gas and the gravity force on the solids [23]:

g ¼
FD

brsg
(22:25)

The average relative pressure �g can be found by integration, taking into account that particle velo-

city, and consequently, the drag force are changing along the packing cell. The predicted values of

the average relative pressure drop agreed well with experimental results of Kiel and van Swaaij [23]

for the same values of empirical parameters determined for dynamic holdup. However, the error for

pressure drop data was higher than for dynamic holdup, approximately by a factor of 2.

Starting from Equation (22.22), Duduković et al. [24] predicted pressure drop in flowing

solids systems, using the value of dynamic holdup, as predicted previously by the same model.

The second term in Equation (22.22) in their approach takes into account the mutual effects

between particles. Their predictions were compared with 435 literature data points, giving an

average error of 40.1%.

3. Cocurrent Flow

A very few studies on mathematical modeling of cocurrent gas–flowing solids–fixed bed contactors

were published [10,22]. Kiel [10] assumed that a hydrodynamic phenomenon of cocurrent flowing

solids systems allows a similar modeling approach as in the case of countercurrent flow. Therefore,

the particle flow model originally developed for countercurrent gas–flowing solids flow [10,23] was

applied. The authors started with analogous governing equations as described for countercurrent

flow and introduced the same empirical parameters. The best values of empirical parameters (the

hydrodynamic effectiveness factor and the solid velocity just after the collision of a flowing

solid with a packing element) differed considerably from the corresponding values for the counter-

current system. The differences were attributed to a different gas flow pattern above the packing

elements. With these values of empirical parameters, the predicted values for pressure drop gave

a good agreement with experimental values. However, the model failed to predict the values for

dynamic holdup, which would be in reasonable agreement with experimental results. The

authors suspect that this is due to the specific gas flow pattern which should be studied further.

Barysheva et al. [22] developed a new model for flowing particles in the packed bed. The model

is based on the statistical calculation of individual particle path in a packed bed column.

Model gave good predictions for residence time distribution for low values of the solids flow

rate. Differences between predictions and experimental values at higher gas flow rates were attrib-

uted to the interaction between the flowing solids particles, which was not included in the model.
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D. ADDITIONAL CONSIDERATIONS

Equation (22.10) and Equation (22.11) could be rearranged to give:

us

dus

dz
¼

rs � rg

rs

g�
3C0Drg

4dsrs

(us þ u0g)2 (22:26)

In flowing solids systems, the voids are usually far too short for particles to reach the terminal velo-

city. Consequently, for low values of u0g, the second term in Equation (22.26) can be neglected:

us

dus

dz
¼

rs � rg

rs

g (22:27)

and a well-known equation for free fall without drag effects is obtained:

us ¼
ffiffiffiffiffiffiffi
2gz

p
(22:28)

We could assume that this is the local solids velocity in the preloading regime, that is, that in the

preloading regime, the drag forces on flowing solids can be neglected. To get the mean particle velo-

city in an average void, and consequently, in a column as a whole, the average value for the whole

void needs to be found. This mean value depends on the length of free fall, that is:

usL ¼
1

L

ðL

0

ffiffiffiffiffiffiffi
2gz

p
dz ¼

2

3

ffiffiffiffiffiffiffiffi
2gL

p
(22:29)

The length of fall in a void of equivalent diameter dV will vary depending on position, from L ¼ 0

to L ¼ dV. For a rough estimation, an average particle velocity in a void can be taken to be:

�us ¼
1

dV

ðdV

0

usL dL ¼
4

9

ffiffiffiffiffiffiffiffiffiffi
2gdV

p
(22:30)

The result of Equation (22.30) is, under this assumption, the constant value of average solids velo-

city in the preloading regime. Comparison of the values calculated using a very simple Equation

(22.30) and the values obtained by Roes and van Swaaij [4] for their experimental systems

yields excellent agreement. Detailed discussion of this issue will be the subject of a future

publication.

If terminal velocity is reached in the voids, Equation (22.26) gives:

u2
Rt ¼ (us þ u0g)2 ¼

rs � rg

rg

g
4ds

3CD

(22:31)

Equation (22.31) leads to a constant local slip velocity. Evidently, for some packing geometries

and operating conditions, an overall constant slip velocity is observed [4,9]. This is an indication

that flowing particles experience essentially constant slip under such conditions.

When the gas velocity in the bed, u0g, exceeds a critical value (and is higher than the relative

particle terminal velocity, u0g � uRt), the sign of the right side of Equation (22.26) changes as the

particles enter the bed. The flowing particles are now decelerated and tend to accumulate at the

top of the bed. Entry into the bed is made difficult, if not impossible, due to even higher gas velocity

in the narrowest passages in the voids of the packing. This is the condition of incipient flooding, as

will be discussed in more detail in a future publication.
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IV. FLOW PATTERN AND CONTACTING

It is well known that plug flow is a desirable flow pattern in countercurrent separations. Real equip-

ment always deviates from this ideal, but increasing deviation is disadvantageous because of the

reduction in the driving force for mass transfer. Consequently, the residence time distribution in

both flowing phases in gas–flowing solids–fixed bed contactors plays an important role in design

for practical applications. It can be expected that the mutual interaction between gas and flowing

solids will affect the flow pattern of both phases, but presently, it is not possible to predict it

theoretically.

For the flowing solids phase, a complication in interpretation of the residence time distribution

is caused by the nature of the solids holdup. The dynamic holdup is usually assumed to be the oper-

ating holdup, and static holdup is often treated as a “dead” part of flowing solids. However, if there

is an exchange between static and dynamic holdup, this affects the residence time distribution of

flowing solids, and consequently, the contactor performance.

A. EXCHANGE BETWEEN THE DYNAMIC AND STATIC FLOWING SOLIDS

Tracer technique was applied [28] to study the exchange between the fraction of flowing solids

moving downward (characterized by dynamic holdup) and part of solids that are resting on

packing elements (static holdup). A step signal in the inlet of the flowing solids was produced

by switching from powder of one color to the other. Polyamide particles of 105mm mean diameter

were used, gray and red, all other characteristics being the same. At different time intervals after a

step signal, flows of gas and flowing solids are closed simultaneously and flowing solids are drained

out (dynamic part), leaving behind the stagnant portion of the solids particles. After emptying the

column, the flowing solids particles were separated from the packing, weighted, and its content ana-

lyzed by scanning technique. Typical experimental results [28] are presented in Figure 22.6 as a

fraction of tracer in the flowing solids, which remained in the bed (static fraction) as a function

of time. The exchange between stagnant and dynamic parts of flowing solids is obvious from

Figure 22.6. However, the fraction of tracer does not reach its maximum value of one after very

FIGURE 22.6 Exchange between dynamic and static portion of flowing solids. The fraction of exchanged

static flowing solids as a function of time. (From Duduković, A.P., Nikačević, N.M., Pjanović, R.V., and

Kuzeljević, Ž.V., J. Serb. Chem. Soc., 70 (1), 137, 2005. With permission.)
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long time, but there is a horizontal asymptote, implying that a part of stagnant zone does behave as a

dead zone, free of any exchange with moving particles. From Figure 22.6, it could be estimated

that for the experimental conditions employed, the dead zone occupied about 20% of the stagnant

zone [28].

Defining the volumetric exchange rate for flowing solids per unit bed volume ( f ), the balance

for the active part of the stagnant zone was given as:

(bst � bdead)Vc

dw

dt
¼ vT,in � vT,out ¼ f Vc(1� w) (22:32)

It was assumed that after the step signal, essentially all the particles in the flowing zone are tracer

particles (because the front moves very fast when compared with the studied exchange pheno-

mena). In contrast, the flow of particles from the stagnant zone contains both tracer and inert

particles, that is, w fraction. Fraction w refers to the active part of the stagnant zone, while f

refers to the whole stagnant zone. If w is replaced by f, according to

w(bst � bdead)V ¼ fbstV (22:33)

solving Equation (22.32) gives:

f ¼ 1�
bdead

bst

� �
1� e�(f =bst�bdead)t
� �

(22:34)

The logarithmic plot of Equation (22.34) gives a straight line, and the exchange rate ( f ) can be

determined from the slope. For their experimental conditions, Duduković et al. [28] found

f ¼ 0:274� 10�3 m3=m3 sec:

B. RESIDENCE TIME DISTRIBUTION

Roes and van Swaaij [29] used tracer technique to determine the residence time distribution and

the extent of axial mixing in both flowing phases. The axially dispersed model was used to describe

the degree of axial mixing.

1. Axial Dispersion in the Gas Phase

Imperfect pulse technique was applied [29,30] to study the residence time distribution in the gas

phase. Helium was injected in the air stream at the entrance, and tracer concentration was

determined at the exit stream. At zero solid mass flux (i.e., no flowing solids in the system), the

Bodenstein number (Bog ¼ ugds=Dg1) was found to be close to the value of 2, so that the height

of one Pall rings layer corresponds to a single ideally mixed unit [29,30].

In countercurrent gas–flowing solids system, it was found that a very small solids flow rate dras-

tically increases gas–phase dispersion. However, the Bodenstein number increases again with

flowing solids rate, that is, the axial dispersion, Dg, decreases again. The Bodenstein number is

also increasing with gas flow rate (Figure 22.7). For the conditions of practical importance, axial

dispersion is still higher than that in single gas flow and layers of the two to five Pall rings

height are equivalent to a single ideal mixing unit.

2. Axial Dispersion in the Flowing Solids Phase

The residence time distribution of the flowing solids phase was determined [29,30] by the tracer

technique, using white and black particles. A special solids tracer injector was constructed and

the concentration of black particles in the exit stream was measured by a reflection technique.

The Bodenstein number for the flowing solids phase (Bos ¼ Usds=Dsb) was found to be almost

independent of the gas flow rate and to increase with solids flow rate. Near the flooding point, the
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increase of axial dispersion in the flowing solids phase was registered. In Figure 22.8, the range of

Bodenstein number values obtained for different values of gas flow rate is presented as a function of

the flowing solids mass flux. For practical conditions, 5–15 Pall ring layers correspond to a perfect

mixing unit [29,30].

It should be noted that in this approach, the authors [29,30] used two differently defined flowing

solids holdup parameters. Besides the total holdup, the corrected holdup was used, which did not

take into account the fraction of flowing solids, named by the authors as “permanent fraction of

static holdup.” This fraction was experimentally determined by vibrating the column, after stopping

the flowing streams and after the drainage of dynamic part of flowing solids occurred. After

additional amount of solids particles drained, for the rest of flowing solids, it was assumed to

behave like a part of the packing. Corrected holdup values gave much better agreement with the

results of tracer analysis.

The “permanent fraction of static holdup” defined by Roes and van Swaaij [29] and the “dead

part of the static zone” defined by Duduković et al. [28] describe the same phenomenon and are

probably related, but may not be identical. Further investigations should check the possible

effects of the characteristics of vibrations on the permanent fraction of flowing solids, as well as

the dependence of the dead part of the static zone on flowing solids and gas flow rates.

FIGURE 22.7 Axial dispersion in the gas phase. Range of Bodenstein numbers as a function of superficial

gas velocity. Different symbols correspond to different values of flowing solids mass fluxes in the range

0.081–5.83 kg/m3 sec. (From Roes, A.W.M. and van Swaaij, W.P.M., Chem. Eng. J., 18, 13, 1979. With

permission.)
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V. HEAT TRANSFER

The high values of the heat transfer coefficients are one of the most favorable advantages of

gas–flowing solids–fixed bed contactors. High heat transfer rates between fine solids and gas,

along with low pressure drop in the system, make this type of equipment very attractive for appli-

cations. This has been established in industrial practice as raining packed bed exchangers [31].

The essential reasons for their significant thermal performance are good radial distribution of

gas and flowing solids and large interfacial area available for heat transfer. Thermal properties

have been studied experimentally [7,32–34], and theoretical models have been proposed [7,32].

The heat transfer properties of gas–flowing solids–fixed bed contactors not only depend on gas

and solids flow rates and type of packing, but also on the portion of static holdup and axial

dispersion.

A. EXPERIMENTAL RESULTS

Experimental investigations were carried out only with sand as a flowing solid phase, but with the

use of different packing constructions. Saatdjian and Large [7] investigated the thermal perform-

ance of a raining packed bed heat exchanger in a column of 0.32 m I.D. filled with 15 Pall rings.

Experimental results were obtained with sand particles and the temperature of gas in the range

between 200 and 3508C. Solids holdup, which was an important characteristic for interpretation

of thermal behavior, was measured in a smaller column of 0.125 m I.D., but with the same

solids and gas mass fluxes as used in the bigger one.

Verver and van Swaaij [32] obtained their results in 0.1 � 0.1 m2 columns packed with regu-

larly stacked elements specially developed for “gas–solid trickle flow contactor.” The authors

reported significant heat transfer rates, with the number of transfer units from two to four for

FIGURE 22.8 Axial dispersion in the flowing solids phase. Range of Bodenstein numbers as a function of

flowing solids mass flux. Different symbols correspond to different values of superficial gas velocity in the

range 0–0.130 m/sec. (From Roes, A.W.M. and van Swaaij, W.P.M., Chem. Eng. J., 18, 13, 1979. With

permission.)
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0.5 m of packing, depending on gas and solids mass flow rates, as well as the packing construction

used.

Boumehdi et al. [33] used several layers of horizontal tubes as a fixed bed. The heat transfer

flows through the tubes which are perpendicular to the flow of the gas and flowing solids. Their

experimental results demonstrated that the overall heat transfer coefficients are 20% higher than

those predicted by the Colburn correlation and also two times higher than those obtained with

gas alone.

B. MATHEMATICAL MODELS

Proposed models were based on a single particle flow behavior, not accounting for the effects of

agglomeration and trickling. They were developed from energy balances for the gas and the

flowing solids phase.

Saatdjian and Large [7] observed that the heat transfer rate of the gas–flowing solids–fixed bed

exchanger is determined by the fraction of active flowing solids. They developed an expression for

thermal efficiency (dimensionless temperature), which was derived from energy balances for both

the solids and gas phases:

AcSCpsdTs ¼ �aAs

S Acdz

rsVsus

(Tg � Ts) (22:35)

rgug 1Cp,g

dTg

dz
þ

6a S

rsusa
(Tg � Ts) ¼ 0 (22:36)

Further, the theoretical thermal efficiency (h), gained from numerical solution of differential

equations, was corrected so that it could take into account the fraction of fully suspended particles.

This fraction was obtained from pressure drop measurements with or without the presence of

flowing solids. In an approach similar to Westerterp and Kuczynski [9], the authors used the

Ergun equation to determine the “effective packing porosity.” They compared the calculated and

experimental results for pressure drop. Figure 22.9 shows reasonably good agreement between

theory and experimental results. The theoretical thermal efficiency increases as the gas velocity

increases. It can be seen from Figure 22.9 that the real efficiency has a maximum. The reason

for this is the segregation phenomenon which occurs at the higher gas velocities, when there is

no full contact between phases.

Some discrepancies between the predicted and measured values could be caused by the fact that

the data for holdup had been extrapolated from the smaller to the bigger column, neglecting import-

ant difference in the column diameter–packing dimension ratio. Energy losses to the surroundings

were also neglected. The reason for disagreement between model and experiments could also lie in

the use of the original coefficients in the Ergun equation (A, B), which are unsuitable for non-

spherical packing elements.

Verver and van Swaaij [32] assumed that the thermal efficiency greatly depends on the initial

solids distribution. The reason for lower values of the heat transfer rate, when packing elements,

such as Pall rings or similar, are used, could be wall flow or channeling of solids, which is due

to insufficient radial distribution of the packing. They developed two regularly stacked packing

constructions, which produced a rapid radial solids distribution throughout the column. Further-

more, one of the advantages of regularly stacked packing is the reduction of the portion of stagnant

flowing particles, as a result of which nearly all the particles are suspended in gas.

The authors [32] took into account the axial dispersion in both phases through the number of

overall transfer units (NTUs), which consists both of the number of true transfer units determined

by the interfacial transfer rate and the number of dispersion units. The column was divided into sec-

tions in which temperatures and thermal properties of both phases were approximately constant.
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Differential equations were obtained from heat balance over each phase. From experimentally

determined inlet and outlet temperatures, the heat transfer rate constant was derived by numerical

calculation. The heat loss rate was assessed from temperature drop over the column, when solids

flow was absent. The overall heat transfer rate constant is slightly affected by axial dispersion in

the solids and gas phases (20% of overall performance at most). The proposed model [32] was

based on single-particle flow. At higher solids mass fluxes, heat transfer is affected by agglomera-

tion, which was not included in the model (Figure 22.10). From the Figure 22.10, it can be seen that

the NTUs varies according to different packing types used and it increases with increasing gas and

solids mass fluxes.

VI. MASS TRANSFER

Mass transfer rates in gas–flowing solids–fixed bed contactors are expected to be high, according to

fluid dynamics and heat transfer behavior. Somewhat lower values of mass transfer coefficients than

those expected were reported in the literature [6,35–37]. The reasons for that are the effects of seg-

regation as well as strong influence of axial backmixing. Apart from this, mass transfer rates depend

on size and structure (porosity) of flowing solids [36].

A. EXPERIMENTAL RESULTS

Mass transfer behavior was examined through adsorption experiments in systems with different

packing types used. Roes and van Swaaij [35] used experimental arrangement which consisted of

two packed columns, an adsorber and a stripper interconnected by pneumatic transport lines. The

column was filled with dumped Pall rings, the solid phase was a freely flowing catalyst carrier,

and the gas phase was air at ambient conditions containing Freon-12 as adsorbing component.

Roes and van Swaaij [35] (Pall rings) and Verver and van Swaaij [6,37] (double-channel baffle

column) experimentally obtained values of the mass transfer rate constant, which were much lower

than values calculated from experimental solids holdup data and the well-know Ranz–Marshall cor-

relation [38,39]. The low experimental values are to be attributed to particle-shielding phenomena

due to the formation of less diluted suspensions or trickles.

FIGURE 22.9 Comparison of the theoretical and real thermal efficiency in gas–flowing solids–fixed bed heat

exchangers. (O) experimental; (– – –) theoretical from energy balances; (22) corrected for “effective packing

porosity.” (From Saatdjian, E. and Large, J.F., Chem. Eng. Sci., 40, 693, 1985. With permission.)
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Adsorption of water on 640 and 2200 m diameter molecular sieve, at ambient conditions, was

used by Kiel et al. [36] to obtain mass transfer coefficients. They used a column with a cross-

sectional area of 0.06 � 0.06 m2 and a packing height of 0.27 and 0.53 m. The packing consisted

of a bank of regularly stacked bars. Experiments resulted in an estimation of the actual gas–solids

mass transfer coefficient, because the pore diffusion resistance could not be eliminated completely.

In contrast, in these experiments, the agglomeration effects were avoided through the use of larger

flowing solids particles. Mass transfer coefficients amount to 40–80% of the theoretical values,

which were calculated by applying the Ranz–Marshall correlation for a single sphere in an

undisturbed gas flow (Figure 22.11).

B. MATHEMATICAL MODELS

Simple theoretical models were proposed [35,36] to describe mass transfer phenomena in gas–

flowing solids–fixed bed contactors. They included axial dispersion, without taking into account

segregation effects and formation of trickles.

FIGURE 22.10 NTUs as a function of flowing solids mass flux for different gas mass fluxes. Comparison of

experimental and predicted values for two different types of packing elements. (From Verver, A.B., van

Swaaij, W.P.M., Powder Technol., 45 (2), 119–132, 1986. With permission from Elsevier.)
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Roes and van Swaaij [35] interpreted their results with the number of overall transfer

units:

Nk,ov ¼
1

1� F
ln

Cg,in � Cs,out=m

Cg,out � Cs,in=m
(22:37)

where F is the extraction factor, which was evaluated from experiments. The number of

overall transfer units decreases if the gas velocity increases, but it increases slightly if

solid mass flux increases at the given gas velocity.

Roes and van Swaaij [35] described the adsorption process with the model of interphase mass

transfer (the number of true transfer units, Nk) and axially dispersed plug flow:

dCg

dj
�

1

Peg

d2Cg

dj2
þ Nk Cg �

Cs

m

� �
¼ 0 (22:38)

d(Cs=m)
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þ

1

Pes

d2(Cs=m)

dj2
þ NkF Cg �
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m

� �
¼ 0 (22:39)

FIGURE 22.11 Particle Sherwood number (Sh) versus particle Reynolds number (Re). Comparison of

results in gas–flowing solids–fixed bed contactor and Ranz–Marshall correlation for single sphere.
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The boundary conditions were represented by Danckwerts’ equations [40]. The authors used the

experimental results for axial dispersion from their previous investigations [29,30]. The differential

equations were solved using several well-known approximations, which relate the number of

overall transfer units with the number of true transfer units, as well as with the axial dispersion

and with the extraction factor.

Figure 22.12 presents different factors which determine the column performance as a function

of the superficial gas velocity for F ¼ 1. The height of overall transfer unit can be expressed as:

Hk,ov ¼ Hk þ
L

Peg

þ
L

Pes

(22:40)

At lower gas velocities, the axial dispersion of gas, and especially that of the solid phase, is the

limiting factor for column performance. At higher gas velocities, mass transfer limitations become

important. For conditions of practical importance, the height of a true mass transfer unit corre-

sponds to four to nine Pall ring layers.

Kiel et al. [36] used one-dimensional two-phase model to calculate gas–solids mass transfer

coefficients. Basic assumptions for the model were (i) gas–solid mass transfer is the only resistance

for adsorption and (ii) the effective area for mass transfer is equal to the external surface area of the

spheres. Radial effects were neglected due to the good radial distribution properties of the regularly

stacked packing. Axial dispersion in the gas phase was also estimated from the experimental results

presented by Roes and van Swaaij [29,30].

The experiments with different inlet concentrations showed that the apparent gas–solids mass

transfer coefficient value increases when the inlet concentration decreases. This indicated the exist-

ence of the pore diffusion. The pore diffusions resistance could not be eliminated completely, so the

first assumption of the model is not reliable. Consequently, the mass transfer coefficients presented

in the work are conservative estimates.

FIGURE 22.12 Different factors determining column performance as a function of the superficial gas velocity

for F ¼ 1. (From Roes, A.W.M. and van Swaaij, W.P.M., Chem. Eng. J., 18, 29, 1979. With permission from

Elsevier.)
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VII. APPLICATIONS

Gas–flowing solids–fixed bed contactor was patented as early as 1948 [1]. The first industrial

realization occurred in France in 1965, named the raining packed bed exchanger [31] for heat

recuperation process. Since then, it has been efficiently exploited. Potential applications are gas

purification, adsorption processes, drying, etc. Another interesting concept would be the use of

gas–flowing solids–fixed bed catalytic reactors for the equilibrium reactions with separation of

products in situ.

A. HEAT RECUPERATION

French company Saint-Gobain (a glass manufacturer) and one of its subsidiaries TNEE (Tunzini-

Nessi Enterprises d’Equipments) developed the gas–flowing solids–fixed bed heat exchanger, com-

mercially named “Saturne” [31,34]. The TNEE application was used for the thermal reclaiming of

foundry sands. Removal of the organic residues from the used sand may be done either mechani-

cally or thermally. Thermal treatment is favorable because the total destruction of the organic resi-

dues can be obtained without affecting the particle characteristics. To avoid high energy

consumption, two gas–flowing solids–fixed bed heat exchangers were integrated with a fluidized

bed combustion unit (Figure 22.13).

The industrial operating unit has corroborated the experimental data obtained through both lab-

oratory and pilot tests. This specially designed system operates with zero supplemental fuel con-

sumption when used sand that contains more than 1% of organic compounds. Besides sand

reclamation, gas–flowing solids–fixed bed concept may be used for the other applications such

as heat recovery from ashes, from hot dirty gases, etc.

Boumehdi et al. [33] suggested gas–flowing solids–fixed bed heat recovery system with layers

of horizontal tubes as a fixed bed. According to their concept, the heat transfer medium flows inside

the tubes, which are perpendicular to the flow directions of gas and flowing solids. The authors pre-

sented three types of heat transfer processes: (i) transfer from a hot gas to solids and heat transfer

FIGURE 22.13 Foundry sand reclamation system consisting of two gas–flowing solids–fixed bed heat

exchangers and a combustion fluidized bed. Conceptual design. (From Le Lan, A., Niogret, J., Large, J.F.,

and McBridge, J.A., AIChe Symp. Ser., 80 (236), 110–115, 1984. With permission.)
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medium, (ii) transfer from solids to a heat transfer medium (gas is employed to improve the contact

between the phases), and (iii) transfer from a heat transfer medium to solid particles (e.g., deso-

rption — where gas is also used to improve the contact and to carry away the products of deso-

rption). Experimental investigations were performed on a pilot-plant level for two

configurations: for multistage arrangement and for tubes forming a compact bundle. The latter

was found to be much more suitable for industrial applications.

B. ADSORPTION

Gas–flowing solids–fixed bed contactors, according to their mass transfer and fluid dynamics prop-

erties, are suitable for various environmental applications, which involve adsorption of pollutants.

Several investigations [6,10,36,37,41] have been carried out at pilot-plant level, and the results

were promising for the design of industrial equipment. In the presented works [6,10,36,37,41],

the adsorption process is followed by the chemical reaction on the flowing solids phase.

Kiel [10] obtained results from bench-scale “gas–solid trickle flow reactor” for simultaneous

removal of SOx ad NOx from flue gas. Besides gas–flowing solids–fixed bed adsorber, the pilot

plant contained a fluidized-bed regenerator and a pneumatic transport system for continuous

sorbent circulation. The experimental program was limited to flue gas desulfurization (NOx

removal was not taken into account). The experiments were carried out with specially developed

silica-supported CuO sorbent. Two different operation procedures have been considered: (i) the

one with complete sorbent regeneration and subsequent introduction of reduced sorbent particles

into the adsorber and (ii) the one without a sorbent regeneration, where oxidized (and partially sul-

fated) sorbent particles are introduced into the adsorber. Process operation with simultaneous oxi-

dation of sorbent is clearly favorable compared with the operation with separate preoxidation. The

simultaneous oxidation leads not only to large SO2 removal degrees (up to 50%) during the period

of relatively fast oxidation but also after this period. The SO2 removal remains approximately five

times larger than the one predicted by the model in the case of separate preoxidation. The research

indicated that the gas–flowing solids–fixed bed contactor could be an efficient adsorber used in a

full-size plant for dry regenerative flue gas desulfurization with supported CuO sorbent.

Kiel et al. [41] proposed a model, which predicts the performance of a full-scale gas–flowing

solids–fixed bed absorber, for flue gas desulfurization. An one-dimensional, two-phase axially

dispersed model has been applied. The model was derived from separate mass and heat balances

for both gas and (porous) solid phases in the case of noncatalytic gas–solid reaction, which is

first order in the gas phase.

This model resulted in the axial profiles for the four independent variables, namely, the gas-

phase and the solid-phase temperatures and the concentrations of the gaseous and solid reactant.

These axial profiles were calculated numerically for conditions based on the experimental findings

from previous studies. Under isothermal conditions, the model equations can be solved analytically.

The SO2 removal efficiencies over 95% can be achieved in a gas–flowing solids–fixed bed

adsorber with a length of 15 m. Furthermore, the model [41] predicts a large temperature peak

for both phases in the absorber if the heat capacity ratio (defined as the ratio of mass flux times

specific heat capacity for both phases) is close to one. This temperature peak is a result of a

combination between exothermic sulfation reaction and efficient countercurrent gas–solid heat

exchange. The magnitude of the temperature peak decreases with a decreasing gas–solid heat-

exchange efficiency, that is, with either a decrease of the gas–solids heat transfer coefficient or

of the reactor length.

Verver and van Swaaij [6,37] studied the oxidation of H2S by O2 producing elemental sulfur in

a gas–flowing solids–fixed bed reactor. In this reactor, one of the reaction products, that is, sulfur,

had been removed continuously by a flowing catalyst or adsorbent. The arrangement of the reactor

was similar to that of a single-channel zig-zag column. The NaX zeolite embedded in a porous,

free-flowing catalyst carrier had been used as a catalyst and sulfur adsorbent. The mass transfer
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rate from the gas–solid suspension was evaluated experimentally, using the much faster reaction of

H2S with SO2 and the same catalyst.

To describe trickle flow of particles in the reactor, Verver and van Swaaij [37] proposed a three-

phase model, the respective phases being particle-free gas phase, gas–solids suspension, and cata-

lyst. Within the gas–solids suspension phase, diffusion of the reactants is parallel to the reaction,

which occurs on the catalyst. Mass transfer occurs in the zone between the gas phase and the

outer surface of the suspension phase. According to the trickle-phase model, the overall rate

constant can be defined as:

kov ¼
1

(1=kga0)þ (1=bkrhtr)
(22:41)

where a0 is external surface area of trickle phase and htr is “effectiveness factor of trickle phase,”

which can be derived from the Theile modulus. This three-phase, trickling flow model can be the

extension of a simple two-phase mass transfer models presented earlier [35,36], especially in the

case of small particles where agglomeration effects are considerable.

From the experimental results obtained in the “trickle flow reactor” and model predictions, it

could be concluded that for the H2S22O2 reaction, no mass transfer limitations are to be expected

below about 2008C (Figure 22.14). However, at about 3008C, both external mass transfer and

diffusion within the dense solids suspension are likely to offer substantial resistance to the reaction.

Ultimately, at higher temperatures, the conversion rate can be determined by gas-phase mass

transfer rate only, similar to the much faster reaction of H2S with SO2 (Figure 22.14).

FIGURE 22.14 The catalytic oxidation of hydrogen sulfide in a gas–flowing solids–fixed bed reactor. The

effect of temperature on the overall rate constant. Experimental results: (†) H2S22SO2 experiments

(negligable chemical reaction limitations); (W) H2S22O2 experiments (overall rate constant); calculated

values: – . – . –) mass transfer controls, empirical correlation by Verver; (– – –) no mass transfer limitations;

(–––) three-phase model for different values of void fraction in trickles. (From Verver, A.B., The Catalytic

Oxidation of Hydrogen Sulphide to Sulphur in a Gas-Solid Trickle Flow Reactor, Ph.D. thesis, University

of Twente, Enschede, The Netherlands, 1984. With permission.)
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C. MULTIFUNCTIONAL REACTORS

1. Chemical Reactors with Separation In Situ

The classical processes for heterogeneous catalytic equilibrium reaction require high investment

and operating costs. The ammonia and the methanol synthesis are the first-in-class examples

among many other industrial processes, because of the extensive consumption of these chemicals.

The main disadvantage of typical reactors comes from the equilibrium limitations. Owing to

unfavorable chemical equilibrium, in these processes, only a fraction of the raw materials is con-

verted, requiring high pressure. After the reactor, the nonconverted reactants must be separated

from the products. The products are removed by condensation, and the reactants are recirculated

to the reactor. The consecutive cooling and heating of the nonconverted gaseous reactants in and

out of the condensing section are highly energy consuming. Owing to the recirculation, the flow

through the reactor is highly increased, increasing the pressure drops over catalyst bed and conden-

ser. In addition, reactor rates are reduced as equilibrium is approached, and consequently, longer

catalyst bed is required.

To avoid the equilibrium restrictions, the idea was to use highly selective adsorbent to remove

the product in situ, as soon as it is formed. This could be achieved introducing a third, flowing solids

phase (selective adsorbent) in the catalytic reactor, countercurrently to the gas phase. Moving the

equilibrium would lead to higher conversion, and consequently, all negative effects caused by

recirculation would be reduced. If the product could be taken away completely, in principle, the

reaction could go to completion.

Westerterp et al. [42,43] made a techno-economical evaluation of a methanol plant

(of 1000 tpd) based on the gas–flowing solids–fixed bed principle. They compared economical per-

formance of that system with a Lurgi methanol plant, which is designed in a classical manner,

although it is highly optimized. The authors based their assessment on the research project,

which included pilot-plant tests [44] and modeling of “gas–solid–solid trickle flow” reactor [45].

They predicted significant energy savings in the reactor section itself: 75% on circulation energy

and 50% on cooling water. Furthermore, the raw materials consumption could be decreased by

5–10%, due to the fact that there would not be any material losses in purge gases. Large savings

could also be expected in the synthesis of gas generation section, because it would no longer be

necessary to produce a stoichiometric composition in the feed stream. Finally, the required

amount of catalyst per unit of methanol produced could be reduced by 40%. However, the

authors believed that the capital investments in the system would be equal to that in a Lurgi

plant, because of the large cost of the solids handling system required. Nevertheless, large operating

cost savings could make this concept attractive for realization.

The research team of the Twente University of Technology [44] designed a pilot-plant for the

synthesis of methanol from CO and H2, based on gas–flowing solids–fixed bed concept. The reactor

consisted of three gas–flowing solids–fixed bed reactors with cooling sections in between. The cat-

alyst was Cu on alumina and the selective adsorbent for methanol was a silica–alumina powder.

From experimental results, Kuczynski et al. [44] concluded that the complete conversion is attain-

able in a single-pass operation. The initial high reaction rate could be maintained over the whole

reactor length because of the effective in situ product removal. The authors also presented a poss-

ible way of operation at incomplete conversion, in which the nonconverted reactants, together with

non-adsorbed products, leave the reactor at the top. The experimental results were compared with

theoretical model developed by the authors [45], and the agreement is good over the whole range of

conversions.

A model which Westerterp and Kuczynski [45] proposed was one-dimensional steady state. To

derive a model, they assumed that the concentrations and the temperature would not change in

radial direction. Furthermore, they assumed that the adsorption of the reaction product would be

instantaneous, so that the adsorption equilibrium would exist over the entire reactor length. There-

fore, the assumptions implied that the height of a reaction unit is much higher than the height of a
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mass-transfer unit, as well as the heights of axial mixing units for both solid and gas phase. The

model was derived starting with the equations for: material balance for component A (CO), total

material balance, and energy balance. These were all presented in dimensionless form.

The relevant dimensionless groups in the model were Damköhler number (Da) and adsorption

number (E). Da represents dimensionless residence time in the reactor. The adsorption number E is

a ratio of product that will be adsorbed and the amount that will leave the reactor on the top.

Numerically obtained results showed that at sufficiently high Da values complete conversion

is attainable and that the driving force for the reaction remains high over the entire catalyst bed.

Owing to the high solids flow, the methanol content of the gas phase remains low, so that the

reaction rate keeps increasing, despite the temperature increase. At higher values of E, the metha-

nol concentration decreases in the column as well as at the reactor outlet. Consequently, the

driving force for the reaction increases. An increase in E also leads to a reduction of temperature

rise in the reactor, which is a result of a higher heat adsorbing capacity of the increased solids

stream.

The authors [45] showed that the improvements of the cooling system would lead to reduction

of the solids recycle ratio and also to lowering of the temperature level. Therefore, they suggested

an adiabatic reactor with intermediate cooling as the best solution for methanol synthesis operating

on gas–flowing solids–fixed bed principle.

Figure 22.15 presents the comparison between gas–flowing solids–fixed bed reactor (E ¼ 10)

and the one without the adsorption of product (E ¼ 0). Both reactors operate isothermally, but with

two cases presented, one for 500 K and the other for 540 K. From Figure 22.15, it can be seen that at

low conversions, there is no big distinction in performance of different reactors. In contrast, a great

improvement was found for gas–flowing solids–fixed bed reactor in and above the zone of equili-

brium conversions. A comparison of the gas–flowing solids–fixed bed reactors (E ¼ 10) at two

FIGURE 22.15 Methanol synthesis with (E ¼ 10) and without (E ¼ 0) selective product adsorption.

Damköhler number (Da) versus the overall CO conversion (zA) at isothermal conditions for two different

temperatures. (From Westerterp, K.R. and Kuczynski, M., Chem. Eng. Sci., 42, 1871, 1987. With

permission from Elsevier.)
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different temperature levels shows that at full conversion, the capacity of the reactor which operates

at the higher temperature is much higher. However, at high temperatures, the adsorption capacity of

the powder is low, thus demanding a high level of recycling ratio. This would hardly be economical,

so in the practice, the gas–flowing solids–fixed bed reactor has to operate at relatively low

temperature levels.

2. Chemical Reactors with Heat Supply or Removal In Situ

In highly exothermic or endothermic heterogeneous chemical reaction, input or output of heat in the

reaction zone is needed. For chemical reactors with fixed bed of catalyst, it was suggested [21,46]

that heat supply or removal can be provided by flowing solid particles. This concept was proposed

[46] for heterogeneous catalytic dehydrogenation of hydrocarbons, but in principle, it could be used

for any heterogeneous catalytic reaction with high value of reaction heat. The gaseous mixture of

reactants is introduced at the top of the column, together with flowing solids at the same tempera-

ture. Flowing solids act as a heat carrier, supplying the heat for endothermic or absorbing the heat

for exothermic reactions. Owing to much higher heat capacity of solids than of the gaseous mixture,

the temperature gradient along the reactor becomes very small. Moreover, moving particles have

strong influence on the rate of heat and mass transfer rates in a catalyst bed.

VIII. CONCLUSIONS

Gas–flowing solids–fixed bed contactors can be used either as two-phase continuous contactors

between flowing solids and gas where the fixed bed structure can be specially designed for distri-

bution of both flowing phases or as three-phase contactors where the fixed bed has an active role

(e.g., catalyst bed).

Most of the research up to date was primarily directed toward the determination and prediction

of major fluid dynamic properties, including heat and mass transfer rates. Although there is still lack

of data and prediction models for some of the parameters, many favorable features have been ident-

ified: low pressure drop, high heat and mass transfer rates, and low axial dispersion of gas and

flowing solids.

Numerous applications of this type of contactors were proposed for a number of separation

processes (e.g., gas purification, adsorption, and drying), as well as for multifunctional reactors.

Although the feasibility of some of these ideas was confirmed on the bench or pilot-plant scale,

the only process that has been realized on industrial scale up to date was for heat recovery. This

application of gas–flowing solids–fixed bed contactors has been efficiently exploited in France

since 1965.

NOMENCLATURE

A, B constants in the Ergun equation, Equation (22.23)

Ac column cross-section area (m2)

As surface area of one solid particle (m2)

Ar Archimedes number for flowing solids particles [¼ d3
s � ( rs � r) � r � g=m2]

a surface area of packing per unit bed volume (m2=m3)

a0 interfacial area of the trickle phase [¼ (8pb=(1� 1tr)Ac)1=2] (m2=m3) reactor

aint internal surface area of solid per cubic meter of solid (m2=m3)

Bog gas-phase Bodenstein number (¼ ugds=Dg1)

Bos solids-phase Bodenstein number (¼Usds=Dsb)

CD drag coefficient
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Cg concentration in gas phase (kg/m3)

Cs surface concentration on flowing solids (kg/m2)

Cpg gas heat capacity (J/kg K)

Cps solids heat capacity (J/kg K)

D column diameter (m)

Da Damköhler number ( ¼ RP,RrCAcL=Gm,in)

Dg gas-phase axial dispersion coefficient (m2/sec)

Df gas diffusion coefficient (m2/sec)

Ds solids-phase axial dispersion coefficient (m2/sec)

deq equivalent diameter of packing ½¼ 6(1� 1)=(aþ 4=D)�(m)

dS flowing solids particle diameter (m)

dV equivalent diameter of voids, Equation (22.21), (m)

E adsorption number ¼ M � m � p=(rgGm,inyA,inRgTR)

F extraction factor ( ¼ ug=maintus) (m)

FB buoyancy force per unit solids volume (N/m3)

FD drag force per unit solids volume (N/m3)

FG gravity force per unit solids volume (N/m3)

Fr Froude number for flowing solids ( ¼ S=r2
s gdeq)

f rate of exchange between dynamic and static holdup per unit bed volume (m3/m3 sec)

G gas mass flux (kg/m3 sec)

Gm molar gas flow rate (mol/sec)

g gravity acceleration (m/sec2)

HDU height of overall dispersion unit ( ¼ L=Peg þ L=Pes) (m)

Hk height of true transfer unit ( ¼ ug=kg � a) (m)

Hk,ov height of overall transfer unit, Equation (22.41), ( ¼ L=Nk,ov) (m)

kg gas-phase mass transfer coefficient (m/sec)

kov overall rate constant (1/sec)

kr chemical reaction rate constant (1/sec)

L fixed bed height (m)

M solids mass flow rate (kg/sec)

m adsorption equilibrium constant (m)

Nk number of true transfer units ( ¼ kaL=ug)

Nk,ov number of overall transfer units, Equation (22.37)

p pressure (Pa)

Peg Pecklet number for gas phase ( ¼ BogL=deq)

Pes Pecklet number for solid phase ( ¼ BosL=deq)

Re particle Reynolds number ( ¼ ugdeqrg=m)

Reload Reynolds number at preloading–loading transition point, Equation (22.1)

RePB packed bed Reynolds number, Equation (22.24)

Res particle Reynolds number based on relative velocity, Equation (22.15)

Rg gas constant ( ¼ 83,144 J/mol K)

RP production rate (mol/kg sec)

RP,R production rate at reference temperature (mol/kg sec)

S mass flux of flowing solids (kg/m2 sec)

t time (sec)

T absolute temperature (K)

Thtr Thiele modulus for trickle phase ½¼ 1=1tr(Vkrb=8pLtDf )
1=2�

Tg temperature of gas (K)

TR reference temperature (K)

Ts temperature of solids (K)

Us superficial solids velocity (m/sec)
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ug superficial gas velocity (m/sec)

u0g effective superficial gas velocity ½¼ ug=(1� b)� (m/sec)

ug,corr corrected superficial gas velocity, Equation (22.9)

uR relative velocity between gas and flowing solids (m/sec)

�uR mean relative velocity (m/sec)

uRt terminal relative velocity (m/sec)

us particle velocity (m/sec)

�us mean particle velocity (m/sec)

usL local mean particle velocity, Equation (22.29), (m/sec)

ust terminal particle velocity (m/sec)

vT,in volumetric flow rate of tracer particles from flowing to static zone (m3/sec)

vT,out volumetric flow rate of tracer particles from static to flowing zone (m3/sec)

V reactor volume (m3)

Vs solid particle volume (m3)

z axial coordinate along the packed bed column (m)

a heat transfer coefficient between gas and particles (W/m2 K)

b flowing solids holdup

bdead dead part of static solids holdup

bdyn dynamic solids holdup

bst static solids holdup

1 fixed bed void fraction

1corr corrected fixed bed void fraction open to gas flow (¼1� b)

1tr void fraction in solids trickles, Equation (22.8)

g relative pressure drop, Equation (22.25)

f fraction of tracer in static solids holdup

h thermal efficiency [h ¼ (Ts(z ¼ 0)� Ts(z ¼ L))=Tg(z ¼ 0)� Ts(z ¼ L)]

htr effectiveness factor of trickle phase (¼ tan h(Thtr)=Thtr)

w fraction of tracer in active part of static solids holdup

m gas dynamic viscosity (kg/(m sec))

rC bulk density of the catalyst (kg/m3)

rg gas density (kg/m3)

rS skeletal density of the flowing solids particles (kg/m3)

t tortuosity factor

j dimensionless length coordinate

zA conversion of reactant A

c empirical parameter, Equation (22.18)
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I. INTRODUCTION

A. GENERAL

Solid heterogeneous catalysts are typical finely dispersed systems. Depending on the manufacturing

method, the porous structure of catalyst grain is formed by numerous microparticles or nano-

particles bound together. The diameter of these particles varies from a few nanometers to
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hundred nanometer. For example, mixed hydroxide or carbonate catalysts are normally prepared by

precipitation, leading to a final crystallite size of 3–15 nm in the precipitated catalyst [1]. The void

space between particles in the catalyst represents the pore-structure, where active centers such as

metal nanoparticles are located. Such a structure can be random (irregular), which is typical for

most porous catalysts, or well-ordered, that is characteristic for zeolites.

During a catalytic reaction in porous structures, complicated mutual interactions of different

processes takes place. These include adsorption–desorption, surface-catalyzed reaction, gas–

liquid phase transition, and capillary phenomena. If the reactor feed consists of a single phase

(gas or liquid), usually the same phase exists within the pores of the catalyst pellet. Some excep-

tions occur, notably trickle bed reactors, where both gas and liquid are fed to the reactor.

However, even if the reactor feed is a single phase under inlet conditions, condensation of gas

or vapor, and evaporation of liquid can lead to phase changes within the reactor. In this chapter,

we concentrate in particular on capillary condensation in the catalyst particles, whereby the

reactor feed is gas phase but condensation to liquid occurs in the finer pores of the catalyst as a

result of capillary forces. It happens when the vapor pressure in small capillaries (pores) is less

when than the dew point. Typical pore radii in which capillary condensation occurs are in the

range 3–50 nm, which is typical of the pore sizes found in many industrial catalysts. As a result

of the capillary condensation process, a configuration of pore filling as illustrated in Figure 23.1

occurs, whereby the smaller pores are filled with liquid and the larger pores with gas.

In this chapter, we consider the influence of capillary condensation upon diffusion/reaction

processes taking place in porous catalysts and its role in catalyst deactivation. In reactions

accompanied by capillary condensation, a two-phase transport/reaction process occurs in the cat-

alyst pellets. We discuss the influence of pore structure upon the extent pore space filled by con-

densate and consider the transport processes that occur within the pores. The partial filling of

catalyst pellets by liquid can lead to interesting effects such as different reaction rates in gas and

liquid, changes in permeability, pore-blocking of gas-phase transport by liquid-filled pores, and

modified rates of catalyst poisoning and coke deposition upon the catalyst surface. It is important

to understand how capillary condensation can influence catalytic reactions (such as motor fuel

hydrotreatment in fixed bed catalytic reactors), so that the process designer can allow for the afore-

said effects in selecting the operating temperature, pressure and catalyst pore size distribution to

optimize the reaction conditions.

B. BACKGROUND

The phenomenon of capillary condensation is widely used to investigate and measure the pore

structure of catalysts because the extent of condensation or adsorption occurring at certain pressure

depends upon the pore radius of the adsorbent [2]. Nitrogen sorption makes use of this effect for the

FIGURE 23.1 Bidisperse globular structure of pellet. R, pellet radius; L, globule radius. “Micropores,” inside

globule; “Macropores,” between globules.
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measurement of the pore structure of adsorbents and catalyst, and the results are interpreted using

the Kelvin equation [3]. This important equation tells us the critical radius of pores below which

capillary condensation occurs at a fixed pressure:

ln
Pm

PS

� �
¼ �

2sVm

RT(rK � d)
(23:1)

Nevertheless, there are only a few publications devoted to the capillary condensation during

catalytic reactions. The papers published by D.H. Kim and Y.G. Kim [4] were probably the first

works concerning this subject. They experimentally observed several steady states of the reaction

rate for cyclohexene hydrogenation over Pt/Al2O3, which were explained to be the result of capil-

lary condensation of the reagents. These experiments were analyzed and interpreted in detail

by Jaguste and Bhatia [5]. Using a theoretical analysis, Gurfein and Danyushevskaya [6]

defined the limitations for the occurrence of capillary condensation in a catalyst particle and for

its influence on the reaction.

Ostrovskii and Bukhavtsova published several experimental and theoretical works on capillary

condensation in catalytic reactions. Capillary condensation was found to accompany some gas-

phase catalytic processes, in particular hydrotreating of jet fuel fractions [7]. The effects of gas–

liquid interfacial surface, intra-particle diffusion, and of the ratio of gas to liquid reaction rates

under conditions of capillary condensation were estimated [8]. The experimental study of

p-xylene hydrogenation on Pt/SiO2 (as a model reaction) was carried out in order to demonstrate

the influence of capillary condensation on reaction kinetics and process dynamics, and corres-

ponding model was proposed [9]. Finally, the poisoning of the catalyst under capillary conden-

sation was also considered [10].

Experimental verification of the models has been carried out using equipment ranging from a

thermogravimetric analyzer [11], a gradientless recycle reactor [9], to a single-pellet diffusion

reactor [12,13].

Shapiro and Stenby [14] formulated a multicomponent version of the Kelvin equation, which is

used to analyze the capillary condensation of nonideal mixtures at high pressure. Wood [13] has

used this equation to calculate the critical pore radius at which capillary condensation occurs for

a mixture of hydrocarbons and hydrogen. On this basis, Wood and Gladden [15] proposed an algo-

rithm for calculating the critical radius below which capillary condensation occurs in combination

with a pore network model of vapor diffusion and reaction. It was used to demonstrate the influence

of network topology and porous structure upon the catalyst effectiveness factor in the presence of

capillary condensation. Theoretical investigations of thiophene hydrodesulfurization were carried

out in order to demonstrate the influence of capillary condensation on catalytic hydrotreating

processes [15,16]. Experimental investigations of hydrotreating catalyst deactivation were also

made [17].

C. PORE NETWORKS

The models that may be used to represent the porous medium and transport processes within fall

into two broad categories: continuum and discrete models. The former model is the simplest

type, where the porous material is treated as a continuum. This type of approach is valid when

the characteristic length for the variation in the macroscopic concentrations is much larger than

the linear dimension of a statistically representative region of the pore space.

Pore network models are an example of a discrete model. The earlier pore network models

consisted of parallel pores [18] and randomly oriented cross-linked pores [19]. Bethe lattice [20],

and regular networks [21] have also been used to represent catalyst structures. Pore network

models have been used to analyze the complicated interactions between diffusion and reaction

that may occur in catalyst particles, for example Sharatt and Mann [21] used their cubic network
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to study diffusion and reaction in a porous catalyst. They showed that tortuosity varies with the Thiele

modulus, the extent of this variation depending upon the pore-size distribution. Hollewand and

Gladden [22] developed a random pore network model, which they applied to the problem of diffu-

sion and reaction for the case of a single, isothermal, irreversible first order reaction. The random

network is shown schematically in Figure 23.2a. The use of a random model attempts to provide

a more realistic representation of a catalyst pellet, as in an industrial catalyst, sample pores are

randomly orientated rather than fixed on a grid pattern. A comparison of tortuosities predicted

from simulations on random and regular networks was made, and it was found that the random

network model predicts significantly different tortuosities from the regular network simulation.

To represent catalyst pellets with a bimodal pore-size distribution using a pore network, some

special considerations of the macro- and micro-structural features are necessary. Bidisperse catalyst

pore structures consist of distinct regions of micro-voids connected together by a network of

macro-voids. Hollewand and Gladden [23] modeled bidisperse pellets by setting up a network

of macro-pores, then assigning micropores branching off the nodes of the macroporous network,

as shown in Figure 23.2b.

Ramirez-Cuesta et al. [24] have developed a model which accounts for some further features of

pore networks such as:

1. Heterogeneity — the basic entities of the pore space are not simply cylinders, but have size

distributed bodies and throats.

2. Correlation — small pore throats are statistically more likely to be connected to small pore

bodies and large throats to large bodies, not assigned at random.

3. Non-uniform connectivity — the number of throats connected to a pore is not constant

throughout the network.

However, it must be remembered that when analyzing complex diffusion-reaction problems with

percolation phenomena, it is desirable to use as large a network as possible. Therefore, in terms

of computer memory, there is a trade-off between using a smaller network of more complex geo-

metry and using a larger network of cylindrical pores.

FIGURE 23.2 (a) Random network. (b) Bidisperse random network with correlated micro- and macro-porous

regions (simulations are three-dimensional).
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D. CAPILLARY CONDENSATION IN PORES

The critical radius of pore below which capillary condensation occurs depends upon the properties

of the fluid such as surface tension, fluid–solid interaction (such as the contact angle made by the

liquid with the pore wall), and the relative pressure referred to the dew point. For pure fluids, it is

well known that the critical radius of capillary condensation can be estimated from the Kelvin

Equation (23.1). However, for industrial catalytic reactors, the Kelvin equation is of limited use

in predicting the onset of capillary condensation because:

. The reactor feeds are usually multicomponent in nature

. The vapor phase is non-ideal

. The liquid phase may be compressible

In order to overcome these problems, Shapiro and Stenby [14] have proposed a multicompo-

nent version of the Kelvin equation which is applicable to gas mixtures at high pressures:

Pc

Pd

¼
VVL

VL

Zav � 1

� �
(x� 1)þ

VVL

VL

Zav(x� 1)2 (23:2)

In the multicomponent model, relative pressure is defined as x ¼ P/Pd, where Pd is the dew

point pressure. The average compressibility ratio Zav is the ratio of the compressibility of the

vapor at pressure P to the vapor compressibility at the dew point Pd. As the dew point is approached,

Zav approaches unity, and so in the neighborhood of the dew point may be taken as unity.

An important feature of the new generalized Kelvin equation is the presence of a thermo-

dynamic parameter, the “mixed volume”:

VVL ¼
XNc

i¼1

xi
LdVi

V (23:3)

Then the critical (Kelvin’s) radius for capillary condensation can be obtained from the equation:

Pc ¼
2s cos u

rK

(23:4)

FIGURE 23.2 Continued.
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II. POSSIBLE FEATURES AND EFFECTS

When a catalyst pellet is partially liquid filled, some interesting and unusual features can occur,

compared with the single phase. These effects can be summarized as:

. The pore volume and surface area available for gas-phase reaction is decreased.

. Reaction kinetics in the condensed liquid differ from the gas-phase kinetics.

. Catalyst poisoning occurs with different rates in the gas- and liquid-filled pores.

. Reaction rates are influenced by capillary vapor–liquid equilibria and by mass transfer.

. Regions of the catalyst pore structure become blocked off or disconnected from the bulk gas

at the catalyst surface due to the presence of liquid-filled pores.
. The fraction and distribution of condensate-filled pores can have multiple steady states for a

given temperature and pressure, depending on the history of the pellet.

These effects are considered in more detail in the following discussion. Ostrovskii et al. [7] have

found that in their calculations of capillary condensation of jet fuel during hydrotreatment, conden-

sate filled pores constituted 30% of the overall pore-volume and 50% of the surface area at a temp-

erature of 3008C and pressure of 40 atm. Clearly, this will have a significant effect on the number of

active sites of the catalyst that are accessible for gas-phase reaction. The extent to which the overall

reaction rate is modified will depend on the relative reaction rates in the gas and liquid phase.

Such peculiarities are obvious especially in hydrocarbon processes that are carried out in the

presence of hydrogen. Here the reaction conditions in large and small pores differ dramatically,

mainly due to low solubility of gases in liquids (especially H2 in hydrocarbons) shown in

Table 23.1.

From studies in trickle bed reactors, Sedriks and Kenny [25] suggested that the overall rate of

reaction in partially liquid-filled catalysts rtot, depends on the rate in the gas phase rG, the liquid

phase rL, and the wetted fraction of the active catalyst surface f, as:

rtot ¼ frL þ (1� f )rG (23:5)

The fraction of dry catalyst was found contribute significantly or even dominate the overall rate

of reaction. The effect was attributed to the higher rates of mass transfer and lower rates of heat

transfer in gas-filled pores compared with liquid-filled pores. Similarly, Wood and Gladden [15]

have assumed that gas-phase reaction dominates the overall rate in their simulations of hydrode-

sulfurization of diethyl sulfide, by neglecting liquid-phase reaction. Ostrovskii et al. [7] have

TABLE 23.1
Conditions in Large and Small Pores for a Catalyst Close to the Dew Point

Parameter Large Pores (gas) Small Pores (liquid)

Total concentration, mol/l 1–3 5–10

H2/hydrocarbons, mol/mol 3–5 1023

Diffusivity, cm2/s 1022–1023 1024–1026

Adsorption equilibrium bH2
PH2
� SbiPi bH2

CH2
� SbiCi

Adsorption energy Heat of adsorption Heat of condensation

Reaction rate Rate limiting step Dissolution of H2

Deactivation Coking Tar formation

Self-regeneration By hydrogen Tar solubility

Note: bi are constants of adsorption equilibrium.
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found that reaction kinetics of benzene hydrogenation over Pt/Al2O3 catalysts differ between the

gas and liquid phase. The reaction was found to be third order with respect to hydrogen in the gas

phase, though first order only in the liquid phase. In addition, the hydrogen solubility in the liquid

phase influenced the rate of reaction. The rate of coke deposition in gas- and liquid-filled pores can

also be differed if the rates of any side reactions that produce coke are phase dependent.

Regarding the rate of liquid-phase reaction, it is necessary to know the concentration of reac-

tants within the capillary condensed phase in order to apply the appropriate rate equation. For the

simple case, the liquid-phase composition can be estimated using Henry’s law [8], or for multicom-

ponent mixtures at high pressures a flash calculation can be carried out using an equation of state in

combination with an appropriate algorithm, such as the stability test procedure of Michelsen

[26,27]. The flash calculation determines the composition of liquid in equilibrium with a

vapor-phase mixture in unconfined space. Although providing an estimate of liquid composition,

it should be noted that in narrow capillaries the equilibrium diagram may differ from the bulk,

and therefore the liquid composition in the capillary may not match the calculation exactly.

It was explained earlier that condensation in the catalyst pores leads to loss of surface area and

volume available for vapor-phase reaction and diffusion. This effect may be greater than anticipated

from the liquid-filled fraction alone if isolated areas of vapor-filled pores become blocked off from

the bulk gas at the catalyst surface by regions of condensed liquid. Such problems can be solved

using the techniques of percolation theory [28,29].

The percolation problem arises by assigning pores in a network as present (conducting) or

absent with probabilities p and q ¼ (1 2 p), respectively. Two sites are said to be “conducting”

if there is a path between them consisting solely of occupied bonds. For an infinite lattice, there

exists a critical conducting fraction, the percolation threshold pc. In application to the capillary

condensation problem, pores are considered to be “conducting” if filled with gas, and “non-

conducting” if filled with liquid. Then the percolation threshold represents the case where there

are just enough pores filled with condensate to allow diffusion of vapor between the two sides of

the network, and at this point the pores connected to the vapor-filled path of pores are said to

belong to the “backbone” of the network. Hoshen and Kopelman [30] have presented an algorithm

for counting clusters of pores that belong to the backbone fraction of a percolating pore

network. In catalytic reactions accompanied by capillary condensation, the algorithm has been

useful in identifying which pores are connected to the pellet surface by pathways of other vapor-

filled pores.

III. MASS TRANSFER IN PELLETS

A. APPROXIMATE CALCULATIONS OF THE EFFECT OF CAPILLARY CONDENSATION

The porous structure of most catalysts is polydisperse. Therefore, capillary condensate fills only part

of the pore-space — mostly small pores. The bidisperse globular structure (Figure 23.1) is con-

venient to consider as a model for rough estimations of the influence of external mass transfer

and intraparticle diffusion on the total reaction rate. Such an analysis was made by Ostrovskii and

Bukhavtsova [8]. According to this model, the only pores inside globules (micropores) will fill

with liquid, and space between globules (macropores) fill with gas. Then the total porosity can be

written as

1o ¼ 1G þ 1L, 1G ¼ 1o(1� wL), 1L ¼ 1owL, 1 ¼ 1� 1o(1� wL) (23:6)

It is convenient to compare the features of mass transfer in a trickle-bed (completely wetted

pellet) and in catalyst pellets under condition of capillary condensation. In trickle-bed reactors,

the interfacial gas–liquid surface (ST) is slightly less (due to porosity) than the external surface

of pellet SR, ST � SR1G, and is proportional to (1 2 1) 1G/R.
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Pellets containing capillary condensate are surrounded by gas flow and the interfacial surface

SC is equal to the meniscus area in pores filled with liquid, which corresponds to the external surface

of globules SL, SC � SL1L, and is proportional to (1 2 1)1L/L.

Usually R ¼ 1–5 mm and L ¼ 100–1000 nm. Then the ratio of SC and ST is:

SC

ST

¼
1LR

1GL
� 103 –105 (23:7)

Thus, the gas–liquid interfacial area at capillary condensation is significantly higher than in

trickle-bed and does not limit the mass transfer.

Under steady state, the reaction rate in “wetted” zone of pellet rL is equal to the diffusion flux in

the gas phase through the external surface of pellet FR and is also equal to the diffusion flux of

components into “wetted” globules FL.

Assuming that (grad C ¼ 1), FR and FL can be expressed as:

FR �
DRSR1G

R
, DR ¼ 10�2 –10�3 cm2=s

FL �
DLSL1L

L
, DL ¼ 10�4 –10�5 cm2=s

Because of SR � (1� 1)=R and SL � (1� 1)=L, we can estimate

FL

FR

�
DLR21L

DRL21G

¼ 105 –106 (23:8)

This value indicates that diffusion in capillary condensed liquid and the mass transfer through

the gas–liquid interfacial film does not limit the overall rate of process under capillary conden-

sation, unlike the situation in trickle-bed. Therefore, only diffusion in the gas phase (in large

pores) or the catalytic reaction rate in the liquid (in small pores) is the rate limiting steps.

Taking into account this estimation, Ostrovskii and Bukhavtsova [8] have considered the

simplified model of reaction/diffusion in catalyst particle under capillary condensation. According

to Equation (23.7), we can suppose that diffusion limitation inside the globule (Figure 23.1) is neg-

ligible, even in the case where it is filled with liquid. Then the diffusion/reaction equation has the

form

(1� 1)DR

SR

VR

� �2
d2CG

dr2
¼ kG(1� 1)CG þ 1kLCL (23:9)

Using Henry’s law CL ¼ HCG, a simple equation, we can obtain:

d2CG

dr2
¼ c2bCG, c ¼

VR

SR

ffiffiffiffiffiffi
kG

DR

r
, b ¼ 1þ

1

1� 1
g, g ¼

HkL

kG

(23:10)

where c is Thiele parameter, kG, kL are reaction rate constants, and H is Henry’s constant.

Let us express the effectiveness factor as the ratio of observed and kinetic reaction rates

(h ¼ r0=rkin):

rkin ¼ bkG(1� 1)Co
G; r0 ¼ bkG(1� 1)

ð1

0

CG(r) dr
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In strong diffusion region, the following approximate expression holds

h �
1

c
ffiffiffi
b
p (23:11)

Also the relative rate of reaction (x ¼ r0L=r0G) was used to characterize the processes occurring

in the pellet. It equals the ratio of observed rate with (r0L) and without (r0G) capillary condensation.

In the latter case g ¼ 1 and b ¼ 1=(1� 1). Therefore

r0G ¼
kGCo

G

ffiffiffiffiffiffiffiffiffiffiffi
1� 1
p

c
, r0L ¼

kGCo
G

ffiffiffi
b
p

(1� 1)

c

and consequently

x �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b(1� 1)

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(1� 1)þ 1g

p
(23:12)

The plots of dependencies (23.11) and (23.12) are represented in Figure 23.3 as hc and x

functions of pellet “microporosity” 1 and g parameter.

At the absence of liquid phase, g ¼ 1 and x ¼ 1, and effectiveness factor becomes

hG ¼

ffiffiffiffiffiffiffiffiffiffiffi
1� 1
p

c
(23:13)

From r0L and r0G, it follows that hL ¼ hG=x or x ¼ hG=hL. The value of hG decreases with

increasing value of 1 because of decreasing of effective diffusivity DE � (1� 1)DR. This depen-

dence for h is represented in Figure 23.3a by dotted line at g ¼ 1.

If capillary condensation leads to excluding the active centers in “micropores” from the

reaction (g ¼ 0, b ¼ 1), then the effectiveness factor is determined only by Thiele modulus

(h � 1=c), and relative rate of such pellet (x ¼
ffiffiffiffiffiffiffiffiffiffiffi
1� 1
p

) decreases with increasing 1 according

FIGURE 23.3 Dependencies of (a) effectiveness factor (h) and (b) relative rate (x) on 1 andgparameters. (From

Ostrovskii, N.M. and Bukhavtsova, N.M. React. Kinet. Catal. Lett., 56, 391–399, 1995. With permission.)
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to dotted line in Figure 23.3b. The estimates represented here are approximate and, obviously, limit

range is 0.1 , 1 , 0.9 shown in Figure 23.3 by vertical lines.

Note that the relative rate x does not depend on Thiele modulus c, because the diffusion resist-

ance is concentrated in gas phase only.

It is clearly seen from the Figure 23.3, that if the reaction rate in liquid phase is less than those in

gas phase (g� 1), then x and h slightly depend on 1 and g, respectively. It comes from a small

contribution of the liquid-phase reaction in overall conversion rate. The process in pellet proceeds

then in kinetic or in diffusion region depending on Thiele parameter value c.

In the opposite case, at g� 1, the main contribution to the conversion occurs in the liquid

phase. Therefore x and h are determined mainly by g ¼ HkL=kG value and reaction is shifted to

the strong diffusion region.

B. TRANSPORT PHENOMENA INSIDE CATALYST PARTICLE

1. Types of Diffusion

There are essentially three diffusion mechanisms that occur within a pore. They are [31]:

. Bulk diffusion: molecule–molecule collisions dominate over molecule–wall collisions.

This type of diffusion is important at high pressures.
. Knudsen diffusion: molecule–wall collisions predominate over molecule–molecule

collisions. This type of diffusion is very important in micro-pores.
. Surface diffusion: adsorbed species on the walls of the pores may be transported along the

pore walls. This mechanism is important for strongly adsorbed species and in micro-pores.

In multicomponent systems, which prevail in catalytic processes, some curious effects occur

that were predicted by Toor [32]:

. Osmotic diffusion: diffusion of a component takes place in spite of the absence of a driving

force.
. Reverse diffusion: diffusion of a component takes place in a direction opposite to its driving

force, which means that components flow in a direction opposite to their concentration

gradients.
. Diffusion barrier: diffusion flux of a component is zero, despite a large driving force.

These three phenomena cannot be described by the traditional version of Fick’s law, but are fully con-

sistent with the modern multicomponent diffusion theory [33]. Multicomponent diffusion in porous

media can be represented by the “dusty gas” model, which is described in the following section.

Bulk and Knudsen diffusion mechanisms occur in series and it is always wise to take both

mechanisms into account, rather than assuming “controlling” only [34]. Surface diffusion occurs

in parallel to the other mechanisms, and its contribution to the total species flux may be quite

significant, especially at elevated pressures [34].

In order to calculate bulk and Knudsen diffusion fluxes simultaneously, the “dusty gas” model

is often applied [35–37], where giant dust molecules distributed uniformly in space represent the

pore walls.

2. Diffusion and Flow in Surface Adsorbed and Capillary Condensed Adsorbate

Apart from diffusion in continuum phase, the transport of surface-adsorbed molecules and capillary con-

densate takes place in meso- and macroporous media. In order to model transport of adsorbable vapor at

elevated pressure, it is necessary to consider the type of adsorption occurring: monolayer adsorption,

multilayer adsorption, or capillary condensation [38]. Models for surface diffusion have been proposed
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by Krishna [38], and various theoretical treatments for multilayer diffusion have been proposed [11,39].

It should be noted that at high pressure, multilayer adsorption, and capillary condensation can

coexist within the pore structure of an adsorbent. Models taking account of this situation have been

proposed by Lee and Hwang [40], Rajniak and Yang [20], Kainourgiakis et al. [41] and

Kikkinides et al. [42]. They predicted that in membrane type processes, coexistence of multilayer

adsorption, and capillary condensation can lead to improvements in permeability, as a result of capillary

forces.

C. ESTIMATION USING FICK’S LAW

Let us consider now the combination of models representing transport of gas and liquid in porous

structures with kinetic expressions describing reaction at the active sites of the catalyst. This model

considers the effect of the catalyst pore structure in more detail than the one presented in Section

III.A. Wood and Gladden [15] used a network model to simulate the effects of diffusion/reaction

accompanied by capillary condensation.

A random pore network model was constructed using an algorithm of Hollewand and Gladden

[22]. As illustrated in Figure 23.2, the nodes of the network are randomly distributed in space, then

connected to their nearest neighbors to achieve a desired connectivity. The cylindrical pores of the

network connect two nodes together, such that each node is connected to the number of neighbors

corresponding to the coordination number or connectivity of the network. At two faces of the

network that constitute the pellet surfaces the pores are open ended, and at the other four faces

periodic boundary conditions apply.

Wood and Gladden [15] simulated the following hydrodesulfurization reaction, as an

example:

C4H10S þ

Diethyl Sulfide (A)

2H2 �!

Hydrogen (B)

2C2H6 þ

Ethane (C)

H2S

Hydrogen Sulfide (D)

Although the kinetics of such reactions are often of Langmuir–Hinshelwood form [43], it was

necessary to make some simplifying assumptions in order to solve the model. As hydrogen (B) is

present in great excess in the hydroprocessing reactor, hydrogen concentration CB, is effectively

constant. Therefore, the diffusion process may be approximated as binary diffusion of diethyl

sulfide (A) through hydrogen (B) within the porous medium, with pseudo first order reaction.

For the case of the binary diffusion of a dilute component, Fick’s law can be used to model the

process.

The one-dimensional diffusion/reaction equation for a single pore is given by

Deff

d2CA

dz2
i

� kvCA ¼ 0 (23:14)

The Thiele modulus for a catalyst pore network is given by

FNW ¼ LNW

ffiffiffiffiffiffi
kvp

D

r
(23:15)

where kvp is the reaction rate constant per unit void volume for the network and LNW the length of

the pore network.

The solution of the diffusion/reaction equation throughout the network is achieved by solving

simultaneously the one-dimensional equation for each pore in the network. A dimensionless

distance along the pore is defined as Zi ¼ zi/li.

A dimensionless concentration is defined which relates CAi, the concentration at any point

within the network to CAS, the pellet surface concentration Cri (zi) ¼ CAi (zi)/CAS.
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The dimensionless diffusion/reaction equation for a pore then follows from Equation (23.14),

and can be expressed in terms of the dimensionless variables as

d2Cri

dZ2
i

� f2
i Cri ¼ 0 (23:16)

where fi is a local Thiele modulus for a single pore.

The solution of Equation (23.16) throughout the network was achieved by solving simul-

taneously the one-dimensional equation for each pore, assuming that at the nodes of the network

no adsorption or reaction takes place. The node material balance can be expressed by an equation

similar to Kirchoff’s law as

XZc

i¼1

pr2
i Ji ¼ 0, (23:17)

The pore effectiveness factor is given by the ratio of the moles of reactant consumed in the

presence of diffusion resistance, to the moles of reactant consumed in the absence of diffusion

resistance. The single pore effectiveness is used to calculate the effectiveness factor for the network

hNW ¼
XN

i¼1

nihi (23:18)

where N is the number of pores in the network.

The pellet effectiveness factor is defined as the ratio of the calculated reaction rate to the rate

that would be observed with no diffusional limitation or capillary condensation. The network

effectiveness factor is equated to the pellet effectiveness by mapping the network solution onto

the continuum solution. For a rectangular slab, the Thiele modulus and effectiveness factor are

related by the expression

h ¼ hNW ¼
tanhF

F
(23:19)

The effects of capillary condensation were included in the network model, by calculating the

critical radius below which capillary condensation occurs based on the vapor composition in

each pore using the multicomponent Kelvin Equation (23.2). Then the pore radius was compared

with the calculated critical radius to determine whether the pore is liquid- or vapor-filled. As a sig-

nificant fraction of pores become filled with capillary condensate, regions of vapor-filled pores may

become locked off from the vapor at the network surface by condensate clusters. A Hoshen and

Kopelman [30] algorithm is used to identify vapor-filled pores connected to the network surface,

in which diffusion and reaction continue to take place after other parts of the network filled with

liquid. It was assumed that, due to the low hydrogen solubility in the liquid, most of the reaction

takes place in the gas-filled pores. The diffusion/reaction simulation is repeated, including only

vapor-filled pores connected to the network surface by a pathway of other vapor-filled pores.

In order to investigate the effect of catalyst pore structure and reactor operating pressure upon

the pellet effectiveness factor, simulations were carried out over the range of variables shown

in Table 23.2. The PSD of the pore network was assigned from a Normal distribution of radii in

a random fashion. The mean and standard deviation of the Normal distribution are given in

Table 23.2. The random network was generated 10 times for each set of conditions, and the

results of these simulations then averaged.

Figure 23.4 shows the effectiveness factor plotted against network Thiele modulus obtained for

four simulation pressures in the range 27.5–27.8 bar, for which capillary condensation occurs.
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These results are compared with those of a simulation in which pore filling by capillary conden-

sation is omitted from the algorithm such that the network contains only vapor.

As seen in Figure 23.4, at low Thiele moduli below 0.1, the strong reaction-controlled limit,

capillary condensation causes a reduction in catalyst effectiveness factor by 4–7% depending

TABLE 23.2
Values of Input Parameters to the Random Pore Network Simulations of

Diethyl Sulphide Desulfurization in a Medium Meso-Pore Catalyst

Number of nodes 200–2000 (reference value 1000)

Connectivity Random network 3–7 (reference value 6)

Regular network 6

Grid dimensions 1 mm3

Mean pore size 128–184 Å (reference value 136 Å)

Standard deviation pore size 16–40 Å (reference value 28 Å)

Temperature 375 K

Pressure 27.5–27.8 bar (reference value 27.8 bar)

Hydrogen surface concentration 0.95 mole fraction

Diethyl sulfide surface concentration 0.05 mole fraction

Note: The values in brackets identify the parameters used in the reference lattice.

FIGURE 23.4 Influence of Thiele modulus and pressure upon catalyst effectiveness factor. Simulations were

performed on a random network of 1000 nodes, defined by the reference input parameters given in Table 23.2,

for pressures of 27.5, 27.6, 27.7, and 27.8 bar, at which capillary condensation occurs to varying extents. The

inset of the figure shows an enlargement of the curves at Thiele moduli below 1.0. (From Wood J. and Gladden

L.F., Chem. Eng. Sci., 57, 3033–3045, 2002. With permission.)
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upon the value of pressure. In this regime, pore diffusion resistance is weak, and reaction takes

place throughout the vapor-filled part of the catalyst particle. Condensable species can penetrate

deep into the pore network. Under these conditions, resistance to diffusion is low, and so reductions

in the connectivity of vapor-filled pore space caused by pore blockage with liquid has little influ-

ence upon the effectiveness factor. The reduction in effectiveness is thought to be due to the loss of

gas-filled pore volume that is displaced by the capillary condensate. At low Thiele moduli approxi-

mately 15% by number of the surface and bulk pores are filled with condensate, “surface” referring

to those pores that are directly connected to the pellet surface, whilst “bulk” refers to pores

indirectly connected to the network surface. Since the fractions of surface and bulk pores filled

with condensate are approximately equal, condensate must be distributed quite evenly between

the surface and interior of the pellet.

In the intermediate range 0.1–0.5 of Thiele moduli, resistance to diffusion in the pores is more

significant. The presence of pores filled with condensate leads to a reduction in the connectivity of

the vapor-filled pore space and so the tortuosity of the vapor-filled part of the pore structure

increases. In this regime, the reduction in catalyst effectiveness factor due to capillary condensation

is thought to result from both increased tortuosity of the vapor-filled pore space and reduced vapor

phase pore volume. The inset in Figure 23.4 shows, on an enlarged scale, the effect of capillary

condensation for FNW , 1.0; the effectiveness factor is observed to pass through a maximum at

FNW � 0.3. The maximum occurs because on one hand, the effectiveness factor for the vapor-

filled parts of the pellet increases as Thiele modulus decreases, but on the other hand the extent

of capillary condensation is also higher at low values of FNW, leading to blockage of some

pores that would otherwise be available for reaction. In this regime, the percentage of surface

pores filled with condensate is significantly higher than the percentage of bulk pores filled, for

example at FNW, 13% of surface pores are filled with liquid, whereas only 5% of bulk pores are

liquid-filled. This effect occurs because vapor present in the surface pores of the network is

richer in the condensable sulfur compound than vapor in the bulk pores.

At values of the Thiele modulus above 0.5, tending toward the strong diffusion-controlled

limit, most of the reaction occurs near the surface of the catalyst pellet. It is seen from

Figure 23.4 that the catalyst effectiveness is not significantly influenced by capillary condensation

under these conditions. The percentage of both surface and bulk pores filled with condensate is less

than 1% for Thiele moduli above 0.5, consistent with the mass flux of condensable reactant being

confined to the entrance region of surface pores in the lattice. These results indicate that the influ-

ence of capillary condensation upon catalyst effectiveness is strongly dependent upon the Thiele

modulus. At the strong reaction-controlled limit, capillary condensation reduces catalyst effective-

ness considerably whereas at the strong diffusion-controlled limit, it has virtually no effect.

Figure 23.4 also illustrates the influence of pressure upon catalyst effectiveness under

conditions of capillary condensation. At low Thiele moduli, where capillary condensation has an

appreciable influence upon effectiveness factor, the effectiveness factor decreases as pressure

increases. As the pressure increases, the dew point of the mixture is approached and the fraction

of pores filled with condensate increases. The reduction in effectiveness factor with increasing

pressure is explained by the larger fraction of condensate-filled pores that result as the dew point

is approached.

Figure 23.5a shows effectiveness factor plotted against mean pore size for three different stan-

dard deviations of pore size. At a fixed value of standard deviation, the catalyst effectiveness factor

increases with increasing pore size. This effect results as increasing the mean pore size of the PSD

leads to a reduced possibility of the radius of a particular pore being below the critical radius for

capillary condensation decreases, such that capillary condensation is less likely. Figure 23.5b

shows catalyst effectiveness plotted against the standard deviation of the PSD for three mean

pore sizes. At a constant mean pore size, the catalyst effectiveness factor decreases with increasing

standard deviation. This effect occurs because a wide PSD incorporates more small pores which act

as constrictions to diffusion and in which capillary condensation is more likely to occur. In this
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FIGURE 23.5 (a) Influence of mean pore size upon catalyst effectiveness factor. The standard deviation of the

pore-size distribution is shown in the key of the figure. Simulations were performed on a random network. (b)

Influence of standard deviation of pore-size distribution upon catalyst effectiveness factor. The mean of the

pore-size distribution is shown in the key of the figure. The number of nodes, network connectivity and

pressure are defined by the reference input parameters given in Table 23.2. (From Wood J. and Gladden,

L.F., Chem. Eng. Sci., 57, 3033–3045, 2002. With permission.)
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figure, the influence of standard deviation is more pronounced for networks of smaller mean pore

size, as condensation is more likely to occur in the smaller pores of the catalyst.

The results presented earlier illustrate that the catalyst effectiveness factor is sensitive to the

properties of the PSD under conditions where capillary condensation occurs. The model could

be used to optimize the pore structure and process conditions so as to control the extent of capillary

condensation occurring and to increase the catalyst effectiveness factor.

D. MASS TRANSFER CALCULATIONS USING DUSTY GAS MODEL

The models mentioned so far are limited in their application as they represent only first order

reaction kinetics with Fickian diffusion, therefore do not allow for multicomponent diffusion,

surface diffusion or convection. Wood et al. [16] applied the algorithms developed by Rieckmann

and Keil [12,44] to simulate diffusion using the dusty gas model, reaction with any general types of

reaction rate expression such as Langmuir–Hinshelwood kinetics and simultaneous capillary con-

densation. The model describes the pore structure as a cubic network of cylindrical pores with a

random distribution of pore radii. Transport in the single pores of the network was expressed

according to the dusty gas model as

�RT
r2

i

8m
c

d2ctot

dz2
þ

dc

dz

dctot

dz

� �
� D�1 d2c

dz2
�

d

dz
(D�1)

dc

dz
�

2

ri

vr(c, T) ¼ 0 (23:20)

where r is the vector of reaction rates and v is a vector of stoichiometric coefficients.

The material balance condition must apply at the nodes of the network such that no adsorption

or reaction occurs there, that is, no accumulation at the nodes. For each pore a boundary value

problem has to be solved. Adopting the methods of Rieckmann and Keil, it was necessary to dis-

cretize each pore using a finite difference scheme. This led to a very large system of nonlinear

equations, which were solved using the Schur complement method, described by Rieckmann and

Keil [44].

A major advantage of the models of Rieckmann and Keil [44] and Wood et al. [16] was that,

unlike earlier studies, any general reaction kinetics could be incorporated into the computer

simulation. This means that reactions of industrial interest, which are typically represented by

Langmuir–Hinshelwood kinetics, could be represented. Wood et al. [16] chose the hydro-

desulfurization of thiophene as an example reaction, using the kinetic measurements of Van

Parijs et al. [45] in their simulations. The kinetic model assumes that first thiophene is hydrogenated

to butene, then butene is hydrogenated to butane:

Thiophene þ Hydrogen �! Butene þ Hydrogen Sulfide

C4H4S þ H2 �! C4H8 þ H2S

Butene þ Hydrogen �! Butane

C4H8 þ H2 �! C4H10

The two steps of the hydrogenation were assumed to take place on two different types of active

site: s sites and t sites. The rate of thiophene hydrogenation on s sites is represented by the

equation

rts ¼
ktsKtsKH2sPTPH2

½1þ (KH2
PH2

)1=2 þ KTsPT þ KH2SsPH2Ss=PH2
�
3

(23:21)
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and butene hydrogenation, which takes place on t sites, is represented by

rAt ¼
kBtKBtKH2tPBPH2

½1þ (KH2tPH2t)
1=2 þ KAtPA þ KBtPB�

2
(23:22)

where T represents thiophene, B butene and A butane.

The model representing diffusion/reaction involved solution of the transport equations for each

single pore simultaneously to give concentration profile in the pore network. The calculations

related to capillary condensation were performed in the same way as for the Fickian model,

described in Section III.C.

The model parameters used in the pore network simulation of diffusion/reaction are:

. Pore size distribution and connectivity, which may be obtained from experimental nitrogen

adsorption or mercury porosimetry measurements [46–48].
. Kinetic rate expressions, which may be obtained from experimental measurements in a

Berty reactor or a similar type of reactor.
. Transport parameters such as binary diffusion coefficients and viscosities. For the purposes

of the model described here, subroutines were coded to calculate diffusivity and viscosity.

The binary diffusivity Dij was estimated using the method of Fuller [49,50]. The viscosity

was calculated according to the method of Lucas [51]. The necessary data and equations

were obtained from Reid et al. [52].

Simulations were performed under the conditions shown in Table 23.3, using the kinetic parameters

reported by Van Parijs et al. [45]. Figure 23.6 shows concentration profiles in a pellet for the reac-

tants and products of the thiophene hydrogenation.

Figure 23.7a shows the conversion of thiophene at the pellet center plotted as a function of

pressure. On increasing the pressure from 5 to 10 bar a slight increase in thiophene conversion is

observed. This is due to a slight increase in the rate of reaction resulting from increased adsorption

of the reacting species at the active sites of the catalyst. As the pressure is increased above 20 bar,

the conversion of thiophene decreases very sharply, and at 21.5 bar the conversion of thiophene at

the pellet center is negligible. Again the decreased conversion in networks containing capillary

TABLE 23.3
Input Parameters and Conditions for the Simulation of

Multicomponent Diffusion/Reaction Accompanied by

Capillary Condensation

Number of nodes 1000

Number of finite difference points per pore 6

Pellet dimension 12 mm

Mean pore size 151.2 Å

Standard deviation pore size 27.4 Å

Connectivity 4

Temperature 550.5–583 K

Pressure 5–21.5 bar

Thiophene concentration 0.2 mole fraction

Hydrogen concentration 0.6 mole fraction

Dodecane concentration 0.2 mole fraction
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condensation is due to a reduction in the active surface area of the catalyst and reduced transport

and reaction in dead end pores compared with “flowing” pores. As shown in Figure 23.7b, the frac-

tion of pores on a percolating pathway decreases dramatically as the pressure approaches 21.5 bar,

in the region of the dew point.

IV. REACTION KINETICS

In previous sections, we have considered some physical phenomena, which can complicate the

processes occurring in a catalyst particle and influence the global (observable) reaction rate or

effectiveness factor. Meanwhile, the presence of liquid condensate in some pores can also affect

the intrinsic kinetics of the reaction due to the features discussed in Section II.

In order to elucidate this problem, Bukhavtsova and Ostrovskii [9] have studied experimentally

the reaction kinetics on the catalysts with (and without) capillary condensation. The model catalysts

Pt/SiO2 with approximately the same characteristics except porous structure (Table 23.4) were

used. Two modifications of support SiO2 were used: KCK-1 with relatively large pores, and

KCM-5 with small pores (Figure 23.8). Except pore size distribution, the platinum distribution

among the pores with different size was measured by adsorption method [53].

The model reaction of p-xylene hydrogenation was chosen in order to provide the mild

conditions of the experiments in both gas and capillary condensed phases, and to avoid the influence

of side reaction and catalyst deactivation. The recycle type of gradientless reactor was used that

provides uniform temperature and concentration profiles within all the catalyst packing. The

catalyst particles (0.25–0.50 mm) provide a negligible intraparticle limitation of mass- and heat-

transfer.

FIGURE 23.6 Concentration profiles in a pellet during thiophene hydrotreatment at a temperature of 573 K

and a pressure of 20 bar. The feed composition is 60 mole% hydrogen, 20 mole% thiophene, 20 mole%

dodecane. Dodecane is present as an inert carrier of thiophene. Data points represent the results of

simulations and lines are smooth curves fitted to the data to guide the eye. (From Wood, J., Gladden, L.F.,

and Keil, F.J., Chem. Eng. Sci., 57, 3047–3059, 2002. With permission.)
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FIGURE 23.7 Effect of pressure upon thiophene conversion during hydrotreatment. Simulation temperature

553 K. (a) Thiophene conversion at network centerplane. (b) Fraction of pores on a percolating path to the

pellet surface. The line is shown to guide the eye; error bars represent the spread in thiophene conversion

values resulting from simulations performed upon 5 separately generated pore networks. (From Wood, J.,

Gladden, L.F., and Keil, F.J., Chem. Eng. Sci., 57, 3047–3059, 2002. With permission.)

Reaction and Capillary Condensation 619



The reaction conditions are presented in Table 23.5. There rK is the radius of pores, in which the

capillary condensation is possible at initial partial pressure of p-xylene Px
o. The values of rK are

calculated using Kelvin equation and take into account the thickness of adsorption film

d ¼ 0.4–1.0 nm.

Under conditions excluding the capillary condensation, the reaction kinetics follows a

Langmuir–Hinshelwood type Equation (23.23). This is clearly seen from Figure 23.9a for

Pt/KCK-1 at 60, 80, 1008C, and from Figure 23.9b for Pt/KCM-5 at 808C.

kG ¼ k
bPx

1þ bPx

P3
H (23:23)

However, the obvious deviation from this dependency was observed when the capillary con-

densation occurs, for example on Pt/KCM-5 at 608C (Figure 23.9b).

The Pt fraction in pores filled with liquid at 608C is represented by figures and dotted line in

Figure 23.9b. This fraction of Pt (acting in liquid phase) increases with increasing Px that results

in a decrease of the reaction rate. However, the reaction rate reduction stops at Px ¼ 0.045 atm

TABLE 23.4
Catalyst Characteristics

Pt/KCK-1 Pt/KCM-5

[Pt] (%) 1.0 0.9

Average pore radius (nm) 10.0 3.0

Bulk density (g/cm3) 0.40 0.55

Pt dispersion 0.51 0.70

Particle size (mm) 0.25–0.50 0.25–0.50

Pore volume (cm3/g) 0.35 0.47

Specific area (m2/g) 130 370
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FIGURE 23.8 The distribution of differential (dV/dr) pore volume for KCK-1 (open symbol) and KCM-5

(filled symbol). (From Bukhavtsova, N.M. and Ostrovskii, N.M. React. Kinet. Catal. Lett., 65, 322–329,

1998. With permission.)
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(corresponding to rK ¼ 6 nm) because of absence of the pores with radius 6 , rp , 20 nm in Pt/
KCM-5 (Figure 23.8). Further, the reaction concentrates in macropores, where approximately 40%

Pt is located.

From these data, and also from dynamic experiments (Section V), the reaction rate in capillary

condensed liquid was estimated. The kinetics may be represented by the equation

rL ¼ kLPHx (23:24)

where x ¼ Px/Px
s is mole fraction of p-xylene in liquid according to Raoult–Dalton’s law.

The total reaction rate, presented in Figure 23.9, was calculated as rtot ¼ rL wLþ (1 2 wL)rG. It

is seen from Figure 23.9b that the reaction rate in liquid phase is lower than in gas phase. At 608C
and Px ¼ 0.045 atm, the ratio rG/rL � 20. Note that kL includes Henry coefficient for hydrogen, the

low solubility of which is responsible for the difference in reaction rates and in kinetic

FIGURE 23.9 Steady-state kinetic curves over Pt/KCK-1 (a) and Pt/KCM-5 (b) Points — experiments,

lines — model prediction. Fraction of Pt in pores filled with liquid at 608C is shown by figures and dotted

line. (From Bukhavtsova, N.M. and Ostrovskii, N.M., React. Kinet. Catal. Lett., 65, 322–329, 1998. With

permission.)

TABLE 23.5
Experimental Conditions

T (8C) Px
o (atm) rK (Px

o) (nm)

Fraction of pores with
rp ,rK (%)

KCK-1 KCM-5

60 0.058 15.0 30 98

80 0.015 1.3 0 0

0.058 2.5 0 70

0.134 15.0 30 98

100 0.015 1.0 0 0

0.058 1.4 0 0

0.134 2.5 0 70
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Equation (23.23) and Equation (23.24). The temperature dependency of the overall reaction rate rtot

is presented in Figure 23.10.

Similar kinetic experiments were carried out by Fatemi et al. [54] for the reaction of thiophene

hydrogenolysis at the elevated temperature (170–1908C) and pressure (9.5 atm) that are close to

conditions of industrial hydrotreating processes. They used n-heptane as a feed containing

3.24% of thiophene. Owing to the preferential condensation of n-heptane rather than thiophene,

they did not observe a relationship between reaction rate and thiophene conversion, like the

trend shown in Figure 23.9. So, the dependency of the reaction rate vs. temperature was used

(Figure 23.11). To represent their experimental data, Fatemi et al. [54] have used a model

similar to (Equation (23.23) and Equation (23.24)).

rG ¼ kGy=(1þ Ky); rL ¼ kLx (23:25)

where y and x are the mole fractions of thiophene in gas and liquid phases, respectively.

It is necessary to note that there are no special indicators for the presence of capillary conden-

sation during catalytic reaction. Only careful examination of the experimental data provides a

reliable interpretation. For example, Ostrovskii [55] has reported that the reaction of benzene

hydrogenation demonstrates similar kinetic behaviors in wide range of temperature (Figure 23.12).

All the experiments in Figure 23.12, and other published experiments in the range 20–2008C,

can be fitted using the same equation:

r ¼ k
bPb

1þ bPb

P3
H (23:26)

where Pb is partial pressure of benzene, b is its adsorption coefficient.

Nevertheless, the temperature dependency of adsorption coefficient b ¼ bo exp(Qb/RT) has a

turning point at �708C. At T . 708C, Qb � 12–22 kcal/mol, but at T , 708C, Qb � 7–8 kcal/
mol, that is equal to the heat of benzene condensation. A simple estimation shows that at

Pb ¼ 0.02–0.04 atm and T ¼ 508C, the capillary condensation of benzene is possible in pores

with rp ¼ 1.5–20 nm. In this case, the Equation (23.26) may be used only at T . 708C, but at

T , 708C the combination of Equation (23.23) and Equation (23.24) is necessary. Certainly, it

does not effect on the description of kinetic data, but is important for subsequent analysis of the

process, especially in transient regimes.
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FIGURE 23.10 Reaction rate in steady-state regime vs. temperature. Points — experiments, line — model

(23.23, 23.24). (From Bukhavtsova, N.M. and Ostrovskii, N.M., React. Kinet. Catal. Lett., 65, 322–329,

1998. With permission.)
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V. TRANSIENT REGIMES

The performance of a catalytic reactor in which capillary condensation occurs may not be uniquely

defined for a certain temperature and pressure, but may also depend on the history of the operating

conditions [4,56,57]. This effect was investigated by Kim and Kim [4] for the hydrogenation of

cyclohexene, who reported transitions and hysteresis effects upon varying the bulk mole fraction

of hydrogen in two similar catalysts, but of different activity. It was found that the effectiveness

factor follows several possible “branches,” depending on the mole fraction of hydrogen, which

is related to the extent of capillary condensation occurring in a pellet. Bhatia attempted to

explain the results based on considerations of hysteresis in the capillary vapor–liquid equilibrium.

Capillary vapor–liquid equilibrium results since the shape of the liquid meniscus at the end of the

pore changes depending on whether the liquid is condensing or evaporating: during condensation in

a vapor-filled pore, the meniscus takes a cylindrical shape, and during evaporation in a liquid-filled

pore it takes a hemispherical shape. Strictly, the Cohan equation is used to determine the conditions

for condensation and the Kelvin equation is used to predict when evaporation occurs. Jaguste and

Bhatia [5] obtained good agreement (Figure 23.13) between their model and the experimental data

of Kim and Kim.

FIGURE 23.11 Reaction rate in steady-state regime vs. temperature. (From Fatemi, S., Moosavian, M.A.,

Abolhamd, G., Mortazavi, Y., and Hudgins, R.R., Can. J. Chem. Eng., 80, 231–238, 2002. With permission.)

FIGURE 23.12 Benzene hydrogenation kinetics over Pt/Al2O3 at P ¼ 1 atm. Points — experiments, lines —

model (23.26). (From Ostrovskii, N.M., Khimicheskaya Promyshlenost, 1, 13–19, 1995. With premission.)
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Bukhavtsova and Ostrovskii [9] have studied the effect of capillary condensation on the

reaction rate of p-xylene hydrogenation in transitions by variations of the feedstock flow and temp-

erature. In order to avoid the intraparticle diffusion limitation, the crushed catalyst particles were

used (0.25–0.5 mm).

A. FLOW RATE VARIATION

In experiments on Pt/KCK-1, capillary condensation does not influence the reaction rate. There-

fore, its relaxation to a steady-state value after the switching of flow rate proceeds rapidly. So,

the kinetic function r ¼ f (Px) in transitions practically coincides with the steady-state dependen-

cies, represented in Figure 23.9a. This is due to the absence of the pores less than 5 nm in

Pt/KCK-1. A similar result is observed on the catalyst Pt/KCM-5 at conditions where the capillary

condensation is negligible.

In contrast, when the capillary condensation embraces a considerable part of pores (Pt/KCM-5,

60 and 808C), then both steady-state kinetics change (as in Figure 23.9b) and also the reaction rate

relaxation becomes slower. In Figure 23.14 the relaxation dependency for Pt/KCM-5 at 808C and

Px
o ¼ 0.134 atm are shown. The sequence of reaction rate measurements is marked by figures, and

the direction of movement along the dynamic curve is shown by arrows.

The dynamic experiments start at high flow rate of feedstock. Therefore, the p-xylene conver-

sion is small and its partial pressure is close to the initial value (Px � Px
o ¼ 0.134 atm). The fraction

of pores filled with liquid reaches 90–95% (Table 23.5), and the fraction of Pt in these pores

accounts for approximately 60%.

After switching to the lower flow rate the conversion increases, Px decreases and the reaction

rate falls sharply. However, the vaporization of liquid begins because of phase equilibrium shift in

FIGURE 23.13 Catalyst effectiveness factor vs. mole fraction of hydrogen in the bulk for low activity catalyst

at a temperature of 295 K. Lines represent the model predictions of Jaguste and Bhatia (1995), points represent

experimental data of Kim and Kim [4]. Numbers in parentheses indicate the percent liquid filling of the pore

structure. (From Jaguste, D.N. and Bhatia, S.K., A.I.Ch.E.J., 37, 650–660, 1991. With permission.)
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pores. This leads to the emptying of some pores and the reaction rate increase slowly (0.5–1 h) to a

new steady-state value. The products of reaction cannot replace the p-xylene in liquid because they

have lower boiling temperatures.

B. TEMPERATURE VARIATION

The experiments were carried out at constant flow rate in two stages. At first, the steady-state

dependency having S-form was obtained using slow operation of temperature (Figure 23.10 and

n in Figure 23.15). From this curve, the activation energy and heat of p-xylene chemisorption

were estimated. As the temperature is lowered to the range 50–558C, filling of all pores with

liquid occurs, which permits a more exact determination of the kinetic parameters in liquid.

At the second stage, rapid temperature variation was used (1–38C/min). The results of

dynamic experiments (W in Figure 23.15) are reproduced many times when the cycles of heating

and cooling are repeated. The initial and end points of the hysteresis coincide with steady-state

values of the reaction rate, because the catalyst pores in these points are filled entirely with

either liquid or gas.

In a heating period (Figure 23.15), there is not enough time to empty all the pores with radius

rp . rK at current temperature. Therefore, the reaction rate becomes lower than the steady-state

value. In a cooling period, on the contrary, there is not enough time for the capillary condensation

to fill the pores. As the fraction of pores filled with liquid is smaller than in steady-state, the reaction

rate proves to be higher than the steady-state value.

C. MATHEMATICAL MODEL

For the interpretation of these experiments, Bukhavtsova and Ostrovski [9] have formulated a sim-

plified model. It is important to remember that experimental conditions excluded the concentration

and temperature gradients inside catalyst particle and bed. The reaction mixture was gaseous at

input and output of the reactor. Therefore, the composition of liquid condensed in pores

is adapted to gas-phase composition according to Henry’s or Raoult–Dalton’s laws x� ¼ Hy.

0.2

0.4

4

5

0.6

2
3

1

0.6

0.4

0.2

0

0 0.03 0.06 0.09

A

0.12

R
ea

ct
io

n 
ra

te
 (

L/
g 

h)

P-xylene partial pressure PX (atm)

Pt/KCM-5  T=80°C, PX° = 0.134

FIGURE 23.14 Reaction rate in dynamic mode of operation using flow rate variation: experimental (points)

and predicted by model (solid lines). The fraction of Pt in pores filled with liquid is shown by figures and dotted

line. Arrows are shown the sequence of experiments. (From Bukhavtsova, N.M. and Ostrovskii, N.M., React.

Kinet. Catal. Lett., 65, 322–329, 1998. With permission.)
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The volume of liquid in the catalyst is equal to the volume of pores having radius below the critical

value determined by Kelvin equation at given Px and T. The rate of filling or emptying of pores is

equal to the rate of interfacial mass transfer. In accordance with these statements, and taking into

account that PH � const, the model equations are

reaction rates:

rG ¼
kGby

(1þ by)
; rL ¼ kLx (23:27)

gas composition:

wG

dy

dt
¼ VF(yo � y)� (1o � wL)rG � ba(x� � x) (23:28)

liquid composition:

d(xwL)

dt
¼ bag(x� � x)� wLrL (23:29)

liquid volume:

dwL

dt
¼ bag½yP0 � xPx(rK)� (23:30)

Formally, the dynamic model has to be completed by adding an equation for the temperature T.

However, the calculations show that the temperature relaxation time is less than that for

concentration by two orders of magnitude. It permits us to exclude the equation for T from

the model. The same calculation confirmed that without liquid condensation and evaporation,

the reaction-rate hysteresis does not occur. Thus, the hysteresis is not attributed to the well-

known multiplicity of steady-states in a gradientless reactor.
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FIGURE 23.15 Reaction rates in steady state (B) and dynamics under temperature variation (W):

experimental (points) and predicted by model (solid lines). Arrows are shown the sequence of experiments.

(From Bukhavtsova, N.M. and Ostrovskii, N.M., Can. J. Chem. Eng., 65, 322–329, 2002. With permission.)
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Most parameters of Equations (23.27)–(23.30) were determined from the steady-state

experiments, where

dy

dt
¼

dx

dt
¼

dwL

dt
¼ 0

Kinetic parameters for gas-phase reaction were estimated in the region without capillary

condensation. In this case the reactor model is reduced to one equation:

VF(yo � y) ¼ 1orG(y) (23:31)

The reaction rate constant in liquid phase was determined at the condition of complete filling of

pores with liquid. In this case wL ¼ 1o, and the reactor model includes two equations:

VF(yo � y) ¼
1o

g

� �
rL(x) (23:32)

ba(x� � x) ¼
1o

g

� �
rL(x) (23:33)

Practically, the only parameter determined from dynamic experiments was the mass transfer

coefficient (ba), because the sensitivity of steady-states to this parameter is low.

Using Equation (23.27)–Equation (23.33), the mathematical simulation of steady-state and

dynamic experiments was carried out. The results of calculation are represented in Figures 23.9,

23.10, 23.14, and 23.15 (lines — calculation, points — experiment). It is easily seen that the

model demonstrates a good agreement with experiments in both steady-state and dynamic

regimes. This confirms the interpretation of the experiments as the influence of capillary conden-

sation on kinetics and dynamics of catalytic reaction.

Fatemi et al. [54] also observed reaction rate hysteresis with temperature cycling by experiment.

Thiophene hydrogenation was chosen as an example of a hydrotreating reaction and n-heptane was

used as a solvent. Experiments were carried out for two Ni–Mo/g-Al2O3 samples: first a narrow

pore catalyst with BJH average pore radius of 26.9 Å and secondly a wide pore catalyst with BJH

average pore radius of 70.3 Å. As shown in Figure 23.16, it was found that the narrow pore catalyst

exhibits a more pronounced hysteresis loop than the wide pore catalyst. This difference could be

explained since a larger volume of gas condenses and liquid evaporates from the catalyst with

narrow pores, which are more susceptible to capillary condensation.

A model was developed to interpret the experimental results, which is similar to the model,

Equation (23.27)–Equation (23.30). The Kelvin equation was used to calculate the critical

radius of capillary condensation, and the thickness of the adsorbed layer on the walls of vapor-

filled pores was calculated using the method of Gregg and Sing [2]. A Langmuir–Hinshelwood

expression was assumed to represent the kinetics in vapor filled pores (Equation (23.25a)) and

the reaction in liquid-filled pores was taken as first order (Equation 23.25b)).

VI. CATALYST DEACTIVATION

There are several reasons for catalyst deactivation during catalytic reaction:

. Poisoning of active centers by feed contaminants

. Coke deposition on active surface in the case of hydrocarbons conversion

. Sintering of active component and porous structure

. Phase transformation in catalyst under reaction condition.
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The reaction conditions (temperature, pressure, and concentration of reactants) significantly

influence the mechanism and rate of deactivation. For the case of capillary condensation, the afore-

said considerations become more complex, because the deactivation mechanisms may differ in the

gas and liquid phase.

Bukhavtsova and Ostrovskii [10] have studied the influence of capillary condensation on the

poisoning of catalyst Pt/SiO2 with sulfur (thiophene) in the reaction of p-xylene hydrogenation.

The catalyst was poisoned with a p-xylene solution of thiophene (3.3%) in the pulse regime

(by adding 1 ml portions). The most interesting results were observed under conditions, where

the reaction first occurs in the gas phase and then moves to capillary condensation regime due to

the poisoning. In other words, the p-xylene conversion is initially high, its partial pressure is

low, and poisoning occurs in the gas phase. Upon the next thiophene pulse, a decrease in the

p-xylene conversion causes an increase in its partial pressure, which becomes sufficient for

FIGURE 23.16 Hysteresis in the rate of reaction at constant pressure as a result of temperature cycling: (a)

narrow pore catalyst; (b) wide pore catalyst. (From Fatemi, S., Moosavian, M.A., Abolhamd, G.,

Mortazavi, Y., and Hudgins, R.R., Can. J. Chem. Eng., 80, 231–238, 2002. With permission.)
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capillary condensation to occur. Upon further thiophene pulses, poisoning occurs under the con-

ditions of capillary condensation. The behavior of the dynamic curves (on the rate vs. time

plots) does not change, but deactivation slows down (Figure 23.17).

The experiments were analyzed by the following deactivation equation [58]

X ¼ kt (1� X)a,
da

dt
¼ �

kPPo
x(a� aS)

1� aS

(23:34)

Catalyst activity (a) can be expressed via conversion (X)

a ¼
(1� X0)X

(1� X)=X0

, aS ¼
(1� X0)XS

(1� XS)=X0

and after solving Equation (23.34), we can obtain

ln
X

1� X
�

XS

1� XS

� �
¼ ln

X0

1� X0

�
XS

1� XS

� �
�

1� XS

(1� XS)=X0

kPP0
xt (23:35)

This equation provides the fitting of experiments by straight line and gives the possibility to

evaluate the rate constant of poisoning kP. For this purpose, each pulse of poisoning presented in

Figure 23.17a was treated separately (see Figure 23.17b). As it clearly seen from Figure 23.17b,

the capillary-condensed liquid caused a decrease in the slope of the curves characterizing the

poisoning dynamics.

It was found that the rate of poisoning under capillary condensation is 2–6 times slower than in

gas phase. The poisoning rate constant is decreased with increasing of liquid volume in catalyst

pellet (Figure 23.18). Here wL is proportional to the fraction of Pt located in pores are filled with

liquid, that was measured by adsorption method [53]. The retardation of poisoning is due to both

thiophene diffusion in the liquid and a change in the thiophene/p-xylene ratio near the active

sites when compared with the gas phase.

On the other hand, the poisoning of Pt under capillary condensation requires 1.5 times less thio-

phene than in gas phase (Figure 23.19). The complete poisoning of platinum in the gas-phase

reaction and under the conditions of capillary condensation requires 0.38–0.40 and 0.26–0.28

FIGURE 23.17 Catalyst poisoning dynamics. Pt/KCK, T ¼ 608C, Px
o ¼ 0.058 atm. (a) Experiments; (b)

fitting of experiments by Equation (23.35). (From Bukhavtsova, N.M. and Ostrovskii, N.M., Kinet. Catal.,

43, 81–88, 2002. With permission.)
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sulfur atoms per one platinum atom, respectively. This may be attributed to a dramatic decrease (by

a factor of approximately 1000) in the H2 concentration in the liquid as compared to the gas phase

because of its low solubility (approximately 1023 mol/mol).

Under deactivation of catalysts by coke deposition not only blocking of active centers take

place, but also changes in catalyst pore structure occurs, according to several mechanisms [59].

These changes may involve pore narrowing, pore-mouth plugging and pore blockage [60]. As

for the capillary condensation, it can initiate or retard these mechanisms. On the other hand,

changes to the porous structure can increase the capillary condensation (in the case of pore narrow-

ing) or reduce it (in the case of pore blockage). Additionally, the catalyst permeability and

intrapartical diffusivity are usually changed. For example, Marafi and Stanislaus [61] found that

during the initial few hours of gas–oil hydrotreating, there was significant coke deposition in the

narrow pores (,50 Å) of the catalyst, leading to a 40% reduction in catalyst surface area during

the first 3 h of operation. Loss of the catalyst internal surface area may result from the blockage
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of pathways leading from the pellet surface to open pores, as well as by pore plugging or narrowing.

The effective diffusivity of reactants diffusing into the catalyst has been shown to decrease with

increasing coke content [62].

Wood [13,17] has studied the self-diffusivity of pentane and heptane imbibed in coked hydrotreat-

ment catalyst pellets using pulsed-field gradient nuclear magnetic resonance (PFG-NMR). A set of

aged industrial catalyst samples were used in the experiment, which had different levels of coke

deposited on their surface, ranging from the fresh catalyst (0 wt. % coke) to an aged catalyst with

8 wt.% coke. Figure 23.20 shows a relationship between effective diffusion coefficient and coke

content of the samples, which is approximately linear; effective diffusivity of both pentane and

heptane decreasing with increasing coke deposition. It was estimated [17] that the reduction in effec-

tive diffusion coefficient could lead an increase in the Thiele modulus of up to 40% and to a reduction

of approximately 10% in the catalyst effectiveness factor. However, the most influential consequence

of coke deposition upon catalyst deactivation was considered to be the reduction in pore volume of the

catalyst; pore volume being 48% lower in the coked catalyst compared with the fresh catalyst.

Coking of the catalyst pore structure can also lead to modifications of the tortuosity factor. Ren

et al. [63] studied diffusion of heptane in coked alumina catalyst samples using NMR methods.

They found that tortuosity of an alumina catalyst increased from 2.4 when fresh to 3.2 after

16 wt. % coke had been deposited on its surface. Wood and Gladden [17] also observed increases

in tortuosity experienced by pentane and heptane probe molecules of 19 and 57%, respectively, in a

coked hydroprocessing catalyst compared with a fresh catalyst sample.

VII. CAPILLARY CONDENSATION IN INDUSTRIAL PROCESSES

Capillary condensation is likely to occur in reactors where the operating temperature and pressure

required for the reaction is close to the dew point of the reacting mixture. Both Ostrovskii et al. [7]

and Wood [13] have shown that capillary condensation accompanies certain reactions such as

motor fuel hydrotreatment. In order to predict the onset of capillary condensation, we must use the

Kelvin equation, although for most reactions the feed will be a mixture of several reactants and

therefore the multicomponent version of the Kelvin equation must be selected for the calculation.

FIGURE 23.20 Effective diffusivity of pentane and heptane imbibed in coked alumina catalyst pellets

measured using PFG-NMR, plotted against coke content of the catalyst determined by LECO combustion

analysis. Solid symbols (pentane), open symbols (heptane). The lines are a linear fit to the data.
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Ostrovskii et al. [7] have estimated, using Kelvin equation, the probability of capillary conden-

sation in kerosine hydrodesulphurization and hydrodearomatization process (HDS and HDA) on

the catalyst Ni–Mo/Al2O3, at T ¼ 290–3108C, P ¼ 40 atm. It was shown that at 3008C, all

the pores having radius less than 70 Å could be filled with liquid heavy fraction (Figure 23.21).

This fraction (boiling temperature 220–2408C) attains 10% of feed and its partial pressure

is Phf ¼ 4.2 atm. When the operation temperature increases to 3108C, only the pores with

rp , 35 Å are filled with liquid. On the other hand, a temperature decrease to 2908C leads to block-

ing of all meso pores (,200 Å). The pores with rp , 35 Å constitute approximately 30% of the

overall pore volume and 50% of specific area (Figure 23.22).

Wood [13] has used the multicomponent Kelvin equation to calculate the critical pore radius at

which capillary condensation occurs for a mixture of C5–C11 hydrocarbons and 50 mole % hydro-

gen. The composition is intended to represent a light feed for hydroprocessing. In order to calculate
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the radius, it was necessary to perform a flash calculation, which was done using the algorithm of

Michelsen [26,27]. The algorithm was found to be stable even for mixtures containing a significant

amount of hydrogen, which has a much higher volatility than the hydrocarbons present.

Critical condensation radii for the hydrotreater mixture were calculated at a number of temp-

eratures and over a range of pressures. Figure 23.23a shows capillary condensation radius

plotted as a function of relative pressure, at temperatures 500, 520, and 540 K. The dew point of

the mixture is approximately 32 bar. The calculated critical radii lie mostly in the meso-porous

region between 20 and 500 Å for the temperatures 520 K and 540 K and in the micro- and

meso-porous regions at 500 K, the transition from the micro-porous region below 20 Å occurring

a relative pressure of 0.9. In the microporous region pore filling is likely to occur by means of

multilayer adsorption rather than capillary condensation, hence it must be remembered that the

Kelvin equation calculations are not physically meaningful for the micro-pores. It is noted that

for all curves, there is an exponential rise in condensation radius close to the dew point,

showing that in this region small changes in the pressure can lead to large changes in the fraction

of pores filled with condensate. In order to determine the fraction of the pore volume in a particular

catalyst that are filled with condensate, we must compare the critical diameter at which capillary

condensation occurs with the pore-size distribution of the catalyst determined experimentally by

nitrogen adsorption (Figure 23.23b). The area under the curve to the left of the critical radius

represents condensate-filled pore volume.

Although pore network models are useful in simulating the behavior of catalyst pellets, the

process design engineer is more interested in the performance of a catalytic reactor as a whole.

Therefore, it is desirable to predict the effects of pellet-scale phenomena upon the behavior of

the fixed bed, by using the solution of the single pellet models as inputs to the macroscopic

mass and energy balances for the reactor. Sotirchos and Zarkanitis [64] used this approach

in modeling the performance of a fixed bed coal gas desulfurization unit. Wood [13] used a
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FIGURE 23.23 (a) Capillary condensation radius for typical hydrotreater light oil feed mixed with 50 mole %

hydrogen, plotted as a function of relative pressure referred to the dew point. The dew point is in the region of

32 bar. (b) Pore size distribution for an alumina hydrotreatment catalyst support.
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similar approach to model the performance of a fixed bed hydrodesulfurization reactor under

conditions of capillary condensation. The macroscopic fixed bed reactor model was based on the

NINAF model of Tarhan [65].

The catalyst effectiveness factor h1 was calculated from the pore network model of Wood and

Gladden [15] under the conditions on which capillary condensation was expected. The pore

network model was solved over a range of temperatures from 553 to 580 K and for several pressures

in the interval 20–40 bar to create a database of effectiveness factors for input to the macroscopic

reactor model. The hydrodesulfurization of 1 mole % diethyl sulfide in an inert dodecane carrier

was considered, with a molar gas : oil ratio of 4. The catalyst was taken to have a connectivity

of 6 and a normal distribution of pore sizes with a mean of 136 Å and standard deviation of

28 Å. By using the results of the pore network simulation as input to the macroscopic fixed bed

reactor model, capillary condensation at the scale of the catalyst pellets was accounted for.

Figure 23.24 shows the concentration profiles of the sulfur compound through the fixed bed

reactor for the pressures in the range 22.3–22.38 bar, using the pore network model to calculate the

catalyst effectiveness factor. In addition, shown is the curve with effectiveness factor calculated

from the theoretical relationship for a vapor-filled slab catalyst, h1 ¼ (tan hf)/f. The curves for

pressures 22.3 and 22.38 bar show a lag in the decrease of reactant concentration over the first 1 m

of the bed, compared with the concentration profile calculated from the theoretical relationship.

This effect occurs since the pore network model takes account of the reduction in effectiveness

factor caused by partial wetting of the catalyst pellet, whereas the theoretical relationship for the

flat plate does not allow for this effect. A reduction in the conversion of diethyl sulfide through the

bed is observed for the models that allow for capillary condensation, compared with the vapor-

filled slab catalyst. The effect of capillary condensation is particularly evident near the reactor inlet,

where the feed is close to its dew point. Owing to exothermic reaction, the temperature increases

through the bed length and as a result of pressure drop, the pressure decreases. Therefore, capillary

condensation does not occur to a significant extent after the first 1 m of the bed. Consequently, the

shape of the concentration profiles is quite similar after the first 1 m of the bed. However, it is

noted that the reactant concentration at the bed exit increases with pressure because of the effects of

capillary condensation near the bed entrance.
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VIII. CONCLUDING REMARKS

In this chapter, the effect of capillary condensation upon catalytic reactions in porous media has been

reviewed. It was shown that capillary condensation could have a strong influence upon catalytic reac-

tions: on its kinetics, transient dynamics, and catalyst pellet effectiveness factor. The reaction rate in

the liquid phase is usually slower than in the gas phase due to the difference in adsorption equilibrium,

and due to low solubility of hydrogen in the liquid (in hydrotreatment processes).

The influence of capillary condensation upon catalyst effectiveness factor has been assessed

both by approximate calculations and by pore network simulations. It was found that catalyst effec-

tiveness could be affected by the presence of capillary condensation, depending on the ratio of

reaction rates in the gas and liquid phases. The effectiveness factor under conditions of capillary

condensation is sensitive to operating conditions of the reactor, such as pressure, and to properties

of the catalyst pore structure like pore-size distribution and connectivity. Once the catalyst pellet

contains some pores filled with liquid, the kinetics of the process become dependent upon the

phase equilibria of the system. This can lead to multiple steady states in the reaction rate as a

function of temperature or pressure, because the current state of the catalyst pellet depends on

the history of temperature and pressure profiles to which it has been subjected.

Capillary condensation was also shown to influence catalyst deactivation, although sometimes

deactivation was slower in the liquid-filled pores compared with the gas-filled pores. Coking of hydro-

treatment catalysts was found to lead to significant losses in pore volume and increases in tortuosity.

Generally, the capillary phenomena in nanoscale porous structure of the catalyst can affect the

macroscale performance of catalytic process in industrial reactor. It was shown that industrial hydro-

treatment processes operate under conditions that are susceptible to capillary condensation, and this

can affect the overall performance of the fixed bed reactor in the process. It is therefore important

to carefully select the catalyst pore structure and operating temperature and pressure of the process

to control the extent of capillary condensation occurring. Reliable methods of simulating and predic-

ting the effect of capillary condensation therefore are a valuable tool to the process design engineer.

FIGURE 23.24 Effect of bed entrance pressure upon the conversion of diethyl sulphide in a fixed bed reactor.

Lines represent fixed bed reactor simulations with catalyst effectiveness factor calculated from the random

pore network model, including the influence of capillary condensation.
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NOTATIONS

a interfacial gas–liquid area (cm2/cm3)

a, aS relative activity

b adsorption coefficient

c vector of concentrations in a pore (mol/m3)

Ctot total concentration (mol/m3)

CA concentration of reactant A (mol/m3)

CG, CL concentration in gas and in liquid (mol/m3)

Cri dimensionless concentration

D matrix of diffusivities (m2/sec)

D diffusion coefficient (m2/sec)

Deff effective diffusion coefficient (m2/sec)

DR, DL diffusivity in gas and liquid phases (cm2/sec)

f fraction of catalyst surface wetted by liquid

FR, FL flux of diffusion

Ji flux of reactants entering pore junction

kG, kL reaction rate constants in gas and in liquid phases

kP rate constant of poisoning

kv first order reaction rate constant per unit

volume of catalyst (sec21)

K adsorption constant (bar21)

li length of pore i

L radius of globule, cm; length of catalyst pellet (m)

LNW length of pore network representing catalyst pellet (m)

N number of pores in the network

Nc number of components

P pressure (atm)

Pc capillary pressure (atm)

Pd dew point pressure (atm)

Pm vapor pressure over liquid meniscus (atm)

PS pressure of saturated vapor (atm)

ri pore radius (m)

R radius of pellet (cm); universal gas constant

rc, rp radius of pores (cm)

rG, rL reaction rates in pores filled with gas and liquid

rK radius of pores in Kelvin equation (cm)

rtot total rate of reaction

SR, SL specific external surface of pellet and globule (cm2/cm3)

T temperature (K)

t time

vi fraction of total pore volume contained in pore i

v vector of stoichiometric coefficients

VC volume of catalyst in the reactor (cm3)

VF feed space velocity (cm3/sec)

Vm molar volume of liquid (cm3/mol)

VVL mixed volume (cm3)

Vi
V specific volume of the vapor phase

VL volume of liquid (cm3)

VR pellet volume (cm3)
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X, X0, XS conversion

x, y molar fractions in liquid and gas

xi
Ld liquid phase mole fraction of component i

Zi dimensionless distance along a pore

zi distance along pore i (m)

Greek letters

b parameter in Equation (23.10); mass transfer coefficient

(cm/sec)

g parameter in Equation (23.10); ratio of liquid and gas molar

volume

d thickness of adsorption film (cm)

1 fraction of globules’ volume in pellet

1o total porosity

1G, 1L fractions of pellet being filled with gas and with liquid

fi local Thiele modulus for a single pore

x relative pressure; relative rate of reaction

u contact angle

wG ¼ VG/VC gas and catalyst volume ratio in reactor

wL ¼ VL/VC fraction of liquid in catalyst pellet

m dynamic viscosity (N s m22)

s surface tension

t contact time

r dimensionless radius of pellet

c modified Thiele parameter

h effectiveness factor

ht effectiveness factor in pore i

hNW effectiveness factor for pore network

F Thiele modulus for catalyst pellet

FNW network Thiele modulus

Subscripts (Equation (23.21)–Equation (23.22))

A Butane

B Butene

H2 Hydrogen

H2S Hydrogen sulfide

T Thiophene

s sigma sites

t tau sites
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The unique characteristics of gases at supercritical conditions, which are between those for liquids

(density) and gases (viscosity and diffusivity) enable that different processes could be realized as

for example: the selective extraction of specific components from the complex mixtures, the

particle micronization, the supercritical fractionation, the production of materials with unusual

and specific structure, etc. Many similar processes, based on supercritical fluids use are today

the part of intensive investigations, while others have already been patented and applied in the

pilot-plant scale. Obviously, in the recent past there is not always the advantage for all investigated

supercritical processes because of high financial investment necessary for their implementation in

industry compared to other conventional methods. However, it is important to notice the substantial

increase of scientific research published in many journals, which include the new potential use and

application of supercritical fluids.

Manufacturing different substances from natural sources was realized at the industrial scale by

using different supercritical fluids as well as supercritical fractionation or purification of the conven-

tional plant extracts. There are large number of such examples: production of some active com-

ponents from the plant materials, the elimination of solvent residue from the extract obtained by

using common chlorinated organic solvent, production of synthetic drugs, the monomer extraction

from implants produced by polymerization, and elimination of some toxic and hazardous substances

from different sources and materials. Maximum interest for supercritical fluids application were

obviously given for the development of specific drugs for controlled release of active substance
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in the human body and different human organs. Such an application is realized after solving

the technology of producing nano and microparticles with uniform distribution of their sizes

(microspheres, microcapsules etc.).

Treatment of specific materials with supercritical fluids seems to be a more promising field in

the future in different industrial branches: the polymers purification, production of expanded poly-

mers, and production of a highly porous materials (catalyst support) and its impregnation. Further-

more, development of supercritical fluid (SF) application for production of specific particles

effective in color and coating, the aerogels synthesis and gel drying, which might be then used

as insulating materials, production of different coatings and SF use for surface treatment and clean-

ing, the production of ceramics with specific characteristics, the production of carbon fibers, and

other composite, etc., are future expansions of SF use.

I. PROPERTIES OF SUPERCRITICAL GASES

Supercritical fluid (SF) presents the state of some substance, which is at temperature above its criti-

cal temperature (Tc) and compressed above its critical pressure (Pc), above which no applied

pressure can force the substance into its liquid state (Figure 24.1). SF is characterized with specific

behavior: its density (from 0.1 to 0.9 g/cm3 at 75–500 bar) is very similar as those of liquid; and

it has a low viscosity, small diffusivity and surface tension which are the main characteristics of

gases.

Only small changes in pressure and temperature in the vicinity of critical states for some sub-

stances can greatly influence the density of SF. This characteristic of SF is a parameter closely

related to its solubilizing power and, therefore, by simple changing of operating parameters

without any influence on the structure of SF, the equivalent of a series of different solvents can

be easily provided.

The critical parameters of different compounds which are presented in Table 24.1, indicates that

these values as well as dissolving characteristics (density) are very important parameters for choos-

ing the right working fluid in the processes based on supercritical fluids. This evidence allows

carbon dioxide, in the first place, as supercritical one in different processes, because of its relatively

low critical temperature and pressure. Carbon dioxide is widely applied for producing heat-

sensitive and attractive products such as flavors, pharmaceuticals, and labile lipids. Other advan-

tages of CO2 as working fluids are its nontoxicity, nonflammability, nonoxidizing agents which

is possible to reduce and suppress many unwanted degradation processes and formation of artifacts.

FIGURE 24.1 P–T phase diagram for some substances.
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Carbon dioxide is also inexpensive and posses a relatively high dissolving power compared to other

supercritical fluids.

The most applied operating parameters of different processes based on the use of SFs are:

reduced pressure (Pr ¼ P/Pc) in the range 1.01–1.05 and reduced temperature (Tr ¼ T/Tc) in

the range 1.01–1.1 [1]. Solubility of different substances in the supercritical fluids depends on

many factors among them dependence on temperature and pressure are the most important

(Figure 24.2). In the region of high pressure (E2, Figure 24.2) the changes of density with temp-

erature increase is less expressed but increases of the vapor pressure of solute leads to a higher

solubility of solute. Decrease of solubility by temperature increase evidently exists at low pressure

(S2) and such anomaly is called retrograd solubility, and this region of working pressure and temp-

erature is a retrograde. At these conditions, the increase of vapor pressure could not be enough

to compensate decrease of solubility caused by decrease of supercritical fluid density

(Figure 24.2 and Figure 24.3).

Solubility of some substances in the supercritical fluids, among different parameters, mostly

depends on the vapor pressure, the substance polarity, and substance molar mass. Compounds of

smaller molar mass and a higher vapor pressure at supercritical condition are more soluble in

SFs, compared to other with lower vapor pressure and higher molar mass. An enhancement

factor (dimensionless parameter) is defined as the ratio of solubility of substances in the SF

(solvent) compared to its solubility in the ideal gas. Usually, this parameter has the common

value between 104 and 106 [3]. Different mechanisms reported in the literature have been used

for explaining the enhancement of solute solubility in supercritical fluids. They included the

hydrogen bonding, the charge transfer complex formation, dipole–dipole noninduced and

induced interactions, and solute–solvent with and without cosolvent interactions.

Supercritical carbon dioxide has a small dielectric constant (1) and small degree of polarity in

the unit of volume (a/V ), so it possess a higher affinity to the nonpolar solutes. It is not a good

solvent for polar compounds and compounds with high molar mass. Although, its polarity can

be varied by the change of its density, the maximal range of dielectric constant is between 1 and

1.6, which is not enough for the substantial increase of solubility for many and special polar

substances. Addition of some polar cosolvent (methanol, water, acetone) to the supercritical CO2

(or so called modifier), from several to less than 10 mol%, has been used for polar substances

TABLE 24.1
The Critical Parameters for Some Compounds

Compounds Tc (88888C) Pc (bar) rc (g/cm3)

Methane 282.5 46.4 0.16

Ethylene 10.0 51.2 1.22

CO2 31.1 73.8 0.47

Ethane 32.4 48.8 0.20

Propylene 91.9 46.1 0.24

Propane 97.2 42.5 0.22

Ammonia 132.5 112.8 0.24

Pentane 187.1 33.7 0.23

i-Propanol 235.4 47.6 0.27

Methanol 240.6 79.9 0.27

Ethanol 243.5 63.8 0.28

i-Butanol 275.1 43.0 0.27

Benzene 289.0 48.9 0.30

Water 374.2 220.5 0.32
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solubility increase and for substances with high molar mass [4]. Page et al. [5] have made a com-

prehensive review of commonly used modifiers.

It was shown that increased content of phospholipids might be obtained if supercritical extrac-

tion of corn germs with CO2 and ethanol as a cosolvent (less than 10 mass%) were used [6]. The

increased content of phospholipids in extract was detected when a large amount of cosolvent was

FIGURE 24.2 Solubility of naphthalene in supercritical carbon dioxide [2].

FIGURE 24.3 Dependence of reduced density in the vicinity of critical point.
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used for supercritical extraction. Also, the proteins solubility was increased with a larger amount of

alcohols (cosolvent) in supercritical CO2 but there were no change in the content of fatty acids in

extracted oils [6].

As already mentioned, the solubility of different substances depends on the dielectric constant

of supercritical fluids. Water under subcritical and supercritical conditions is an example for poss-

ible and drastic changes of dielectric constant with pressure and temperature. Water at high temp-

erature but very close (and below) to critical and under a high pressure is termed as subcritical fluid.

Solubility of different substances in subcritical or supercritical state of water depends on dielectric

constant of water. This characteristic of water has a value between 2 and 80 depending on pressure

and temperature as shown in Figure 24.4. Such drastic change of dielectric constant indicates that

water might be polar as well as nonpolar similar to some organic solvent (hydrocarbons).

That is why nonpolar organic substances, for example, polycyclic aromatic hydrocarbons

(PAH) are practically insoluble in water under normal condition (1 ¼ 80) when solubility might

be determined only as few parts per billion (ppb). By increase of temperature and under mild

pressure a drastic change in dielectric constant of water increases the solubility of pure soluble

compounds to the level of several percents by mass. At subcritical condition of water (2508C
and 50 bar) when dielectric constant of water is three times lower (1 ¼ 27), the quantitative extrac-

tion of PAH is possible.

The phase diagrams are often used to indicate the possible solubility level of different sub-

stances in a supercritical fluid over a wide range of temperature and pressure. The phase behavior

in many cases is very complex in the vicinity of critical point. Its understanding and interpretation

requires use of different thermodynamic models for explaining the complex interaction between the

small molecules of nonpolar solvents, polar cosolvents, and very often large molecule of solutes.

The equation of states has a wide application in modeling the phase behavior of complex super-

critical mixture. Using the combination of different EOS and the models for prediction, the excess

of Gibbs energy (e.g., UNIFAC model) necessary for determining behavior of real system, different

and complex models were developed which can be used for phase behavior prediction.

FIGURE 24.4 The water dielectric constant as a function on temperature [7].
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Another very interesting behavior of supercritical fluids from the standpoint of their appli-

cation in chemical reaction is relatively large solubility of hydrogen in supercritical CO2 and in

some other supercritical fluids. Determined concentration of hydrogen in the supercritical mixture

containing hydrogen (85 bar partial pressure) and CO2 (120 bar) at 508C is 3.2 M (mol/dm3),

while hydrogen concentration in other conventional solvents (tetrahydrofurane) under the same

pressure and temperature is only 0.4 M. This phenomena is used to realize some heterogeneous reac-

tion as a homogeneous one thus enabling much faster reaction rate and the change of selectivity in

the case of complex reaction of hydrogenation.

II. NANOSCALE PARTICLE PREPARATION

The particle design is a major development of supercritical fluids applications, with potential appli-

cations in the pharmaceutical, food, cosmetic, and some chemical industries. This section presents a

concise survey of the published material classified according to the different processing concepts

currently used to manufacture particles or other dispersed materials.

A. RAPID EXPANSION OF SUPERCRITICAL SOLUTIONS

Rapid expansion of supercritical solutions (RESS) is the method in which a pressurized solution is

rapidly expanded through an adequate nozzle, causing an extremely fast nucleation of the solid

solute in a micronized form. This process is attractive due to the absence of organic solvent

during processing, but its application is restricted to products reasonably soluble in supercritical

fluids (commonly used fluid is carbon dioxide). The basic concept of RESS was first described

more than a 100 years ago [8], while modern development started after the pioneering works of

Krukonis [2,3] and especially the Battelle Institute research team [9,10].

As presented in Figure 24.5, a supercritical fluid saturated with the substrates is expanded

through a heated nozzle into a low-pressure chamber in order to cause an extremely rapid nuclea-

tion of the substrates in a micronized form.

The pure carbon dioxide is pumped to the desired pressure and preheated to extraction temp-

erature using a heat exchanger. The supercritical fluid is then percolated through the extraction

unit packed with one or more substrates. In the precipitation unit, the supercritical solution is

expanded through a nozzle that needs to be heated in order to avoid plugging by substrates preci-

pitation. Typically used expansion nozzles are capillaries of diameter ,100 mm or laser drilled

nozzles of 20–60 mm in diameter. The process allows control over several parameters affecting

FIGURE 24.5 The RESS process.

646 Finely Dispersed Particles



the expansion: the solute concentration, the pre-expansion temperature and pressure, the nozzle

dimensions, and background expansion conditions. Application of an expansion nozzle defines

the path of the expanding solution, which allows manipulation of the solvent density at various

stages of the expansion and permits some degree of control over the solute nucleation charac-

teristics. The rate of nucleation is given by Equation (24.1) and Equation (24.2) [11].

J ¼ QaCV2;molv
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2sG

pm2;mol

s

exp �
DGcrif

kBT

� �
(24:1)

DGcrif

kBT
¼ �16

p

3

sGV
2=3
2;mol

kBT

 !3
1

ln S� V2;mol(p2 � p2;S) 1=kBTð Þ
� �2 (24:2)

where Q is the nonisothermal factor, aC the condensation factor, V2,mol the solute molecular

volume, m2,mol the solute molecular mass, sG the interfacial tension, v2 the solute concentration

in vapor phase, p2 the partial pressure of the solid, p2,S the saturation vapor pressure of the solid,

S the saturation ratio, kB a Boltzmann’s constant, and T the absolute temperature.

The morphology of the resulting solid particles has been observed to vary with changes in

RESS processing conditions. Products obtained using RESS are uniform sub-micrometer scale

particles, thin films, and fine fibers. If dissolved species of a low vapor pressure solid exist in suffi-

cient concentration in the supercritical fluid prior to expansion, they nucleate and grow rapidly in

the expansion jet as the fluid solvating capacity drops, which results in the generation of fine

powders. Particle size, agglomeration, and other characteristics can be affected by the chemical

properties of the solute, its concentration in the solution prior to expansion, temperature, pressure

drop, distance of impact of the jet against the surface, dimensions of the expansion vessel, nozzle

geometry, and the phase behavior of the solvent in the expansion jet [8,11,12]. For example, micro-

nization of Ibuprofen by RESS using carbon dioxide indicated decrease in crystallinity of the

obtained material when compared to the original one [13]. No clear dependence of the particle

size on the extraction pressure was observed, while an increase in the spraying distance increased

the particle size. However, an increase in the pre-expansion temperature, capillary length, and col-

lision angle, were found to have reducing effect on the average size of Ibuprofen particles. It should

be noticed that the initial investigations of RESS were focused on micronization of pure substrates

in order to obtain very fine particles with narrow size distribution [12,14], while the recent publi-

cations are related to mixture processing in order to obtain microcapsules of a substrate inside a

carrier [15] or to bioavailability of pharmaceutical agents [16].

The RESS process can be implemented in relatively simple equipment, it can produce very fine

particles and it is solvent free, eventhough particle collection from the gaseous stream is difficult.

Other disadvantages of the process are: high gas or substrate ratios due to the low solubility of the

typical substrates, high pressures and temperatures, and large volumes of pressurized equipment.

B. SAS — SUPERCRITICAL ANTI-SOLVENT PRECIPITATION AND RELATED PROCESSES

Supercritical fluid anti-solvent processes have been recently proposed as alternatives to liquid

anti-solvent processes commonly employed in the industry. The key advantage of the supercritical

processes over liquid ones is the possibility to completely remove the anti-solvent by pressure

reduction. This step of the process is problematic in case of liquid anti-solvents since it requires

complex post-processing treatments for the complete elimination of liquid residues. Furthermore,

the supercritical anti-solvent is characterized by diffusivity that can be up to two orders of magni-

tude higher than those of liquids. Therefore, its very fast diffusion into the liquid solvent produces

the supersaturation of the solute and the precipitation in micronized particles with diameters that

are not possible to obtain using liquid anti-solvents or other methods.
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Supercritical anti-solvent micronization can be performed using different processing methods

and equipment [17]. Different acronyms were used by the various authors to indicate the microni-

zation process. It has been referred to as GAS (gas anti-solvent), PCA (precipitation by compressed

anti-solvent), ASES (aerosol solvent extraction system), SEDS (solution enhanced dispersion by

supercritical fluids), and SAS (supercritical anti-solvent) process [8,17]. Since the resulting solid

material can be significantly influenced by the adopted process arrangement, a short description

of the various methods is presented below.

In GAS or SAS, a batch of solution is expanded by mixing it with a supercritical fluid in a high-

pressure vessel (Figure 24.6). Due to the dissolution of the compressed gas, the expanded solvent

exhibits a decrease of the solvent power. The mixture becomes supersaturated and the solute pre-

cipitates in the form of microparticles. As shown in Figure 24.6, the precipitator is partially filled

with the liquid solution of solid substance. The supercritical anti-solvent is then pumped up to

desired pressure and introduced into the vessel, preferably from the bottom in order to achieve a

better mixing of the solvent and anti-solvent. After a specified residence time, the expanded

solution is drained under isobaric conditions in order to clean the precipitated particles. In this

mode of operation, the rate of supercritical anti-solvent addition can be an important parameter

in controlling the morphology and the size of solid particles.

Another method (ASES) involves spraying of the liquid solution through an atomization nozzle

as fine droplets into a chamber filled with supercritical anti-solvent. The fast dissolution of the

supercritical fluid into the liquid droplets is followed by a large volume expansion of droplets.

This is followed by a reduction of the liquid solvent power, causing a sharp rise in the supersatura-

tion within the liquid mixture. As a consequence, fine and uniform particles are being formed. The

supercritical fluid is pumped to the top of the high pressure vessel by a high-pressure pump. Once

the system reaches the steady state (temperature and pressure), the active substance solution is

introduced into the high-pressure vessel through a nozzle. Particles are collected on a filter at

the bottom of the vessel. The fluid mixture (supercritical fluid plus solvent) exits the vessel and

flows to a depressurization tank where the conditions (temperature and pressure) allow gas–

liquid separation. After stopping the spraying of solution, the pure supercritical fluid continues

to flow through the vessel to remove residual solvent from the particles. As in the previous case

(GAS, SAS, and PCA) the performed operation is not at steady state and it is difficult to analyze

the effect of the process parameters on the final characteristics of the powders. Besides that,

batch operation is usually not suitable for industrial application.

FIGURE 24.6 The GAS, PCA, or SAS process.
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In order to overcome the limitations of batch processing, a continuous SAS process was devel-

oped and reported by Reverchon et al. [18]. In continuous operation, the liquid solution and the

supercritical anti-solvent are continuously delivered to the precipitation chamber either in

co-current or counter-current mode. This mode of operation provides the possibility to investigate

the influence of different process variables on the evolution of micronized particles. The important

process parameters, which can be studied at steady state operation are: the flow rates, the solution/
anti-solvent ratio, and pressure. Beside those advantages, continuous steady state operation is also

suitable for industrial application. A key role in the continuous operation and in the ASES process is

played by the liquid solution injection device. The injector is designed to produce liquid jet break-

up and to form small micronic droplets that expand in the precipitator. The solid solute is released

when its local concentration exceeds the saturation limit. Various injection devices have been

proposed in the literature. Some authors propose a nozzle of various diameters ranging from 5 to

50 mm [17]. Other authors have used small internal diameter capillaries [19], or vibrating orifices

[20]. The latter one produces a spray by superimposing a high frequency vibration on the liquid jet

that exits from an orifice. It is also possible to use a premixed injector in which the liquid solution is

mixed into the flowing CO2 before entering the precipitator, or to use stirred autoclaves. The type of

injection device used can also strongly influence the precipitation process: the size of droplets, their

coalescence, and mixing of the different fluids. Some authors view that the initial droplet size,

formed at the nozzle, does not have an effect on final particle size [21]. They also suggest that

the particle size is probably more determined by the mass transfer effects.

The SEDS method was developed by the Bradford University [22,23] in order to achieve

smaller droplet size and intensify mixing of supercritical fluid and solution for increased transfer

rates. The supercritical fluid is used both for its chemical properties and as “spray enhancer” by

mechanical effect: a nozzle with two coaxial passages allow introducing the supercritical fluid

and a solution of active substances into the particle formation vessel where pressure and tempera-

ture are controlled. The high velocity of the supercritical fluid (Reynolds number in the order of

105) allows breaking up the solution into very small droplets. Furthermore, the conditions are

setup so that the supercritical fluid can extract the solvent from the solution at the same time as

it meets and disperses the solution.

A key role in the precipitation by supercritical anti-solvent is played by the volumetric expan-

sion of the liquid solvent. This phenomenon is the result of massive dissolution of the supercritical

anti-solvent into the liquid phase. Two methods have been used to obtain volumetric expansion

data. The first is the direct observation of the expansion of the liquid solvent (solution) through

a view window. At a fixed temperature, a given quantity of solvent is charged in the vessel and

pressure is progressively increased by adding the anti-solvent. The expansion of the liquid phase

is monitored by measuring the increase of the liquid level inside the vessel. The second method

on the other hand, measures the variation of the density of liquid solvent–supercritical anti-

solvent mixture at increasing pressures. Using the known density of the liquid phase and its

composition, the volume expansion is calculated by a modified Peng–Robinson equation of

state [24]. As stated previously the liquid expansion reduces the solubility of the solute and preci-

pitation takes place. The precipitation consists of initial nucleus formation and subsequent growth

of the nucleus. The rate of initial nucleus formation is:

J ¼ Z exp
DGmax

RT

� �
(24:3)

where J is the rate of nucleus formation, Z the collision frequency (calculable from the classical

kinetic theory) and DGmax the Gibbs free energy.

At low volume expansion, particles are being formed by precipitation from a liquid phase at the

bottom of the precipitator. The liquid phase saturated with anti-solvent is formed as the result of

vapor–liquid equilibrium at operating pressure and temperature. Under these conditions the
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precipitation of samarium acetate connected nanoparticles was observed by Reverchon et al. [18].

Our investigations indicated a similar structure of aluminum oxi-chloride submicron particles, after

precipitation under similar conditions (100 bar, 313 K). These particles shown in Figure 24.7 were

obtained by the nonhydrolytic sol–gel synthesis from aluminum trichloride and diethyl ether as

precursors dissolved in carbon tetrachloride. Supercritical anti-solvent precipitation was achieved

from the solution of particles in carbon tetrachloride using supercritical carbon dioxide as an

anti-solvent.

At intermediate expansion levels, expanded droplets (balloons) have been observed by

Reverchon et al. [18]. Spherical balloons were also observed by Dixon et al. [25] during the proces-

sing of polystyrene. Different nucleation structures can appear and different kinds of balloons

have been observed. For example, during the precipitation of samarium acetate, empty shells of

solute with a continuous surface were observed [18]. This is explained by the solute precipitation,

which starts at the supercritical fluid–liquid interface and then propagates inside the liquid attrac-

ting the solute toward the separation surface. This mechanism results in the formation of hollow

spherical structures [17].

At very large expansion levels (asymptotic expansion) nanoparticles are produced by balloons

disintegration. An example of yttrium acetate nanoparticles is reported in Figure 24.8. These

particles are very small (100–200 nm) and have a very narrow particle size distribution [18].

Other additional growth mechanisms have also been observed and they can superimpose on the

one described earlier. These mechanisms can produce more complex particle geometries. The first

one is the coalescence of nanoparticles. The physical coalescence is characterized by a particle-to-

particle interaction, for example, by impact during the precipitation process. These particles can be

separated by sonication. Chemical coalescence mechanism is the result of interaction between

particles and solvents, which can lead to the fusion of nanoparticles in groups where the single

particle has no more distinct identity. It is possible to take the advantage of coalescence and to

produce larger or smaller particle aggregates.

The further growth of the solid particles in the solution inside the precipitation chamber is

another mechanism that can strongly modify the morphology of particles. Although slow, this

mechanism is responsible for the formation of more complex morphologies. A pronounced

effect of co-solvent can lead to specific morphologies as well. This effect is well known in super-

critical extraction processing and has been used to improve the solubility of poorly soluble

FIGURE 24.7 SEM image of the submicron sol–gel obtained aluminum oxi-chloride particles.
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compounds. The formed complex (a result of solvent–solute interaction) is a loosely bound aggre-

gate but this fact does not necessarily imply that it is destroyed when the anti-solvent is added. As a

result of co-solvent action, no solute or only small quantities of solute are found (when compared

with the injected quantity) in the precipitator since the solute is dissolved in the liquid–supercritical

fluid mixture. Therefore, the solute is recovered in the liquid solvent collection chamber [26].

Another possible problem is the formation of a liquid phase at the bottom of the precipitation

chamber even when asymptotic expansion of the liquid solvent has been obtained based on pure

solvent curves. This problem can be the result of the modification of the solvent–anti-solvent

phase equilibrium induced by the solute.

C. THE INFLUENCE OF DIFFERENT METHODS AND PROCESS PARAMETERS

The above described process modes can be divided into two large groups: precipitation from a liquid-

rich phase and a supercritical fluid rich phase. The resulting particles obtained using these different

process modes are usually quite different. Typically smaller and amorphous particles are obtained

using the precipitation from the supercritical fluid rich phase. This fact could be explained by the

faster expansion of the liquid phase (due to high anti-solvent or solvent ratio) and the larger liquid-

to-supercritical fluid contact surface area produced by the formation of fine droplets. In liquid batch

precipitation, the precipitation vessel has to be pressurized from atmospheric pressure up to the

final pressure and this procedure results in the unsteady operation of the system and precipitating con-

ditions. In general, when larger particles or crystalline materials are required, liquid batch processing

should be adopted which can lead to more ordered crystal structures than the original material [27];

if smaller and amorphous particles are required, anti-solvent rich precipitation is the best choice.

Contradicting results have been obtained by different authors about the influence of pressure on the

particle size during gas batch and continuous operation [17,19,20,28]. Concerning reduction of the pre-

cipitation pressure some authors found a particle size decrease [19,28], while others found the process

insensitive to this parameter and some observed a particle size increase [17]. Similarly, the temperature

reduction produced a particle size decrease according to certain authors [19], had no influence

according to the others [17] and produced larger particles according to another group [28].

FIGURE 24.8 SEM image of yttrium acetate nanoparticles precipitated from DMSO (15 mg/ml) at 120 bar

and 313 K, with mean diameters of about 150 nm. (Reprinted from Reverchon, E., J. Supercrit. Fluids, 15,

1–21, 1999. With permission from Elsevier.)
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Particle size was relatively insensitive to solute concentration in the liquid according to some

authors [17,19], while others observed that backing away from saturation conditions may be a better

choice to prepare more uniform particles. A marked particle size increase and PSD enlargement

with increasing concentration was observed by Reverchon et al. [18] in the SAS precipitation of

yttrium, samarium, and neodimium acetates. This result is well illustrated in Figure 24.9a–c that

are referred to samarium acetate precipitation from DMSO at the same pressure and temperature

but at 10, 40 and 65 mg/ml concentration, respectively. From these SEM images the large increase

of samarium acetate particle size and PSD is evident.

Very different behaviors can be obtained by changing the liquid solvent. For example, in the

case of amoxicillin and tetracycline precipitated from DMSO and NMP, the SAS processing

using the first solvent was completely unsuccessful since both antibiotics were extracted from

the precipitation chamber, whereas, precipitation from NMP was successful and antibiotic nano-

particles were produced [17]. Similarly, the micronization of salbutamol was successful with

dimethylsulfoxide (DMSO) while methanol and ethanol–water mixture were unsuccessful

[29]. Hong et al. [30] have studied the influence of different solvents, the pressure, temperature,

and the flow rate of solution on the SAS processing of organic pigments (Bronze red). Their

results indicate that the size and morphology of the particles were influenced by the temperature,

pressure, and flow rate when ethanol was used as the solvent. On the other hand, the application

of acetone as solvent resulted in low sensitivity to temperature and pressure but the influence of

the flow rate was significant. SEM micrographs indicate the influence of temperature on the par-

ticle morphology with ethanol as a solvent [30]. Chemical structure of the solute plays an import-

ant role, since compounds having a relatively simple molecular structure can form only primary

particles, while compounds having a more complex chemical structure can exhibit further growth

processes thus producing complex morphologies. Solubility, phase behavior of the system, and

SAS processing of the solute are also influenced by the presence of another solute [31].

D. PGSS — PARTICLES FROM GAS-SATURATED SOLUTIONS/SUSPENSIONS

Since the solubilities of compressed gases or supercritical fluids in liquids and solids are usually

high (significantly higher than the solubilities of liquids and solids in supercritical fluids), the

main idea behind PGSS process consists in dissolving the supercritical fluid in melted or liquid-

suspended substance. This leads to a so-called gas-saturated solution or suspension that is

further expanded through a nozzle with the formation of solid particles or droplets (Figure 24.10).

A specific modification of the process in which the compressed fluid behaves as a co-solvent in the

initial solution phase, has been named the depressurization of an expanded liquid organic solution

(DELOS) [32].

Typically, this process allows forming particles from a great variety of substances that need not

be soluble in supercritical carbon dioxide, especially from some polymers that absorb a large

concentration (10–40 wt.%) of CO2 [8]. This process can also be performed with suspensions of

active substrates in a polymer or other carrier substance leading to composite microspheres.

By dissolving the compressible media in a liquid, a so-called gas-saturated solution is formed.

By expansion of such a solution in an expansion unit (e.g., a nozzle) the compressed medium is

evaporated and the solution is cooled. Owing to the cooling caused by evaporation and the Joule–

Thompson effect, the temperature of the two-phase flow after the expansion nozzle is lowered. At a

certain point, the crystallization temperature of the substance to be solidified is reached, and solid

particles are formed and cooled further.

The expansion phenomena (generation of low temperature by expansion) of compressible

media is well described by the Joule–Thomson effect, which may be used as basic information

on the applicability of a certain gas in the PGSS-process. If heat-transfer, changes in kinetic

energy, and work-transfer for the flow process through an expansion valve are neglected,

then the process may be considered to be isenthalpic [33]. The effect of change in temperature
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FIGURE 24.9 SEM images showing the effect of concentration on particle size, and PSD of samarium acetate

nanoparticles: (a) 10 g/ml DMSO; (b) 40 mg/ml DMSO; (c) 65 mg/ml DMSO. (Reprinted from Reverchon,

E., J. Supercrit. Fluids, 15, 1–21, 1999. With permission from Elsevier.)
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for an isenthalpic change in pressure is represented by the Joule–Thomson coefficient, mjt,

defined by:

mjt ¼
@T

@P

� �

h

(24:4)

The Joule–Thomson coefficient represents the slope of isenthalpic lines in the P–T projection. In

the region where mjt , 0, the expansion results in an increase of temperature, whereas in the region

where mjt . 0 the expansion results in a reduction of temperature. The latter area is recommended

for the PGSS process application.

When the supercritical fluid has a relatively high solubility in the molten heavy component,

the S–L–V curve can have a negative dP/dT slope. The second type of three-phase S–L–V

curve shows a temperature minimum [34]. In the third type, where the S–L–V curve has a positive

dP/dT slope, the supercritical fluid is only slightly soluble in the molten heavy component, and

therefore the increase of hydrostatic pressure will raise the melting temperature and a new type

of three-phase curve with a temperature minimum and maximum may occur [35]. In general, a

system with a negative dP/dT slope and with a temperature minimum in the S–L–V curve

could be processed by the PGSS. A thermodynamic model describing three-phase equilibrium in

binary or ternary systems, which uses Peng–Robinson equation of state and one or two binary inter-

action parameters, can be used satisfactorily to predict equilibrium data important for PGSS, RESS,

and SAS processing [36].

The PGSS process has several advantages, which favor its application for large-scale proces-

sing. This process has advantages in the processing of low-melting point, highly viscous, waxy,

and sticky compounds, even if the obtained particles are not of submicron size [37,38]. The appli-

cation of the PGSS process has been investigated until now for the following products: polymers,

waxes and resins, natural products (extracts from spices, phospholipids, menthol), fat derivatives,

etc. The compressible fluids which have been used are: carbon dioxide, propane, butane, dimethyl

ether, freon, ethanol, and nitrogen.

E. OTHER PROCESSES

Reverse microemulsions are systems in which fine aqueous droplets are uniformly dispersed in a

continuous low-polarity fluid phase by the presence of surfactant shells [9]. Individual aqueous

phase droplets are typically of 3–20 nm in diameter, and their size is strongly dependent on the

FIGURE 24.10 The PGSS process.
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molar water or surfactant ratio. Although, they are thermodynamically stable and able to exist in

optically clear solutions for extended periods of time, these droplets are very dynamic at the

molecular level. Surfactant molecules associated with aqueous droplets exchange rapidly with

monomers dissolved in the continuous phase. Also, collisions between droplets lead to rapid restruc-

turing and repartitioning of surfactant molecules and aqueous core contents on a short time scale.

Reverse microemulsions offer a unique environment for chemical reactions. The dispersed

aqueous droplets behave as miniature chemical reactors accommodating hydrophilic species in

an otherwise hydrophobic environment. Low values of water or surfactant ratio result in highly

ordered water molecules in the droplets due to association with the surfactant polar head groups.

At higher values of water or surfactant ratio, droplet core usually resembles bulk water making it

possible to dissolve various water-soluble compounds. Supercritical fluids offer specific character-

istics which could be beneficial for reverse microemulsion systems. For example, diffusion of react-

ing species through the supercritical continuous phase is considerably improved, thereby improving

the kinetics of diffusion limited reactions. Additionally, the stabilities of supercritical fluid micro-

emulsions are highly pressure sensitive, with the single-phase microemulsions separating into two

or more distinct phases at some pressure boundary. This characteristic offers a possibility to shift

equilibrium of certain reactions by manipulating the pressure of the system. Silver nanoparticles

obtained by the reduction of silver nitrate in bis(2-ethylhexyl)sulfosuccinate (AOT) reverse micelles

in compressed propane [39]. The particle size distribution plot indicates narrow size distribution

mostly from 2 to 5 nm and maximum around 3 nm. Salaniwal et al. [40] have studied reverse

micelles in supercritical carbon dioxide using molecular dynamics simulation.

The supercritical fluids have received considerable attention as solvents for the synthesis of a

number of ceramic, metal, and other materials. These new applications have been developed in

order to improve the characteristics of the obtained powders, such as chemical homogeneity or

unique structural properties. Unlike previously described processes (RESS, SAS, and PGSS)

which are principally physical transformation, the chemical transformation of materials in super-

critical fluid is the principle of different reactive processes.

Particles can be produced by thermal decomposition with a supercritical solvent where precur-

sors are thermally decomposed in a supercritical media. At the end of the reaction, supercritical

solvent is depressurized and the solvent, turned to gas phase, separates from the particles which

remain in a highly divided state. The advantage of processing in a supercritical media is that

high nucleation rate and low crystal-growth rate can be achieved, leading to the formation of

very fine particles. Furthermore, the high density of the supercritical fluid avoids aggregation pro-

blems encountered in liquid–solid separation steps of conventional wet chemical processes [41].

When the thermal stability of the precursor does not allow dissolution in the supercritical fluid, a

variant process can be used: a sol–gel reaction is conducted at high pressure and temperature,

followed by supercritical drying. Fine powders (diameter: 50 nm) can be obtained using this

process [8]. The hydrothermal processes typically designate processes conducted at relatively

high temperatures and pressures in the presence of water. Under the supercritical hydrothermal

conditions very fine crystalline oxide powders can be produced. Simple oxides and more

complex compositions can also be generated. The produced powders are commonly pure, crystal-

line, and with highly uniform particle-size distributions.

The supercritical fluid can be used as a solvent and a reactant. The processes of this type

described in the literature commonly use supercritical water. Hydrothermal synthesis has been

used for microparticles or large crystals processing. In order to prepare oxide powders, low-cost

precursors (oxides, hydroxides, or salts) are first dissolved in water and the solution is introduced

into a reactor operated at supercritical conditions. This process has a potential to manipulate the

direction of crystal growth, morphology, particle size, and size distribution, due to the controll-

ability of thermodynamics and transport properties by pressure and temperature [42]. Moreover,

high reaction rate leads to ultra-fine powder formation while crushing and calcination steps used

in conventional processes are avoided. It is also possible to apply reducing or oxidizing atmosphere
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by the introduction of oxygen, hydrogen, or other gases. On the other hand, filtration, washing, and

drying are still necessary, and corrosion problems associated with supercritical water are serious

disadvantages of the process.

Specific physicochemical properties of the supercritical fluids offer flexible alternatives to

established processes like chemical vapor deposition (CVD), which is used in the preparation of

high-quality metal and semiconductor thin films on solid surfaces. Watkins et al. [43] reported a

method named chemical fluid deposition (CFD) for the deposition of CVD-quality platinum

metal films on silicon wafers and polymer substrates. The process proceeds through hydrogenolysis

of dimethyl-(cyclooctadiene)platinum(II) at 353 K and 155 bar.

F. INORGANIC PARTICLES OBTAINED USING SUPERCRITICAL FLUIDS

The application of RESS in the processing of inorganic particles is relatively limited, since the solu-

bility of inorganic solids in most of the supercritical fluids is very low. For example, solubility of

SiO2 in supercritical water at 773 K and 100 MPa is 2600 ppm and solubility of Al2O3 in super-

critical water at the same conditions is only 1.8 ppm [9]. Therefore, RESS is considered for appli-

cation only in the case of special inorganic materials. The literature data of processing of the

inorganic material using RESS are shown in Table 24.2.

As it can be seen from Table 24.3, processing of inorganic material using SAS and related

processes is dominantly applied to obtain organic compounds which serve as precursors for the

synthesis of inorganic solids. An interesting route to synthesize ceramic material was proposed

TABLE 24.2
Inorganic Solids Obtained by the RESS

Substrate SC Fluid Results Ref.

SiO2 Water .1.0 mm thick film and 0.1–0.5 mm diameter spheres [44]

GeO2 Water 5 mm agglomerates or 0.3–0.5 mm diameter spheres [44]

AgI Acetone Ag film after reaction at 873 K [45]

Ag triflate Et2O Ag film after reaction at 873 K [45]

Al(hfa)3 Pentane Al film after reaction at 953 K [45]

Al(hfa)3 N2O Al2O3 film after reaction at 373 K [45]

Cr(acac)3 Acetone Cr film after reaction at 1073 K [45]

Cr(hfa)3 N2O Cr2O3 film after reaction at 373 K [45]

Cu(oleate)2 Pentane Cu film after reaction at 1013 K [45]

Cu(thd)2 N2O Cu film after reaction at 973 K [45]

Cu(thd)2 N2O CuO film after reaction at 373 K [45]

In(acac)3 CO2 In film after reaction at 873 K [45]

Ni(thd)2 Pentane Ni film after reaction at 873 K [45]

Pd(tod)2 Pentane Pd film after reaction at 873 K [45,46]

Si(OC2H5)4 N2O SiO2 film after reaction at 373 K [45]

SiO2, KI Water 20 mm agglomerates [44]

Y(thd)3 N2O Y film after reaction at 960 K [45]

ZrO(NO3)2 Ethanol Particles 0.1 mm [44]

Zr(tfa)4 Et2O Zr film after reaction at 873 K [45]

Pb(NO3)2 NH3, EtOH, MeOH PbS nanoparticles 4 nm diameter [47]

Abbreviations: MeOH, methyl alcohol; EtOH, ethyl alcohol; thd, bis(2,2,6,6-tetramethyl-3,5-heptanedionato); acac,

tris(2,4-pentandionato); hfa, tris(1,1,1,5,5,5-hexafluoro-2,4-pentanedionato); tfa, tetrakis(1,1,1-trifluoro-2,4-heptanedio-

nato); tod, bis(2,2,7-trimethyl-3,5-octanedionato).
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by Moner-Girona et al. [52]. Spherical silica aerogel particles were obtained by the hydrolytic sol–

gel method in acetone followed by the particles precipitation in supercritical carbon dioxide.

Supercritical fluids have received considerable attention as solvents for the synthesis of ceramic

or similar materials. One method applies thermal decomposition of precursors in a supercritical

fluid, which is at the end of the reaction depressurized and removed from the system. After

removal of the solvent, obtained inorganic material is typically in the form of micron or sub-

micron particles. The second method uses supercritical fluid as a solvent and a reactant. In this

case, the typical supercritical fluid is water, and the process is called hydrothermal synthesis. Inor-

ganic solids obtained by the decomposition in the supercritical fluid or by the synthesis using super-

critical reactant, are listed in Tables 24.4 and Table 24.5, respectively. As it can be seen from the

presented data different morphologies can be obtained on the micrometer or nanometer scale.

G. POLYMER SOLID PARTICLES OBTAINED USING SUPERCRITICAL FLUID PROCESSING

Polymer processing with supercritical fluids can result in the formation of very fine powders, fine

fibers, microspheres, microballoons, and thin films. As indicated in Table 24.6 very fine particles

with submicron diameters and ultra-thin films (6 nm) were obtained using RESS. Tepper and

TABLE 24.3
Inorganic Solids Obtained by the SAS and Related Processes

Process Substrate or Solvent SC Fluid Results Ref.

SAS NH4Cl/DMSO CO2 Particles 1–5 mm [48]

SAS BaCl2/DMSO CO2 Particles 1–7 mm cubic or needle-like [48]

SAS/ASES SmAc/DMSO CO2 Particles 0.1–0.3 mm [17,18]

SAS/ASES YAc/DMSO CO2 Balloons; particles 0.08–2 mm [17,18]

SAS/ASES NdAc/DMSO CO2 Particles 0.1 mm [17,18]

SAS/ASES GdAc/DMSO CO2 Particles 0.2–0.4 mm [49]

SAS/ASES EuAc/DMSO CO2 Particles 0.2–0.4 mm [49]

SAS/ASES ZnAc/DMSO CO2 Particles 50–150 nm [50]

SAS VOHPO4
. 0.5H2O/isopropanol CO2 Catalyst spheres 50–700 nm [51]

SAS SiO2/acetone CO2 Spheres 1.2–2.2 mm, fibers [52]

Abbreviations: DMSO, dimethylsulfoxide; TTIP, titanium tetraisopropoxide; Ac, acetate.

TABLE 24.4
Inorganic Solids Obtained by the Decomposition in Supercritical Fluid

Substrate or Precursor SC Fluid Results Ref.

MgAl2O4/MgAlTSB Ethanol Spheres 0.5–2 mm [41]

MgO/MgChe, MgAc CO2þ ethanol Particles 0.5–2 mm [53]

TiO2/TTIP Ethanol Spheres 0.5–2 mm [41]

TiO2/TTIP CO2þ isopropanol — [54]

TiO2/TTIP CO2þ aq.surf Spheres 0.1–2 mm [55]

TiO2/TTE Ethanolþwaterþ Et2O Particles 60–400 nm [56]

Abbreviations: AlTSB, aluminum tri-sec butoxide; TTIP, titanium tetraisopropoxide; TTE, titanium tetraethoxide; Et2O,

diethyl ether; MgChe, magnesium chelate; MgAc, magnesium acetate; aq.surf, aqueous solution of surfactant.
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Levit [65] obtained uniform PDMS microspheres with a typical diameter of about 2–3 mm as

shown in Figure 24.11. Although, different polymers were processed with RESS as indicated in

Table 24.6, its application is relatively limited due to the low solubility of polymers in supercritical

solvents.

Different polymers (and applied solvents) micronized using SAS and related processes are

shown in Table 24.7. As it can be seen different morphologies were obtained, including particles,

fibers, and microspheres.

PGSS of polyethyleneglycols (PEGs) was investigated by Weidner et al. [75]. PEGs are water-

soluble polymers, which are owing to their physiological acceptance widely used in pharma-

ceutical, cosmetic, and food industries. Depending on the molecular weight, PEGs can be either

liquid (M , 600 kg/kmol) or solid (M . 600 kg/kmol). In case of molecular weights lower

TABLE 24.5
Inorganic Solids Obtained by the Synthesis with Supercritical Reactant

Substrate or Precursor SC Fluid Results Ref.

AlOOH/Al(NO3)3 Water Hexagonal, rhombic or needle like particles;

size 100–600 nm

[57,58]

Co3O4/Co(NO3)2 Water Octahedral particles 50 nm [57,58]

Ti(OH)4/TTIP CO2 or H2O Spheres 70–110 nm [59]

SiO2/TEOS CO2 Particles ,1 mm [52]

Fe2O3/Fe(NO3)3, FeCl2, Fe2(SO4)3 Water Spheres 50 nm [57,58]

Fe3O4/Fe(NH4)2 Water Spheres 50 nm [57,58]

TiO2/TiCl4 Water Spheres 20 nm [57,58]

LiCoO2/LiOH, Co(NO3)2 WaterþO2 Particles 700 nm [42]

Abbreviation: TTIP, titanium tetraisopropoxide.

TABLE 24.6
Polymers Obtained by the RESS

Substrate SC Fluid Results Ref.

Polystyrene Pentane 1 mm diameter fibers or 20 mm

diameter spheres

[60]

Poly(carbosilane) Pentane Particles ,0.1 mm diameter,

or 1 mm diameter fibers

[44,60]

Poly(caprolactone) Chlorodifluoromethane Powder or fibers [61]

L-PLA Carbon dioxide Particles 10–90 mm [62]

PGA Carbon dioxide Particles 10–20 mm [63]

D-PLA Carbon dioxide Particles 10–20 mm [63]

PMMA CCl2F2 Particles 200–600 nm [64]

PEMA CCl2F2 Particles 200–600 nm [64]

PDMS Carbon dioxide Particles 2–3 mm [65]

Teflon AF2400 (Du Pont) Carbon dioxide Thin films approx. 6 nm thick [66]

PEHA Carbon dioxide Particles 270–340 nm [67]

Abbreviations: L-PLA, poly-L-lactic acid; PGA, poly-glycolic acid; D-PLA, poly-D-lactic acid; PMMA, poly-methyl metha-

crylate; PEMA, poly-ethyl methacrylate; PDMS, poly(dimethyl-siloxane); PEHA, poly(2-ethylhexyl acrylate).
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than 2000 kg/kmol and higher than 10,000 kg/kmol, the solid polymer is either too greasy or too

hard to be processed by milling. An alternative route for producing fine particles of PEGs is PGSS

process, since the solubility of carbon dioxide in PEGs above a certain chain length is independent

of the molecular weight of PEG and depends only on the temperature and pressure of the system.

Fibers, spheres, and sponges of PEG were obtained using PGSS with carbon dioxide [75].

TABLE 24.7
Polymers Obtained by the SAS and Related Processes

Process Substrate/Solvent SC Fluid Results Ref.

ASES L-PLA/acetone CO2 Particles 1–10 mm [26]

ASES Polystyrene/toluene CO2 Particles 0.1–20 mm [20]

SAS PLGA/CH2Cl2 CO2 Particles 40–60 mm [68]

SAS L-PLA/CH2Cl2 CO2 Particles 0.5–5 mm [19]

SAS Polyamide/DMSO CO2 Particles 2–10 mm, fibers [69]

SAS Polyamide/DMF CO2 Fibers [69]

SAS L-PLA/DMSO CO2 Particles 1.25–1.75 mm [70]

SAS Dextran/DMSO CO2 Particles 130–150 nm [70]

SAS HPMA/DMSO CO2 Particles 150 nm [70]

SAS L-PLA/chloroform CO2 Particles .200 nm [71]

SAS PCþ SAN/THF CO2 Particles ,10 mm [72]

SAS Polyamide/DMAcþ LiCl CO2 Fibers [73]

SAS Polystyrene/toluene CO2 Spheres 1–20 mm [25]

ASES PLCG/methylenechloride CO2 Microparticles [74]

Abbreviations: L-PLA, Poly-L-lactic acid; DMSO, dimethylsulfoxide; DMF, N,N-dimethylformamide; HPMA, poly-

(hydroxypropylmethacrylamide); PC, polycarbonate; SAN, poly(styrene-co-acrylonitrile); THF, tetrahydrofuran; DMAc,

N,N-dimethylacet amide; PLCG, poly lactide-co-glycolide.

FIGURE 24.11 PDMS particles obtained by RESS. (Reprinted from Tepper, G. and Levit, N., Ind. Eng.

Chem. Res., 39, 4445–4449, 2000. With permission from American Chemical Society.)
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The polymer industry is a major user and emitter of volatile organic compounds (VOCs) which

are toxic and cause harm to the environment. As a result of growing pressure to reduce emission,

there has been considerable effort devoted to find alternative nonpolluting solvents. DeSimone and

others have shown the applicability of supercritical carbon dioxide as a viable medium for a number

of polymerization reactions [76–78]. An example of application in processing of polymeric

powders is continuous precipitation polymerization of vinylidene fluoride in supercritical carbon

dioxide [79–81]. This polymer is produced commercially in batch reactors by either emulsion or

suspension method, at monomer pressures from 10 to 200 bar and at temperatures from 283 to

403 K. In the emulsion process, the latex is coagulated, thoroughly washed, and then spray dried

to form powder. The suspension method requires thorough washing and drying as well. In both

processes, large quantities of waste water are generated and large quantities of energy are required

to dry the polymer. Continuous precipitation polymerization in supercritical carbon dioxide elimi-

nates generation of waste water, reduces energy consumption and results in the formation of

micrometer-scale particles of poly(vinylidene fluoride) [80].

H. PARTICLES WITH SPECIFIC DRUGS

Poorly soluble drugs are the main problem in pharmaceutical drug formulation. The low bio-

availability of such drugs makes the intravenous injection of such solution impossible [82]. More-

over, the poor solubility is usually associated with low dissolution rates and low drug absorption.

For avoiding such problems in pharmaceutical drug preparation different supercritical fluid

techniques were recently used showing many advantages.

Some examples of commercial active component production and production of substances with

defined and uniform particle sizes (organic and inorganic materials) realized on pilot plant by using

the RESS are given in Table 24.8. Other processes were also tested for synthesis of the particles

with uniform size distribution as well as production of particles with specific structure (gas antisol-

vent recrystallization, GASR; precipitation with a compressed antisolvent, PCA; solution enhanced

dispersion of solids, SEDS; particles from gas-saturated solutions, PGSS) as shown in Table 24.9.

All these processes are of special interest in pharmaceutical industry and in the production of

different polymers.

I. ENCAPSULATION AND COATING USING SUPERCRITICAL FLUIDS

Among the prospective applications of supercritical fluids are also the coating and encapsulation of:

inorganic compounds, metal micro and nanoparticles, active pharmaceutical ingredients, and

others. Over the last decade, polymer microcapsules of inorganic nanoparticles have been attracting

much attention in the catalytic, cosmetics, printing, and electronic industry [100]. Another potential

field of application is in coating of metal powders with thin films [101], which are common com-

ponents of the pyrotechnic and solid propellant compositions. Coating of metal powders reduces

deterioration through corrosion and aggregation caused by moisture or other aggressive substances,

and it also reduces flammability. The increasing trend in research and development of drug delivery

systems will intensify in the pharmaceutical industry. The distribution of active substance directly

to the target will enhance the treatment efficiency and reduce the doses and related side-effects,

while many efficient drugs will have to be reformulated in order to allow control of delivery

location and rate. This last criterion is of particular importance for long-term treatments like

cancer or various chronic diseases. The microencapsulation could offer solutions by enhancing

controlled delivery of active substances and material stability.

For microencapsulation of inorganic nanoparticles, preparation methods like in situ polymeri-

zation may be used [102]. However, these methods often require toxic organic solvents and

surfactants. Furthermore, the removal of residual surfactants or solvents is needed, since they

cause faults in the product. An environmentally benign solvent like supercritical carbon dioxide

can be used to encapsulate inorganic nanoparticles. But its use is limited because of the low
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solubility of most of the polymers and inorganic solids in supercritical carbon dioxide. A novel

method, rapid expansion of supercritical solution with nonsolvent (RESS-N), has been reported

by Mishima et al. [103,104]. The process differs from conventional RESS as it applies organic

cosolvents. Since polymers are usually insoluble in the supercritical carbon dioxide at temperatures

and pressures of interest, several cosolvents are used to enhance solubility of the polymer in super-

critical media. These solvents are nonsolvents for polymer at atmospheric pressure and they are

only sparingly soluble in the polymer particles produced during expansion. As a result of

RESS-N, the polymer precipitates and coats the inorganic nanoparticles [15]. RESS-N method

was used to coat TiO2 nanoparticles which are of interest as cosmetic, printing, and electronic

materials. The obtained particles were in the order of 10–30 mm and not adhesive to each other.

Debenedetti et al. [105] obtained microparticles by the RESS co-precipitation of a drug (lovas-

tatin) and a biodegradable polymer (poly(DL-lactic acid)). The co-precipitation of the polymer and

the drug has led to a heterogeneous population of microparticles consisting of microspheres con-

taining a single lovastatin needle, larger spheres containing several needles, microspheres

without protruding needles, and needles without any polymer coating.

The protein–polymer microcapsules can be obtained by supercritical anti-solvent techniques

[8]. Homogeneous protein–polymer mixtures were contacted with supercritical carbon dioxide

in order to produce microspheres with diameter ranging from 1 to 5 mm and containing around

80% of protein. Production of PLA microparticles containing insulin, lysozyme, and chemotrypsin

is claimed. SAS crystallization of a pharmaceutical (naproxen) and a biodegradable poly(L-lactic

acid) was reported [8]. The results from SAS studies showed very small spherical particles

TABLE 24.8
RESSa and GASRb Processes

Product SCF Pressure (bar) Temperature (88888C) Particle Size (mm) Ref.

Steroidsa CO2 130–250 40–60 1–10 [83]

Theophyllinena CO2 225 65 0.4 [84]

Salicylic acida CO2 223 45 ,4 [84]

Naproxena CO2 190–210 60 1–20 [62]

L-PLAa (poly-L-lactic acid)þ

naproxen

CO2 170–200 90–115 10–90 [62]

L-PLAa CO2 210 100–120 1–20 [62]

Flavonea CO2 250 35 10 [85]

PGA (poly-ethylene glycolic acid)a CO2 180–200 55 10–20 [63]

D-PLAa (poly-D-lactic acid) CO2 200 55 10–20 [63]

Lovastatina CO2 125–400 55 0.04–0.3 [86]

b-Estradiola CO2 345 55 — [87]

b-Carotenea C2H4þ toluene 300 70 20 [88]

Stigmasterola CO2 100–150 100 0.05–2 [89]

Ibuprofena CO2 130–190 35 ,2 [90]

Acetaminofeneb Ethanol 71 20 — [91]

Hidrokortizonb DMSO 104 — 0.2–1 [68]

Indometacinb CH2Cl2 200 — 8.2 [92]

Piroksikamb CH2Cl2 90–200 — 6.0 [92]

Timopentinb CH2Cl2 90–200 — 6.6 [92]

Hidrokortizon acetate (HCA)b DMF 150 — 8.0 [93]

L-PLA 94000b CH2Cl2 81.6 — 1–5 [85]

aREES process; bGASR process.

Abbreviations: DMSO, dimethylsulfoxide; DMF, dimethylformamide.
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composed of a naproxen core surrounded by a polymer shell. The ASES technique was used for

the coprecipitation of a model drug, parahydroxybenzoic acid (p-HBA) with the biodegradable

polymers, poly(lactide-co-glycolide) (PLCG) and poly(L-lactic acid) (PLA) [8].

Supercritical fluid-soluble substrates can be easily impregnated inside porous media. Domingo

et al. [8] used this process to prepare controlled drug delivery systems. In this work, zeolite,

several amorphous–mesoporous inorganic matrices (silica gel, alumina, and florisil), and a poly-

meric matrix (amberlite) have been impregnated with various thermally unstable organic

compounds (benzoic acid, salicylic acid, aspirin, triflusal, and ketoprofen) by diffusion from

saturated supercritical carbon dioxide solutions. Copper and iron chelate complexes were impreg-

nated into a polyarylate matrix from the solution in supercritical carbon dioxide by Said-Galiev

et al. [106].

The precipitation methods previously described (RESS, SAS, PGSS, and thermal decompo-

sition) can be used for particle coating, while those currently used in the industry are the

Wurster process [107] and fluidized bed coating [108]. The latter was also investigated for appli-

cation at supercritical conditions [109]. It was found that operating parameters have influenced the

morphologies of coated particles. Kobe Steel Ltd. patented a process related to the RESS concept

for microparticles formation and coating [8]. Primary microparticles are formed by rapid decom-

pression of a supercritical solution of the core material. These particles are mixed with a super-

critical solution of the coating agent and depressurized to form microcapsules. Coating with

multiple layers can be achieved using this process. The method for coating polymeric thin films

on particles involves a recirculation system that includes dissolution of the polymer into the super-

critical solvent and coating the particles through a temperature swing operation in the fluidized bed

[8]. This system has been tested with hydroxyl-terminated polybutadiene (HTTB) as coating

polymer and particles of salt (30–500 mm). The film thickness was as low as 0.2 mm. In the

method patented by Mainelab [8], the coating agent is solubilized into supercritical carbon

dioxide. In a stirred vessel, particles of an active substance are dispersed into the supercritical

solution. By changing the pressure and the temperature, the solubility of the coating agent in the

TABLE 24.9
Anti-solvent Experiments for Pharmaceutical Products

Material Solvent Process Particle Size (mm) Ref.

Insulin DMSO SAS 2–4 [94]

Indomethacin CH2Cl2 PCA 8.2 [95]

Piroxicam CH2Cl2 PCA 6.0 [95]

Thymopentine CH2Cl2 PCA 6.6 [95]

Hydrocortisone DMSO PCA 0.2–1 [96]

MPA THF PCA 2.5–3 [89]

HCA DMF PCA 8.0 [89]

SX Acetone PCA 10 [97]

Insulin DMSO SAS 1–5 [98]

Lysozyme DMSO SAS 1–5 [98]

Trypsin DMSO SAS 1–5 [98]

CPM CH2Cl2 PCA 1–5 [99]

Indomethacin CH2Cl2 PCA 1–5 [99]

NaCrGlyc MeOH GAS 0.1–2 [99]

Abbreviations: MPA, methylprednisolone acetate; HCA, hydrocortisone acetate; SX, salmeterol

xinafoate; CMP, chlorophenylamine maleate; NaCrGlyc, sodium cromoglycate; DMSO, dimethyl-

sulfoxide; THF, tetrahydrofurane; DMF, dimethylformamide.
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supercritical fluid can be reduced so that it can precipitate on the particles. Microcapsules of active

substance are collected after depressurization. This process allows having a good control of the

structure (composition, thickness) of microcapsule without using organic solvents. This process

was used to encapsulate substances such as: dyes, antibiotics, vitamins, and proteins. Coating

agents that are soluble in supercritical carbon dioxide were used, such as waxes, glycerides, alco-

hols, fatty acids, and esters. Similar process reported by Glebov et al. [110] is used for coating of

metal particles. In another method patented by Mainelab [8], a suspension of active substance in a

solution of a slightly polar polymer (insoluble in liquid or supercritical carbon dioxide) in an

organic solvent is used. This suspension is contacted with supercritical carbon dioxide so that

the organic solvent is solubilized in such a manner that there is coacervation of the coating

polymer onto the particles. Microcapsules are collected after decompression.

III. AEROGELS AND SOL–GEL PROCESSING

A. PREPARATION OF AEROGELS

Although, no official definition of aerogels exists, the term “aerogel” is conventionally applied to

designate gels dried under supercritical conditions, which are highly porous and open texture materials.

In most cases, the obtained dry solids exhibit amorphous structures when examined by X-ray diffrac-

tion and they are thermodynamically metastable. Due to their metastable character, aerogels can

develop attractive physical and chemical properties which are of interest in a range of applications.

1. Sol–Gel Synthesis

First step in producing an aerogel is a sol–gel synthesis, depicted in Figure 24.12, with inorganic

salts and metal alkoxides as common precursors.

Inorganic precursors, like metal salts of the transition metals, are solvated by water molecules

according to:

Mzþ þ :OH2 �! M[(OH2)�zþ (24:5)

causing charge transfer from the filled bonding orbital of the water molecule to the empty d

orbital of the transition metal [111]. This in turn causes the partial charge on the hydrogen to

increase, thus increasing the water molecule acidity. Depending on the water acidity and the

FIGURE 24.12 The sol–gel synthesis.
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magnitude of the charge transfer, the following equilibrium has been established, which is defined

as hydrolysis:

M[(OH2)�zþ () ½M22OH�(z�1)þ
þ Hþ () ½M55O�(z�2)þ

þ 2Hþ (24:6)

The ligands present in noncomplexing aqueous media shown in the above equation are: aquo M-

(OH2), hydroxo M22(OH), and oxo M55O. The precise nature of the formed complex depends on

the charge (z), coordination number and electronegativity of the metal atom, and the pH of the

aqueous solution [111]. The partial charge model of Livage et al. [111,112], postulates that when

two atoms are combined they acquire a partial positive (leaving group) or negative charge

(nucleophile).

When a hydroxy bridge is formed between two metal centers by nucleophilic substitution

reaction (where nucleophile is hydroxyl group and water is leaving group), then a condensation

process is called as olation [113].

ð24:7Þ

In case when an oxo bridge is formed between two metal atoms, the condensation process is called

as oxolation. When the metal is coordinatively unsaturated, oxolation proceeds by nucleophilic

addition with rapid kinetics [114,115], leading to edge- or face-shared polyhedra (Equation

(24.8) and Equation (24.9)).

ð24:8Þ

ð24:9Þ

For coordinatively saturated metals, oxolation proceeds by two-step nucleophilic substitution reac-

tion involving nucleophilic addition followed by water elimination.

ð24:10Þ

ð24:11Þ
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Depending on the nucleophilic power of the starting precursor of the transition metal, solution

pH, temperature, mixing speed, and condensation kinetics, precipitation or gelation can occur and

different size oligomers can be formed [116]. The sol–gel parameters and primary particles sizes

influence phase transformations, densification, and crystallization behavior during further proces-

sing of the gels [117,118]. It should be mentioned that most aqueous systems in addition to

aquo, hydroxo, and oxo ligands, also contain anions introduced by the starting inorganic salts.

These anions can compete for coordination to the metal centers and in many practical cases influ-

ence evolving particle morphology and stability [119,120]. The use of metallic salts as sol–gel

precursors has recently seen a renewed interest with the use of organic solutions in which an

organic slow “proton scavanger” is dissolved [121,122]. This procedure can lead to gel monoliths

of Cr, Fe, Al, Zr, and other cations.

Metal alkoxides are the most widely used sol–gel precursors since they readily hydrolyze

with water:

;;Si� ORþ H2O �! ;;Si� OH + ROH (24:12)

Hydrolysis reaction is followed by alcohol or water condensation reactions and under typical

conditions condensation commences before complete hydrolysis of the alkoxide.

;;Si� ORþ HO� Si;; �! ;;Si� O� Si;;þ ROH (24:13)

;;Si� OHþ HO� Si;; �! ;;Si� O� Si;;þ H2O (24:14)

Numerous investigations have shown that variations in the synthesis conditions: water or alkoxide

ratio, the catalyst type and concentration, the solvent, temperature and pressure, cause modifi-

cations in the structure and properties of the obtained product. Under acidic conditions

(pH , 2.5) it is likely that an alkoxide group is being protonated in a rapid first step (Figure 24.13).

Electron density is withdrawn from the silicon atom, thereby making it more susceptible to attack

by water. The attacking water molecule acquires a partial positive charge, thereby reducing the

positive charge of the protonated alkoxide and making alcohol a better leaving group. The transition

state decays by displacement of alcohol [123]. Rate of hydrolysis is increased by the acid concen-

tration and by substituents that reduce steric crowding around silicon.

Under basic conditions (pH . 2.5) it is likely that water dissociates to produce nucleophilic

hydroxyl anions in a rapid first step. The hydroxyl anion then attacks the silicon atom. Iler [124]

and Keefer [125] propose a mechanism in which hydroxyl anion displaces OR22 with inversion

of the silicon tetrahedron (Figure 24.14), while Pohl and Osterholz [126] favor a mechanism

involving a stable five-coordinated intermediate which decays through second transition state in

which any of the surrounding ligands can acquire a partial negative charge.

Since silicon acquires a formal negative charge in the transition state, both mechanisms are

quite sensitive to inductive and steric effects. However, steric factors are more important since

silicon acquires little charge in the transition state.

FIGURE 24.13 Acid catalyzed hydrolysis mechanism.
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It is generally believed that the acid-catalyzed condensation mechanism involves a protonated

silanol species. Protonation of the silanol makes the silicon electrophilic and thus more susceptible

to nucleophilic attack. The most basic silanol species are silanols contained in monomers or weakly

branched oligomers, and these species are therefore most likely to be protonated. Condensation

reaction therefore preferentially takes place between neutral species and silanols situated on mono-

mers, chain end groups, etc. The most widely accepted mechanism for the condensation reaction

under basic conditions involves the attack of a nucleophilic deprotonated silanol on a neutral sili-

cate species. Silanols are deprotonated depending on their acidity, which depends on the other sub-

stituents on the silicon atom. When basic OR and OH are replaced with OSi, the reduced electron

density on Si increases the acidity of the protons on the remaining silanols. This mechanism favors

reactions between larger, more highly condensed species, which contain acidic silanols, and

smaller, less weakly branched species. The condensation rate is maximized near neutral pH,

where significant concentrations of protonated and deprotonated silanols exist. It is also believed

that the base catalyzed mechanism involves penta- or hexacoordinated silicon intermediates.

Investigations of Engelhardt et al. [127] on condensation of aqueous silicate at high pH using
29Si NMR, indicate that a typical sequence of condensation products is monomer, dimer, linear

trimer, cyclic trimer, cyclic tetramer, and higher order rings. These rings form the basic framework

for the generation of discrete colloidal particles. Structural evolution of the gel is governed by the

relative rates of hydrolysis, condensation, and reversible reactions (re-esterification, alkoholysis

and, hydrolysis), which are dependent on the: solution pH, water or alkoxide ratio, solvent type,

alkyl group structure, temperature, and pressure [128]. Compared to transition metals, silicon is

generally less electropositive than metal atoms such as Al, Ti, and Zr, and therefore less susceptible

to nucleophilic attack. These factors make the kinetics of hydrolysis and condensation of silicon

considerably slower than observed in transition metal systems or group III systems.

An enormous number of possible multicomponent systems, makes it impossible to discuss

them here in detail. However, it should be mentioned that there are two general approaches

in the sol–gel synthesis of multicomponent systems: hydrolysis of mixed-alkoxide or metal

organic precursors, and sequential addition of alkoxides to partially hydrolyzed precursors

[129]. The first method invented by Dislich [130], is based on the idea to form complex through

alcolation that contains all metals in proper stoichiometry. The second approach which is based

on the sequential addition of alkoxides in the reverse order of their respective reactivities, was

introduced by Yoldas [131,132]. The idea is that the newly added unhydrolyzed alkoxide molecules

will preferentially condense with partially hydrolyzed sites on the polymeric species formed by the

preceding hydrolysis and condensation, rather than reacting with themselves. The homogeneity of

the product will depend on the size of the polymeric species to which the last component is

added; and the most widely studied multicomponent systems are: Al2O3–SiO2, B2O3–SiO2 and

TiO2–SiO2.

A relatively new nonhydrolytic sol–gel method, based on the reaction between alkoxides and

halides of Al, Si, Ti, etc., or between metal halides and oxygen containing organic compounds

(ethers, aldehydes, ketones, etc.), was developed by Vioux and coworkers [133–138]. Structural

investigations of the obtained material using 27Al NMR have revealed the presence of AlIV,

AlVI, and metastable AlV sites.

d d

FIGURE 24.14 Base-catalyzed hydrolysis as proposed by Iler and Keefer.
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2. Supercritical Drying

Second phase of the sol–gel process is the removal of solvent and sol–gel synthesis byproducts

from the solid gel matrix, or drying of the obtained gel. Drying at elevated temperature and

under vacuum or atmospheric pressure evaporates liquid from the gel porous structure and produces

xerogels. Partially emptied pores and existence of the pore size distribution in gels lead to cracking of

the pore walls due to capillary pressure (Equation (24.15)) and result in uneven stresses. The most

probable model to explain structural collapse of the gel during drying is [139]: severe local stresses

generate point defects at the irregular drying front, which are then propagated by the macroscopic

stresses resulting in cracks. As the result, obtained xerogels are materials with structure different

than the original gel. They are typically less porous, with low pore volumes and surface areas.

DP ¼ 2g(cos u)=d (24:15)

Since capillary pressure is the main source of shrinkage and cracking, Kistler [140] reasoned that

those problems could be avoided by removing the liquid from the pores above the critical point of

the liquid. In this way, the existence of two fluid phases in the gel pores and liquid–vapor interface

could be avoided, and hence the capillary pressure. Typically in the process of supercritical drying,

the sol or wet gel is placed in an autoclave and heated until pressure and temperature are above solvent

critical pressure or temperature. The pressure and temperature are increased in such a way that the

interphase boundary is not crossed. This can be accomplished by two different procedures

[141,142] (Figure 24.15). Line 1 represents the case in which an additional solvent volume is

added to the extractor. Additional solvent evaporation during heating increases pressure inside the

extractor above the critical point. Instead of solvent, another procedure (line 2) uses an inert gas

which is applied from the beginning of heating. Once the critical point is passed, the solvent is

vented out at a temperature higher than critical solvent temperature, thereby eliminating conden-

sation and occurrence of two phases. The resulting gel, called an aerogel, has a volume similar to

that of the original sol. This process makes it possible to produce large monolithic gels [143].

Monolithicity of the aerogels is influenced however by a number of sol–gel parameters: molar

ratio of the reactants, type and concentration of the catalyst, gel ageing, and type of solvent [144,145].

Other sources of stress can generate during supercritical drying. During heating in the extractor,

expansion of the pore liquid causes dilatation of the gel network, which compresses the pore liquid.

Liquid flux towards the surface of the gel which offsets the increasing pressure is limited by the low

gel permeability. At higher heating rates, the network stretching can produce significant stresses

which can cause cracking. The most severe stresses occur when the gel is in contact with the

extractor wall, so the radial expansion and radial flow are prevented [146].

Pressure
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FIGURE 24.15 Different types of processing during supercritical drying.
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Kistler was first to recognize that silica gel would dissolve if subjected to supercritical con-

ditions when the gel pores contained water, so he exchanged the liquid by washing the gel with

ethanol [147]. It is customary to exchange solvents, but even evacuation of organic solvents (alco-

hols, ethers, etc.) would sometimes result in gel dissolution. The main reason for this lies in the fact

that typical sol–gel solvents have high values of critical parameters (Pc, Tc), which increases their

solvent power. Critical parameters of certain typical sol–gel solvents (water, methanol, ethanol,

and carbon dioxide) are shown in Table 24.1. A way to bypass this problem is to exchange sol–

gel solvent with liquid carbon dioxide, which can be transformed into supercritical fluid at

relatively moderate conditions [141,147].

Another possibility is to use supercritical carbon dioxide as an extracting fluid to remove

solvent (or solvent mixture with sol–gel reaction byproducts) from the gel network. The procedure

is conducted either by washing the gel with carbon dioxide following subsequent transformation of

carbon dioxide to supercritical fluid and its removal from the extractor, or by reaching the desired

supercritical condition in the extractor followed by continuous flow of supercritical carbon dioxide

through the extractor [148–151]. In both cases, drying is principally extraction of the solvent (or

mixture) with supercritical carbon dioxide. Since there is an extraction process taking place in a

highly porous gel structure during drying process, the main resistance of the process is diffusion

of the solvent through the highly developed gel porous network. In case of microporous gels

even Knudsen diffusion can play an important role. This fact is the main disadvantage of the

process, since drying of larger gel monoliths can require very long drying times [150–154]. In

order to obtain large crack-free aerogels using supercritical carbon dioxide drying, it was found

necessary to maintain drying pressure and temperature above the binary solvent–carbon dioxide

critical curve [149].

Regardless of the supercritical drying procedure, aerogels as it has been shown over the past

15 years are branched polymeric materials having a fractal nature and structure different than

corresponding xerogels [155]. They have: lower bulk densities, larger overall porosities, larger

surface areas, different pore structures and pore size distributions, and different surface chemistry

[156–159]. This could be illustrated by the comparison of mullite aerogel and xerogel obtained by

the nonhydrolytic sol–gel method [158] (Table 24.10).

These structural differences are well observed on the micrographs recorded after heating at

14008C (Figure 24.16). Similarly, investigations of textural properties of titania, zirconia, and

niobia xerogels and aerogels by Suh and Park [159], have revealed substantially larger porosities

and surface areas of aerogels compared to xerogels. Besides that, pore size distributions were

quite different, with aerogels having medium pore sizes in the mesoporous region.

Structural features of the aerogels are influenced by the sol–gel process and physicochemical

transformations occurring during supercritical drying. Pore size distributions of titania, zirconia,

and niobia aerogels are affected by the acid-catalyst concentration in the sol–gel phase [159].

TABLE 24.10
Crystallite Size (in nm) of Mullite Xerogel and

Aerogel Heated at Different Temperatures as

Indicated by XRD

Gel Type 90088888C 100088888C 140088888C

Xerogel 32.0 38.0 101.0

Aerogel 12.0 14.6 20.8

Reprinted from Janackovic et al., Nanostructured Materials, Pages

147–150, 1999. With permission from Elsevier.
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Results of Woignier et al. [160] indicate that physicochemical transformations during supercritical

drying of silica aerogel can be associated with an acceleration of the ageing effect, resulting in the

condensation of the dangling bonds of the network leading to the formation of new links and

increasing the connectivity of the network. SAXS and TEM investigations of Himmel et al.

[161] of silica, alumina, and mixed alumina or silica aerogels obtained by supercritical carbon

dioxide drying, indicate that aerogels are characterized by a distribution of interconnected spherical

particles whose size increases with alumina content (10–60 nm in diameter), which form branched

clusters. The alumina aerogels were found to be composed of flat disc-like regions of approximately

20 � 25 nm lateral extension having an average thickness of 2 nm. These platelets were found to

form particles larger than 150 nm. Similar investigation of alumina aerogel dried with supercritical

carbon dioxide was performed by Keysar et al. [162]. The results obtained using SAXS and TEM

indicate smallest aggregate in the aerogel with the size of about 2 nm, and the secondary cyclic

structure of six aggregates surrounding the seventh one with diameter of about 8–10 nm.

Aging time of the gel can have a significant impact on the final aerogel structure. Increasing

value of viscosity of the aging alumina gel, with asymptotic value reached after 1–2 weeks,

results in the increased surface area of the aerogel [163]. As mentioned earlier, supercritical

drying media influences the structure of obtained aerogel. Drying with supercritical alcohol

media results in hydrophobic aerogels since the surface of the material is covered by corresponding

alkyl groups [164]. Aerogels obtained by supercritical carbon dioxide drying are on the other hand

dominantly hydrophilic. Size of the alcohol alkyl groups affects aerogel properties such as pore

sizes, while alcohol supercritical drying can result in aerogels with excellent transparency.

However, use of carbon dioxide as drying media is advantageous in case of organically modified

silica aerogels, since mild conditions during supercritical drying allow incorporation of sensitive

functional organic groups [165]. In case of Pd dispersed on alumina aerogel, it was found that

Pd is in the form of oxide after supercritical drying with alcohol media, while drying with super-

critical carbon dioxide yields Pd in a reduced form [166]. Supercritical drying with carbon dioxide

resulted in the evolution of pentahedral-coordinated aluminum structure in alumina aerogel, while

aerogel dried at ethanol supercritical conditions contained no such structure [167]. Additional

important supercritical drying parameters are the temperature and pressure, and they can influence

significantly the obtained aerogel structure. Investigations of Brodsky and Ko [168] aimed at deter-

mination of the influence of supercritical carbon dioxide drying temperature on the structural

properties of zirconia, niobia, and titania–silica aerogels, revealed increasing pore volume with

increasing drying temperature in case of all three oxides but with different impact on the pore

size distribution. There was an increase in average pore diameter for zirconia and titania–silica

but not in case of niobia (after calcination at 773 K). Further, a higher drying temperature facilitated

crystallization of tetragonal zirconia and anatase titania, but a lower drying temperature facilitated

FIGURE 24.16 SEM micrographs of mullite (a) xerogel and (b) aerogel heated at 14008C.
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the anatase to rutile transformation of titania, and crystallization of a low temperature modification

(TT phase) for niobia. The structural evolution of niobia and titania–silica altered their acidic prop-

erties. Influence of carbon dioxide supercritical drying temperature and pressure on the aerogel

structure is demonstrated further in the case of alumina or silica aerogel with zinc chloride

[169]. It was established that high density carbon dioxide (high pressure and low temperature con-

ditions) removed zinc chloride from the aerogel surface by extraction. Combination of carbon

dioxide high pressure and temperature (moderate density) on the other hand, caused separation

of the alumina or silica network into Al- and Si-rich phases and the decrease of catalytically

favorable mixed Al22O22Si bonding.

B. APPLICATION OF AEROGELS

Due to their unique physical and chemical properties, aerogels represent a new class of solids with

significant application potential [121,170–172]. Aerogels are among the best insulating materials

known. Extremely fine porous structure of aerogels with porosities exceeding 90% and highly com-

partmentalized gaseous phase inside the pores, make possible a combination of excellent thermal

insulating properties and optical transparency [173–176].

It was recognized relatively early by the Teichner group [177] that low refractive index silica

aerogel constitutes a convenient medium for the Cherenkov counter. These devices are used in the

identification of electrically charged particles in high-energy physics experiments [121,172,178–

180]. Photoluminescent aerogels can be produced by encapsulation of various photoluminescent

dopants in silica during the gelation process. Even simple cations introduced by a salt during

sol–gel synthesis, as in the case of Al3þ in Si22O22Al structure, can provide increase of the lumi-

nescent intensity (in this case a green one) [121].

Essential to application of aerogels as electrode materials is to be able to reversibly intercalate

ions in the aerogel network. Since aerogels are highly porous, a large amount of small ions can

indeed be intercalated in the network. Moreover, since they are exceptional thermal insulators,

aerogels can be applied in high-temperature batteries. The most widely studied aerogels for

electrode applications are: vanadium oxide [181], manganese oxide [182], and molybdenum

oxide [183] in which lithium ions are intercalated. A material like vanadium oxide aerogel can

serve as high capacity (500–600 mAh/g), high-energy positive electrode in lithium batteries

[184]. Besides Li ions, the polyvalent cations such as Mg2þ, Zn2þ, and Al3þ can also be reversibly

intercalated [185]. However the kinetics and cycle performance of these positive electrodes need

further improvement.

Application of aerogels as capacitor or supercapacitor electrodes, requires a reversible immo-

bilization of a large quantity of electrical charge carriers in the aerogel structure. Moreover, the

aerogel itself must conduct electricity, which explains the fact that carbon aerogels were mostly

studied for this application [186,187]. Due to their high surface area and porosity, carbon

aerogels can store more electrical energy than conventional capacitors. Specific capacitance of

up to 77 F/cm3 can be achieved with mixed CmRF-based carbon aerogel [186], while carbon

aerogel button cell supercapacitor shows no significant degradation after 80,000 charging and dis-

charging cycles [187]. The energy stored in aerogels can be released rapidly to provide an instant

power of up to 7.5 kW/kg [121].

As a highly branched and porous structure, aerogels can serve as an encapsulation structure for

various chemical entities. In pharmacy or agriculture where many applications require a progress-

ive release of an active substance, aerogels could serve as a nanovessels to carry active drugs,

fungicides, herbicides, or pesticides. Biomaterials can be encapsulated in aerogels as well. It was

found that Pseudomonas cepacia lipase was the highly active biocatalyst when immobilized on

silica, or alumina or silica aerogel [188]. Hydrophobic aerogels containing the CF3(CH2)22

group (CF3 aerogels) were found to absorb oil successfully [189]. The results have indicated that

CF3 aerogels have absorbed as much as 237 times their weight, regardless of CF3(CH2)22 group
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concentration. High adsorption capacity of aerogels could be successfully used in numerous

applications like: storage, filtration, and removal of different chemical compounds. Removal of

dibenzothiophene from gas oil for fuel cells application is one of the examples [190]. Similarly,

hydrophobic silica aerogel was investigated as modifier of granulated activated carbon for the

removal of uranium from aqueous solutions [191] and as long life nuclear waste storage material

[192]. Unique structure of aerogels can also facilitate their application as functional chemicals.

Nanostructured aerogels of ferric oxide [193], titanium borate [194], copper borate [195], lantha-

num borate [196], and magnesium borate [197] were investigated as oil lubricating additives.

A possibility to produce highly porous material like aerogel using process which provides

opportunity to ideally mix starting precursors (sol–gel process), presents an advantage in catalyst

design. This is equally important for the synthesis of catalytic mixed oxides and supported metal

catalysts [198,199]. A good example is zirconia (zirconium oxide, ZrO2) based catalysts which

FIGURE 24.17 The texture of chromia catalysts: (a) thermal decomposition of the precursor (macro

crystalline chromia), (b) evaporative drying of the gel (microcrystalline chromia), and (c) high temperature

supercritical drying of the gel (nanocrystalline chromia). (Reprinted from Rotter, H., Landau, M.V.,

Carrera, M., Goldfarb, D., and Herskowitz, M., Appl. Catal. B, 47, 111–126, 2004. With permission from

Elsevier.)
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have attracted considerable research attention. Application of additives can modify the surface

structure of zirconia and substitution of zirconium with dopant cations can result in a rise in

anion vacancy concentrations and conductivity, which constitutes the basis of its potential catalytic

application. With the application of sol–gel method and supercritical drying, the high surface area

aerogels with high activity could be obtained. A particular application of zirconia which was studied

extensively in recent years, is its application as a solid acid catalyst [200–203]. Another catalytic

oxide which attracted considerable academic and commercial interest in the last ten years is titania

[204–206]. Alumina, silica, and alumina or silica are also well-known and widely used catalysts or

catalyst supports, while probably the best known example is the amorphous alumina or silica

catalytic cracking catalyst [207]. These oxides are also widely used as catalyst supports for a

range of catalytically active phases as in the case of hydrogenation catalysts [208,209]. The advantages

of alumina or silica aerogel as catalytic material were demonstrated in the case of solid Friedel-

Crafts alkylation catalysts [169,210]. The textural differences of conventional, xerogel and aerogel

oxide catalyst are well demonstrated in the case of chromia catalyst (Figure 24.17) [211].
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I. INTRODUCTION

Over the past century, the interdisciplinary knowledge about colloids and interfacial phenomena

has gradually developed into a prosperous field in science and engineering. Both theoretical
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development and experimental study on macroscopic and microscopic systems have become a

great significance [1]. Recently, the issues related to biological cells have attracted much attention

for fundamental research and application. For the interaction between biological cells and bio-

interfaces or among cells, deposition, adsorption, and flocculation are the most important

phenomena. The knowledge about deposition of cells onto various bio-surfaces is crucial to

understand numerous physiological disorders commonly encountered in practice, for example,

the secondary tumor growth. Cancer cells are transported by blood circulation from the position

of primary tumor to the vascular endothelium of other body tissues during the spread of malignant

tumor. For the deposition of biological cells, two stages are in series, migration to the vicinity of a

solid interface by external field followed by adhesion, are the widely adopted mechanisms [2].

Also, investigations on bio-adsorption behavior and flocculation among biological cells in an

electrolyte solution are essential in understanding the biomedical performance of cells. Obser-

vations for bio-adsorption phenomena include adherence of platelets on a blood-vessel lumen

to generate embolisms [3], adhesion of bacteria on a tooth wall to erode dental enamels [4],

and adsorption of various proteins on an air–water interface to form bubbles [5]. In industrial

process, immobilization technique of microbes on microcarriers in a bioreactor plays an important

role. In addition, typical examples for bio-flocculation are: abnormal aggregation of dysfunctional

platelets inside pathological blood-vessel, yielding fatal consequences like thrombogenesis or cor-

onary thrombus formation and bleeding, and collagen self-assembly under physiological condition

in connective tissue.

Often, the electrostatic contribution plays an important role in understanding the structure of

a cellular suspension and the thermodynamics of ionic system [6–8]. Since the topic related to

the so-called diffuse electrical double layer (DEDL), a hypothetical film of liquid solution con-

taining mobile ions accumulated near a charged surface, was recognized as one of the great chal-

lenges to the basic understanding of colloidal behavior in dispersions, this subject has attracted a

great number of research efforts. In addition, the wide-ranging applications of ionic suspensions

in chemical, biochemical, and photoelectrical processes support the attention to study on the rel-

evant DEDL issues. To estimate the electrical contribution in DEDL, the information about the

electrostatic potential distribution, the most important property of a charged system, is required.

Many of the concepts of DEDL have been improved owing to a large quantity of publications,

started from the Göuy–Chapman theory (GCT) [9], where the equilibrium DEDL was adopted

and the spatial ionic concentration can be typically estimated by solving the mean-field

Poisson–Boltzmann equation (PBE) for a point-charge model (PMC) of electrolyte in conti-

nuum-solvent solution. The GCT and lots of the following theoretical achievements are based

on using the PBE in a way equivalent to that later invoked by Debye and Hückel [10] in

their ionic theory of strong electrolytes. Although, more complicated approaches [11–13],

including molecular simulations, Percus–Yevick, hipernetted chain, mean spherical approxi-

mation, and optimized cluster expansions, have been proposed, the DEDL is often described

by a mean-field level of the relatively simple PBE because it yields sufficiently reliable esti-

mations [14–16]. On the other hand, the solution to the general PBE is, however, nontrivial

except for a few limited cases because the natural characteristics of ionogenic species in dielec-

tric medium and the sophisticated conditions on colloidal interfaces leads to nonlinear versions

of the PBE.

Since pairwise interactions are dominant in dilute suspension, it becomes crucial to quantify the

DEDL interaction between two colloids. In the mid-twentieth century, the Derjaguin–Landau–

Verwey–Overbeek (DLVO) theory, a central canon in colloid and interfacial science, was con-

structed by considering particulate pairwise interactions in electrolyte solution and by incorporating

two opposing contributions, the electrostatic repulsion of an overlapping DEDL and the London–van

der Waals attraction between two identical lyophobic colloids [9], and considerable qualitative

trends concluded from the experimental results have been adequately explained [17,18]. Subsequent

advancement based on the original DLVO theory have been achieved through extending
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mathematical models in one of the three following approaches:

1. Consideration to arbitrary valences of electrolytic species in a dielectric solution [19]

2. Satisfaction of physiochemical descriptions for particulate boundaries [20]

3. Estimation for the influences of curvature effects of boundaries [21].

In liquid state physics of the prototypal GCT and the classic DLVO theory, all correlations for

ionic characteristics and their interactions are entirely neglected and the only difference between

cations and anions is in the valence of charge they bear. For real electrolyte solutions, there is

nearly no reason to expect the vanishing of the finite sizes of ionic species. Historically, Stern

first attempted to expand GCT to include the ionic sizes by a steric model of closest approach

for ions next to a charged rigid surface. The Stern’s model, normally referred to the modified

Göuy–Chapman theory (MGCT) in literature, contains a particular repulsion zone in the vicinity

of closest approach, possessing lower dielectric constant than the bulk liquid phase. Graham

called the location of closest approach from a charged wall as the outer Helmholtz plane. In

MGCT, the short-range interaction among electrolyte ions assume insignificant and the rigid

cores of all ions are the same. Note that the ideas proposed later about the size effects on DEDL

properties usually use a reasonable MGCT in a way of employing an accurate form, which mani-

fests the excluded volumes of ions. Certainly, electrolyte ions are regarded as charged mobile par-

ticles in dielectric medium [22,23], and from then on, the influence of ionic rigid core on the

electrical properties of DEDL became one of the focal points in theoretical development [24].

By invoking the concept of finite dimensions of ionic species, which may be composed of

cations–solvent or anions–solvent structure near the vicinity of a charged surface, the asymmetric

differential capacity on low-potential electrodes was demonstrated to be the result of an unequal

effective sizes of anions and cations [25]. In a study of the effects of unequal ionic sizes and asym-

metric electrolytes with valences 2:1 and 1:2 on the potential difference across a DEDL, incorpor-

ation of non-Coulombic effects such as specific adsorption for the interpretation of a nonzero

electrostatic potential at a point of zero charge on a surface was concluded to arise naturally due

to the effects of unequal sizes and asymmetric valences of the surrounded ions [26]. Moreover, a

Monte Carlo simulation was adopted to study finite sizes of charged species on the distribution

of ionic concentration in DEDL near an infinite planar surface immersed in a strong electrolyte sol-

ution [27]. In charged cavities, effects of ionic sizes have been simulated through grand canonical

ensemble Monte Carlo with various ionic dimensions and surface charge densities [28,29].

Although, instances of applying the pristine frameworks of the GCT, MGCT, or DLVO theory

are ample in literature, these successful theories, without doubt, show defects because colloidal rigid-

ity is assumed. Biological entities, such as mammalian cells and collagen molecules, belong to one of

the most important classes of soft biocolloids. For biological cells, the rigid surface model requires

modification by introducing a membrane space on the outer cellular border. In fact, the peripheral

zones of biological cells usually stretch out to form an ion-penetrable membrane, where fixed

charge arises mainly from absorption of the ionic species in the nearby DEDL or are generated

from dissociation of the ionogenic functional groups in the membrane layer. In other words, the

fixed charge is spread over a finite volume in a three-dimensional space or the soft polar interface,

rather than over a two-dimensional hard wall. This implies that, instead of the concept of surface

charge scattered on a solid rigid surface, a membrane charge is fastened in and spread over a

three-dimensional compartment. Typical example is an ion-penetrable charged glycoprotein layer,

roughly 15 nm thick, stretched over the superficial margin of the external lipid phase on human eryth-

rocyte [30]. Hence, it turns out to be unsatisfactory to the physical insights by regarding the biological

membranes as rigid external boundaries, and the rigid surface model or the hard colloid model

becomes inappropriate for describing the interaction among biological cells. Two decades ago, a

mathematical model considering the permeable characteristics of planar membrane bearing fixed

charge uniformly distributed over an exterior membrane layer was successfully developed to
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reflect more realistic feature and rational aspect for biological cells [31,32]. Furthermore, a theory,

which includes regions of different permittivity, but assumes that a three-dimensional layer can be

replaced by a monopole and a dipole layer, was proposed for evaluation of ionic transportation

across soft polar interfaces [33,34]. Various regions in phospholipid bilayers and their influence

on the permeability of species were also discussed [35–37]. Since the charged surface layer of bio-

logical cells usually has a capacitance of about 1 mF/cm2 and a specific resistance of 109–1011 V cm,

the cell membrane can be regarded as a dielectric. In a study of a system, comprising two dielectric

membranes carrying no fixed charges in an electrolyte solution, it was concluded that the change in

potential gradient within cell membrane could be on the order of 103–105 V/cm when the distance

between two cells is about 10–20 Å [38]. A series of works on a liquid solution containing a sym-

metric electrolyte and two ion-penetrable membranes with uniform distribution of fixed charges

was published [39–42]. Based on the theory, expressions for the interaction potential energy and

the electrostatic force between an ion-penetrable membrane and a solid rigid surface under the

assumptions of linearized PBE and uniformly distributed fixed charge in the membrane phase

were derived. The analysis was also extended to various combinations of interaction pair, and

expressions for critical coagulation concentration (CCC) were derived. By applying an ion-

penetrable charged-membrane model, we have proposed calculation algorithm [43,44] and com-

puted the essential quantities of an electrical double layer, such as the thermodynamic properties

[45–49] and the net penetration charge [50], and to determine the crucial factors often encountered

in a suspension of biological cells, namely, the interaction potential [51,52], CCC [53], and the

stability ratio, W [54]. Here, perturbation method was employed to solve governing nonlinear

PBE; approximate analytical expressions for electrostatic potential, stability ratio, and CCC of the

counter ions were derived for a suspension of negatively charged biological cells in arbitrary a:b

electrolyte. Furthermore, the adsorption [55] and deposition [56,57] of biological cells, each

covered with an ion-penetrable membrane, onto a charged surface was analyzed. The presence of

a membrane phase was concluded to be advantageous to the rate of adsorption. A membrane

version of MGCT by incorporating the size effects of freely mobile cation, anion, and fixed

charge was proposed to estimate the electrostatic potential distribution [58]. It was concluded that

the spatial variation in electrostatic potential was dramatically influenced by the sizes of charged

species. Also, the validation of the model was performed by calculating the DEDL properties

[59], and interaction force and energy barrier [60,61]. Even if the electrostatic potential is low, the

existence of ionic size was found to have a significant effect on the apparent electrical field due to

the presence of the membrane, and the net penetration charge was also dramatically influenced by

the size of charged species. The applicability of the membrane MGCT was further demonstrated

by the estimation of mobility [62], adsorption [63,64] of biological cells and critical coagulation

concentration [65], and stability ratio [66,67] of a dispersion of biological cells. Recently, a

theoretical model for a biological cell comprising a rigid core and a cation-absorptive membrane

was developed for the estimation of bio-flocculation [68].

II. FIXED CHARGE

A. DISSOCIATION OF FUNCTIONAL GROUPS OR PROTON ABSORPTION

The origin of the fixed charge may arise out of the dissociation of functional groups, which the

biological membrane bears or from the absorption of protons by those functional groups.

Typical reactions in the membrane phase include:

R22COOH () R22COO� þ Hþ (25:1)

R022NH2 þ Hþ () R022NHþ3 (25:2)
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Equation (25.1) and Equation (25.2) represent the development of negative fixed charges from

acidic groups and positive fixed charges from basic groups. If the size of the functional groups

requires consideration, the two classes of fixed charges may be arranged in membrane so that

the margin of the leftmost one is coincident with the interface of uncharged core and membrane,

and the rightmost one is coincident with the interface of membrane and double layer.

B. SUCCESSIVE DISSOCIATION

Suppose that both acidic and basic functional groups are present in the membrane layer, the

dissociation of these functional groups can be generally expressed by

AH
( p�1)�
Za�(p�1) () AH

p�
Za�p þ Hþ, Ka,p, p ¼ 1, 2, . . . , Za (25:3)

BH
½Zb�( p�1)�þ
Zb�( p�1) () BH

(Zb�p)þ
Zb�p þ Hþ, Kb,p, p ¼ 1, 2, . . . , Zb (25:4)

In (25.3) and (25.4), Za is the number of dissociable protons of the acidic group AHZa
, Zb the number

of absorbable protons of the basic group B, Ka,p, p ¼ 1, 2, . . . , Za, and Kb,p, p ¼ 1, 2, . . . , Zb are the

corresponding equilibrium constants for those reactions. It can be demonstrated that the concen-

tration of negative fixed charges, Ni¼1
� , and that of positive fixed charges, Ni¼1

þ , are [69]

Ni¼1
� ¼

Ni¼1
a Qa

1þ Pa

(25:5)

Ni¼1
þ ¼ Ni¼1

b Zb �
Qb

1þ Pb

� �
(25:6)

In these expressions, Ni¼1
a and Ni¼1

b are, respectively, the overall concentration of acidic groups and

that of basic groups, and

Pq ¼
XZv

s¼1

Ys

i¼1

Kq,i

CHþ

" #
, q ¼ a, b (25:7)

Qq ¼
XZv

p¼1

p
Yp

i¼1

Kq,i

CHþ

" #
, q ¼ a, b (25:8)

where the concentration of protons, CHþ, can be formulated by

CHþ ¼ C0
Hþ exp(�w) (25:9)

In (25.9), C0
Hþ

and w are, respectively, the bulk concentration of Hþ and the scaled electrostatic

potential defined by

w ¼
ef

kBT
(25:10)

where e and f are, respectively, the elementary charge and electrical potential, and kB and T

denotes the Boltzmann constant and the absolute temperature, respectively.

A general expression for the scaled fixed charge distribution N arising from the functional

group dissociation and proton absorption in the membrane can be evaluated by

N ¼
NA(Ni¼1

þ � Ni¼1
� )

an0
a

(25:11)
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Substituting (25.5) and (25.6) into (25.11) yields

N ¼
NA

an0
a

Ni¼1
b Zb �

Qb

1þ Pb

� �
�

Ni¼1
a Qa

1þ Pa

� �
(25:12)

where a and na
0 are valance of cations and the number concentration of cations in the bulk liquid

phase, respectively.

C. ABSORPTION OR CHELATION OF METALLIC IONS

The fixed groups in the membrane phase can also assume to receive charge by absorption or chela-

tion of electrolyte cations penetrating from the diffuse electrical double layer. The absorption or

chelation reaction can be described by the following stoichiometric equilibrium [68]:

(AnMm)zþ () nAc� þ mMaþ (25:13)

where A and M represent, respectively, the fixed functional group and the cation, n and m are,

respectively, the number of fixed functional group and that of cation involved in absorption or

chelation, and z and c denote, respectively, the valence of the absorbed or chelated membrane

groups and that of the original fixed functional groups. Note that the charge balance leads to

z ¼ ma 2 nc. Three typical examples for (25.13) are presented subsequently.

R22COONa () R22COO� þ Naþ (25:14)

(R22SO3)2Ca2þ () 2R22SO3 þ Ca2þ (25:15)

(R22NH2)2Al3þ () 2R22NH2 þ Al3þ (25:16)

Equation (25.14) stands for the absorption/desorption equilibrium, and A and M denote,

respectively, R22COO and sodium (Na), n ¼ 1, m ¼ 1, a ¼ 1, c ¼ 1, and z ¼ 0 in the case.

Equation (25.15) symbolizes the absorption/desorption or chelation equilibrium, and A and

M represent, respectively, R22SO3, and calcium (Ca), n ¼ 2, m ¼ 1, a ¼ 2, c ¼ 0, and z ¼ 2

in the case. And the Equation (25.16) corresponds to the absorption/desorption or chelation

equilibrium, and A and M represent, respectively, R22NH2, and aluminum (Al), n ¼ 2,

m ¼ 1, a ¼ 3, c ¼ 0, and z ¼ 3 in the case. Generally, c � 0. If K denotes the equilibrium

constant of the stoichiometric equation for dissociation of cation–functional group complex

in (25.13), we have

K ¼
½Ac��

n
½Maþ�

m

½(AnMm)zþ�
(25:17)

where the species in brackets means its concentration. The conservation of the fixed functional

groups in membrane phase leads to

N0 ¼ ½A
c�� þ n½(AnMm)zþ� (25:18)

where N0 is the total concentration of the fixed functional groups. The Boltzmann distribution

of cations is described by

½Maþ� ¼
n0

a

NA

� �
exp(�aw) (25:19)
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where NA denotes the Avogadro’s number. The definition of scaled concentration of fixed

charge is

N ¼
NA z (AnMm)zþ

� �
� c½Ac��

� �

an0
a

(25:20)

From (25.17) to (25.19), [Ac2] and [(AnMm)zþ] can be obtained. Substituting these results into

(25.20), N is evaluated. The number of fixed groups involved in the cationic absorption or che-

lation is generally 1 or 2, and the analytical expressions for N can be expressed by

N ¼
N0NA

an0
a

z
n0

a

NA

� �m

e�amw � cK

K þ
n0

a

NA

� �m

e�amw

, n ¼ 1 (25:21)

N ¼

4zN0

n0
a

NA

� �m

e�amw � K(zþ 2c)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8
N0

K

n0
a

NA

� �m

e�amw

s

þ 2cK

8a
n0

a

NA

� �mþ1

e�amw

, n ¼ 2 (25:22)

Note that for the case of n ¼ 1, if

K .
z

c

n0
a

NA

� �m

e�amw (25:23)

the electricity of the membrane changes. For the case of n ¼ 2, the critical K value for the

change of membrane electricity can be determined by

K .

4zN0

n0
a

NA

� �m

e�amw

(zþ 2c)

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 8
N0

K

n0
a

NA

� �m

e�amw

s

� 2c

, n ¼ 2 (25:24)

D. NONUNIFORM DISTRIBUTION OF FUNCTIONAL GROUPS

1. Planar Membrane

The nonuniform distribution of functional groups in planar membrane layer of biological cells

immersed in an a:b electrolyte solution, Nj, can be formulated as [63]

Nj ¼

2ZNAN0,a 1þ a(X � Xi)½ �

an0
a(Aþ 2)

, j ¼ 1

ZNAN0,aA 1þ exp a(X � Xi)½ �
� �

an0
a½exp(A)þ A� 1�

, j ¼ 2

8
>>>><

>>>>:

(25:25)
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where

A ¼ a(Xo � Xi) (25:26)

X ¼ kr (25:27)

Xi ¼
ksi

2
(25:28)

Xo ¼ D� Xi (25:29)

k2 ¼
e2a(aþ b)n0

a

101rkBT
(25:30)

In these expressions, k, si and D are, respectively, the reciprocal Debye screening length, the effec-

tive radius of fixed functional groups in the cellular membrane and the scaled membrane thickness,

X the scaled distance, r represents the distance measured from cellular core–membrane interface,

e denotes the elementary charge, 10 and 1r are the permittivity of a vacuum and the relative permit-

tivity, respectively, a represents a nonuniform feature index, which is a parameter characterizing

the radial nonuniform distribution of fixed functional groups in the membrane; Nj and j are, respect-

ively, the scaled concentration of fixed functional groups and a distribution type index, which is a

parameter characterizing the distribution of the fixed functional groups in membrane ( j ¼ 1, linear

type; j ¼ 2, exponential type); and N0,a and Z denote the average concentration of fixed functional

groups and their valence in membrane, respectively. Note that Xi and Xo are, respectively, the

location of the inner plane of fixed charge (IPFC) and that of the outer plane of fixed charge

(OPFC). Hence, the fixed charges present in the zone of Xi � X � Xo. If the fixed functional

groups are completely charged, ZeNAN0,a represents the average density of the fixed charge in

the membrane zone.

2. Curvilinear Membrane

For curvilinear geometry, Nj can be described by [64]

Nj ¼

ZNAN0,a

Xtþ1
o � Xtþ1

i

tþ 1

� �
½1þ a(X � Xi)�

an0
a

X1

s¼0

1� aXið Þ
1�sas Xtþ1þs

o � Xtþ1þs
i


 �

tþ 1þ s

, j ¼ 1

ZNAN0,a

Xtþ1
o � Xtþ1

i

tþ 1

� �
1þ exp a X � Xið Þ½ �
� �

an0
a

Xtþ1
o � Xtþ1

i

tþ 1
þ
Xt

s¼0

(�1)t�st!

at�sþ1s!
Xs

o exp a Xo � Xið Þ½ � � Xs
i

� ��  , j ¼ 2

8
>>>>>>>>>>>>>><

>>>>>>>>>>>>>>:

(25:31)

In this expression, t is a parameter characterizing the membrane geometry (t ¼ 1, cylinder;

t ¼ 2, sphere). The relevant properties of Nj function are summarized subsequently. The distri-

bution of the fixed functional groups described in (25.31) has a characteristic that assures the

space-averaged concentration of fixed charges is constant despite a and j, that is,

2pLcaen0
a

ðXo

Xi

NjX dX ¼ N0,aZeNA � Lcp(X2
o � X2

i ), t ¼ 1

4paen0
a

ðXo

Xi

NjX
2 dX ¼ N0,aZeNA �

4

3
p(X3

o � X3
i ), t ¼ 2

(25:32)
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where Lc is the scaled characteristic length of a cylindrical cell. It is worth to notice that as a ¼ 0,

Nj ¼ ZNAN0,a/ana
0 for the cases of j ¼ 1, 2 and t ¼ 1, 2. This implies that as a ¼ 0, the fixed func-

tional groups reduce to the typical uniform distributions with concentration N0,a. In contrast, when

a approaches infinity, the asymptotic behaviors of the Nj function for the cases t ¼ 1, 2, are

N1(X ¼ Xi) ¼ 0, N1(X ¼ Xo) ¼
N0,aZNA(tþ 2)

Pt
s¼0 Xt�s

o Xs
i

an0
a

Pt
s¼0 (1þ t� s)Xt�s

o Xs
i

(25:33)

N2(Xi � X , Xo) ¼ 0, N2(X ¼ Xo) �! 1 (25:34)

The distribution of fixed acidic and basic groups in membrane layer contributes critical influences

on the variations in electrical properties of interacting double layers, rendering a variety of perfor-

mances for the behavior related to biological phenomena. If the concentration of nonuniformly

distributed functional groups in the membrane is defined by

Pj ¼

ZNAN0,a½1þ a(X � Xi)�

an0
a

X1

s¼0

(1� aXi)
1�sas Xtþ1þs

o � Xtþ1þs
i


 �

tþ 1þ s

, j ¼ 1

ZNAN0,a 1þ exp½a(X � Xi)�
� �

an0
a

Xtþ1
o � Xtþ1

i

tþ 1
þ
Xt

s¼0

(�1)t�st!

at�sþ1s!
Xs

o exp½a(Xo � Xi)� � Xs
i

� ��  , j ¼ 2

8
>>>>>>>><

>>>>>>>>:

(25:35)

we have

aen0
a

ðXo

Xi

PjX
t dX ¼ N0ZeNA (25:36)

Comparing (25.32) with (25.36), it can be figured out that Pj is a successful expression for the descrip-

tion of the total amount of fixed functional groups in a membrane since Pj demonstrates an aspect that

the total amount of fixed charges is constant for any distributive style of fixed functional groups, a and

j, and for any geometry of membranes, t, Xi and Xo. However, substituting (25.35) into electrical gov-

erning equation, such as the Poisson–Boltzmann equation, necessitates tedious revisions for succeed-

ing calculation because membrane-shape correlation in the formulation of Pj is overlooked.

III. ELECTROSTATIC POTENTIAL DISTRIBUTION

A. POISSON–BOLTZMANN EQUATION

Instead of the Nernst–Plank equation for the flux of ionic transportation, the equilibrium Poisson

equation can be selected as the starting point for describing the electrical potential because the time

required for cellular motion, electrophoresis, coagulation, and deposition is much longer than the

diffusion equilibrium of ionic profile in interacting double layers [70–72]. The spatial variation

in the electrostatic potential can be described by the Poisson equation

r2f ¼
rc

1
(25:37)

where r2 is the Laplace operator, rc denotes the space charge density and 1 represents the dielectric

constant of the system which is defined by,

1 ¼ 101r (25:38)
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First, we may suppose the charge in the system, including a:b electrolyte ions and fixed functional

groups, can be treated as point charge. Based on the condition of electrothermal equilibrium and the

differential Gauss law of an electric field, the scaled electrostatic potential for a planar membrane

can be described by the following PBE

d2w

dX2
¼
�exp(�aw)þ exp(bw)� wNj

aþ b
(25:39)

where w denotes a membrane index (w ¼ 1 for membrane phase; w ¼ 0 for liquid solution). Nj

denotes the scaled fixed charge concentration in this section and the following related derivations.

For the case of nonpoint charge, that is, the size of charge requires considering (25.39) can be modi-

fied to become the following form:

d2w

dX2
¼
�u exp(�aw)þ v exp (bw)� wNj

aþ b
(25:40)

where u and v are the region index for the presence/absence of cations and anions, respectively.

The spatial variation in the scaled electrostatic potential around a nonplanar cell can be

governed by

d2w

dX2
þ

t

X

dw

dX
¼
�u exp(�aw)þ v exp(bw)� wNj

aþ b
(25:41)

If the sizes of fixed positive and negative charge are not identical (25.40) can be rewritten to

become

d2w

dX2
¼
�u exp(�aw)þ v exp(bw)� wN j,p þ xN j,n

aþ b
(25:42)

where w and x are, respectively, the index for the existence of fixed positive and negative charge,

and Nj,p and Nj,n are the scaled concentration of fixed positive and negative charge, respectively.

For a system containing binary cations of valence a1 and a2, the right-hand side of (25.37) requires

revision, and (25.40) becomes

d2w

dX2
¼

v exp bwð Þ � u 1� xð Þ exp �a1wð Þ þ x exp �a2wð Þ½ � � wNj

a1 þ bð Þ þ a2 � a1ð Þx
(25:43)

where x ¼ a2n0
a2
=bn0

b is the charge portion of cation with valence a2 in bulk liquid phase, and n0
b and

n0
a2

are, respectively, the number concentration of anion and cation with valence a2 in bulk liquid

phase. In this case, we have

bn0
b ¼ a1n0

a1
þ a2n0

a2
(25:44)

where n0
a1

is the number concentration of cation with valence a1 in bulk liquid phase. The effect of

finite sizes of the charged species is usually significant in the case of low membrane potential. In

this case (25.40) can be approximated by

d2w

dX2
¼

2

ak
(uaþ vb)wþ v� u� wNj

� �
(25:45)
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where

k ¼ 2
1þ b

a

� �
(25:46)

B. BOUNDARY CONDITIONS

Figure 25.1 illustrates a schematic graph for the interaction between a planar membrane and a

charged rigid surface. Here, L denotes the scaled distance between cell membrane and the

charged hard wall. Let san and sca be the effective diameters of anions and cations, respectively.

Without loss of generality, we assume that si . san . sca. The fixed groups are arranged so that

the margin of the leftmost one coincides with the core–membrane interface and that of the rightmost

one coincides with the membrane–liquid interface. Referring to Figure 25.1, the system is divided

into eight regions: (I) 0 , X , Xca, which is the inner uncharged membrane; (II) Xca , X , Xan,

which contains cations only in the cell membrane; (III) Xan , X , Xi, which contains both

cations and anions in the cell membrane; (IV) Xi , X , Xo, which contains all the charged

species; (V) Xo , X , D, which is the outer uncharged membrane containing both cations and

anions; (VI) D , X , Xan0, which is the liquid phase of the electrical double layer containing

both cations and anions; (VII) Xan0 , X , Xca0, which denotes the region containing cations only,

close to the charged surface; and (VIII) Xca0 , X , Dþ L, which represents the charge-free

region, close to the charged surface. The scaled symbols are defined by Xca ¼ ksca/2,

Xan ¼ ksan/2, Xan0 ¼ Dþ L 2 Xan and Xca0 ¼ Dþ L 2 Xca. Note that 2Xc , X , 0 is the region

of charge-free zone in the interior core of a biological cell, where Xc ¼ krc is the scaled radius of

cellular core, rc being the linear radius of the cellular cores. When cationic absorption by fixed

groups occurs, a space surrounded by side chains of a functional group or that among several side

chains of functional groups allow the insertion of cations from nearby fluid. Hence, cations and iono-

genic membrane groups become a new complex species whose size is approximately the same

dimension of original fixed functional groups in membrane. For fundamental understanding concern-

ing the effects of sizes of charged species, an inclusion of a region for the appearance of cation–func-

tional group complex seems to be not crucial. For convenience, a region vector for the presence/
absence of fixed charge, anion, and cation (w, v, u), can be defined by (w, v, u) ¼ (0, 0, 0), (0, 0, 1),

(0, 1, 1), (1, 1, 1), (0, 1, 1), (0, 1, 1), (0, 0, 1), and (0, 0, 0) represent regions I–VIII, respectively.

FIGURE 25.1 Schematic representation of the system related to charged biological cells.
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The boundary conditions associated with (25.40) or (25.45) are assumed as

1r,c

dw

dX
�! 0 as X �! 0 (25:47)

1r,m

dw

dX

� �

X¼Xþca

¼ 1r,m

dw

dX

� �

X¼X�ca

and w Xþca


 �
¼ w X�ca


 �
at X ¼ Xca (25:48)

1r,m

dw

dX

� �

X¼Xþan

¼ 1r,m

dw

dX

� �

X¼X�an

and w Xþan


 �
¼ w X�an


 �
at X ¼ Xan (25:49)

1r,m

dw

dX

� �

X¼Xþ
i

¼ 1r,m

dw

dX

� �

X¼X�
i

and w Xþi

 �

¼ w X�i

 �

at X ¼ Xi (25:50)

1r,m

dw

dX

� �

X¼Xþo

¼ 1r,m

dw

dX

� �

X¼X�o

and w Xþo

 �

¼ w X�o

 �

at X ¼ Xo (25:51)

1r,m

dw

dX

� �

X¼Dþ
¼ 1r,m

dw

dX

� �

X¼D�
and w Dþ


 �
¼ w D�ð Þ at X ¼ D (25:52)

1r,dl

dw

dX

� �

X¼Xþ
an0

¼ 1r,dl

dw

dX

� �

X¼X�
an0

and w(Xþan0 ) ¼ w(X�an0) at X ¼ Xan0 (25:53)

1r,dl

dw

dX

� �

X¼Xþ
ca0

¼ 1r,dl

dw

dX

� �

X¼X�
ca0

and w Xþca0


 �
¼ w X�ca0


 �
at X ¼ Xca0 (25:54)

w ¼ wL at X ¼ XL ¼ Dþ L (25:55)

In these expressions, wL is the scaled electrostatic potential on a charged rigid surface, XL the scaled

distance between the cellular core and the charged rigid surface, and 1r,c, 1r,m, and 1r,dl denote,

respectively, the relative permitivities of the cellular core, the membrane layer, and the electrical

double layer. Commonly, the dielectric properties in biological cells imply that 1r,c , 1r,m , 1r,dl.

We also consider the general case in which the membrane-layer thickness and the double-layer thick-

ness can be comparable. This suggests that the potential at the interior core may not reach the Donnan

potential. Note that the electrostatic potential in the interior core is not constant, nor is the electrostatic

potential at the membrane–liquid interface; that is, both of them vary with L. Equation (25.47) and

Equation (25.55) may imply that the biological system is under electroneutrality.

C. SEVERAL CASES

1. Low Potential

Equation (25.44) can be solved analytically for the case of uniformly distributed fixed charge,

where Nj in (25.44) is replaced by a constant scaled charge distribution N, and low electrical poten-

tial. If the amount of fixed charge in a membrane is small, a considerable amount of counterions and

coions may penetrate into the membrane. Hence, the effect of finite sizes of the charged species is

significant in the case of low membrane potential. For an isolated cell, only regions I–VI need to be

considered, and the boundary conditions are shown in (25.47)–(25.52) and

1r,dl

dw

dX

� �
�! 0 as X �! 1 (25:56)

The analytical solution of electrostatic potential is presented below. Region I is free of charges,

where (w, v, u) ¼ (0, 0, 0), and, therefore (25.45) reduces to

d2w

dX2
¼ 0 (25:57)
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Solving this equation subject to (25.47) yields

w ¼ wc, in region I (25:58)

where wc is the scaled electrical potential in the core of biological cell or the scaled membrane

potential. Since region II contains cations only (w, v, u) ¼ (0, 0, 1), (25.45) becomes

d2w

dX2
¼

2

k
w�

2

ak
(25:59)

Integrating (25.59) subject to (25.48) and (25.58) gives

w ¼ C1 sinh

ffiffiffi
2

k

r
X

 !
þ C2 cosh

ffiffiffi
2

k

r
X

 !
þ

1

a
, in region II (25:60)

where

C1 ¼ � wc �
1

a

� �
sinh

ffiffiffi
2

k

r
Xca

 !
(25:61)

C2 ¼ wc �
1

a

� �
cosh

ffiffiffi
2

k

r
Xca

 !
(25:62)

Both cations and anions are present in region III (w, v, u) ¼ (0, 1, 1), and (25.45) becomes

d2w

dX2
¼ w (25:63)

Integrating this expression subject to (25.49) and (25.60) yields

w ¼ C3 sinh (X)þ C4 cosh (X), in region III (25:64)

where

C3 ¼

ffiffiffi
2

k

r
cosh (Xan) cosh

ffiffiffi
2

k

r
Xan

 !
� sinh (Xan) sinh

ffiffiffi
2

k

r
Xan

 !" #
C1

þ

ffiffiffi
2

k

r
cosh (Xan) sinh

ffiffiffi
2

k

r
Xan

 !
� sinh (Xan) cosh

ffiffiffi
2

k

r
Xan

 !" #
C2 �

1

a
sinh (Xan)

(25:65)

C4 ¼ cosh (Xan) sinh

ffiffiffi
2

k

r
Xan

 !
�

ffiffiffi
2

k

r
sinh (Xan) cosh

ffiffiffi
2

k

r
Xan

 !" #
C1

þ cosh (Xan) cosh

ffiffiffi
2

k

r
Xan

 !
�

ffiffiffi
2

k

r
sinh (Xan) sinh

ffiffiffi
2

k

r
Xan

 !" #
C2 þ

1

a
cosh (Xan)

(25:66)
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In region IV, since all charged species are present (w, v, u) ¼ (1, 1, 1), (25.45) reduces to

d2w

dX2
¼ w�

2N

ak
(25:67)

Integrating this expression subject to (25.50) and (25.64) we obtain

w ¼ C5 sinh (X)þ C6 cosh (X)þ
2N

ak
, in region IV (25:68)

where

C5 ¼ C3 þ
2N

ak
sinh (Xi) (25:69)

C6 ¼ C4 �
2N

ak
cosh (Xi) (25:70)

Regions V and VI contain electrolyte ions, but free of fixed charge (w, v, u) ¼ (0, 1, 1). Therefore

(25.45) becomes

d2w

dX2
¼ w (25:71)

Integrating this expression subject to (25.51), (25.52), and (25.56) yields

w ¼ C7 exp(�X)þ C8 exp(X), in regions V and VI (25:72)

where

C7 ¼
N

ak
exp(Xo)� exp(Xi)½ � �

1

2
(C3 � C4) (25:73)

C8 ¼ 0 (25:74)

It can be shown that N0 and wc have the following implicit relation:

N ¼
ak

2

C3 þ C4

exp(�Xi)� exp (�Xo)
(25:75)

The apparent scaled electric field due to the presence of a membrane, Ea, can be expressed by

Ea ¼
wml � wc

D
(25:76)

where

wml ¼ C7 exp �(Xo þ Xi)½ � (25:77)

It can be shown that the net penetration charge per unit area of a membrane–liquid interface, Qsl, is

Qsl ¼ �Qt þ EaDþ wc (25:78)
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where Qt is defined by

Qt ¼
Ze2NAN0

101rkBTk2

ðXo

Xi

dX ¼
ZNAN0(Xo � Xi)

a(aþ b)n0
a

(25:79)

For interaction between two identical cells, only regions I–VI need to be considered, and the

boundary conditions are (25.47)–(25.52) and

dw

dX

� �
�! 0 as X �! Xm (25:80)

where Xm is the location of mid-plane between two biological cells. Equation (25.47) and Equation

(25.80) also imply that the system under consideration is at electroneutrality. Under the conditions

of uniform fixed charge distribution and low potential, the analytical solution is the same as those

given in (25.57)–(25.74). However, N value is regulated by Xm and wc as shown subsequently.

N ¼
ak

2C9

C3 cosh (Xm)þ C4 sinh (Xm)½ � (25:81)

where

C9 ¼ ½sinh (Xo)� sinh (XiÞ� cosh (Xm)� ½cosh (Xo)� cosh (Xi)� sinh (Xm) (25:82)

The electrostatic interaction force between two membranes FR can be evaluated by

FR ¼ �

ðfm

0

(aena � benb) df (25:83)

where fm is the mid-plane electrostatic potential between two identical cellular membranes and na

and nb represent, respectively, the number concentrations of cation and anion, and na and nb can be

defined by

na ¼ n0
a(1� aw) (25:84)

nb ¼ n0
b(1þ bw) (25:85)

Substituting (25.84) and (25.85) into (25.83), we obtain, after integrating,

FR ¼
a2k

4
n0

akBTw2
m (25:86)

where wm is the scaled electrostatic potential on the mid-plane between two identical cellular mem-

branes. The electrostatic interaction energy, Fel, can be evaluated by

Fel ¼
2

k

ð1

Xm

FR dXm (25:87)

Let us consider two idealized cases, which are used most often encountered in the relevant studies,

that is, constant potential and constant charge density. In the former, the fixed charge density is

regulated by separation distance between two cellular membranes. From (25.72), wm is expressed
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as, after rearrangement,

wm ¼
C3 þ C4C10

C9

� �
sinh (Xm)þ

C4 þ C3C10

C9

� �
cosh (Xm) (25:88)

where

C10 ¼ ½cosh (Xo)� cosh (XiÞ� cosh (XL)� ½sinh (Xo)� sinh (Xi)� sinh (XL) (25:89)

Substituting (25.88) into (25.86) yields an explicit expression for the electrical interaction force.

Substituting this resultant expression into (25.87) leads to, after integration

Fel ¼
a2kn0

akBT

4k
E2

1

X1

i¼1

(�D1)i�1 exp½�2i(Xm � Xc)� (25:90)

where

D1 ¼
sinh (Xo)� sinh (Xi)þ cosh (Xo)� cosh (Xi)

sinh (Xo)� sinh (Xi)� cosh (Xo)þ cosh (Xi)
(25:91)

E1 ¼ (C4 þ C3)D1 þ C4 � C3 (25:92)

For the case of constant charge density, the membrane potential is regulated by the separation dis-

tance between two membranes. Solving (25.81) for wc yields

wc ¼
1

a
þ

F1 cosh (Xm)þ F2 sinh (Xm)

G1 cosh (Xm)þ G2 sinh (Xm)
(25:93)

where

F1 ¼
(2N=k) sinh (Xo)� sinh (Xi)½ � þ sinh (Xan)

a
(25:94)

F2 ¼ �
(2N=k) cosh (Xo)� cosh (Xi)½ � þ cosh (Xan)

a
(25:95)

G1 ¼ A2 cosh (2=k)1=2Xca

� �
� A1 sinh (2=k)1=2Xca

� �
(25:96)

G2 ¼ B2 cosh (2=k)1=2Xca

� �
� B1 sinh (2=k)1=2Xca

� �
(25:97)

A1 ¼ (2=k)1=2 cosh (Xan) cosh (2=k)1=2Xan

� �
� sinh (Xan) sinh (2=k)1=2Xan

� �
(25:98)

A2 ¼ (2=k)1=2 cosh (Xan) sinh (2=k)1=2Xan

� �
� sinh (Xan) cosh (2=k)1=2Xan

� �
(25:99)

B1 ¼ cosh (Xan) sinh (2=k)1=2Xan

� �
� (2=k)1=2 sinh (Xan) cosh (2=k)1=2Xan

� �
(25:100)

B2 ¼ cosh (Xan) cosh (2=k)1=2Xan

� �
� (2=k)1=2 sinh (Xan) sinh (2=k)1=2Xan

� �
(25:101)

Equation (25.72) leads to

wm ¼ ½�F1 þ G1(wc � 1=a)� sinh (Xm)þ ½�F2 þ G2(wc � 1=a)� cosh (Xm) (25:102)

Substituting (25.93) and (25.102) into (25.83) yields an explicit expression for the electrical inter-

action force. Substituting this expression into (25.87) leads to, after integration

Fel ¼
a2kn0

akBT

4k
H2

1

X1

j¼1

(�K1) j�1 exp½�2j(Xm � Xc)� (25:103)
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where

H1 ¼ (F1 � F2)� (F1 þ F2)K1 (25:104)

K1 ¼
G1 � G2

G1 þ G2

(25:105)

2. Negatively Charged Membranes

Consider the case of moderate-to-high electrical potential in which the membrane phase contains

uniformly distributed negative charge (Z , 0). For instance, the dissociation of sulfonic acid

yields the fixed charged group 22SO3
2. For an isolated cell, the potential distribution is governed

by (25.40), and the associated boundary conditions are (25.47)–(25.52) and (25.56). Solving

(25.40) subject to (25.47) gives

w ¼ wc, in region I (25:106)

Integrating (25.40) subject to (25.48) and (25.106) yields

X ¼ Xc þ k1=2Yc½sin�1 (1)� sin�1 (Y=Yc)�, in region II (25:107)

or

w ¼ wc þ
2

a
ln sin sin�1 (1)�

X � Xc

k1=2Yc

� �� 
, in region II (25:108)

where Yc is the value of Y when w ¼ wc, and

Y ¼ exp
aw

2

� �
(25:109)

Integrating (25.40) subject to (25.49) and (25.108) leads to

X ¼ Xan þ f2 � f2(Yan), in region III (25:110)

where Yan is the value of Y at X ¼ Xan, and

f2 ¼ (� or + )k1=2

ð
f
�1=2
1 dY (25:111)

f1 ¼ 1þ aC11Y2 þ
a

b
Yk ¼

X1

s¼1
(�1)s

Qs
i¼1 (2i� 1)Qs

i¼1 (2i)
aC11Y2 þ

b

a
Yk

� �s� �� �2

(25:112)

C11 ¼ �
exp(�awc)

a
þ

exp(bwan)

b

� �
(25:113)

In (25.113), wan is the value of w at X ¼ Xan. The negative sign on the right-hand side of (25.111) is

applicable to K2si , san and N0 , N0,c, shown as case (A), and the + sign is applicable to K2si �

san and N0 � N0,c, shown as case (B), K2 and N0,c being a specific constant and the critical fixed

charge density, respectively. For the present arrangement of charge, K2 , 1. In case (B), dw/dX

is negative at X ¼ Xan but positive at X ¼ Xi. This implies that there is a plane in region III

on which dw/dX vanishes, or the electrostatic potential possesses a local minimum. Because

dw/dX ¼ 0 suggests that the net charges vanish, this plane is defined as the plane of zero charge
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(PZC). If Xz,3 denotes the location of the PZC, the negative sign needs to be selected from the +
sign on the right-hand side of (25.111) for range [Xca, Xz,3], and a positive sign chosen for range

[Xz,3, Xi]. Integrating (25.40) subject to (25.50) and (25.110) leads to

X ¼ Xi þ f4 � f4(Yi), in region IV (25:114)

where

f4 ¼ (+ or þ )k1=2

ð
f
�1=2
3 dY (25:115)

f3 ¼ 1þ aC22Y2 þ
a

b
Yk � 2NY2 ln Y

¼
X1

s¼1
(�1)s

Qs
i¼1 (2i� 1)Qs

i¼1 (2i)
aC22Y2 þ

b

a
Yk � 2NY2 ln Y

� �s� �� �2

(25:116)

C22 ¼ C11 þ Nwi (25:117)

Here, Yi is the value of Y at X ¼ Xi and wi the value of w at X ¼ Xi. The + sign on the right-hand

side of (25.115) should be used for case (A) and the positive sign on the right-hand side of (25.115)

for case (B). The former can be deduced from (25.50) and (25.51). Because dw/dX is negative at

X ¼ Xi but positive at X ¼ Xo, there is a plane in region IV on which the electrostatic potential

possesses a local minimum. If Xz,4 denotes the location of the PZC in region IV, then the negative

sign should be selected from the + on the right-hand side of (25.115) for region [Xi, Xz,4] and the

positive sign for region [Xz,4, Xo]. Integrating (25.40) subject to (25.51), (25.52), and (25.56) gives

w ¼
2

a
ln

1þ D11

1� D11

� �
, in regions V and VI (25:118)

where

D11 ¼ tanh
awo

4

� �h i
exp½�k3(X � Xo)� (25:119)

k3 ¼

(k � 2)k1 þ 2k2

k
, if k . 4

2k1 þ (k � 2)k2

k
, if k , 4

8
>><

>>:
(25:120)

k1 ¼
2

k1=2

k

2

� �2=(k�2)

�1

$ %
(25:121)

k2 ¼
2

k1=2
(25:122)

In (25.119), wo is the value of w at X ¼ Xo.

Equation (25.51) provides the following implicit relation between N0 and wc:

N ¼
C11 þ (1=a)þ (1=b)

wo � wi

(25:123)

If K2s i ¼ san, there can be a critical N0, denoted by N0,c, which induces a local minimum in the

electrostatic potential located at Xi; that is, the PZC is located at the IPFC. In this case,
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f1(Yi) ¼ f2(Yi) ¼ 0 and Yi can be determined by (25.111) as

1þ aC11Y2
i þ

a

b
Yk

i ¼ 0 (25:124)

From (25.110), we have

K2 ¼
Xan

Xi

¼ 1�
f2(Yi)� f2(Yan)

Xi

(25:125)

Along with the analysis presented earlier, there is only one PZC on which the electrostatic potential

possesses a local minimum, and Xz,3(wz,3) and Xz,4(wz,4) cannot coexist. In case (B), the PZC

is located in region III. From (25.110), the scaled electrical potential on this PZC, wz,3, can be

calculated by

wz,3 ¼ �
1

a
ln exp(�awc)þ

a

b
exp(bwan)�

a

b
exp(bwz,3)

h i
(25:126)

On the other hand, based on (25.111), the value of Y at X ¼ Xz,3, Yz,3, satisfies

1þ aC11Y2
z,3 þ

a

b
Yk

z,3 ¼ 0 (25:127)

Substituting the solution of (25.127) into (25.110), Xz,3 can be calculated. In the same way, the PZC

in case (A) is located in region IV, and the scaled electrostatic potential on the PZC, wz,4, can be

evaluated from (25.114) as

wz,4 ¼ wi �
exp(�awc)� exp(�awz,4)

a
þ

exp(bwan)� exp (bwz,4)

b

� .
N (25:128)

On the other hand, based on (25.115), the value of Y at X ¼ Xz,4, Yz,4, satisfies

1þ aC22Y2
z,4 þ

a

b
Yk

z,4 þ 2NYk
z,4 ln Yz,4 ¼ 0 (25:129)

Substituting the solution of (25.129) into (25.114), Xz,4 can be calculated. It is worth to note that

since charge does not accumulate as X!+1, it is not likely to have PZCs in region V in both

cases (A) and (B).

3. Positively Charged Membranes

Let us consider a positively charged membrane (Z . 0) under the same conditions described in the

previous section. A typical instance is the ammonium group 22NH3
þ. The electrostatic potentials in

regions I and II are described respectively by (25.106) and by (25.107) or (25.108). The electro-

static potential in region III is described by (25.110) with f
�1=2
1 expressed as

f1 ¼
b

a

� �1=2

Y�k=2 1þ
X1

s¼1
(�1)s

Qs
i¼1 (2i� 1)Qs

i¼1 (2i)
bC11Y2�k þ

b

a
Y�k

� �s� ��  !�2

(25:130)
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In region IV, the electrical potential is given by (25.114) with f
�1=2
3 expressed as

f3 ¼
b

a

� �1=2

Y�k=2 1þ
X1

s¼1
(�1)s

Qs
i¼1 (2i� 1)Qs

i¼1 (2i)

�� 

� bC22Y2�k þ
b

a
Y�k þ

2b

a
NY2�k ln Y

� �s���2

(25:131)

In addition, the signs + orþ on the right-hand side of (25.115) need to be replaced by 2 or +. The

negative sign is used for case (A), and + sign used for case (B). In the latter, there is a PZC in

region IV on which w possesses a local maximum. If Xz,4 denotes the location of the PZC, the posi-

tive sign needs to be selected from + for region [Xi, Xz,4] and the negative sign for region [Xz,4, Xo].

In region V, it can be demonstrated that

w ¼ �
2

b
ln

1þ D22

1� D22

� �
(25:132)

where

D22 ¼ tanh �
bw0

4

� �� �
exp½�k3(X � X0)� (25:133)

In (25.133), k3 is the same as that defined in (25.120) except that k is replaced by k0 ¼ 2(1þ a/b).

The relation between N0 and wc is the same as (25.123). If K2si ¼ san, there is a critical N0, denoted

by N0,c, in which both Xz,3 and Xz,4 approach Xi; that is, the PZC coincides with IPFC. In this case, Yi

and K can be determined by (25.124) and (25.125), respectively. Since the distribution of space

charge is not continuous at X ¼ Xca, X ¼ Xan, X ¼ Xi, and X ¼ Xo, d2w=dX2 contains jumps on

these planes. wi cannot be estimated by setting the right-hand side of (25.40) equal to zero, even

if w–X curve seems to have a saddle point on IPFC. In case (B), w possesses a local minimum

in region III and a local maximum in region IV. wz,3, Yz,3, Xz,3, wz,4, Yz,4, and Xz,4, can be calculated

by (25.110), (25.126), (25.127), (25.128), (25.129), and (25.114), respectively. In case (A), the PZC

does not exist unless the whole system remains at electroneutrality as described in (25.47) and

(25.56). As X increases, w monotonically decreases. Because charge does not accumulate as

X!+1, it is impossible to have PZC(s) in region V for both cases (A) and (B).

4. Numerical Scheme

Since the semi-analytical expressions are presented in the previous two sections, the solution to the

potential distribution requires numerical analysis. We suggest the following numerical procedure

to evaluate the electrostatic potential and to determine the critical condition under which the

match for the PZC and the IPFC occurs. Consider first a negatively charged membrane. For a

given wc, the steps below are taken: [i] wan is calculated from (25.108) and (25.49), and C11 is eval-

uated by (25.113). [ii] Based on (25.110), (25.111), (25.112), and (25.50), Yi is calculated by an

iterative method, which can be used to estimate wi. [iii] For a guessed value of N, denoted by

Ng, wo,g is calculated by (25.123), Yo,c evaluated by (25.114), (25.115), (25.116), and (25.51)

through an iterative method, and wo,c calculated. If the condition

wo,g � wo,c

�� �� , h1 (25:134)

is satisfied, h1 being a prespecified small value, Ng ¼ N and wo,g ¼ wo. If (25.134) is not satisfied,

return to step [iii] with a newly guessed Ng. These steps are repeated until the criterion (25.134) is
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satisfied. [iv] To determine the critical condition, Yi must satisfy (25.124). If (25.124) is satisfied by

the present Yi, K2 is calculated from (25.125) and N0 ¼ N0,c. If not, return to step [i] with a newly

guessed wc. This is repeated until (25.124) is satisfied. The PZC is determined by (25.126),

(25.127), (25.110), (25.128), (25.129) and (25.114).

The numerical procedures for the estimation of the electrostatic potential and the critical con-

dition for a positively charged membrane are the same as those used for a negatively charged

membrane except that (25.112) and (25.116) are replaced, respectively, by (25.130) and (25.131).

The procedure for determining the PZC is the same as that applied for a negatively charged

membrane.

5. Other Cases

If anions are smaller than cations, that is, san , sca, the results for a negatively (positively) charged

membrane are the same as those for a positively (negatively) charged membrane except that the

values of a and b need to be changed with each other. If all the charged species can be viewed

as point charges, i.e., sca, san, si ! 0, regions I–III vanish and (25.48), (25.49), and (25.50)

reduce to (25.47). The present model for ionic sizes reduces to the point charge model for a

charged membrane. Since electrolyte ions are much smaller than biological cells, the curvature

effect can be neglected near the rigid core of a particle. In this case, the electrical potentials in

regions I–III are the same as those for a planar particle, and the analytical expressions for the elec-

trical potential in regions IV, V, and VI reduce to the classic results.

IV. PHENOMENA RELATED TO BIOLOGICAL CELLS

A. CELLULAR MOVEMENT

Suppose that the Newton’s second law of motion governs the movement or locomotion of charged

biological cells. We have

mc

dvc

dt

� �
¼ FD þ FH ¼ �

RT

ac

� �
@FD

@Hc

� �
� 6phacjvc (25:135)

where

j ¼
4

3
½sinh (b)�

X1

i¼0

i(iþ 1)

(2i� 1)(2iþ 3)

�
2 sinh½(2iþ 1)b� þ (2iþ 1) sinh (2b)

4 sinh2½ iþ
1

2

� �
b� � (2iþ 1)2 sinh2 (b)

� 1

8
>><

>>:

9
>>=

>>;
(25:136)

b ¼ cosh�1 (1þ Hc) (25:137)

Hc ¼
H

kac

¼
XL � D

kac

(25:138)

ac ¼
X0 þ D

k
¼ r0 þ

D

k
(25:139)

FD ¼ Fel þFvdw ¼ 2pk3a3
c

ð1

Hc

ð1

‘

FR(‘0)

RT
d‘0 d‘

þ
A132

3RT

1

2
ln

Hc þ 2

Hc

� �
�

Hc þ 1

Hc(Hc þ 2)

� �
(25:140)
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FR

an0
akBT

¼
1

b
(ebw � 1)þ

1

a
(e�aw � 1)�

aþ b

2X2
c

� �
dw

dXr

� �2

þ w

ð0

w

N j,p dwþ s

ð0

w

N j,n dw (25:141)

Xr ¼
r

rc

(25:142)

In these expressions, mc, vc, FD, FH, Xr, ac, Hc, H, t, h, j, r, R, FD, Fvdw, and A132 are, respectively,

the mass and velocity of the cells, the DLVO force, the hydrodynamic force, the scaled distance, the

linear radius of the cells, the dimensionless closest half surface-to-surface distance between two

cells, the scaled half separation distance between two cells, the time, the viscosity of liquid

phase, the hydrodynamic retardation factor, the density of the cells, the gas constant, the scaled

DLVO potential, the scaled van der Waals potential, and the Hamaker constant of the system,

and i, ‘, and ‘0 are dummy variables. Note that the fourth and fifth integral terms on the right-

hand side of (25.141) represent, respectively, the contribution to the electrostatic repulsion

force when the fixed positive and negative charge in the membrane phase of a cell appears.

Equation (25.135) can be rewritten to become

d2Hc

dt2
þ

9hj

2a2
cr

dHc

dt
þ

3RT

4pa5
cr

@FD

@Hc

¼ 0 (25:143)

B. ELECTROPHORESIS

The electrophoresis of biological cells occurs when an electrical field was applied to the system

where the cells exist. The fluid flow around the biological cells in the radial direction is governed

by the following Navier–Stokes equation.

h
d2uf

dr2
� wfuf þ rc(r)E ¼ 0, 0 � r � 1 (25:144)

where uf and f are, respectively, the velocity distribution of surrounding fluid and the friction

factor of the cell membrane, and E the electrical strength of the applied external field. The

third term on the left-hand side of (25.144) represents the electrical driving force for fluid flow,

and rc is related to the electrostatic potential distribution. Equation (25.144) can be rewritten to

become

d2U

dX2
� wl2U ¼

L
_

aþ b
½�u exp(�aw)þ n exp(bw)� (25:145)

where

U ¼
ue

U0

(25:146)

l2 ¼
f

hk2
(25:147)

L
_

¼
101r,dlkBTE

heU0

(25:148)
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where U0 is the electrophoretic velocity of the cell. The boundary conditions associated with

(25.145) are

U ¼ 0 as X �! 0 (25:149)

dU

dX

� �

X¼X�ca

¼
dU

dX

� �

X¼Xþca

and U(X�ca) ¼ U(Xþca) (25:150)

dU

dX

� �

X¼X�an

¼
dU

dX

� �

X¼Xþan

and U(X�an) ¼ U(Xþan) (25:151)

dU

dX

� �

X¼X�
i

¼
dU

dX

� �

X¼Xþ
i

and U(X�i ) ¼ U(Xþi ) (25:152)

dU

dX

� �

X¼D�
¼

dU

dX

� �

X¼D�
and U(D�) ¼ U(Dþ) (25:153)

U �! �1 and
dU

dX
�! 0 as X �! 1 (25:154)

Here, (25.149) and (25.154) are chosen for a flow field of a stationary cell. The definition of the

electrophoretic mobility of biological cells, m, is defined by

m ¼
U0

E
(25:155)

C. STABILITY OF CELL SUSPENSION

1. Stability Ratio

One of the most significant and fundamental quantities characterizing a cell suspension is the

stability ratio that is closely related to the interactions between two biological cells and measures

the effectiveness of potential energy barrier in preventing biological cells from coagulation. From

the kinetic point of view, W is defined by (rate of rapid coagulation)/(rate of slow coagulation) or

(frequency of collisions between cells)/(frequency of collisions leading to coagulation) [73]. The

numerator of the above definition can be obtained by the Smoluchowski theory for Brownian

coagulation in the absence of a potential barrier, while the expression for the denominator,

which includes the term of interaction potential energy, can be calculated by the Fuchs theory

for stability ratio of a suspension. The stability ratio of a cell suspension can be evaluated by

W ¼

ð1

1

1

X2
s

exp(FD) dXs (25:156)

where

Xs ¼ X=2(Xc þ D) (25:157)

Xc ¼
r

ac

(25:158)

2. Critical Coagulation Concentration

CCC is one of the most significant characteristics of cell dispersion. The experimental observations

for inorganic colloidal suspension reveal that the variation of CCC as a function of the valence of

counterion follows roughly the inverse sixth power law, the classic Schulze–Hardy rule [74,75].

For negatively charged colloids, the CCC ratio of cations of valences 3, 2, and 1 is 326:226:126,

or roughly 1:11:729. Based on the DLVO theory, which considered the electrical repulsive force
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and the van der Waals attractive force between two colloids, the Schulze–Hardy rule was success-

fully deduced. The original derivation of the Schulze–Hardy rule is based on planar hard colloidal

model having a high constant surface potential and symmetric electrolyte solution. When biological

cells are considered, the interaction force and potential energy can be modified as presented in

(25.111) and (25.140). The condition for critical coagulation concentration of a cell suspension

is described below.

FD ¼ 0 and
dFD

dXm

¼ 0 (25:159)

Equation (25.159) can be used to evaluate the CCC of counterions.

D. DEPOSITION

The gravitational sedimentation is usually considered as the most important contribution to the

cellular transport from a stagnant solution. However, the interaction forces involved in cellular

adhesion on biomaterial surfaces include the gravitational force, the van der Waals attraction

force, the electrostatic repulsion force, the short-range repulsion force such as the Born repulsion,

and others. The first three forces, however, offered sufficient and qualitative explanations for

experimental results [76–78]. Therefore, it can assume that the scaled total energy, FT, comprises

the scaled double-layer energy, the scaled van der Waals energy, and the scaled gravitational

energy, Fg. That is,

FT ¼ FD þFg ¼ Fel þFvdw þFg (25:160)

whre

Fg ¼
4

3kBT
pa3

cDrgh (25:161)

In (25.161), Dr is the difference between the density of cell and that of the surrounding fluid, g the

gravitational constant and h the minimum distance between the cell membrane and a collector

surface.

Due to the sedimentation of biological cells from the bulk liquid phase and the deposition of

biological cells to a charged surface, the number of cells at the secondary minimum, n2, varies

with time. The former can be viewed as the input of cells into the secondary minimum while the

latter the output of cells from the secondary minimum. The temporal variation of n2 can be

described by

dn2

dt
¼

2a2
cDrgB

9h
1�

n2

n2m

� �5

�
dn1

dt
(25:162)

where n1 and n2m are, respectively, the number concentration of cells on the charged surface, and

that at the secondary minimum corresponding to the monolayer coverage, and B the initial number

concentration of cells in the suspension. The rate of deposition is not only proportional to the

number of cells at the secondary minimum but also depends on the probability for a cell possessing

the sufficient energy to overcome the potential barrier. The temporal variation of n1 can be

described by

dn1

dt
¼ n2kBT �

d2FT

dh2

����
hmax

d2FT

dh2

����
hmin

 !0:5
hmax

12hp2a2
c

2

4

3

5 exp(�DFT) (25:163)
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where DFT ¼ DFT,max 2 DFT,min, hmax, hmin, FT,max, and FT,min being, respectively, the distance

from the collector surface to the position of the primary maximum, that to the position of the sec-

ondary minimum, the scaled total energy at the primary maximum, and that at the secondary

minimum. The initial conditions associated with (25.162) and (25.163) are assumed as

n1 ¼ 0, t ¼ 0 (25:164)

n2 ¼ n2m ¼ 0:35nm, t ¼ 0 (25:165)

In these expressions, nm is the number concentration of biological cells on the collector surface

for compact monolayer coverage.

NOTATIONS

A parameter for nonuniformly distributed functional groups (–)

A1 parameter describing relation between wc and Xm (–)

A2 parameter describing relation between wc and Xm (–)

A132 Hamaker constant (kg m2/s2)

a valence of cations (–)

a1 valence of cations (–)

a2 valence of cations (–)

ac linear radius of biological cells (m)

B initial number concentration of cells in suspension (m23)

B1 parameter describing relation between wc and Xm (–)

B2 parameter describing relation between wc and Xm (–)

b valence of anions (–)

C1 parameter describing low potential distribution in region II (–)

C10 parameter describing relation between wm and Xm for low potential case (–)

C11 parameter for expression of electrostatic potential

in region III (–)

C2 parameter describing low potential distribution in region II (–)

C22 parameter for expression of electrostatic potential

in region IV (–)

C3 parameter describing low potential distribution in region III (–)

C4 parameter describing low potential distribution in region III (–)

C5 parameter describing low potential distribution in region IV (–)

C6 parameter describing low potential distribution in region IV (–)

C7 parameter describing low potential distribution in regions V and VI (–)

C8 parameter describing low potential distribution in regions V and VI (–)

C9 parameter describing relation between N and wc for low potential case (–)

CH
þ concentration of protons (mol/m3)

C0
Hþ bulk concentration of protons (mol/m3)

c valence of original fixed groups (–)

D scaled membrane thickness (–)

D1 parameter for explicit expression of Fel for the case of constant potential (–)

D11 parameter for expression of electrostatic potential in regions V and VI (–)

D22 parameter for expression of electrostatic potential in regions V and VI (–)

E electrical strength of the applied external field (V/m)

E1 parameter for explicit expression of Fel for the case of constant potential (–)

Ea apparent scaled electric field due to the presence of cell membrane (V/m)
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e elementary charge (C)

F1 parameter describing relation between wc and Xm (–)

F2 parameter describing relation between wc and Xm (–)

FD DLVO force (kg m/s2)

FH hydrodynamic force (kg m/s2)

FR scaled electrostatic repulsion force (–)

f friction factor of the cell membrane (–)

f1 parameter for expression of electrostatic potential

in region III (–)

f2 parameter for expression of electrostatic potential

in region III (–)

f3 parameter for expression of electrostatic potential

in region IV (–)

f4 parameter for expression of electrostatic potential

in region IV (–)

G1 parameter describing relation between wc and Xm (–)

G2 parameter describing relation between wc and Xm (–)

g gravitational constant (m/s2)

H scaled separation distance (–)

H1 parameter for explicit expression of Fel for the case of constant charge (–)

Hc scaled closest half distance between two cell membranes (–)

h minimum distance between cell membrane and collector surface (m)

h1 prespecified small value for convergence of solution (–)

hmax distance from collector surface to the position of primary maximum (m)

hmin distance from collector surface to the position of secondary minimum (m)

i dummy variable for expression of hydrodynamic retardation factor, for equilibrium

constants of successive dissociation of functional groups, for explicit expression of

Fel or for electrostatic potential distribution in regions III and IV (–)

j distribution type index of fixed functional groups

K equilibrium constant for dissociation of cation-functional group complex (–)

K1 parameter for explicit expression of Fel for the case of constant charge (–)

K2 radius ratio of anion to fixed charge (–)

Ka,p equilibrium constants for acidic group dissociation (mol/m3)

Kb,p equilibrium constants for basic group dissociation (mol/m3)

k valance parameter for a:b asymmetric electrolyte (–)

k1 valance parameter for electrostatic potential (–)

k2 valance parameter for electrostatic potential (–)

k3 combined valance parameter for the expression of electrostatic potential in regions V

and VI (–)

kB Boltzmann constant (kg m2/s2 K)

L scaled distance between cell membrane and charged hard wall (–)

L
_

scaled external electrical field (–)

Lc scaled characteristic length of a cylindrical cell (–)

‘ dummy variable for electrostatic interaction force integration (–)

‘0 dummy variable for electrostatic interaction force integration (–)

m number of cations involved in each absorption (–)

mc cell mass (kg)

N scaled concentration of fixed charge (–)

N0 total concentration of fixed functional groups (mol/m3)

N0,a average concentration of fixed functional groups (mol/m3)

N0,c critical fixed charge density (mol/m3)
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NA Avogadro’s number (–)

Ni¼1
a overall concentration of acidic groups (mol/m3)

Ni¼1
b overall concentration of basic groups (mol/m3)

Ng initially guessed N value for numerical calculation (–)

Nj scaled concentration of fixed functional groups (–)

Nj,n scaled concentration of fixed negative charge (mol/m3)

Nj,p scaled concentration of fixed positive charge (mol/m3)

Ni¼1
þ concentration of positive fixed charge (mol/m3)

Ni¼1
� concentration of negative fixed charge (mol/m3)

n number of fixed groups involved in each absorption (–)

n1 number concentration of cells on charged surface (m23)

n2 number concentration of cells at secondary minimum (m23)

n2m number concentration of cells at secondary minimum corresponding to monolayer

coverage (m23)

na number concentrations of cation (m23)

na
0 number concentration of cations in the bulk liquid phase (m23)

n0
a1

number concentration of cation with valence a1 in bulk liquid phase (m23)

n0
a2

number concentration of cation with valence a2 in bulk liquid phase (m23)

nb number concentrations of anion (m23)

nb
0 number concentration of anions in the bulk liquid phase (m23)

nm number concentration of cells on the collector surface for compact monolayer cover-

age (m23)

p number of dissociable or absorbable protons in functional groups (–)

Pp parameter for successive dissociation of fixed ionogenic groups (–)

Pj alternative expression for the scaled concentration of fixed functional groups (–)

Qp parameter for successive dissociation of fixed ionogenic groups (–)

Qsl net penetration charge per unit area of membrane–liquid interface (C/m2)

Qt total charge per unit area of membrane–liquid interface (C/m2)

q valence a or b

R gas constant (kg m2/s2 K)

r distance measured from the core-membrane interface (m)

rc linear radius of cellular core (m)

s dummy variable for equilibrium constants of successive dissociation of functional

groups, for distribution of functional groups in curvilinear membrane or for electro-

static potential distribution in regions III and IV (–)

T absolute temperature (K)

t time (s)

U scaled fluid velocity (–)

U0 scaled electrophoretic velocity (–)

u region index for the presence/absence of cations (–)

uf velocity distribution of surrounding fluid (m/s)

v region index for the presence/absence of anions (–)

vc cell velocity (m/s)

W stability ratio of cell suspension (–)

w region index for the presence/absence of fixed charge or fixed positive charge (–)

X scaled distance measured from core-membrane interface (–)

Xan scaled effective size of anion (–)

Xan0 starting position of charge-free region close to charged surface (–)

Xc scaled radius of cellular core (–)

Xca scaled effective size of cation (–)

Xca0 starting position close to charged surface for excluding anions (–)
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Xi scaled size of fixed group (location of IPFC) (–)

XL scaled distance between cellular core and charged rigid surface (–)

Xm location of mid-plane between two biological cells (–)

Xo location of OPFC (–)

Xr scaled distance based on hard-core radius (–)

Xs scaled distance (–)

XZ,3 location of PZC in region III (–)

XZ,4 location of PZC in region IV (–)

x region index for the presence/absence of fixed positive charge (–)

Y exponential form of scaled electrostatic potential (–)

Yan Y value at X ¼ Xan (–)

Yc Y value in cellular core (–)

Yi Y value on IPFC (–)

Yo Y value on OPFC (–)

Yo,c calculated Yo value (–)

YZ,3 Y value at X ¼ XZ,3 (–)

YZ,4 Y value at X ¼ XZ,4 (–)

Z valence of fixed charge in membrane (–)

Za number of dissociable protons of acidic group (–)

Zb number of dissociable protons of basic group (–)

z valence of cations-absorbed fixed groups (–)

Greek Symbols

a nonuniform feature index for radial distribution of fixed

functional groups (–)

b parameter related to hydrodynamic retardation factor (–)

1 permittivity of the system (C/V m)

10 permittivity of a vacuum (C/V m)

1r relative permittivity (–)

1r,c relative permitivities of cellular hard core (–)

1r,dl relative permitivities of liquid (–)

1r,m relative permitivities of membrane (–)

h viscosity of liquid solution (kg/ms)

k reciprocal of Debye screening length (m21)

l scaled friction factor of the cell membrane (–)

m electrophoretic mobility (m2/Vs)

j hydrodynamic retardation factor (–)

r cell density (kg/m3)

rc space charge density (C/m3)

san effective diameters of anion (m)

sca effective diameters of cation (m)

si effective diameters of fixed charge (m)

t curvature index (–)

FD scaled DLVO potential (–)

Fel scaled double-layer potential (–)

Fg scaled gravitational potential (–)

FT scaled total potential (–)

FT,max scaled total energy at primary maximum (–)

FT,min scaled total energy at secondary minimum (–)
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Fvdw scaled van der Waals potential (–)

f electrostatic potential (V)

fm mid-plane electrostatic potential between two identical cellular

membranes (V)

w scaled electrostatic potential distribution (–)

wan scaled electrostatic potential at X ¼ Xan (–)

wc scaled electrostatic potential in cellular core or the scaled mem-

brane potential (–)

wi scaled electrostatic potential on IPFC (–)

wL scaled electrostatic potential at charged rigid surface (–)

wm scaled electrostatic potential on the mid-plane between two

identical cellular membranes (–)

wml scaled electrostatic potential at membrane–liquid interface (–)

wo scaled electrostatic potential on OPFC (–)

wo,c calculated wo value (–)

wo,g initially guessed wo value for numerical calculation (–)

wZ,3 scaled electrostatic potential at X ¼ XZ,3 (–)

wZ,4 scaled electrostatic potential at X ¼ XZ,4 (–)

x charge portion of cation with valence a2 in bulk liquid phase

Superscript

i ¼ 1 membrane phase (–)

Subscript

þ positive charge (–)

2 negative charge (–)

a acidic groups

b basic groups

Abbreviations

CCC critical coagulation concentration

DEDL diffuse electrical double layer

DLVO Derjaguin–Landau–Verwey–Overbeek

GCT Göuy–Chapman theory

IPFC inner plane of fixed charge

MGCT modified Göuy–Chapman theory

OPFC outer plane of fixed charge

PBE Poisson–Boltzmann equation

PCM point-charge model

PZC plane of zero charge
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I. INTRODUCTION

Mesoscopic features embedded within macroscopic phenomena in colloids and suspensions, when

coupled together with microstructural dynamics and boundary singularities, produce complex

multiresolutional patterns, which are difficult to capture with the continuum model using partial

differential equations, i.e., the Navier–Stokes equation and the Cahn–Hillard equation. The con-

tinuum model must be augmented with discretized microscopic models, such as molecular

dynamics (MD), in order to provide an effective solver across the diverse scales with different

physics. The high degree of spatial and temporal disparities of this approach makes it a computa-

tionally demanding task. In this survey we present the off-grid discrete-particles methods, which

can be applied in modeling cross-scale properties of complex fluids. We can view the cross-

scale endeavor characteristic of a multiresolutional homogeneous particle model, as a manifestation

of the interactions present in the discrete particle model, which allow them to produce the micro-

scopic and macroscopic modes in the mesoscopic scale. First, we describe a discrete-particle

models in which the following spatio-temporal scales are obtained by subsequent coarse-graining

of hierarchical systems consisting of atoms, molecules, fluid particles, and moving mesh nodes. We

then show some examples of 2D and 3D modeling of the Rayleigh–Taylor mixing, phase separ-

ation, colloidal arrays, colloidal dynamics in the mesoscale, and blood flow in microscopic

vessels. The modeled multiresolutional patterns look amazingly similar to those found in laboratory

experiments and can mimic a single micelle, colloidal crystals, large-scale colloidal aggregates up

to scales of hydrodynamic instabilities, and the macroscopic phenomenon involving the clustering

of red blood cells in capillaries. We can summarize the computationally homogeneous discrete par-

ticle model in the following hierarchical scheme: nonequilibrium molecular dynamics (NEMD),

dissipative particle dynamics (DPD), fluid particle model (FPM), smoothed particle hydrodynamics

(SPH), and thermodynamically consistent DPD. An idea of a powerful toolkit over the GRID can be

formed from these discrete particle schemes to model successfully multiple-scale phenomena such

as biological vascular and mesoscopic porous-media systems.

A. MOTIVATIONS

Mesocopic flows are important to understand because they hold the key to the interaction between

the macroscopic flow and the microstructures. This is especially true in complex fluids, which

involve colloidal mixtures, thermal fluctuations, and particle–particle interactions. Complex

fluids take on a homogeneous appearance at macroscopic scales but appear very disordered and het-

erogeneous over atomistic scales. However, they possess an ordered structure over a mesoscopic

length-scale. For example, in polymer solutions, the intermediate length-scale can be the size of

a polymer chain. In a colloidal suspension, the mesoscopic length scale is the size involving

colloid particles, i.e., 10–1000 nm. The properties of these systems are often determined by

their mesoscopic structures, endowing a complex fluid with unique and interesting features. In

many technological and physical processes, such as emulsification, formation of nanojets [1],

water desalination, food production, gel filtration, and transport processes in sedimentary rocks

or blood flow in tiny blood vessels, the microscopic or microstructural effects dominate over the

hydrodynamics and take place in the realm of mesoscopic flows. For example, blood is a system

rich in rheological properties, exhibiting shear-thinning, viscoelastic, and sedimenting behavior.

But still, only qualitative correlations have ever been made between the observed microstructure

and the reported rheology. Central to understanding these correlations is the determination of the

intrinsic link between the rheology and the microstructure.
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The successes enjoyed by nanosciences in many fields [2–10] have resulted in a need for

adequate theory and large-scale numerical simulations in order to understand what the various

roles are played by surface effects, edge effects, or bulk effects in nanomaterials. The dynamics

of colloidal particle transport calls not only for passive transport, but also for additional processes

such as agglomeration/dispersion, driven interfaces, adsorption to pore wall grains, and biofilm

interactions [4,11–14]. In many cases, there is a dire need to investigate these multi-scale struc-

tures, ranging from nanometers to micrometers in complex geometries, such as in vascular and

porous systems [4,15–17].

B. DIVERSE SPATIAL AND TEMPORAL SCALES

Capillary network and porous material in the mesoscale can be viewed as a complex system

consisting of two mutually interacting constituents, namely, the colloidal suspension and the

wall material. The complexity of these components is connected mainly with the development

of multiple spatio-temporal scales involved in a proper description of their physical, chemical,

and geometrical properties. In the case of colloidal suspension, the multiple scales come from:

1. The spatial factor connected with the size of the colloidal bead differing by a few orders of

magnitude from the sizes of solvent molecules.

2. Dynamic factor involved by chemical reactions and thermal fluctuations occurring over

time scales, which are several orders of magnitude smaller than those associated with

hydrodynamic flows.

The multi-scale hierarchy of the circulatory system can be an example of such a complex system.

Depending on the spatial scale, both blood and capillary vessels behave in completely different

ways. In the largest arteries and veins having diameters on the order of 1022 m, where blood

pressure is approximately 10 kPa, it can be regarded as a continuum fluid. The artery walls are

elastic and controlled by sophisticated neural mechanism.

Macroscopic vessels represent only a small fraction of the circulatory system. Approximately

1010 blood vessels are the capillaries whose diameters are comparable with the dimensions of the

red blood cells, i.e., 5–10 mm [18]. In the smallest capillaries with diameters 1025 m, where the

pressure drops to 1 kPa, blood flow represents a composite system with sharp interface between

liquid and solid phases. In this spatial scale, the red blood cells (RBC) describe the phase

volume with distinct elastic properties. In contrast to the macroscale, at the microscopic scale

blood flow can be viewed at as the collective motion of an ensemble of microscopically interacting

discrete particles. Unlike in large blood arteries, in the blood capillaries the wall consists of a layer

of endothelial cells [18] responding to the shear flow.

Due to the flow of the colloidal suspension, namely blood, the phenomena occurring in the capil-

lary network involve multiple spatio-temporal scales. Thus it is an extremely intricate physical system

impossible to modeling within a single numerical paradigm. Physical phenomena developing in

complex materials are usually described within hierarchical, multi-level numerical models. In these

models, each level is responsible for different spatio-temporal behavior and passes out the averaged

parameters to the level, which is next in the hierarchy. In realistic cross-scale simulations, communi-

cation between the levels must be bidirectional. Critical phenomena occurring due to hydrodynamic

instabilities and mixing (e.g., combustion and cement hardening) [19–23] or fracture dynamics

(crack propagation) [8,24–27] are well-documented examples of such a complex cross-scale behavior.

C. DISCRETE-PARTICLES AND CONTINUUM MODELS

Neglecting the scales below the atomistic level, we can employ two principal physical paradigms

and respective computational models for fluid simulation: the particle paradigm and the continuum

approach (see Figure 26.1).
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The particle paradigm bases on interacting atoms, whose temporal evolution obeys the

Newtonian laws of motion, and operates in the microscale. Molecular dynamics (MD) technique

is the most prominent computational realization of this model [28–30]. The method consists in

the solution of the set of ordinary differential equations in time for each particle by using numerical

schemes. As a result, the positions and velocities of particles are updated during the simulation. The

global physical parameters of the particle ensemble are computed by temporal and spatial averaging

of the statistical functions of particles’ positions and velocities, as well as by computing the

correlation functions and higher moments.

The paradigms constructed on the basis of mass, momenta, and energy streams continuity are

used to quantify the macroscopic properties of fluids. Their mathematical models are represented by

a set of nonlinear partial differential equations. Computer implementation of these models is based

on the space and time discretization on a fixed or reconfigurable mesh. This can be accomplished

by using finite elements (FEM) or finite differences (FDM) techniques. The resulting set of

FIGURE 26.1 Particle and continuum models used in computer simulations.
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linear equations is solved at each timestep and temporary values of density, momenta, and energy in

the mesh nodes are computed. For more complex and nonlinear mathematical models, the set of

nonlinear equations have to be solved at each timestep, which is difficult for continuum

methods, especially for problems with steep gradients in physical properties.

As shown in Figure 26.1, the wide gap opens up between the particle and continuum paradigms.

This gap cannot be spanned using statistical mechanical methods only. The existing theoretical

models to be applied in the mesoscale are based on heuristics obtained via downscaling of macro-

scopic models and upscaling particle approach. Simplified theoretical models of complex fluid

flows, e.g., flows in porous media, non-Newtonian fluid dynamics, thin film behavior, flows in

presence of chemical reactions, and hydrodynamic instabilities formation, involve not only vali-

dation but should be supported by more accurate computational models as well. However, until

now, there has not been any precisely defined computational model, which operates in the mesos-

cale, in the range from 10 Å to tens of microns.

The simplest way to conduct the simulations of mesoscopic phenomena, consists in down-

scaling of the continuum approach or upscaling (or coarse graining) the particle model. The limit-

ation of the first approach is determined by the granular properties of matter, which are revealed for

very small system. The behavior of granular fluid is different from that in the bulk. For example,

very small systems may exhibit solid–liquid coexistence over a range of temperature different

than that for large systems [31]. However, new approaches such as:

(i) introducing, in a consistent way, fluctuations to the equations of fluid dynamics [32];

(ii) using theory of approximation in the equations of hydrodynamics [33]; and

(iii) employing direct numerical simulations (DNS) schemes for solving fluid dynamics

problems with sharp interface between phases [34].

allow for simulating colloidal systems in scales of hundreds of nanometers.

The upscaling of the particle model can be realized by increasing the number of particles. It is the

natural approach to the cross-scale computations. However, despite very efficient parallel implemen-

tations of nonequilibrium molecular dynamics (NEMD) method, only approximately 109 molecules

(the sample 0.5 mm of size) in the time of nanoseconds can be currently simulated using the most

powerful massively parallel systems [8,24,27,35]. The nanoscale MD simulations (e.g.,

[89,24,25,27,36]) reveal very interesting collective and complex behavior of the particle systems

and their importance cannot be underestimated, especially, when they are applied for investigations

of new materials, mixing phenomena, chemical reactions, interfacial phenomena, etc. Such atomistic

simulations are valuable for obtaining constitutive relations, which can be used in the macroscale

models. Some of subcontinuum fluid problems, which can be solved by using large-scale NEMD

computations such as: rupture in solids or coalescence of liquid drops that occur on interfacial

scales, nonphysical singularities resulting from such continuum approaches, spreading of wetting

films on solid surfaces, and behavior of non-Newtonian fluid are discussed in Ref. [31].

In general, the upscaling from atomistic to mesoscopic scale realized by increasing the number

of atoms is unrealistic. Therefore, fundamental simplifications have to be made in the model for

simulating larger scales. The simplifications are:

1. Constructing of the coarse-graining procedures in which microscopic fluctuations are

eliminated or replaced with simpler stochastic models.

2. Crude discretization of the particle system.

The last item concerns not only space and time discretization but also drastic simplification of the

collision operator and particle motion rules as well, e.g., by employing cellular automata, lattice gas

models [37,38], or stochastic models such as stochastic rotation dynamics [39].

The other way for simulating systems over wider spatio-temporal scales consists of employing

heterogeneous hybridized cross-scale models.
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D. CROSS-SCALE MODELS

In Figure 26.2, we show a schematic diagram depicting the spatio-temporal, hierarchical nature of

hybrid numerical model, which can be used effectively in the cross-scale modeling of flows of

colloidal suspensions in porous media. Despite its conceptual correctness, the methodological

and computational disadvantage involved in this grandiose scheme is quite obvious. The hybridized

model composed of heterogeneous mathematical and numerical concepts, such as MD and FEM or

FDM techniques, involve different:

1. Discretized primitives: particles vs. finite elements.

2. Numerical approaches: summation of intermolecular forces and integration of ordinary

differential equations opposed to solving multidimensional and nonlinear partial differen-

tial equations.

As shown in Figure 26.1, a large computational gap opens between these two approaches [40].

The size of a sample in which the microscopic effects can be averaged out by using continuum

hydrodynamics is approximately hundreds of nanometers in the transition region between

quantum mechanics and classical mechanics. For modeling such a system employing MD in

three dimensions, more than 109 particles have to be simulated in 105–106 timesteps [27,35].

Matching continuum and MD models requires hundreds of iterations per timestep. This means a

lot of floating point operations per timestep, at least 1012.

FIGURE 26.2 Schematic diagram showing the applicability of various kinds of numerical models to study the

diverse spatial and temporal scales associated with the multitudinous phenomena spanning over multiple

scales in the modeling of colloidal dynamics and flows in porous media.
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As shown in Figure 26.3, both lattice Boltzmann gas (LBG) [37,38], direct simulation

Monte-Carlo (DSM-C) [41], and off-grid particle methods such as DPD [42], and fluid particle

method (FPM) [43] can be treated within a common methodological framework. This framework

in the mesoscale consists the successive coarse-graining of the underlying molecular dynamics

system. We can list its components as:

1. Common primitives, particles, defined by a set of attributes whose physical meaning is

different depending which spatio-temporal scale is currently being considered.

2. Local collision operator V, which is defined as a sum of short-ranged additive forces or

collisions between particles.

3. The rules of particle system evolution, which can be treated as a component of particle

dynamics.

As shown in Figure 26.3, the methods can capture different scales from this general philosophy of

successive coarse-graining. Because the direct simulation Monte-Carlo is used for modeling flows

of rare gases and the systems defined by large Knudsen number, macroscopic scales can be reached

by using relatively small number of particles. In the modeling of mesoscopic flows, great success

has been enjoyed by lattice gas (LG) and LBG, which were used among others in modeling

colloidal suspensions [44–49] and porous media (e.g., [50–55]). This success results from the

computational simplicity of the method, which comes from coarse-grained discretization of both

the space and time and drastic simplification of collision rules between particles. Today we can

simulate by using LBG, the scales up to milimeters, and by using grids with 107–108 collision

nodes.

FIGURE 26.3 Methodological framework for discrete particle methods with a listing of the spatial scales

capable to be captured today and number of particles simulated on reasonably large shared-memory

computer systems [22].
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The off-grid particle methods, such as DPD and FPM, can capture easily mesoscopic scales of

hundreds of micrometers employing up to 107 fluid particles currently, i.e., the scales in which

temperature fluctuations and depletion forces interact with mesoscopic flows. Therefore, gridless

particle methods can mimic the complex dynamics of fluid particles in the mesoscale more realis-

tically than LBG. The FPMs also save computational time taken by molecular dynamics for calcu-

lating thermal noise. Instead, in DPD and FPM, we introduce the random Brownian force.

Here it will be recommended that we should use multi-level gridless particle approach for simu-

lating mesoscopic phenomena, such as colloidal dynamics in complex geometries. These particles

can be treated as fluid packets of the size reflecting with great fidelity, the spatial scale of simu-

lation. The particles interact with each other and their dynamics is governed by the Newtonian

equations of motion. We show that, by combining fluid particles with particles modeling solid

colloidal beads, we can couple together macroscopic hydrodynamic modes with microstructures

emerging due to interactions among the beads and between the beads and fluid particles. Thus,

unlike in MD-FEM and LBG approaches, we can also control more precisely both the micro-

structural parameters and interactions between microscopic and macroscopic modes.

E. OUTLINE

In the first section, we present briefly the best candidates, which can be combined into a homo-

geneous, particle based, cross-scale numerical solver. First, we compare on-grid and off-grid

methods. Then we describe the principles of MD, which supplies methodological basis for the

family of off-grid discrete-particle methods. We discuss the equations describing interactions

between atoms for different formulations of MD method and the issues for its coarse-graining rep-

resentations spanning from DPD, FPM, multi-level schemes, smoothed particle dynamics (SPH),

and thermodynamically consistent DPD (TC-DPD). In the following section, we present some com-

putational aspects of discrete-particle simulations. The efficient algorithms for calculation of inter-

particle forces, implementation of various kinds of boundary conditions, and numerical schemes

used for integrating Newtonian equations of motion are presented. Domain decomposition and

load-balancing schemes, vital procedures for efficient parallelization of particle codes, are also

briefly explained. We also show the role of the mutual nearest neighborhood clustering method

in extracting microstructures spontaneously created due to flow. The results from high-performance

NEMD, DPD, and FPM simulations of phenomena occurring in complex, mesoscopic fluids are

demonstrated in the following section. Here, we give a brief overview of such phenomena as the

Rayleigh–Taylor mixing, thin film evolution, phase separation for binary fluid, colloidal dynamics

resulting in creation of micelles, colloidal arrays, colloidal aggregates, and dispersion of micro-

structures. Finally, we present the principal components of the particle model of red blood cells

dynamics in capillary vessels and some results from modeling of blood clotting in choking point

due to fibrinogen. In the last section, we discuss the possibility of using the discrete-particle

methods proposed earlier as the components of the problem-solving environment (PSE) in GRID

service network.

II. DISCRETE-PARTICLES: ALGORITHMS AND METHODS

From the standpoint of traditional fluid dynamics, a general problem in modeling of colloidal dis-

persion comes from a basic difficulty in defining physically consistent models, which can couple

together continuum and discrete approaches. Continuum models such as the Navier–Stokes

equations for fluid mechanics or the Cahn–Hillard equation for metallurgical phase separation

(e.g., see [56]) and crystallization processes [57], which are usually based on simple conservation

laws, represent “top-down” way of chemical–physical description of matter, i.e., from large to

small length scales. This paradigm can be used successfully for simple Newtonian fluids and con-

strained crystals. For complex fluids with complicated physics such as two-phase flow and
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compaction (e.g., see [58,59]), however, equivalent phenomenological representations are usually

unavailable. Therefore, it must be approximated by empirically derived constitutive relations and

other empirical parameters, such as surface tension [58], obtained from computationally complex

direct numerical simulations (DNS) [34] or heterogeneous models combining both continuum and

discrete-particle models (e.g., fluid particle dynamics (FPD) by Ref. [60]).

Conversely, the modeling approach can be based on the microscopic description working

from the smallest scales upward along the general lines of the program for statistical mechanics.

Discrete-particles techniques represent such an approach.

A. OFF-GRID AND ON-GRID METHODS

As mentioned in the Section I.A, the upscaling procedure involving particles for covering larger

spatio-temporal scales, consists in coarse-graining of particle system or in simplifications of col-

lision operator and rules of particle motion. In the first case, we can assume that the particles do

not represent the atoms but larger pieces of matter such as clusters of atoms, lamps of fluid or dro-

plets. These clusters interact with each other with some deterministic force F(r) (e.g., as it is in

DPD) or stochastic (e.g., as it is in direct simulation Monte-Carlo) collision operator. By assuming

the short-range interactions between particles within the predefined cut-off radius, the list of closest

neighbors because each particle changes dynamically. As shown in Figure 26.4a, the particles are

not constrained to the lattice and can move freely in the Cartesian space according to Newtonian

laws of motion or stochastic dynamics rules. Each particle is described by its position and velocity.

Fundamental simplifications of particle–particle collision operator and particle-motion rules,

result in the on-grid cellular automata models of fluid dynamics, i.e., LG and LBG schemes.

LG hydrodynamics [37,38] describes the approach to fluid dynamics using a microworld constructed

as an automaton universe, where the microscopic dynamics is not on the basis of a description of

FIGURE 26.4 The schemes of on-grid (a) and off-grid (b) particle methods.

Modeling Mesoscopic Fluids with Discrete-Particles 723



interacting particles, but on the basis of laws of symmetry and invariance of macroscopic physics. We

imagine point-like particles residing on a regular lattice where they move from node to node and

undergo collisions when their trajectories meet. This situation is shown in Figure 26.4b. If the col-

lisions occur according to some simple logical rules, and if the lattice has a proper symmetry, then

the automation shows global behavior very similar to that of real fluids. The LG methods are very effi-

cient computationally because they are based on very simple particle dynamics and the neighbors for

each particle are known or can be computed easily. The number of possible states for a given particle is

finite (e.g., 12 for 6 directions and 1 or 2 lattice sites per timestep). Therefore, a particular lattice site

can be represented with a finite number of bits. The movement and collision of particles in this system

can be computed with integer arithmetic. Therefore, the number of calculations needed to change a

temporal state of a single LG particle is much smaller than for molecular dynamics method. Thus,

more LG particles can be simulated and larger physical systems can be explored. Mass, momentum,

and energy are intrinsically conserved and the computation is unconditionally stable. However, due to

large microscopic fluctuations, which should be averaged out, the huge lattices (more than 107) have to

be simulated to cover mesoscopic length scales.

The advantage of the LG method over particle approach, however, is somewhat misleading. It

may happen that the results of application of the LG methods are not more efficient than MD. This

concerns the cases where the simplifications in the physical model cannot be compensated by the

number of simulated particles. Moreover, unlike LG techniques, the particle approaches operate for

strictly defined length and time scale. The drawback of the lattice approaches is that the dynamics

are constrained by the configuration of the lattice and the system evolves in dimensionless time.

This precipitates many problems, e.g., with 3D models, averaging, boundary conditions on

shaped bodies, simulation of shock phenomena, and calculations of realistic fluid parameters. In

Figure 26.5 we display the final snapshots from diffusion-limited aggregation DLA (e.g., see

[61]) for off-grid and on-grid algorithms. Two cases were simulated: allowing smaller and larger

thermal fluctuations. For off-grid system, larger thermal fluctuations produce more compact

agglomerate, whereas the on-grid system yields similar clusters for both cases. We can conclude

that off-grid method is more accurate, adapting to changing physical conditions and resolving

multiresolutional situations such as greater concentration of particles in critical regions. For

on-grid algorithms, unrealistically dense lattices or multi-grid and wavelet-based methods have

to be applied to model multi-resolutional features [16,62,63]. Moreover, the on-grid LG techniques

fit poorly to the cross-scale computations, though some interesting heterogeneous models were

constructed [64]. The scales bridging problem would be here even more acute than for the

MD-FEM heterogeneous cross-scale computations [65,66].

Unlike the LG schemes, the LBG method represents coarse-graining approach realized on the

lattice. The integer particle population of LG is replaced with floating point numbers reflecting

aggregated properties of clusters of particles. By this way, the microscopic degrees of freedom

smaller than the mesoscopic are eliminated in the coarse-grained mesoscopic model. The number

of bits required for storage of a single-lattice state is at least 32. The conservation of mass, momen-

tum, and energy is now limited by the precision of floating point errors; such errors lead to stability

problems. However, due to coarse-graining procedure, LBG systems are able to cover much larger

temporal-scales than LG particle systems.

Similar schemes of coarse-graining can be realized by using off-grid discrete-particles models.

In the following sections, some competitive ideas to LBG approach will be presented.

B. MOLECULAR DYNAMICS

MD is the most fundamental computational technique used for a direct simulation of temporal evol-

ution of interacting particle ensembles [28,29]. Many other particle-based techniques, such as the

Brownian and Langevin dynamics [28], constitute in fact the simplification of the MD method.

They were devised to cover larger length, and time scales than MD.
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The system of MD particles is defined by a set of boundary and initial conditions and by inter-

actions between particles represented by a force F(rij) and the torques N(rij). The particle system

evolves according to the Newtonian equations of motion

v̇i ¼
1

mi

X

j

F(rij), ṙi ¼ vi (26:1)

v̇i ¼
1

Ii

X

j

N(rij), Nij ¼ �
1

2
rij � Fij (26:2)

r2
ij ¼ rij � rij, rij ¼ ri � rj, i ¼ 1, . . . , N, j [ R(i) (26:3)

which can be described (Equation 26.1–Equation 26.2) in a discrete form as

Dpn
i ¼

X

j

Fn(rij) � e
n
ijDt, Drn

i ¼
pn

i

mi

Dt, (26:4)

where rn
i is the position of particle i in timestep n; vi, vi, pi are its translational velocity, rotational

velocity and momentum, respectively, R(i) is the set of indices of particles, which are in the

FIGURE 26.5 The results of diffusion-limited aggregation (DLA) for (a) off-lattice method with small

fluctuations, (b) off-lattice method with large fluctuations, (c) on-lattice method with small fluctuations, and

(d) on-lattice method with large fluctuations.

Modeling Mesoscopic Fluids with Discrete-Particles 725



interaction range of particle i, Dt is the integration timestep, n is the number of current timestep,

while N is the number of particles. The torques vanishes assuming that the forces F() are central.

The type of forces depends on the MD model exploited. A simulation is realistic — that is, it

mimics the behavior of the real system — only to the extent that interatomic forces are similar to

those that real atoms (or, more exactly, nuclei) would experience when arranged in the same

configuration. Forces are usually obtained as the gradient of a potential energy function F(ri),

depending on the positions of the particles. The realism of the simulation therefore depends on

the ability of the potential chosen to reproduce the behavior of the material under the conditions

at which the simulation is run. The forces can be defined as follows:

F(ri) ¼ �rF(ri)þ Fextended
i (ri, vi, vi) (26:5)

where F extended(. . .) is an extended force (e.g., velocity-based friction). Typically, the potential

F(r) is given by

F(r) ¼ Fbonded(r)þFnonbonded(r)þFexternal(r)

Fbonded(r) ¼ Fbond(r)þFangle(r)þFdihedral(r)þFimproper(r)

Fnonbonded(r) ¼ Felectrostatic(r)þFn-body(r)

(26:6)

For the long-range interactions such as gravitational and electrostatic the forces acting on each

particle i can be computed by using Particle-Mesh (PM) approximation of the Gauss equation

DFelectrostatic(r) ¼ 4p10r(r) (26:7)

where r(r) is the charge density in r. The PM method [67] treats the force as a field quantity by

approximating it on a mesh. Differential operators, such as the Laplacian, are replaced by finite

difference approximations. Potentials and forces at particle positions are obtained by interpolating

on the array of mesh-defined values. Mesh-defined densities are calculated by assigning particle

attributes (e.g., “charge”) to nearby mesh points in order to create the mesh-defined values (e.g.,

“charge density”). The PM method is basically unacceptable for studying close encounters

between particles. This method is good for simulations where you want a “softening” of the

inverse square law force. In general, the mesh spacing should be smaller than the wavelengths

of importance in the physical system. Another disadvantage of using the mesh-based methods is

that they have difficulties handling nonuniform particle distributions. This means that the PM

methods offer limited resolution. To overcome the limited resolution, some researchers have devel-

oped PM algorithms which employ meshes of finer gridding in selected subregions of the system.

These finer meshes permit a more accurate modeling of regions of higher density. If we wish to

further refine the grid due to large dynamical changes in the system (e.g., due to shock waves),

then we can apply moving grids or adaptive grids.

The P3M method solves the major shortcoming of the PM method — low resolution forces

computed for particles near each other. This method supplements the interparticle forces with

a direct sum over pairs separated by less than about 3.Dx, where Dx is the grid spacing. The

interparticle forces are split into a rapidly varying short-range part and a slowly varying

long-range part. The PP method is used to find the total short-range contribution to the force on

each particle and the PM method is used to find the total slowly-varying force contributions.

The disadvantage of the P3M algorithm is that it becomes too easily dominated by the direct

summation part and becomes unacceptably slow for larger systems. There are various adaptation

methods explored by many researchers in the mid-1980s through the mid-1990s, to improve

the PM and P3M methods such as: the Nested Grid Particle-Mesh and Tree-Codes methods

[http://www.amara.com/papers/nbody.html; [68]]. However, the most successful algorithm
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solving the problem of the long-range interactions is based on the Multi-Grid separation of scales

(see Figure 26.6).

The Fast Multipole Method (FMM) is a tree code that uses two representations of the potential

field. As shown in Figure 26.7, the two representations are: far field (multipole) and local expansions.

The two representations are referred to as the “duality principle.” This method uses a very fast

calculation of the potential field Felectrostatic(r). Therefore, the complexity of the method is O(N).

The strategy of the FMM is to compute a compact expression for the potential Felectrostatic(r),

which can be easily evaluated along with its derivative, at any point. It achieves this by evaluating

the potential as a “multipole expansion,” a kind of Taylor expansion, which is accurate when R2

(where R is the distance between particle and multipole) is large. The FMM method shares the quad-

tree and divide-and-conquer paradigm of Barnes-Hut [http://www.icsi.berkeley.edu/cs267/
lecture27/lecture27.html; [69]].

FIGURE 26.7 The schematic of MD Fast Multipole Method idea. In the lowest, particle–particle level, the

interactions on particle “I” are computed from all the particles which are located in the same and

neighboring cells, while the interactions from the larger cells are approximated.

FIGURE 26.6 The multi-level scheme of the Multi-Grid model (a) Cluster to coarser grid, (b) Compute

potential on the coarsest grid, (c) Interpolate potential values from coarser grid, and (d) Make local corrections.
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Periodic boundary conditions (PBC) represent the most common trick to simulate the system of

unlimited number of interacting particles by limited number of interacting lattices where each of

them stands for a particle and its replicas. The Ewald summation was introduced in 1921 as a

technique to sum the long-range interactions between particles and all their infinite periodic

images efficiently. Ewald recast the potential energy of particle system, a single slowly and

conditionally convergent series, into the sum of two rapidly converging series plus a constant

term. The lattice sum with the Coulomb potential is usually expressed as

Felectrosttic(rij) ¼
1

4p10

1

2

X

~n

XN

i¼1

XN

j¼1

qiqj

jrij þ ~nj
(26:8)

where
P

~n is the sum over all lattice vectors ~n ¼ (Lxnx, Lyny, Lznz), where the values of nx,y,z [ N

and Lx,y,z, are the dimensions of the unit MD cell.

This sum is absolute convergent if the potential term

F(r) � Ajrj�3�c

for large enough jrj and A . 0, c . 0.

To overcome the conditionally and insufficient convergence of Equation (26.8) for the

Coulomb interactions, the sum is split into two parts by the following trivial identity:

1

r
¼

f (r)

r
þ

1� f (r)

r

The basic idea is to separate the fast variation part for small r ¼ jrj and the smooth part for large r.

In particular, the first part should decay fast and be negligible beyond some cut-off rcut distance,

whereas the second part should be smooth for all r such that its Fourier transform can be represented

by a few terms. Each point charge in the system is viewed being surrounded by a Gussian charge

distribution r(r) of equal magnitude and opposite sign, that is

ri(r) ¼ qia
ee(�a2r2)=

ffiffiffiffi
p3
p

(26:9)

The Ewald summation achieve an overall work complexity of O(N2/3) for selected splitting par-

ameter a and cut-off parameters, which limit the number of components in infinite real and reci-

procal sums (see for more details [70]). The better computational efficiency can be achieved for

mesh-based Ewald method. It approximates the reciprocal-space term of the classical Ewald sum-

mation by a discrete convolution on an interpolating grid using the discrete Fast Fourier Transform

(FFT). By choosing an appropriate value of a, the computational complexity can be reduced to O(N

log N ). The accuracy and speed are additionally governed by the mesh size and interpolation

scheme, which makes the choice of optimal parameters even more difficult (Figure 26.8).

The realistic modeling, simulating millions of atoms and molecules, involves more heuristic

approach to define the interparticle forces. Instead of integrating the Gauss equation (which is

very demanding computationally for large systems), the potential function Fn-body(r) is

“guessed” in the form of an analytical formula or is derived experimentally. In particle–particle

version of MD, it is assumed that the interactions can be approximated by using the central and

n-body effective potentials satisfying the convergence condition Equation (26.9). In the past, the

most potentials were constituted by pairwise interactions, but this is no longer the case. It has

been recognized that the two-body approximation is very poor for many relevant systems, such

as metals and semiconductors. Various kinds of many-body potentials are now of common use

in condensed matter simulation, and are be briefly reviewed in [http://online.physics.uiuc.edu/
courses/phys466/fall04/lnotes/pot.html#common]. However, the two-body approximation is

still reasonable for many dense fluids and solids, where instead of pure electrostatic interactions
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the screened and effective potentials can be used. Some simple nonbonded and bonded potential

functions are presented in Table 26.1 and Table 26.2, respectively.

In this survey, we use only two-body short-ranged potentials. Many-body forces are still too

demanding computationally to be used as a computational paradigm for cross-scale computations.

Assuming that the forces acting on every particles are defined, by integrating Equation (26.1)–

Equation (26.3), the computer calculates particle trajectories in a 6N-dimensional phase space (3N

positions and 3N momenta). However, such trajectories are usually not particularly relevant by

ourselves. Molecular dynamics is a statistical mechanics method. Like Monte Carlo, it is a way

to obtain a set of configurations distributed according to some statistical distribution function or

statistical ensemble. According to statistical physics, physical quantities are represented by

averages over configurations distributed according to a certain statistical ensemble. A trajectory

obtained by molecular dynamics provides such a set of configurations. Therefore, a measurement

of a physical quantity by simulation is simply obtained as an arithmetic average of the various

instantaneous values assumed by that quantity during the MD run.

Statistical physics is the link between the microscopic behavior and thermodynamics. In the

limit of very long simulation times, we could expect the phase space to be fully sampled, and in

that limit this averaging process would yield the thermodynamic properties. In practice, the runs

TABLE 26.1
The Selected Nonbonded Potential Functions

Yukawa F(rij) ¼ kqiqj

exp (� krij)

rij

(26.10)

Hard sphere F(rij) ¼ Aije
�Bijrij or F(rij) ¼

Cij

r12
ij

(26.11)

Dispersion F(rij) ¼ �
Dij

r6
ij

(26.12)

Buckingham F(rij) ¼ Aije
�Bijrij �

Dij

r6
ij

(26.13)

Lennard–Jones F(rij) ¼ 41ij

sij

rij

� �12

�
sij

rij

� �6
 !

(26.14)

Stillinger–Weber

(3-body potential)

F(rij,k) ¼ f(rij)þ g(rij)g(rik) cos uijk þ
1

3

� �2

(26.15)

FIGURE 26.8 The concept of the Ewald summation reflecting Equation (26.10).
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are always of finite length, and we should exert caution to estimate when the sampling may be good

(“system at equilibrium”) or not. In this way, MD simulations can be used to measure thermo-

dynamic properties and therefore evaluate, for example, the phase diagram of a specific material

(see for more information in Ref. [29]).

Beyond this “traditional” use, MD is nowadays applied for other purposes also, such as

studies of nonequilibrium processes NEMD; [25,31,71,72], granular dynamics [73], and as an

efficient tool for optimization of structures overcoming local energy minima [74].

Because large-scale NEMD simulations (i.e., these involving 107–109 atoms) can bridge

time scales dictated by fast modes of motion together with the slower modes, which determine

the viscosity, it can capture the effects of varying molecular topology on fluid rheology

resulting, e.g., from chemical reactions (e.g., see [75]) or mixing [76,77] with complicated

velocity fields. However, in order to capture spatio-temporal scales occurring, e.g., in capillary

or porous systems from Figure 26.2, filled with colloidal suspension and defined by the

conditions of:

1. Colloidal beads of sizes larger than 10 nm.

2. Material structures with pores or capillary diameters ranging from one micron to

millimeters,

we need billions or more of MD particles modeled in millions of timesteps [27].

C. DISSIPATIVE PARTICLE DYNAMICS

Mesoscopic regimes involving scales of the porous system exceeding 1 ns and 1 mm entail the fast

modes of motion to be eliminated in favor of a coarse-grain representation (see Figure 26.1). At this

TABLE 26.2
The Selected Bonded Potential Functions

Bond stretching F(rij) ¼
1

2
kij(rij � bij)

bij

(26.16)

Morse F(rij) ¼ Eij(1� e�aij(rij�r0
ij))2

rij
0

(26.17)

Angle stretching F(yijk) ¼
1

2
kijk(yijk � y0)2

J (26.18)

Improper dihedrals F(jijkl) ¼
1

2
kijkl(jijkl � j 0)2 i i

j

j

k

k
l

l

(26.19)

Proper dihedrals F(cijkl) ¼ kc½1þ cos (ncijkl � c0)�
i

j k
l

(26.20)
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level, the particles will represent clusters of atoms or molecules, the so-called dissipative particles

[45]. Flekkoy and Coveney have shown the feasibility to link and pass the averaged properties of

molecular ensemble onto dissipative particles by using the bottom-up approach from molecular

dynamics by means of a systematic coarse-graining procedure. The dissipative particles are

represented by cells defined on the Voronoi lattice, [e.g., see 78,79] with variable masses and

volumes (see Figure 26.9). The notion of the Voronoi cells allows for a very clear statement of

the problem of coupling continuum equations and molecular dynamics. This is important when

the continuum description breaks down due to complex molecular details in certain regions

such as the contact line between two fluids and a solid, or the singularity of the tip in propagating

fracture [26].

Entire representation of all the MD particles can be achieved in a general way by introducing a

sampling function

fk(r� rk) ¼
u(r� rk)P

l u(r� rl)
(26:21)

where the positions rk and rl define the centers of dissipative particles, r is an arbitrary position, and

u(r) is the Gaussian function. The mass, momentum, and internal energy Ek of the kth dissipative

particle are then defined as

Mk ¼
X

i

fk(ri), Pk ¼
X

i

fk(ri)mvi (26:22)

MkU2
k

2
þ Ek ¼

X

i

fk(ri)
mv2

i

2
þ

1

2

X

j=i

FMD(rij)

 !
;
X

fk(ri)1i, (26:23)

where vi is the velocity of ith MD particle having identical masses m, Pk is the momentum of the kth

dissipative particle, and FMD (rij) is the potential energy of the MD particle pair i, j separated by a

FIGURE 26.9 The schematics of atomistic bottom-up coarse-graining paradigm by Ref. [45]. The Voronoi

cell contains particles, which are closest to the cell center. The centers of all the Voronoi cells correspond

to the centers of coarse-grained representation of the system — dissipative particles — which can be

approximated by spheres.
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distance rij. The particle energy 1i contains both the kinetic term and a potential term. In order to

derive the equations of motion for dissipative particles, the time derivatives of Equation (26.23)

must be resolved [45]. Finally, after averaging over the velocities, masses and interactions on

the Voronoi lattice, we can obtain the following

dPk

dt
¼ Mkgþ

X

l

k _Mkll
Uk þ Ul

2

�
X

l

Lkl

pkl

2
ekl þ

h

rkl

½Ukl þ (Ukl � ekl)ekl�

� �
þ
X

l

F̃kl (26:24)

where Ukl is the velocity of dissipative particles k, l; pkl , a pressure term between k and l dissipative

particles resulting from conservative MD interactions, Lkl , a parameter of the Voronoi lattice, h,

the dynamic viscosity of the MD ensemble and the last summation symbolizes the fluctuations

of the coarse-grained representation. This procedure links all the forces between the dissipative

particles to a hydrodynamic description of the underlying molecular dynamics atoms. The

method may be used to deal with situations in which several different dynamical length-scales

are simultaneously present. To increase the computational efficiency, the Voronoi cells can be

approximated by spheres (see Figure 26.9). Using additional simplifications, such as the unification

of dissipative particle sizes, we can arrive at a model, which converges to the DPD.

In DPD [42], the two-body interactions V between two fluid particles i and j are assumed to be

central and short-ranged. This can be defined as a sum of a conservative force FC, dissipative

component FD, and the Brownian force FB. The Brownian factor represents the thermal fluctuations

averaged out due to coarse-graining procedure. The following equations show the basic formula

describing the interparticle forces.

FC ¼ P � v(rij) � eij, FD ¼ g �M � v2(rij) � (eij � vij) � eij,

FB ¼
s � uijffiffiffiffiffi

Dt
p � v(rij) � eij v(rij) ¼

3

n � pr2
cut

1�
rij

rcut

� �

uij [ (�1, 1) — random number, n–particle density

V(rij, pij) ¼ FC þ FD þ FB for rij , rcut

V(rij, pij) ¼ 0 for rij . rcut (26:25)

The cut-off radius rcut is defined arbitrarily and reveals the range of interaction between the fluid

particles. DPD model with longer cut-off radius reproduces better dynamical properties of realistic

fluids expressed in terms of velocity correlation function [80]. Simultaneously, for a shorter cut-off

radius, the efficiency of DPD codes increases as O(1/rcut
3 ), which allows for more precise compu-

tation of thermodynamic properties of the particle system from statistical mechanics point of view.

A strong background drawn from statistical mechanics has been provided to DPD [43,80,81] from

which explicit formulas for transport coefficients in terms of the particle interactions can be derived.

The kinetic theory for standard hydrodynamic behavior in the DPD model was developed by Marsh

et al. [81] for the low-friction (small value of g in Equation (26.25)), low-density case and vanish-

ing conservative interactions FC. In this weak scattering theory, the interactions between the dissi-

pative particles produce only small deflections.

The strong scattering theory, where the friction between the DPD particles is large (but still for

P! 0 in Equation 26.6), was considered by Masters and Warren [82]. In that paper, the Fokker–

Planck–Boltzmann equation has been replaced by the Boltzmann equation with a finite scattering

cross section. For large friction, in the collective regime, the dynamics is controlled by mode coupling

effects by including an internal energy variable such that total energy becomes a conserved quantity.
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A serious problem appears with matching the potentials to the realistic interactions in complex

colloidal fluids. A few examples of successful matching of DPD method to the real complex fluid

have appeared. Groot and Warren [83] devised the equation of state of a simple DPD fluid, which is

used for mapping out the conservative part of DPD interactions onto a mean-field theory of polymer

mixtures, i.e., the Flory–Huggins theory. An important theoretical work was also carried out by

Español [43], whose fluid particle model represents the generalization of mesoscopic DPD [42].

Much less was done with bridging microscopic molecular dynamics with DPD, which could

enable to construct a single, homogeneous, particle-based cross-scale model.

In our simulations published earlier [20,71,84], we map the DPD interactions onto the macro-

scopic parameters of fluid, for example, viscosity, compressibility and diffusion coefficient, by

using continuum limit equations obtained from kinetic theory. For example, for a given density

rk and sound speed ck in kth DPD fluid, we computed the scaling factor Pk from the following

continuum equations [81]

Pk ¼
n �Pkkrl

2 � D
P ¼

1

2
c2

k � rk (26:26)

where krl ¼ 1=2rcut and D ¼ 2 for two-dimensional system (D is dimension of the system), but n is

a mean number of particles in rcut radius. The s coefficient in the Brownian component of DPD

collision operator (Equation 26.25) can be computed with the following formula [81]

s2
kl ¼ 2 � gklkBT � mkl (26:27)

where T0 is the temperature of the system. The value of g — scaling factor in the dissipative com-

ponent FD (Equation (26.7)) — comes from [82]

nkl ¼
1

2
�
gklnkr2l

D(Dþ 2)
(26:28)

where n is kinematic viscosity.

As shown in [81], under some conditions, this approximation yields realistic results but it does

not resolve the problem of matching the spatio-temporal scales of DPD simulation to the actual

scales. By increasing the spatio-temporal scale, the continuum limit approximation gets worse

leading to unrealistic “freezing” of the particle system in whole [71]. This is due to increasing

role of conservative component of DPD collision operator, which is usually omitted in transport

coefficients obtained from kinetic theory [43,81,83]. Successful matching of DPD fluid properties

to the real fluid in spatio-temporal scale under interest, involves more precise definition of the

conservative DPD forces. This could be accomplished by means of cross-scale computations

[40,45], where molecular dynamics can be used for calculation of interactions between clusters

of MD atoms [45]. It may appear that the more sophisticated shape of the weight function v(r)

should be considered instead of the linear model usually assumed.

There exist several other methods, which generalize the dissipative particle technique, such as:

1. The fluid particle model [43].

2. The bottom-up atomistic approach — coarse-graining procedure replacing atoms interact-

ing with conservative and central forces with clusters of atoms interacting with dissipative

forces [85].

3. The top-down thermodynamically consistent approach — the fragments of continuum

medium is approximated by fluid particles [32,86].
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D. FLUID PARTICLE MODEL

FPM finds itself situated between classical DPD and new formulations of DPD: bottom-up approach

from the tiny to the large length-scales, and the top-down method from the large to small scales.

One drawback of DPD is the absence of a drag force between the central particle and the second

one orbiting about the first particle. To eliminate this side effect, a greater number of neighbors can

be considered in calculating forces, which decreases the computational efficiency. Unlike the

classical formulation of DPD method, fluid particles interact via additional noncentral forces,

producing a drag between circumventing particles. This saves computational time spent for search-

ing of the neighboring particles.

FPM represents a generalized SPH method for which, unlike in SPH, angular momentum is

conserved exactly. The fluid particles are represented by their centers of mass, which posses

several attributes, such as the mass mi, position ri, translational and angular velocities and

a type. These “droplets” interact with each other by two-body forces dependent on the type of

particles. This type of interaction involves a sum of:

1. The repulsive conservative force FC.

2. The frictional forces FT and FR (translational and rotational), proportional to the relative

velocities of the particles.

3. The Brownian forcere F̃ presenting the microscopic degrees of freedom smaller than

the mesoscopic scales, which have been previously eliminated in the coarse-grained meso-

scopic model.

The equations for forces are becoming more complex than for the classical DPD technique and

are as

Fij ¼ FC
ij þ FT

ij þ FR
ij þ F̃ij

FC
ij ¼ �F(rij) � eij

FT
ij ¼ �g � mTij � vij

FR
ij ¼ �g � mTij �

1

2
rij � (vi þvj)

� �

F̃ijdt ¼ (2kBTg � m)1=2 ~A(rij)dW̄
S

ij þ
~B(rij)

1

D
tr½dW�1þ ~C(rij)dW̄

A

ij

� �
� eij

Tij ¼ A(rij)1þ B(rij)eijeij

(26:29)

where v is the angular velocity and W are random matrices consisting of independent Wiener

increments weighted by scalar weighting functions F(rij), A(rij), B(rij), ~A(rij), ~B(rij), ~C(rij)

defined in Ref. [42].

As was shown in Ref [42], the single component FPM system yields the Gibbs distribution as

the steady-state solution to the Fokker–Planck equation under the condition of detailed balance.

Consequently, it obeys the fluctuation–dissipation theorem, which defines the relationship

between the normalized weight functions, which are chosen such that

A(r) ¼
1

2
~A

2
(r)þ ~C

2
(r)

h i
, B(r) ¼

1

D
~B

2
(r)� ~A

2
(r)

h i
þ

1

2
~A

2
(r)� ~C

2
(r)

h i
(26:30)

For the DPD method A(r) ¼ 0, consequently, ~A(r), ~B(r), ~C(r) ¼ 0 and F(r)/ B(r), which means

that all the DPD forces are central.
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Owing to degree of a freedom allowed by the model in selecting the weight functions, we may

assume that

~A(r) ¼ 0, A(r) ¼ B(r) ¼ 1�
r

rcut

� �2

, F(r) ¼ �Pk �
3

p � r2
cutn

1�
r

rcut

� �
(26:31)

where, rcut is a cut-off radius, which defines the range of particle–particle interactions. For rij .

rcut, Fij ¼ 0.

The first assumption is recommended in Ref. [42]. We can postulate that the rest of weight func-

tions are the same as in DPD [42,81]. Owing to an additional drag between particles caused by the

noncentral interactions, we can also reduce the computational load assuming that the interaction

range is shorter than for DPD fluid.

The FPM method can predict the transport properties of the fluid, thus allowing to adjust the

model parameters by using the equations of continuum limit for the partial pressure P [43,81]:

P ¼
n �
Ð

drrF(r)

2 � D
(26:32)

and formulas in kinetic theory [43] for respectively bulk viscosity nb, shear viscosity nS and

rotational viscosity nR

nb ¼ g � n
A2

2D
þ

Dþ 2

2D
B2

� �
þ c2 1

g � Dn(A0 þ B0)
(26:33)

nS ¼
1

2
g � n

A2

2
þ B2

� �
þ c2 1

2gn(A0 þ B0)
(26:34)

nR ¼
gnA2

2
c2 ¼

kBT

m
(26:35)

and

A0 ¼

ð
drA(r), B0 ¼

1

D

ð
drB(r),

A2 ¼
1

D

ð
drr2A(r), B2 ¼

1

D(Dþ 2)

ð
drr2B(r)

The kinetic theory for FPM has been developed for deriving transport coefficients by assuming that

conservative forces are absent. For nonzero pressures, the transport coefficients computed from

Equation (26.33)–Equation (26.35) can be used as the first approximation in an iterative procedure,

which matches the coefficients of the FPM forces.

The results of our test runs [21,22,87] show that the FPM model satisfies the basic physical

constraints:

1. Total angular and translational momenta are preserved.

2. The actual thermodynamical pressure computed from the virial theorem is constant. Its

average is 5–10% larger than P assumed (for M ¼ 50.000 particles).

3. The actual thermodynamical temperature computed from the average kinetic energy of the

particle system is constant and deviates no more than 2–5% from the value of T.

4. The rotational kinetic energy is approximately one-third of the total kinetic energy.
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Because the compressibility of the fluid is low (for a large value of p), there are some quantitative

differences between the theory and the simulation. The kinetic theory formulas have been devel-

oped in the limit where no conservative forces are present. The actual transport coefficients com-

puted from generalized Einstein and Green–Kubo formulas [88] are larger more than 50% than

those predicted from the classical the kinetic theory [89]. Therefore, the transport coefficients com-

puted from the theory can be used only as the first coarse approximation. The most precise matching

can be done by using a new generic formulation of DPD model, which is a natural generalization of

both DPD and FPM [31].

The temporal evolution of the FPM particle i is described by the Newtonian laws of motion

given by Equation (26.1)–Equation (26.3). Because the particles have nonzero angular momenta,

we can investigate the positive feedback effects of elastic interactions.

E. MULTILEVEL DISCRETE-PARTICLE MODEL

As shown earlier, the FPM model represents a generalization not only of DPD but also of the

molecular dynamics (MD) technique. It can be used as DPD by setting the noncentral forces to

zero or MD, by dropping the dissipative and Brownian components. The fluid particle model

holds an advantage over DPD but only for larger scales where the fluid particles are adequately

large and can interact only with their closest neighbors. In this situation, DPD is less efficient

because many more particles than for FPM should be involved for creating a drag between circum-

vented DPD particles. DPD is computationally more efficient than FPM at smaller scales, for which

the interaction range (rcut) of the potential must be longer.

The three-level numerical model is designed for simulating complex fluids. Three types of

particles are defined accordingly by:

Colloidal Particles with an interaction range �2.5 � l, where l is a characteristic length,

equal to the average distance between particles. The CP–CP interactions can be simulated

by a soft-sphere, energy-conserving potential with an attractive tail. The CP–CP forces

conservative in nature and can be simulated by the two-body Lennard–Jones potential

(see Equation (26.14)).

Dissipative particles, the “droplets of fluid” represented by solvent particles (SP) located in

the closest neighborhood of the colloidal particles with an interaction range�2.5 � l. The

SP–SP and CP–SP forces represent only the two-body central forces given by Equation

(26.25).

Fluid particles (FP), the “lumps of fluid” represented by the particles in the bulk solvent,

with an interaction range �1.5 � l. Noncentral forces are included within this framework

(see Equation (26.29)).

Interactions among colloidal particles have been studied for more than 50 years. Colloids can be

regarded as complex many-body systems described by highly approximate treatments drawn

from classical statistical physics. As follows from the conventional (Derjaguin, Landau, Verwey,

Overbeek) DLVO theory, the long-range electrostatic interaction between colloidal spheres can

be modeled by a screened-Coulomb repulsion [90]. Additional interactions come from hydro-

dynamic [91] and depletion forces [92]. Some experimental findings [91,93] show that like-

charged macro ions have been attracted to one another by short-ranged forces. This fact cannot

be explained by the conventional theories. The simulation results described in Ref. [94] show

that the fluctuation of the charge distribution by the small ions results in the attraction between

micro ions. The mean force is a combination of hard-sphere and electrostatic force. As an approxi-

mation F(rij) (see Equation (26.14)) of the mean force between colloidal beads, we use the sum of

the Lennard–Jones (L–J) force and a very steep force with a soft core. In Figure 26.10 we depict

that the approximation is very close to the mean force obtained from large-scale Monte–Carlo
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calculations performed for a real colloidal mixture [94]. The force well depth is proportional to 1,

the minimum of L–J potential, which is called here the cohesion factor. Unlike in our previous

papers exploiting two-level model [20,84,95], we introduce an additional noncentral dissipative

force between colloidal beads. This force is responsible for dissipation of energy due to bead

collisions. The colloidal particles are larger and heavier than FPM “droplets” and their interactions

are singular. Therefore, thermal fluctuations are transferred from the bulk of fluid and are partly

dissipated inside the colloidal agglomerates (F̃ij ¼ 0, if i and j are colloidal particles). There is

also no drag between colloidal beads (B(rij) ¼ 0) because the binder layer covering colloidal

beads is assumed to be very thin.

The bead-“droplet” interactions are simulated by employing FPM forces. This is justifiable on

the following grounds:

1. The bead-“droplet” forces cannot be singular.

2. Nonzero Brownian component (F̃ij = 0) comes from the fluid “droplet”.

3. Viscous drag (B(rij) = 0) comes from the fluid “droplet” and the electrolyte binder.

4. The electrolyte concentration in electrolyte–solvent mixture surrounding the agglomerate

is low, thus electrostatic bead–“droplet” interactions are negligibly small.

Because the colloidal bead contains a hard core, we have modified repulsive part of

conservative FC bead-“droplet” forces, thus making it steeper than for “droplet”–“droplet”

interactions.

Solvent particles are represented by DPD particles and they are employed for simulations

involving a larger cut-off radius. In the case of three-level computations in which the interaction

range of CP particles is �2.5 � l, DPD particles are defined only within the nearest neighborhood

of CP particles. We employ the FPM model for simulating the rest of the fluid system. Owing to the

comparable size for the free types of particles, the timestep for integrating the Newtonian equations

of motion is uniform. Thus the three-level system consists of three different procedures, each

representing a particular technique of interparticle interactions.

FIGURE 26.10 The model of the two-body conservative forces representing the CP–CP interactions [21].
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F. SMOOTHED PARTICLE HYDRODYNAMICS

In the macroscale, the particles can also be considered as moving mesh nodes, as it is so conceived

in SPH [86,96] and moving particles semi-implicit method (MPS) [96]. Both of the algorithms

belong to the wider class of approximation methods defined in Ref. [33]. The particle system is

defined by mass mj distribution in space, where fluid density in r is given, by the approximation

formula

ri(r) ¼
XNi

j¼1

mjWij(r� rj, h) (26:36)

where W(rij, h) is a a smoothing (or interpolation) kernel function and h defines a cut-off radius for

which if jrijj . h) W( ) ¼ 0. The role of this function is to transform the point representation of

mass of particle to a spatially spread density. It is a bell-shaped function, which has a continuous

and smooth first and usually second derivative. The simplest function, which meets these require-

ments is the Gaussian

W(r, h) ¼
1

hnpn=2
e�(r=h)2

: (26:37)

The simple Gaussian has the practical disadvantage that is not finite in extent. To overcome this

problem, we can use the second-order accurate form of Monaghan and Lattanzio kernel, which is

given by the formula

W(r, h) ¼
1
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From the principles of approximation [96] and statistical mechanics, we can show that for a con-

tinuum function f ( ) the spatial average of this function and its gradient are defined respectively as

kf (r)l ¼
XN

i¼1

f (ri) �W(r� ri, h)
mi

ri

; krf (r)l ¼
XN

i¼1

f (ri) � rW(r� ri, h)
mi

ri

: (26:39)

This spatial averaging over different length-scales transforms the partial differential equations of

continuum hydrodynamics into a set of nonlinear ordinary differential equations for the particle

velocity v and internal energy 1

dvi

dt
¼ �

XNi

j�1

mj

Pi

r2
i

þ
Pj

r2
j

 !
� rW(ri � rj, h),

d1i

dt
¼ �

Pi

r2
i

XNi

j�1

mj(vi � vj) � rW(ri � rj, h) (26:40)

where Ni is the number of particles in O(ri, h) sphere. The first equation can be interpreted as the

equation of motion for a set of nodes i and j in which transient pressures and densities are Pi, Pj and

ri, rj, respectively, and which “interactions” are derived in a canonical manner from the force laws

of continuum hydrodynamics. In order to compute the local pressure, an equation of state Pi(ri, ui)
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should be specified. For an ideal gas, the equation of state is

Pi ¼ (k� 1)ri1i (26:41)

where k is the ratio of specific heat capacities of the gas and 1i is the internal energy per unit mass

for particle i, also referred to as specific internal energy. We can also use the polytropic equation of

state

Pi ¼ Krki (26:42)

where K is a measure of the entropy of the gas, which can be globally constant or can vary

both globally and in local terms. These two equations assume that the ratio of specific heats k is

unchanging throughout the simulation. The following equation

Pi ¼
kriTi

mi

(26:43)

has no such the restriction, as the temperature appears explicitly in the equation of state where k is

Boltzmann’s constant, Ti is the temperature, and mi is the mean molecular weight associated with

particle i. In order to avoid large fluctuations in the SPH particle system, the artificial viscosity

term in Equation (26.40) has to be introduced [86,96]. Similarly to MD, DPD, and FPM, the evol-

ution of the smoothed particle system is then described by the Newtonian equations of motion

Equation (26.1)–Equation (26.3).

The following features make SPH useful for simulation macroscopic flows:

. SPH will automatically follow complex flows and can easily maintain constant mass resol-

ution. This can be achieved by using spatially variable smoothing lengths h(r), and keeping

a constant number of neighbors within radius �h, (typically one requires 30–70 neighbors

within 2h.) This gives a large dynamic range in density, not an unusual situation for astro-

physical problems. Typically, densities ranging dynamically over more than six orders of

magnitude can be represented.
. SPH only performs calculations in the relevant regions, i.e., where the mass is located. No

computational time will be spent in empty regions.
. It is relatively easy to include other physical processes in SPH. The equations retain their

original mathematical form to a high degree. Many types of equations of states have been

used, sometimes very complex.

The SPH has also disadvantages, which can be enumerated as follows:

. Simulating shock phenomenon is not the strongest part of SPH. SPH relies on the use of

artificial viscosity, in order to resolve shocks. Typical shock resolution is then around

three smoothing lengths. State-of-the-art finite difference schemes, like the Piecewise Para-

bolic Method (PPM) [98], can achieve far better (at comparable resolution). Typically, SPH

needs numbers of particles in excess of 100,000, when shocks are present.
. SPH works best if the smoothing lengths are variable, but the resolution will then be highest

in high density regions. Low-density regions may then be poorly resolved. The transition of

sound waves into shocks, as they propagate into a rarefied medium, is an example where

SPH would not be suitable.
. In generic SPH spherical kernel functions are used. The distribution of neighbors to a particle

should then be roughly isotropic for the interpolation formulas to work properly. This will not

be the case if thin (less than�h), sheets or disks forms. Although, this is mainly a question of
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using sufficient resolution (enough many particles), three dimensional SPH does not correctly

represent “two-dimensional” SPH when a computational region contracts to a sheet.

In order to bridge mesoscopic scales with the scales described by SPH technique, Serrano and

Español [32] propose a new version of dissipative particle dynamics, the thermodynamically con-

sistent DPD (TC-DPD).

G. THERMODYNAMICALLY CONSISTENT DPD

The thermodynamically consistent DPD method at present represents a superset for the classical

DPD, FPM, and smoothed particle dynamics models. The main features of this new approach in

comparison to the classical DPD are that:

1. Apart from position ri and velocity vi, the volume ni (or density ri), temperature Ti and

entropy Si of the particle Xi are the relevant dynamical variable, thus Xi ;
(ri, vi, ni, Ti, Si) and

2.

ri ¼
X

j

W(rij), ni ¼
1

ri

, ẽij ¼ W 0(rij)eij (26:44)

where W( ) is a Gaussian weighting function.

3. The forces are given in terms of discrete versions of the gradient of the stress tensor.

This approach involves finite volume Lagrangian discretization of the continuum equations of

hydrodynamics through the Voronoi tessellation technique shown in Figure 26.11.

FIGURE 26.11 The schematics of coarse-graining idea realized by the top-down thermodynamically

consistent DPD model. The Voronoi cell represents a fragment of continuum fluid. This fragment can be

treated as a dissipative particle with variable mass, volume, temperature and entropy. The thermo-

dynamically consistent DPD particles interact with forces dependent not only on their positions and

velocities but on the current thermodynamic states of interacting particles as well.
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Finally, we can describe the evolution of the fluid particle system by the reversible (SPH)

Ṗi ¼ �
X

j

ẽij

pj

r2
j

þ
pi

r2
i

 !
(26:45)

and irreversible terms for momentum P� and entropy S�

Ṗ
�

i ¼ �
X

j

1

n̂
gij(Ti, Tj)(vij � ẽij)ẽij þ

X

j

F̃ij,

Ti

d

dt
(S�i �

~Si) ¼
X

j

f (Ti, Tj, n̂, vij, ẽij) (26:46)

where n̂ is the average volume of i and j particles, gij, the viscosity, F̃, ~S, are the random factors for

the force and entropy, respectively. The temperature Ti, the chemical potential and the pressure for

each of fluid particles can be computed as corresponding partial derivatives of internal energy

function 1(S�, N, V) which form can be approximated by the fundamental equation of ideal gas

(as it is in Ref. [32]) or derived experimentally for a real fluid.

The formalism of thermodynamically consistent dissipative particle dynamics represents a

consistent discrete model for the Lagrangian fluctuating hydrodynamics. Equation (26.45)–

Equation (26.46) conserve the mass, momentum, energy and volume. The irreversible (produced)

entropy S� is a strictly increasing function of time in the absence of fluctuations. Thermal fluctu-

ations represented by F̃, ~S are consistently included, which lead to an increase of the

entropy and to correct for the Einstein distribution function [31].

Viscous forces between a pair of fluid particles depend not only on the velocities of this pair but

also on the velocities of the nearest neighbors. Therefore, we need to retain a great deal of infor-

mation about the fluid state. Moreover, unlike in classical DPD, thermodynamically consistent

DPD method adaptatively controls the spatio-temporal scale of the model. The transport properties

of thermodynamically consistent DPD fluid are known a priori. The size of the thermal fluctuations

is given by the typical size of the volumes of the particles, scaling as the square root of this volume.

The need to incorporate thermal fluctuations in a particular system will be determined by the exter-

nal length-scales that need to be resolved. In the case of submicron colloidal particles, we require to

resolve the size of this particle with fluid particles of size an order of magnitude or two smaller than

the diameter of the colloidal particle. For these small volumes, fluctuations are important and lead

to the Brownian motion. The grains, one order of magnitude greater, require fluid particles to be

much larger, in which case thermal fluctuations are small or negligible. The thermodynamically

consistent DPD represents a truly multiscale discrete-particle model, which shows its true ability

by the effect of controlling the amplitude of thermal fluctuation depending on the spatio-temporal

scale simulated. This, for example, allows for studying both the lamellar and disordered structures

in binary fluids in multiple scales.

Summarizing, the hierarchy of gridless particle methods is presented in Figure 26.12. The

methods establish a sound foundation for cross-scale computations, ranging from nanometers to

centimeters. They can provide a framework to study the interactions between microstructures

and large-scale flow, which are of value in blood flow [22,99–101] and other applications in poly-

meric and blood dynamics.

We should emphasize strongly here that molecular dynamics forms the centerpiece from which

the other techniques are derived and are employed for attaining greater length-scales. Therefore, the

numerical models of the particle methods having similar framework are very interesting for mod-

eling multiscale phenomena. As shown in Refs. [40,82,99], by generalization of the well-known

numerical MD models onto mesoscopic scales, we can solve many technical problems by correctly
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implementing other discrete-particle methods. Some of these mainly algorithmic and implemen-

tation problems we demonstrate in the following section.

III. COMPUTATIONAL ASPECTS OF DISCRETE-PARTICLE SIMULATIONS

As we showed in the previous section, the discrete-particles model represents a multiresolutional

approach for modeling complex phenomena from atomistic scales to the scales of meters.

By changing the notions of the “particle,” the “interactions” and by controlling the magnitude

of fluctuations, we can use the same computational framework for simulating different

scales. This is a real advantage over hybridized continuum-discrete models [24,65]. On the

other hand, the high computational demand required by particle-based codes is the principal

disadvantage of this approach. However, the efficiency of discrete-particle methods can be

considerably increased by using modern algorithms, processor architectures and parallel

systems.

The common computational framework of the discrete-particle approach bases on four types of

algorithms:

1. The algorithms used for efficient computations of interparticle forces. The principal

problem is how to avoid crude schemes in which all particle–particle forces are evaluated.

Assuming that the number of particles is equal to N, for two-body forces the crude scheme

is of order O(N2).

2. The numerical schemes used for integration of the Newtonian equations of motion. Stable,

accurate and efficient schemes are in great demand. Unlike in the standard MD codes, in

FPM and DPD due to the random Brownian force, the equations of motion are stochastic

FIGURE 26.12 Schematic diagram illustrating the various hierarchies of the gridless particle methods and

their resolved length-scales, spanning from nanometers to macroscopic dimensions.
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differential equations (SDE). Therefore, new numerical schemes, different than those used

for ordinary differential equations, are necessary for integration.

3. Complicated boundary conditions should be simulated.

4. Clustering procedures are required for extracting microstructures developed due to

simulation.

To make calculations more efficient, the particle codes are usually run on multiprocessor systems in

broad variety of computer architectures and parallel interfaces. In this section, we present basic

issues exploited in construction of a typical discrete-particle code based on the FPM.

A. CALCULATION OF INTERPARTICLE FORCES

We consider here an isothermal three-dimensional system, which consists of M particles. The par-

ticle system is simulated within a rectangular box. The box can be closed or periodic. The particles

of uniform or various types can be distributed randomly in the box, i.e., this multicomponent system

can be perfectly mixed initially or separated by a sharp interface (stratified, circle, rectangular,

and random shape). The particles defined by mass mi, position ri, velocity vi and angular velocity vi

interact with each other via a two-body, short-ranged forces given by Equation (26.25)–Equation

(26.29). We assume also that, rcut is a cut-off radius, which defines the range of FPM particle

interactions. For rij . rcut, Fij ¼ 0.

As shown in Figure 26.13, the box is divided into cubic cells of the edge size lC � rcut. For

multicomponent fluid with different interaction ranges, we assume that lC � maxk(rcut,k), where

k means the kind of interaction. The forces are computed by using O(M) order link-list scheme

[67]. The force on a given particle includes contribution from all the particles that are closer

than rcut and which are located within the cell containing the given particle or within the adja-

cent cell (see Figure 26.13a). The link-list scheme can also be used for finding neighbors in the

sphere of radius rcutþ d (see Figure 26.13b), where d	 rcut. The lists of neighbors (so-called

Verlet neighbor list [29]) calculated for each particle can be used during d/vmax timesteps,

where vmax is the maximal particle velocity in the system. Then the lists have to be updated

by using the link-list scheme. On the one hand, such the hybrid algorithm combined

with multiple-timesteps method can increase the computational efficiency more than twice.

FIGURE 26.13 (a) The computational box divided into cells with size of the interaction range rcut. (b) The

Verlet list of neighbors is searched in the sphere with radius slightly larger than rcut.

Modeling Mesoscopic Fluids with Discrete-Particles 743



On the other hand, it involves high computational load and is usually inefficient in parallel

environments.

Parallel computing requires decomposing the computation into subtasks and mapping them

onto multiple processors. The total volume of the box is divided into P overlapping subsystems

of equal volume, and each subsystem is assigned to a single processor in a P processors array.

By using single program multiple data (SPMD) paradigm, commonly used for MD code paralle-

lization, each processor follows an identical predetermined sequence to calculate the forces on

the particles within assigned domain.

Among many parallel implementations of molecular dynamics code [8,24,30,35] two

approaches for particles redistribution between processors are employed (see Figure 26.14).

1. The box is sliced along one coordinate and divided into identical sub-boxes (see

Figure 26.14a).

2. The system is partitioned into a mesh of sub-boxes in x-, y-, and z-directions

(see Figure 26.14b).

The particle positions and velocities from cells, which are situated on the boundaries between

processor domains, are copied to the neighboring processor (see Figure 26.15). Thus the

number of particles located in the boundary cells defines the communication overhead.

Let us assume that:

1. The system is confined in a box elongated in z-direction and the x, y cross-section of the

box is a square of unit area.

2. The number of processors P, the system size and the length of the box Lz
 1 are constant.

3. The box is partitioned along z-axis onto processor domains.

For this case, the communication overhead tstrips, which is proportional to the area of the interface

between processor domains, is constant and equal to 1. Let us assume that the box is partitioned

additionally into n2-mesh of identical sub-boxes on x, y-plane. The communication cost tbox for

n . 1 is proportional to the area of walls (only half of them) of a single sub-box and is equal to

[2Lz/(P/n2)] . 1/nþ 1/n2. For sufficiently long boxes with L
 1 the ratio of two overheads

w ¼ tbox/tstrips ¼ [2Lz/(P/n2)] . 1/nþ 1/n2 is greater than 1. This means that the communication

overhead is lower, and consequently calculation communication ratio higher, for the first method

FIGURE 26.14 Two approaches for geometric parallelization of the computational box.

744 Finely Dispersed Particles



consisting in slicing the box onto strips along z co-ordinate. The value of w is less than 1 for more

regular computational boxes, e.g., a cubic computational box for which P � n3 and Lz ¼ 1. In this

case, the second partition method dividing the box into cubic sub-domains is better.

Slicing the box along the z-axis considerably simplifies the routing of messages and enables

sending them in unblocking way. Each processor sends the message only in one direction to its

closest neighbor. The load balancing is easier and consists in shifting the boundaries of processor

domains along one direction, whereas for the second method the load balancing schemes are very

complex requiring irregular mesh.

Many parallel implementations of molecular dynamics codes employ neighbor tables for each

particle for speeding-up the evaluation of forces. This increases considerably the memory require-

ments, communication overheads, and makes the code more complex. FPM has two-fourth times

greater memory requirements than codes for molecular dynamics. Besides the positions and

forces in highly optimized parallel codes for large-scale MD [8,35] (minimum 6 arrays), additional

arrays must be allocated such as: the angular and translational velocities, torques and replicated

arrays for velocities needed for integrating Newtonian equations of motion, that is, minimum

24 arrays. Moreover, the random number generator is invoked for computation of Brownian

forces for each pair of interacting particles.

Therefore, the speed-up expected from application of neighbor tables can be compromised

due to the effect of frequent cache misses resulting from its overload. The particles from bound-

ary cells “cached” on the neighboring processors and those migrating from one processor to

another must be updated every timestep (see Figure 26.15). Unlike in MD, the FPM forces

(see Equation (26.29)) depend not only on the particle positions but also on translational and

angular velocities. Moreover, besides reaction forces, the reaction torques must be updated.

Thus, the communication overhead is almost three times greater for FPM than for MD.

Because FPM fluid particle interacts only with their closest neighbors, the number of inter-

actions per particles is smaller by factor of 4.5 than for a standard MD code. However, the

number of arithmetic operations involved for evaluation of FPM interactions is greater, at

least by the same factor, than for calculating the Lennard–Jones forces in MD code. Thus,

FIGURE 26.15 (a) The schematics of the geometrical decomposition of the computational box. The

decomposition of the computational boxes for red blood cells flow in a capillary without (b) and with

(c) load-balancing [102].
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we may expect that computational load per particle should be similar for these two cases. Sum-

marizing, the high memory load in FPM will result in:

1. greater communication overhead,

2. more frequent occurrence of cache misses,

than in standard implementations of MD method in multiprocessor environment (e.g., see

Ref. [35]).

B. TEMPORAL EVOLUTION OF FLUID PARTICLES

Integration of the Newtonian equations of motion in DPD and FPM is more complex than in MD.

From Equation (26.25) and Equation (26.29), we note that the forces and torques depend not only

on particle positions (as in MD) but translational and angular velocities as well. Moreover, due to

the random Brownian force, the equation of motion are SDE. Numerical integration of SDE by

using classical Verlet [29] and leap-frog schemes generate large numerical errors and artifacts

[103], e.g., resulting in unacceptable temperature drift with simulation time. Therefore, very

small timesteps should be used to obtain a reasonable approximation to the thermodynamical

quantities. The Verlet and leap-frog schemes for DPD are following succeedingly.

1. Verlet

1. v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

2. r rþ vDt

3. Calculate FC, FD(v), FB (26:47)

4. v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

5. Calculate kBT ¼
m

3N � 3

PN

i¼1

v2
i

2. Leap-Frog

1: v0  v

2: v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

3: v0 ¼
1

2
(v0 þ v)

4: r rþ vDt

5: Calculate FC, FD(v), FB

6: Calculate kBT ¼
m

3N � 3

PN

i¼1

v2
0i

(26:48)

The predictor-corrector numerical schemes are both very time and memory consuming, which for

high memory load for DPD and FPM will result in additional overheads. However, as shown in

Figure 26.16, the two schemes such as DPD-VV [83] and especially the modern scheme described

in Ref. [103], which applies thermostat, allow for using more than twice larger timesteps and

greater accuracy than obtained for the Verlet and leap-frog algorithms. The schemes are following

succeedingly.
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3. DPD-VV

1: v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

2: r rþ vDt

3: Calculate FC, FD(v), FB

4: v0  v

5: v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

6: v0  
1ffiffiffi
2
p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(v2

0 þ v2)
p

7: Calculate FD(v)

8: Calculate kBT ¼
m

3N � 3

PN

i¼1

v2
0i

(26:49)

4. SC-TH

1: _h C(kBT � kBT0)

2: h hþ _hDt

3: g 
s2

2kBT0m
(1þ hDt)

4: v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

5: r rþ vDt

6: Compute FC, FD(v), FB

7: v vþ
1

2

1

m
FCDt þ FDDt þ FB

ffiffiffiffiffi
Dt
p� �

8: Compute FD(v)

9: Compute kBT ¼
m

3N � 3

PN

i¼1

v2

(26:50)

1.005

1.004

1.003

1.002T

1.001

1

0.999
0.006 0.008 0.01 0.012 0.014 0.016 0.018

VV
LF

DPD-VV
Sc-Th

0.02 0.022
dt

FIGURE 26.16 Increase of the error in calculated temperature T for the particle system (N ¼ 105 particles) for

DPD simulations, which use various timestep dt.
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The size of the timestep Dt should be estimated from the characteristic time scales for both

rotational and translational motion. The mean collision time tcol defines the time scale for the trans-

lational motion, which is given by:

tcol ¼
l

kvrell
(26:51)

where kvrell is a relative velocity, l, is the characteristic length-scale, which is equal to the average

distance between particles.

Both the quality and numerical stability of the model can be estimated from the temporal beha-

vior of the thermodynamic temperature T th and dimensionless pressure d ¼ kB
.T/(P/n). As shown

in Ref. [95], the temperature Tth of the system, computed as the average kinetic energy of the FPM

particle systems, fluctuates no more than 1.5%. Its average differs from the temperature T assumed

(computed from detailed balance Equation (26.27)) on approximately 0.1%. For comparison, at the

similar simulation conditions (but in 2D) and the same timestep, the equilibrium temperature Tth

for DPD simulation of phase separation obtained in Ref. [104] is roughly twice its input value.

The temperature drift (upward or downward, depending on the hardware and compiler used)

caused by the round-off error, which is apparent for large number of timesteps, we have greatly

reduced by using 64-bit compiler. The partial pressure Pth of FPM fluid computed from the

viral theorem [29], can also be approximated accurately by the Equation (26.26) and Equation

(26.32) [71,95].

C. BOUNDARY CONDITIONS

Periodic boundary conditions (PBC) simulate the system of unlimited number of interacting

particles by limited number of interacting lattices where each of them stands for a particle and

its replicas. When the distance between a particle and its nearest image is too short, long wave-

length phenomena are cut and their energy is passed to the shorter waves, which go through the

box generating numerical artifacts. Moreover, the commonly used computational box shape,

such as rectangular prism, makes the system highly anisotropic. In Refs. [105,106], the

minimum image convention is presented for noncubic boxes such as truncated octahedron,

rhombic dedocahedron and hexagonal prism. In spite of the more symmetric geometry and

savings in CPU time due to increase of the nearest image distance, the noncubic boxes are still

not popular in particle simulations. There are at least two basic problems with noncubic boxes

for simulating large particles ensembles.

1. Noncubic boxes involve noncubic cells in the linked-cells algorithm. This makes the code

very clumsy (especially in 3-D) due to greater number of walls, edges and vortices in non-

cubic cells than for cubic ones, thus involving complicated nearest image convention

schemes [107].

2. Domain decomposition is difficult for noncubic boxes.

In Ref. [107], a method for uniformization of the periodic box shape for small particle system was

presented. As shown in Figure 26.17b, the periodic box can be divided into two, black and white,

rectangles of the same size. Unlike for the periodic square, the box replicas are shifted creating

checker board picture (see Figure 26.17b). For properly selected box sizes Lx, Ly, and Lz, we

can reproduce different shapes. For example, the periodic hexagon can be simulated assuming

that Lx/Ly ¼ 1/
ffiffiffi
3
p

(see Figure 26.17c) while the box with Lx ¼ 1, Ly ¼ 1, and Lz ¼ 2 (see

Figure 26.17) corresponds to periodic rhombic dodecahedron [107].

The possibility of application of linked-lists method with cubic cells for noncubic periodic

boxes is the great advantage of using the checker-board PBC. We present following the translation
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scheme for renumbering the cell coordinates: Nx, Ny, and Nz, from the border of the computational

box by replicating periodic rombic dodecahedron.

ix ¼ INT ((float(Nx)/N)þ 1) 2 1

iy ¼ INT ((float(Ny)/N)þ 1) 2 1

iz ¼ INT ((float(Nz)/N)þ 1)þ INT (float (Nz)/N) 2 INT (float(Nz)/(2 * N)) 2 2

iz ¼ iz * [(abs(ix)þ abs (iy)þ abs(iz) 2 1) mod 2]

Nx ¼ Nx 2 N * ix

Ny ¼ Ny 2 N * iy

Nz ¼ Nz 2 N * iz

where N is here the number of cells in each direction of one half of computational box.

The parallel code for the checker-board periodic boundary conditions is relatively easy to

implement by assuming that the box is decomposed by segmenting it along x or y coordinate

(on Figure 26.15). For boxes elongated in z-direction, such a decomposition will increase

communication time due to thin layers of domains and larger interface area between neighboring

processor domains. Slicing the box along z-axis (see Figure 26.15) may generate even more serious

problems with communication. The processors will communicate not only with their neighboring

processors, but also with the distant processors. In this situation, communication time may depend

strongly on the architecture and memory access time of the parallel system.

For simulating the flow in an elongated and periodic capillary, we have employed the hexago-

nal prism PBC. The checker-board PBC are realized only on x, y plane. This preserves more circular

shape of the capillary section than for a periodic rectangular prism and allows us to employ the

same strategy of domain decomposition as shown in Figure 26.14a and Figure 26.15b,c. We

simulate the box with circular section in x, y plane with reflecting or dissipative boundaries in x-

and y-directions by filling superfluous space with heavy or motionless particles. Applying this

same method we can model more complex boundaries such as shown in Figure 26.18 and

Figure 26.19. The most difficult problem is to simulate the flow using the same number of particles.

Unfortunately, there is not any efficient and reasonable algorithm, which can replace classical

FIGURE 26.17 (a) Classical periodic boundary conditions, (b) checker-board periodic boundary conditions

(CPBC), (c) and (d) various shapes of computational box simulated by CPBC.
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approach assuming the periodic boundary conditions in the direction of flow. To reduce inevitable

errors resulting from this assumption, various techniques were implemented but any of them can be

regarded as the best one.

D. CLUSTERING PROCEDURE

The patterns created in macrosopic flows, for which a homogeneous physical process dominates

in multiple spatio-temporal scales, have typically self-similar fractal structures. In Refs. [21,87,

99,101], we show that the strong heterogeneities of the flow in the mesoscale co-produce

complex multiresolutional patterns. The creation of micelles, colloidal arrays, colloidal agglomer-

ates, and large-scale instabilities in fluid are the consequence of the competition between two

coupled nonlinear processes: global motion of particle ensembles and local interactions between

particles. These multiscale structures are complex due to the inflexibility of the description level

with varying scale of observation. The detection of particle clusters for controlling their temporal

behavior represents a very important aspect in visualizing and extracting the complex patterns.

We have solved the problem for detecting clusters by using efficient O(M) clustering algorithm

(where M is the number of particles) inscribed in parallel structure of FPM code [99].

Clustering is a fundamental concept in pattern recognition and data mining (e.g., see [108,109])

but also has many applications in fields such as earthquake physics, astrophysics, and polymer fluid

FIGURE 26.19 Two different models representing the structures of the same porosity but different average

pore size, of the 3-D preform (here X–Y projections) generated by using droplets coalescence simulation

[104]. The structures are compared to the ceramic preform used in an experiment.

FIGURE 26.18 Modeled capillary vessels. The particles represent endothelial cells. They interact one with

another via harmonic force to mimic the physics of elastic properties of the walls.

750 Finely Dispersed Particles



dynamics. Clustering is used for classifying similar (or dissimilar) patterns represented by N-

dimensional vectors. Depending on the data structures, different clustering schemes must be used.

There are two principal approaches for classifying data. The first one consists in nonhierarchical

extraction of clusters. This approach is used mainly for extracting compact clusters by using

global knowledge of the data structure. The most known and simplest techniques base on

K-means algorithm [108]. The main problem with K-means is that the final classification represents

the local minimum of criterion function. Thus for multimodal functions, starting from different

initial iterations, we can obtain different cluster structures. Because the global information about

the data is required for the nonhierarchical schemes, the nonhierarchical algorithms also suffer

from a high computational complexity and most of them require an a priori knowledge about the

number of clusters. On the other hand, agglomerative clustering schemes [108] consist in the sub-

sequent merging of smaller clusters into the larger clusters, based on a proximity criterion. Depend-

ing on the definition of the proximity measure, there exist many agglomerative schemes such as:

average link, complete link, centroid, median, and minimum variance algorithm. The hierarchical

schemes are very fast for extracting localized clusters with nonspherical shapes. All of them

suffer from the problem of not having properly defined control parameters which can be matched

for the data of interest and hence can be regarded as invariants for other similar data structures.

For finding the microstructures in colloidal suspensions, we have applied the agglomerative algor-

ithm based on the mutual nearest neighborhood (MNN) concept [110], which is outlined as follows:

1. Find the list Li of K nearest neighbors j of each particle i in Rclust radius and sort out the list

in ascending order according to the distance between i and j particles. Thus Li(k) ¼ j and k

is the position of the particle j in the list. This procedure can be performed in parallel along

with computation of forces in FPM code. To reduce the communication overhead, we use

the parallel clustering algorithm off-line after simulation.

2. Assuming that Li(k) ¼ j and Lj(m) ¼ i, compute MNN(i, j) distances defined as:

MNN(i, j) ¼ mþ k. The maximum MNN distance is less than 2K.

3. Begin a classical agglomerative clustering algorithm (e.g., nearest linkage [103]) with the

linked-lists concept, starting from the smallest MNN(i, j) ¼ 2 value.

4. This is terminated upon reaching the greatest value of MNN.

The value of Rclust should be somewhat larger than the spacing between particles in aggregates

(Rclust � 0.2–0.3 � rcut), and K value should be between 3–8. In Figure 26.20, we show the

FIGURE 26.20 (a) Clusters of colloidal beads (dark gray) found by MNN algorithm for the two-level

MD-SPH particle system. The gray particles represent a solvent. (b) Zoom-in of the system. Only colloidal

clusters are shown. The largest one is colored in light gray.
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cluster of colloidal beads obtained from aggregation process. These events are detected by using

MNN algorithm [101,110].

The MNN clustering scheme usually applied for classifying N-dimensional patterns, is also

truly promising tool for visualizing voluminous complex scientific data. Unlike the standard algo-

rithms deployed in computer graphics, such as volume rendering, ray casting and ray tracing, the

clustering schemes can be applied in extracting effortlessly valuable information from unstructured,

irregular data, such as also found in finite-element calculations and wavelets besides the discrete-

particle simulations treated here.

IV. COLLOIDAL DYNAMICS MODELED BY DISCRETE-PARTICLES

Here we present the results of high-performance simulation of mesoscopic fluids obtained by using

discrete-particles methods described in the previous sections. Starting from the NEMD applied for

simulating the Raleigh–Taylor mixing in the atomistic scale we show that by coarse-graining of

scales we are able to model the same process involving mixing in the mesoscale, the droplet detach-

ment process, phase separation and the thin-film evolution. We exploited multilevel particle

approach for simulating micelles and colloidal crystals, creation of colloidal aggregates and their

dispersion. Finally, we describe briefly the model of blood flow in capillary vessels, which is

based completely on discrete-particle approach, and we discuss the results of modeling.

A. RAYLEIGH–TAYLOR INSTABILITY IN ATOMISTIC AND MESOSCOPIC FLUIDS

NEMD simulations in which collision operator Vij is defined as a central, mostly short-ranged, con-

servative force have been used extensively in the past few years to study the rheology and instabil-

ities in fluids represented by models of varying complexity [27,710pc102]. For example, for many

years the problems of turbulent mixing have been thoroughly investigated theoretically, experimen-

tally, and numerically [111–113]. The classical experiments have been carried with the temporal

evolution of mixing involving two superimposed fluids, with different densities under a gravita-

tional field (the Rayleigh–Taylor instability) or in shock waves (the Richtmyer–Meshkov instabil-

ity). Numerous computer simulations, which are based on the Navier–Stokes equations, reveal the

complex nature of the phenomenon, enable the validation of theoretical ideas concerning the initial

stages of the process occurring in linear regime, and explain new mechanisms and properties of

mixing in the nonlinear regimes.

In Ref. [20] we showed that the bubble-and-spikes regime of the Rayleigh–Taylor (R–T)

instability (see Figure 26.21) is similar in both the molecular and in the macroscopic scales.

FIGURE 26.21 The snapshots from 2-D NEMD simulation of the Rayleigh–Taylor instability with free

surface using one million Lennard-Jones particles [36,114,115]. The box length is about 0.5 mm long. The

density contrast and microstructures such as bubbles and spikes are displayed. On the right a comparison of

the mixing layer growth for the open (a) and closed (b) particle systems is displayed.
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We simulated 2-D particle systems, which consisted of two particle layers of the same or different

thickness. A layer consisting of heavy particles is placed upon the layer made of lighter particles.

The layers represent the two Lennard–Jones fluids. The lighter one has the parameters of liquid

argon while the heavier fluid X consists of particles whose parameters can be freely changed.

Such an assumption can be justified, because we search for universal properties of mixing in mol-

ecular scale rather than for particular characteristics. Moreover, this assumption is very convenient,

because the parameters of one fluid can be easily changed with respect to the second one. This

approach allows us to explore more easily many different experimental conditions. We simulated

particle ensembles consisting of 0.7 2 3 � 106 particles in 1.3 2 5 � 105 timesteps.

As shown in Ref. [113], the growth time of bubble layer h is given by the semiempirical relationship

h ¼ A � a � g � t2 where a ¼
r1 � r2

r1 þ r2

(26:52)

is the Atwood number, r1 and r2, are the densities of the heavy and light fluids respectively, A is the

growth constant. The value of the growth constant A � 0.07 (in 3-D) and A � 0.05 (in 2-D) for

microscopic mixing in 1 mm layer of Lennard–Jones fluid (see Figure 26.21), is approximately

the same as that in the macroscale [113]. We also showed [20] that it remains stable for various

physical conditions. The influence of fluid granularity on the speed of mixing can be observed

only at a very early (exponential) stage of R–T instability. This start-up time is connected with

spontaneous instabilities formation, which appears as the cumulative result of thermal fluctuations.

We can conclude that the occurrence of the fluid instability in the microscale and its resemblance to

the similar processes in the macroscale can expand the scope of discrete-particles applications for

modeling greater spatio-temporal scales, especially mesoscopic phenomena where the thermal fluc-

tuations cannot be neglected.

The similar problem of mixing and dispersion of heterogeneities in viscous and immiscible

fluids is found universally in many fields in science and engineering. In spite of the recent advances

in understanding the mixing of homogeneous fluids in the macroscale, realistic mixing problems of

heterogeneous multicomponent fluids are inherently difficult due to the complex, multiple-scale

nature of the flow fields, the intrinsic rheological complexity and the cross-scaling nature of the

nonlinear physics, such as grain-boundary processes, chemical reactions, and geological processes

with complex rheologies. For these reasons, mixing problems have traditionally been treated on a

case-by-case basis. Classical modeling with partial-differential equations becomes intractable, if

one wishes to examine all of the details simultaneously on a cross-scale basis. As shown in

Refs. [116,117], current models incorporate two competing processes in mixing: breakup and

coalescence. These two mechanisms involve one-sided interactions without any feedback from

the microstructural dynamics back to the global flow structure. This problem of feedback of micro-

structural dynamics is very important in many applications, such as dispersion of solid nano-

particles through a polymer blend and dynamical mixing of crystals in magmatic flows.

Because of the many similarities encountered in NEMD simulation, we can justify the use of

discrete-particle method over larger scales for simulating R–T instabilities. This extension to larger

spatial scales can be realized by changing only the notion of the interparticle interaction potential

by treating a large-sized particle as a cluster of computational molecules. This idea of up-scaling

has already been adapted in the DPD method described in Section II. In Ref. [95], we show that

in the turbulent R–T instability, the sustained acceleration causes the dominant spatial scales to

evolve self-similarly and the initial scales are forgotten. The mixing layer depth hT increases

with time as hT � aATGtk as shown by many numerical (e.g., see [113]) and experimental

results (e.g., see [112]). For the two end-members; two fluid layers of equal depths and very thin

heavy fluid layer placed at the surface of lighter fluid, the values of k ¼ 2 and k ¼ 1 are

assumed, respectively. As shown, our NEMD simulations for two superimposed microscopic

Lennard–Jones fluids of equal depth yield the value of k ¼ 2. Moreover, the proportionality
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constant AB from Equation 26.52 for bubble mixing layer contribution is approximately the same as

these obtained in laboratory experiments and macroscopic simulations. A similar scenario can be

found in DPD fluids, although, unlike in NEMD experiments, DPD fluids are immiscible producing

slightly different mushroom microstructures (see Figure 26.22a) than NEMD simulations

(see Figure 26.21). The growth of interface length with time for two DPD fluid layers of equal

depth can be well approximated by aþ btþ ct2 polynomial in the period of time from the begin-

ning of the mushroom structures formation to the breakup of stems. For the cases without

mushrooms erosion, t2 dependence can be conveyed to the speed of mixing layer. We can conclude

from DPD simulation results depicted in Figure 26.22b that in the case of thinner region with

heavy fluid, the time exponent k changes from 2 to 1. Thus the same behavior is found for both

macroscopic and mesoscopic DPD particle system.

Unlike in NEMD models, the microstructures emerging due to competition between the break-

up and coalescence processes can be studied by using DPD modeling. For example, in Figure 26.23,

the four principal mechanisms, the same as those responsible for droplets breakup [118,119], can be

observed in DPD simulation of the R–T instability. As shown in [116,119], moderately extended

drops for capillary number close to a critical value, which is a function of dynamic viscosity ratio

FIGURE 26.22 (a) The temporal evolution of interface length between heavy (white) and light (black)

immiscible DPD fluids. The box length is about 5 mm long. (b) The mixing layer growth with time for 3-D

DPD particle system for various fluid thickness ratios. The numbers on the left in the legend show the light

fluid thickness in correspondence to the unit box height. The numbers in parentheses correspond to the fit

of the time exponent k.

FIGURE 26.23 Four breakup microstructures observed on different portions of the same extended thread

obtained from DPD simulation of turnover of thin heavy layer (black) in the bulk of lighter fluid (white).

Both snapshots come from two-dimensional DPD simulations with 105 particles.
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for the two superimposed fluids and the flow type, breakup by a necking mechanism. Owing to the

elongation flow producing long threads (see Figure 26.23a) of the heavy fluid, according to

Ref. [116], the necking mechanism causes the breakup in Figure 26.23b. After breakup, two daugh-

ter droplets are created. Another mechanism responsible for the stem breakup is shown in the

Figure 26.23c. The bubble structure detaches thus producing from the stem tip a cluster of small

droplets, which can overtake the large bubble. This process is similar to the tipstreaming mechan-

ism, in which small drops break off from the tips of moderately extended pointed drop [119]. As

displayed in Figure 26.23d supercritically extended drop in the presence of low shear rate and

surface tension causes a breakup of the end-pinching type. When the drop is stretched to a

highly extended thread, capillary instabilities are observed. The thread becomes unstable to

small fluctuations and will eventually disintegrate into a number of drops consisting of secondary

droplets between the larger primary drops.

In Figure 26.24 we display the snapshots from modeling of the R–T hydrodynamic instability

using smoothed particle hydrodynamics in which 105 smoothed particles were modeled in about

3000 timesteps.

Although originally designed for astrophysical problems [86], as shown in [120], SPH can also

be used for modeling polymers in the macroscale. However, smoothed particle hydrodynamics does

not include thermal fluctuations in the form of a random stress tensor and heat flux as in the Landau

and Lifshitz theory of hydrodynamic fluctuations. Therefore, the validity of SPH to the study of

complex fluids is problematic at scales where thermal fluctuations are important.

B. THIN FILM EVOLUTION

Fluid flow with a thin layer over a solid surface is of considerable technological and scientific

importance. Many industrial processes, ranging from spin coating of microchips, fast drying

paint production, to the design of photographic films, are based on thin-film dynamics. When

the films are subjected to the action of various mechanical, thermal or structural factors, they

display interesting dynamical phenomena, such as wave propagation, wave steeping, fingering

and the development of chaotic behavior.

The force driving the coating flow is usually gravity and/or an externally applied pressure. One

boundary surface of the liquid layer is its interface with the supporting fluid, the other a fluid inter-

face. If the ambient fluid is a dynamically passive gas, the film has a free surface as it flows down

inclined planes. Coating flows are free-surface flows and as such are difficult be solved mathemat-

ically. The free surface is an integral part of the solution. In the solution scheme, it must be guessed

FIGURE 26.24 The snapshots from a simulation using smoothed particle hydrodynamics of the Rayleigh–

Taylor instability for gases. The size of the box is approximately 1 cm. The dark grey system represents

fluid which is 10 times heavier than the lighter one placed in the bottom (invisible in this figure).

Approximately 105 SPH particles have been modeled.
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and this guess must be iterated upon until it satisfies the flow and free surface conditions at

all points. Such films can display additional rupture phenomena; creation of holes, spreading

of fronts and the development of fingers. In principle, the film dynamics is governed by the set

of Navier–Stokes (NS) partial differential equations (PDE) supplemented by appropriate

moving boundary conditions. However, a full NS problem in extended spatial and time domains

is difficult to solve, even with the most powerful modern computers. Therefore, a simpler, solvable

description of the evolution, which is a sufficiently good approximation to the corresponding

solution of the NS problem, is usually considered. The most popular case of such a simplification

is known as the long-wave theory [121], in which the problem is reduced to a single PDE, which

describes the evolution of the film thickness in one spatial variable. Lubrication equation is also

commonly used to describe thin-film or liquid layer dynamics, driven by the large surface

tension [122]. A simplified evolution equation (EE) is represented by the fourth-order nonlinear

PDE. The EE solution exhibits steeping of the wavefronts, leading to wave-breaking in a finite

time. A system of at least two coupled PDEs is needed for a good approximation of the long-

wave regimes. However, the difficulty faced in attempting to solve them is correspondingly

severe and can approach the level of difficulty in the original NS system. Moreover, for very

thin films, molecular forces and surface tension varying with fluid thickness should also be

taken into account. Therefore, for investigating its long-time evolution including droplet detach-

ment and its fragmentation, the EE approximation may be insufficient.

In Ref. [123], we propose an entirely different numerical model of fluid film dynamics from

those, which can be derived from the NS approach or its asymptotic expansions. The model is

based on the DPD particle model and can be used for simulating thin-film dynamics in the mesos-

cale. Instead of changes of film thickness in nodal points in time according to the evolution equation

discretized in both space and time, the temporal evolution of DPD particle system is governed by

Newtonian laws of motion Equation (26.1)–Equation (26.4).

As shown in Figure 26.25, a thin film falling down inclined plane or a vertical wall produces

fingers of different kind than these observed in the R–T mixing. In simulating falling sheet case,

we begin with a dry wall and opens a gate at x ¼ 0. This allows the viscous fluid of constant

volume V to flow down the wall (along x-axis) with a straight contact line (parallel to z-axis)

that moves according to the direction of the gravitational field. Some time after the release (the

time depends on the fluid thickness, viscosity, physical properties of the wall surface etc.), a

contact line spontaneously develops and produces a series of fingers of fairly constant wavelengths

across the slope. Either long fingers develop with the sides parallel to the x-axis and with the roots

FIGURE 26.25 The snapshots from a thin film evolution simulated by using DPD. Complex microstructures

create spontaneously due to flow.
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fixed to the plate, or triangular fingers form, traveling downward with their roots moving down-

ward. The morphology of the fingers depends on the contact angle. As the sheet moves downward,

a bead or ridge forms behind the leading edge. This is formed due to recirculation flow down along

the free surface toward the contact line and returning along the plate. This flow is caused by the

presence of the contact line, which slows down the film drainage. High pressure near the contact

line is responsible for ridge production [121].

From this scenario, we proposed in Ref. [123] a new 2-D numerical particle model of falling

sheet evolution, which can be considered as a supplementary one to the EE theory. Let us consider

a system in which the DPD particles are initially placed in the upper region of computational box.

This region stands for a vertical wall covered by the particle fluid. The motionless obstacle made of

particles is added, which depending on interparticle forces and their spacing can be both imperme-

able or permeable. The upper part of the box represents dry wall. Periodic and reflecting boundary

conditions are assumed in z- and x-directions, respectively. There is not an additional supply of fluid

to the system. Our system is two-dimensional. The y-dimension axis, which follows the fluid thick-

ness, can be neglected, assuming that:

1. Fluid film is very thin. Therefore, there is a constraint on the distance between two

particles Rij(x, y, z) � rij(x, 0, z) and V(Rij) � V(rij) for rij . h (where h is the fluid

thickness, and V( ) is the force defined by Equation (26.25)).

2. Interactions between particles are soft, for example, simulating a few particle

layers placed one upon another, constant repelling force should be considered for

rij(x, 0, z) , s, then the approximation assumed earlier will also be valid for small rij.

3. The observed particle density represents a projection of the “real particle density” on x-z

plane, therefore the large and small film thickness can be reflected by both high and low

particle densities, respectively.

We showed in Ref. [123] that these theoretical results can be summarized as:

1. A ridge forms behind the leading edge.

2. The ridge has thicker regions of liquid advancing more rapidly than the thinner regions.

3. The contact-line resistance plays a “double role” not only in slowing-down but also by

increasing the rate of spreading.

Let us assume further that a particle i undergoes large friction force, when the number of

particles Neigh(i) in its vicinity (in cut-off radius rcut sphere, see Equation (26.25)) is too small,

i.e., when Neigh(i) , Neighmin. This particular procedure in the DPD algorithm is as follows:

Damphi ¼
lDt

2

if(Neigh(i) , Neighmin)

Damphi � 1

else

Damphi ¼ small

endif

p
nþ1=2
i ¼

(1� Damphi)

1þ Damphi
p

n�1=2
i þ

Dt

1þ Damphi

X

j[Rcur

Vn
ij þ mig � �eY

 !

(26:53)

The last equation in (26.53) represents the discretized and transformed Newtonian equation of

motion (see Equation (26.1)–Equation (26.4)).
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In order to demonstrate this algorithm, we study the particle system shown in Figure 26.15. As

displayed in Figure 26.25, the U-shaped contact-line spreads very fast down a “dry” wall, due to

larger liquid accumulation at the leading edge. The fingers, which appear later, are due to trailing

end instability and rivulets created by the permeable obstacle. They are much slower than the

U-shaped contact-line, despite they are falling down the “prewetted” wall. Such behavior comes

from the intermolecular forces [124], which are comparable to the main driving force and seem

to be powerful enough to exceed viscous dissipation in a ridge and hence overcome its accelerating

tendency. Owing to the amplification of the accumulation effect by increasing the value of

Neighmin, the initial flow becomes faster. The quasi-stationar bulges appear on the U-shaped

edge of fluid (see Figure 26.25). As before, this structure is eventually destroyed by secondary

fingers and rivulets.

The spontaneous emergence of avalanches, droplets and rivulets is very difficult to simulate

with classical fluid dynamical models, due to the critical nature (self-organized criticality) and

threshold character of these nonlinear phenomena. Therefore, the role of statistical fluctuations

in thin-film dynamics cannot be underestimated, especially in the mesoscale. Unlike the classical

approaches, we need not introduce any external and artificial perturbations. All phenomena

occur spontaneously due to thermal noise inherent in the nonlinearly interacting particle dynamics.

The role of the thermal noise implemented as a Brownian force in DPD model is especially

important factor in modeling of phase-separation process.

C. PHASE SEPARATION

Let us consider a mixture of DPD fluids each symbolized by an integer value n ¼ 1, 2, . . ., M. We

define the value of Dlk ¼ Pkl 2 Pk for k = l, which is equal to the difference between pressures

(see Equation (26.26)) in “apparent” fluid 0 consisted of DPD particles for which P0 ¼ Pkl,

(see Equation (26.25)) and fluid k. The value of D is responsible for fluid immiscibility. When

Dlk � 0 two fluids l and k are miscible, otherwise the two fluids will separate. The phase separation

can occur in a different way. Two already mixed fluids may separate completely or may produce an

emulsion [20,84]. For simplicity, let us focus on phase-separation problem for symmetric quench-

ing in a binary liquid. We assumed that D ¼ D12 ¼ D21 and P1 ¼ P2, in order to avoid system

instability.

The growth kinetics of binary immiscible fluid and phase separation has been studied by using

variety theoretical and computational tools. The time-dependent growth of average domain radius

R(t), which follows algebraic growth laws of the form

R(t) ¼ t b, (26:54)

was investigated by using lattice gas automata, molecular dynamics, continuum model based on

Langevin equations, LBG, and DPD [71,125]. In the absence of Brownian diffusion of interfaces

the growth proceeds by the Lifshitz–Slyozov mechanism [104,126] and the power-low index b

is set to one-third. They show that the scaling regime sets in at approximately the same domain

size for various surface tensions assumed. For a very small surface tension, where the system

prefers to order in a lamellar phase, a significantly different behavior is observed. After initial

transients a region of logarithmic growth is detected, which corresponds to formation of lamellar

microstructures (Figure 26.26a).

For isothermal DPD fluid model with intrinsic Brownian stochastic forces, both the Lifshitz–

Slyozov mechanism and the lamellar regime cannot be observed [71]. The Brownian regime

(b ¼ 1/2) is not as stable as the Lifshitz–Slyozov regime. It persists for decreasing domain

size with increasing surface tension and eventually disappears dominated by the inertial regime

(b � 2/3) (see Figure 26.26b). However, as displayed in Figure 26.26c and d, the four regimes

with b ¼ 1/3, 1/2, 1, and 2/3 can be observed for phase-separation process modeled in 3D by
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using TC-DPD, which allows for self-adapting control of the amplitude of thermal fluctuations in

various spatio-temporal regimes.

In the presence of only one phase, rarefied DPD gas with attractive tail in interparticle inter-

action forces, we can simulate condensation phenomenon. As shown in Figure 26.27, the micro-

structures appearing are different than those for binary fluids. The average cluster size S(t) �
R2(t) � ta increases much slower than in binary systems. Condensation patterns are more regular

and resemble separate droplets rather than shapeless cluster structures. Therefore one can

suppose that the mechanisms of growth in condensing gas must also be different than in separation

of binary mixture.

Similarly as the processes of coagulation and break-up characterized for mixtures of fluids, the

processes of micelles crystallization, colloidal agglomeration, and process of dispersion occurring

in colloidal suspensions, can be simulated by using multilevel particle models described in Section

II.E. This time, however, solid fraction, colloidal beads, has to be simulated by using different inter-

action paradigm.

D. COLLOIDAL ARRAYS, AGGREGATES, AND DISPERSION PROCESSES

As demonstrated already in Refs. [10,20,22,71,83,84,104,123,127] by changing just the nature of

the conservative interactions between the fluid particles and by introducing also larger solid par-

ticles, we can easily model the different dynamics of colloids, micelles, colloidal crystals and

aggregates. We consider two types of particles: solvent droplets and colloidal beads. We assume

FIGURE 26.26 Phase separation for binary systems realized by a thermodynamically consistent DPD model

with thermal fluctuations switched off (a) and on (b) (cross-section is shown to display lamellar structures). As

shown in (c) and (d) using 3D TC-DPD simulation we can obtained all b ¼ 1/3, 1/2, 1, and 2/3 regimes in a

single simulation [20,84,125].
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that the concentration of electrolyte in the solvent is low. In this case, we can neglect the long-range

interactions and focus just on the short-range forces. Therefore, the electrolyte–solvent particles

can be represented by DPD or FPM fluid particles. The colloidal agglomerates consist of

primary particles, the colloidal beads. They can represent large charged ions, which are a few

times larger than electrolyte–solvent droplets. We assume that the agglomerates are “wet,” that

is, colloidal beads are covered by electrolyte binder. This assumption allows us to use in the

model mean forces similar to those obtained for charged macro ions in realistic colloidal mixtures

(see section II.E).

We define the collision operator as
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In Figure 28, we show explicitly that initially perfectly mixed particles spontaneously create

various micellar structures. Depending on the ratio x of the depths of the potential wells

1solvent – solvent and 1solvent – colloid, we can observe the emergence of lamellar, hydrophobic the hydro-

philic colloidal arrays or coexistence of the two phases (Figure 26.28a). For other physical

FIGURE 26.27 (a) The following snapshots from DPD simulation. (b) The growth of the cluster size (volume)

in function of time for condensation of DPD droplets in vacuum. Three separate scaling regimes are depicted.

The linear fits give a values in ascending order (0.32, 0.51, 0.66).
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parameters, the micelles produce fractal-like colloidal aggregates with distinct multiresolutional

structure (Figure 26.28b).

In larger scales, the colloidal beads do not “feel” discrete atomistic structure of the solvent and

interact with “droplets” of fluid. Therefore, we assume that the bead-“droplet” interactions are

simulated by employing FPM forces, having in mind that:

1. The bead-“droplet” forces cannot be singular.

2. Nonzero Brownian component (F̃ij = 0 in Equation (26.29), comes from the fluid

“droplet.”

3. Viscous drag (B(rij) = 0, Equation (26.29)–Equation (26.31)) comes from the fluid

“droplet” and the electrolyte binder.

4. The electrolyte concentration in electrolyte–solvent mixture surrounding the agglomerate

is low, thus electrostatic bead-“droplet” interactions are negligibly small.

Because the colloidal bead contains a hard core, we have modified repulsive part of conservative FC

bead-“droplet” forces, thus making it steeper than for “droplet”–“droplet” interactions.

FIGURE 26.28 (a) Micellar structures obtained by using MD-DPD simulations (above) and (below)

comparison of the microstructures obtained from simulations (1) to real colloidal arrays (2). (b) The

colloidal agglomerates simulated in increasing spatial scales.
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By employing this version of two-level model, we have studied the agglomeration process in

colloidal suspensions (see Figure 26.28c). For the cases of noncohesive systems, with a low con-

centration of colloidal beads, the asymptotic growth for t! 1 of the mean cluster size S(t) is

given by the power low S(t)/ tk where t is time and k is the scaling-law index. In Ref. [84], we

show that in dissipative solvent of high concentration of colloidal particles, the growth of mean

cluster size can be described by the power law S(t)/ tk. We have found the intermediate DLA

(diffusion limited aggregation) regime, for which k ¼ 1/2. It spans for relatively long time. As

shown in Ref. [84], the intermediate regime depends on physical properties of solvent as viscosity,

temperature, and partial pressure. The character of cluster growth varies with time and the exponent

k shifts for longer times from 1/2 to �1. This result agrees with the theoretical predictions for

diffusion-limited cluster–cluster aggregation, which shows that for t! 1 the value of k ¼ 1

for a low colloidal particle concentration.

The reverse process to the agglomeration is a dispersion of a colloidal agglomerate due to flow.

In Ref. [21], we study an accelerated flow of a colloidal slab in a periodic tube. Similar types of

flows were studied earlier for solid–liquid mixing by assuming a constant shear rate [117]. By

using an accelerated flow, we can investigate the granulation of colloidal agglomerate over a

broad range of kinetic energies in the flow with a single simulation. The particles are confined

within the rectangular box with periodic boundary conditions in y-direction and reflecting walls

in x-direction. The aspect ratios of the slab to the box dimensions are 1 : 5 and 1 : 10 along x-and

y-axes, respectively. As shown in Figure 26.29, the V-shaped profile of velocity field stabilizes

after about 15,000 timesteps. Over the whole periodic box along both the x- and y-directions, we

can observe strong correlations along the horizontal direction. The vertical correlations are

weaker due to greater aspect ratio and vanishing velocity gradients in y-direction.

In Figure 26.30, we present the snapshots from 2-D and 3-D simulations of dispersion of

colloidal agglomerate accelerated in a periodic box. We recognize several stages of granulation,

which usually occur with some degree of overlap:

1. Imbibition, consisting in spreading off the liquid solvent into the colloidal cluster, and

reducing the cohesive forces between the colloidal beads. This process corresponds to

the wetting of a dry, porous solid by the liquid.

2. Fragmentation, consisting of shatter, producing a large number of smaller fragments in a

single event, namely, rupture and breakage of a cluster into several fragments of compar-

able size, erosion, and gradual shearing off of small fragments of comparable size [117].

3. Aggregation, the process being the reverse of dispersion. Two traditional mechanisms can

be recognized: nucleation, defined as the gluing together of primary particles due to the

attractive forces; coalescence, is the process by which two larger agglomerates combine

to form a granule.

FIGURE 26.29 Velocity profiles with simulation time. The V-shaped profile becomes stable after about

15,000 timesteps.
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The appearance of similar multiscale structures can be observed in Figure 26.30a along the two-

phase interface due to small-scale mixing. This nucleation results in rapid changes in fragmentation

speed. As shown in Figure 26.30b,c and in Figure 26.31 in different type of solid–liquid flows

(characterized with different kinds of particle–particle interactions 1SP – DP), we can easily recog-

nize the characteristic dispersion structures caused by the microstructural dynamics including

phenomena such as rupture and erosion (Figure 26.30b and Figure 26.31), shatter (Figure

26.30c) and agglomeration [21]. The colloidal particles create long streaks, which shrink for

less-vigorous flow. As shown in Figure 26.31, the characteristic streaks are formed also in 3-D par-

ticle systems due to accelerated shear flow. All of these dispersion phenomena would be very dif-

ficult to model, using partial differential equations such as the Cahn–Hillard equation.

We can model flows in the presence of larger, elastic microstructures besides systems consisting

of solvent and colloidal particles of similar sizes. They can be built on many particles linked together

with harmonic interactions. As shown in Refs [87,100], red blood cells (RBC) flowing in FPM

fluid can be modeled in such a way. Owing to spatio-temporal scale, which can be captured by

DPD, the modeling can be performed for a single capillary (see Figure 26.18) of different shapes

with fixed, elastic and moving walls as we have employed in simulating blood flow in capillary

vessels [87,100]. We can study many clotting factors in blood flow such as aggregation of RBC

due to hydrodynamic and depletion forces and different geometry of capillary channels. Larger

systems consisting of many capillaries can also be studied within the discrete-particle model in

which the very notion that the particle must be redefined, as, it is defined in thermodynamically

consistent DPD model [32]. In the following section, we present some basic assumptions and

results of microscopic blood model.

E. DISCRETE-PARTICLE MODEL OF BLOOD

Blood is a physiological fluid, which consists of a suspension of polydisperse, flexible and, chemi-

cally and electrostatically active cells. These cells are suspended in an electrolytic fluid consisting

FIGURE 26.30 Snapshots from simulations of dispersion of colloidal slab made of solid particles in DPD and

FPM fluids in 2-D (a,b) and 3-D (c). The gravitational acceleration is directed downward. We can observe

crystallization process along the mixing front (a) for a properly defined interparticle force.
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of numerous active proteins and organic substances. For many years, blood rheology has been

researched experimentally, theoretically, and numerically.

A common mathematical description of the blood flow treats blood as a homogeneous fluid and

uses the full three-dimensional, time-dependent, incompressible Navier–Stokes equations for non-

Newtonian fluids (e.g., see [128–130]). Blood rheology can be described by an appropriate shear-

thinning model or can be based on experimental viscosity data. Rheological measurements obtained

when the dimensions of the measurement confinement are of at least two orders of magnitude larger

than the microstructure in the fluid are termed bulk properties. Rheological measurements in

smaller confinements will be different from these bulk measurements. For many applications,

measurements in small confinements are required. Blood clotting in capillary vessels is such a case.

Macroscopic vessels represent only a small fraction of circulatory system, although the largest

veins contain 50% of blood [18]. The vascular tissue is madeup of microscopic, capillary channels.

There are approximately 1010 blood vessels whose diameters are comparable with the dimensions

of the RBC. Therefore, the majority of defects in circulatory blood system occur in capillary vessels

where blood flows less vigorously than in larger macroscopic arteries and arterioles. These defects

can become very dangerous if they occur over a large area and in vital parts of the organism, for

example, in the brain or eye. Bleeding over a vast capillary area is very feasible under extreme con-

ditions, such as multiple g-acceleration exerted on jet pilots or extremely low viscosity of blood

caused by drugs or alcohol.

Clustering of RBC is a very important and vital biological process (e.g., see [131]), which

influences the rheological properties of blood and may lead to severe cardiovascular problems,

such as anemia, ischemia, angina, thrombosis, and stroke. Clotting process is accomplished by

the solidification of blood. It initiates three separate, but overlapping, hemostatic mechanisms:

(1) RBC clustering.

(2) The formation of a platelet plug.

(3) The production of a web of fibrin proteins around the platelet plug.

FIGURE 26.31 The particle system, which models the dispersion of a cubic colloidal slab positioned at the

interface of counter flow sketched in (a). The flows are accelerated in both directions. The colloidal slab is

made of colloidal particles (approximately 105 particles) and fluid consists of 106 DPD particles (invisible).

The shade of gray of colloidal particle represents particle velocity. The dark gray and black colors indicate

the largest velocity of particles. Figures (b) and (c) represent the projection of the colloidal particles after

2000 timesteps on x-y and x-z plains, respectively. In figure (d) the break-up instant (after 3000 timesteps)

is displayed.
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Unlike in the macroscale, where blood can be regarded as a continuous medium, blood flow in

microscopic capillaries with diameters on the order of the red blood cell size, i.e., 5–8mm,

represents a system with sharp interface between liquid and solid phases (see Figure 26.32). In

this spatial scale, the RBC represent the phase volume with distinct elastic properties. Contrary

to macroscopic simulations, in the microscopic scales, the blood can be regarded as an ensemble

of interacting discrete objects made of particles.

We model the blood flowing in capillary vessel of diameter 10–13 mm and about 100 mm

length. We assume that the system modeled consists of a fragment of capillary and blood com-

ponents such as plasma, RBC, and fibrinogen. As shown in Figure 26.32 and Figure 26.33, all of

them can be constructed of discrete-particles. We defined two types of particles:

Solid particles: the “pieces of matter” placed in nodes of the elastic grid. They represent

the elastic components of the vascular system, i.e., the endothelium wall and the red

blood cells.

Fluid particles: used for modeling “portions” of the colloidal suspension.

FIGURE 26.32 Three types of particles used for simulating the blood components. The smallest ones are the

plasma particles. The fibrin monomers are larger and connected by sticks while the RBC are made of elastic

grid of “solid” particles.

FIGURE 26.33 The snapshots of elastic capillary made of particles at the beginning of simulation (a) and after

3000 timesteps (b).
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The particles, interactions between them, and the temporal evolution of the particle system are

defined already by the discrete-particle model principles.

The definition of the collision operator is the principal factor, which distinguishes the particle

types. The “solid particles” are the compounds of larger objects with recognized shape such as the

red blood cells, capillary walls, and fibrinogen chains. These objects are made of particles, whose

initial positions aij are specially arranged. For cohesion, the particles are coupled together by a

bonded (see Table 26.2) particle-on-springs collision operator

V(rij) ¼ x � (jrijj � aij) (26:56)

We have assumed that in this case the particles interact only with an invariable list of neighbors.

The capillary walls are physical constraints for the blood flow. We have assumed that:

1. The particle system is closed and the “infinite-like” system is modeled by using periodic

boundary conditions.

2. The number of particles in the model remains constant. The same number of particles

leaving the system must enter it from the other side.

The periodic boundary conditions produce the correlations between inlet and outlet streams

which decrease in a larger system. The size of the capillary imposes the upper limit for the

number of timesteps, which can be performed with negligible correlations. We model the quasi-

elastic nature of capillary wall, assuming that the axial elasticity can be neglected. This model is

considered to be physically correct because in the real blood vessel, the wall consists of a layer

of endothelial cells [18], which can deform resisting the flow. As shown in Figure 26.33, the

particles modeling the walls respond to the shearing blood flow. The wall particles interact with

one another with forces similar to the solid particles in the red blood cells.

The RBC in a human vascular system are biconcave discs 2.5-mm thick at the edge and 1-mm

thick at the center (see Figure 26.34). They can be envisaged as soft bags containing hemoglobin

[18]. A membrane provides the cell with its shape, strength, and flexibility. They consist of lipid

bi-layer supported by an extensive filament-like protein network, which is called the cytoskeleton.

The mechanical properties of the individual blood cells produce various types of RBCs collective

behavior, which considerably influence the entire blood system [18].

As shown in Figure 26.34, we assumed that the RBC is made of a mesh with particles-on-spring

which models cytoskeleton network. The particle i interacts with particle j in their closest

FIGURE 26.34 The (a) RBC and (b) biconcave disc modeled by using particles-on-springs paradigm.
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neighborhood by conservative elastic force given by Equation (26.56), where x defines the elas-

ticity of the RBC and aij is the distance from a particle i to its nearest neighbor in equilibrium.

The value of aij depends on the position of neighboring particle for the initial conditions. For the

fcc mesh and for only the first layer of neighbors the value of aij ¼ 1. Besides conservative

force, the collision operator for solid particles includes an additional dissipative force (see Equation

(26.29)). The dissipative term prevents RBC from breaking-up due to the collisions with the fast

particles. Although the realistic RBC structure and its mesh model are different, the basic elastic

properties of the model can be matched to the real blood cell by using mechanical principles [100].

The plasma particles are simulated by fluid particles. In contrast to the mesh of particles-on-

spring, the ensembles of fluid particles form shapeless structures and have a variable number of

neighbors within their interaction radius. In the lack of clotting factors, the collision operator

can be defined as it is in the FPM described earlier (see section II).

Fibrinogen is a composite material consisting of six protein chains. Normally fibrinogen is

dissolved in a blood plasma. It floats around, activating when a cut or injury causes bleeding.

This involves a complex cascade of chemical reactions and path-signaling biological processes.

The resulting protein (fibrin) has sticky patches exposed on its surface. The complementary

shapes allow large numbers of fibrins to aggregate with each other. The long thread produced by

the fibrin molecule cross-over each other and form fibrin gel that entraps the blood cells.

We assume that the fibrinogen has been activated already by the thrombin and all clotting factors

are present. Because, the concentration of fibrinogen in blood is about 0.3% and its molecular weight

is very large at 340,000 thus [132] we can expect about 10 fibrinogen molecules on the average for a

single fluid particle. As we show in [102], due to the fibrinogen, the plasma particles can be defined

as having a dual solid–liquid character with different properties depending on if the particles are

bonded or not. The unlinked fluid particles interact with each other like the plasma particles

(Equation (26.29)). They can merge each other with a given probability depending on their separ-

ation distance. The two particles, which create hydrated fibrin, interact one with another with the

harmonic collision operator similar to Equation (26.56). The interactions with the other particles

depend on the number of neighbors in the chain. For example, we have assumed that the probability

for attaching more than two particles to a single monomer is equal to zero.

It is well known that human RBC can form clots whose formation depends on the presence of

the proteins, fibrinogen, and globulin. The other components of the thrombotic process are aggre-

gation and coagulation of RBC. The shear conditions can accelerate RBC clustering. The slower the

blood flow, the smaller is the shear rate and the larger are RBC clusters. Necking of the microscopic

vessels caused, e.g., by accumulation of cholesterol plagues in the vessel walls, slows down the

flow. This stimulates the aggregation of larger and larger thrombi resulting in a positive feedback

loop, which can eventually choke the flow.

In order to illustrate this fact, we have modeled the RBC flowing through the choking point of

a periodic pipe. As shown in Figure 26.35a, the interactions of the blood cells with the walls and

with the blood flow are responsible for RBC clustering. The simulation starts with the most

convenient situation for clotting, i.e., all RBCs were placed in the perpendicular direction to the

flow. In Figure 26.35a, the velocity field close to the strangulation has the lowest magnitude

because of blockage by the blood cells.

However, the elastic discs are able to pass through, because of the positive feedback between

disc elasticity and the hydrodynamic forces accompanied by the interactions between RBC and

the wall. As shown in Figure 26.35b the fibrins accumulate mainly in the space filled by the

RBC cluster where the density fluctuations is the largest. Because the RBC cluster is very tight

due to the high acceleration, the sticky fibrins have length enough to glue the RBC up, producing

the clot. As shown in Figure 26.36, this occurs even for a small probability p0 of fibrin polymeriz-

ation, even though the average fibrin length is small linking only five fluid particles in average.

However, the longest fibrins, which are produced nearby and within the RBC cluster, are three

times longer.
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FIGURE 26.36 The average velocity of the blood with time for different probabilities p0 of fibrin

polymerization.

FIGURE 26.35 The snapshots of blood (a) aggregation and (b) clotting in the choking point.
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Our discrete-particle approach possesses the important properties of mesoscopic systems. It can

model easily the heterogeneous nature of complex fluid suspension in the presence of fluctuations.

This allows for simulating processes, which cannot be modeled by computational fluid dynamics

codes. We showed that our microscopic blood model can be used for simulating microscopic, multi-

component blood flow under extreme conditions in presence of high acceleration [100].

The computational problems involving multi-million particle ensembles, found in modeling

mesoscopic phenomena, were considered only recently as the typical problems. Rapid increase

of computational power of modern processors and growing popularity of coarse-grained discrete

particle methods, such as dissipative particle dynamics, fluid particle model, smoothed particle

hydrodynamics and LBG, allow for the modeling of complex problems by using smaller shared-

memory systems [101].

However, the use of the discrete-particle method in simulating stagnant capillary flows in

normal conditions (i.e., 2–3 mm/s) is still very demanding computationally. We estimated [101]

that a single run will need approximately 6000 h of CPU time per single two core Power4/1300

chip. It may seem that employing high-performance computing and large shared-memory

systems with greater number of parallel processors can be helpful overcoming this problem. Unfor-

tunately, as we showed in Refs. [101,125], this issue is of limited use in the case of discrete-particle

model. The main technical problem connected with efficient use of shared-memory machines in

modeling of large ensembles of discrete-particles lies in highly irregular data structure they

require. Many particle types, interaction forces, and irregular boundary conditions involve using

nesting if statements and indirect addressing. This strongly limits an efficient use of new architec-

tural issues of modern processors, which exploit explicit parallelism involving regularity of data

structures and data independence. Greater computational efficiency can be gained by using different

particle approaches, e.g., employing multiresolutional particle models [32] and more sophisticated

timestepping schemes [103].

V. A CONCEPT OF PROBLEM-SOLVING ENVIRONMENT FOR

DISCRETE-PARTICLE SIMULATIONS

On the one hand, extracting multiresolutional features from the results generated by continuum

methods, involves modern feature-extraction techniques based on second-generation wavelets

[133–135]. On the other hand, the raw data produced by particle codes comprise positions and vel-

ocities of particles. The detection and visualization of multiresolutional patterns created due to flow

are crucial tasks for understanding complex flows in vascular and porous media. Fast algorithms

and codes for the analysis and detection of microscopic coherent structures such as aggregates,

clusters, droplets, etc. have to be constructed. In the case of out-of-core data mining, we propose

to combine parallel clustering procedures, similar to those described in Refs. [100,136], with

wavelet codes. The goal of cluster extraction is to collect statistical knowledge about micro-

structural properties of complex systems at various spatial resolutions. This knowledge could

also be used for bridging scales in subsequent coarse-graining procedures such as: NEMD–

DPD–SPH. As shown in Figure 26.37, we have used modern visualization packages such as

Amira [137] together with large display visualization systems (PowerWall) at the University of

Minnesota (htpp://www.lcse.umn.edu).

The discrete-particle methods proposed earlier can be used as the components of the problem-

solving environment (PSE) based on the conception of multiresolutional wavelets. As shown in

Figure 26.38, the whole series of simulations can be performed over three different spatio-temporal

levels similarly as it is for wavelets but here the various shapes of “wavelets” will depend on the

model of particle (atom, DPD droplet, FPM drop, and SPH chunk of fluid) and consequently the

interactions between particles. In fact, the shapes of short-ranged interaction can be treated as

some sort of wavelets. The interactions are short-ranged with compact support and well localized
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in space. The final total forces acting on each particle are linear combinations of “wavelets” of

various locations.

However, unlike wavelets we cannot get “details” for the whole macroscopic spatial domain

but rather representative part of it. It does not matter for a homogeneous system but gets clumsily

for a more interesting anisotropic system. Thus the global simulation should start from the coarsest

SPH level (“approximation”) and focalize on interesting areas in subsequent “details” (DPD and

MD, respectively). This focalization procedure resembles thresholding of wavelets coefficients

and setting them to 0 for all uninteresting parts of spatial domain [63]. From the coarse system,

we remove the areas, which have to be simulated by using a more detailed model. We can find

these regions self-adaptatively by using regular wavelets as shown in Ref. [135], exploiting cluster-

ing schemes (e.g., see [100,138]) or they can be extracted interactively by the user from visualized

FIGURE 26.37 Blood flow in a curved capillary visualized on the PowerWall at the University of Minnesota

(http://www.lcse.umn.edu).

FIGURE 26.38 A conceptual scheme realizing the multiresolutional system within the framework of a

problem solving environment (PSE) based on discrete-particles approach.
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on-line snapshots from the simulations. Going down the scale axis we may also model specific areas

and so on. In result we will obtain, such as it is in wavelets, multiresolutional approximation of the

system. The user will define only the physical properties of the medium and will get “details” (MD

and DPD) and “approximations” for each level.

Because of the prodigious amount of data produced by each model involving up to 108 particles

and thus precipitating a few gigabytes at each timestep, they cannot be resent and preprocessed on

the desktop computers. Extraction of features and microstructures from the simulation data

involves specialized data-mining tools like clustering and classification schemes, which for huge

data sets requires out-of-core computing. Visualization, which is crucial for such the line of

global simulation allowing the user for control of the “thresholding” procedure, cannot be per-

formed on-screen due to the lack of modern visualization software and adequate computational

power for rendering the images of very high resolution. Their size exceeds many times the resol-

utions of the largest desktop displays. Therefore, we recommend using off-screen rendering

systems such as presented in Ref. [139]. Summarizing, the data

. Must be stored on high storage devices.

. Redistributed adequately between disks on the disk array for further parallel visualization.

. Preprocessed by using data mining tool for extracting the microstructures.

. Rendered by using parallel system involving modern visualization software like Amira.

. The high-resolution images should be accessible, part by part, with the remote clients.

The global simulation on the GRID system (e.g., see [140–142]) shown in Figure 26.39 could

be controlled by simple web tools remotely from the desktops and laptops, allowing the remote

client to interrogate visually the images to extract the regions of interest (ROI) and, finally, to

start the simulation over smaller spatial scales with finer timesteps. In this type of GRID system,

all details in the implementation will be hidden and be self-adopted to the current load on the multi-

processing system.

FIGURE 26.39 A proposed scheme for employing the GRID system for achieving a holistic approach in

global cross-scaling modeling based on the discrete-particles approach. The Common Gateway Interface

(CGI) is a standard for interfacing external applications with information server.
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VI. CONCLUDING REMARKS

In recent years, new discrete-particle methods have been developed for modeling physical and

chemical phenomena occurring in the mesoscale. The most popular are grid-type techniques

such as cellular automata (CA), LG, LBG, diffusion- and reaction-limited aggregation [37] and sto-

chastic gridless methods, e.g., DSMC used for modeling systems characterized by a large Knudsen

number [41], and SRD [39]. Unlike DSMC, in SRD collisions are modeled by simultaneous sto-

chastic rotation of the relative velocities of every particle in each cell.

Gridless discrete-particle methods have a few significant advantages over grid techniques.

These advantages can be enumerated as follows:

1. In contrast to methods based on spatial discretization of partial differential operators, the

dynamics of fluid particles develop over continuum space in real time, thus allowing for

realistic visualization and statistical analysis, such as clustering.

2. Within the context of cross-scaling systems, they are homogeneous with both microscopic

molecular dynamics and macroscopic smoothed particle hydrodynamics techniques. From

a numerical standpoint, we do not need to switch over from particles to a static grid with

control parameters, such as the Knudsen number.

3. The methods employing fluid particles are also homogeneous for solid–liquid simulations

in which both solid and liquid can be represented by particles.

4. Many types of complex boundary conditions such as a free surface and complex porous

structure can be easily implemented.

5. Particle methods are homogeneous from implementation point of view. Well-known

sequential and parallel algorithms from MD and FPM simulations can be employed

directly without any complications.

On the other hand, the LBG method can capture both mesoscopic and macroscopic scales even

larger than those that can be modeled by discrete-particle methods. This advantage is due to com-

putational simplicity of the method, which comes from coarse-grained discretization of both the

space and time and drastic simplification of collision rules between particles. We can look at the

validity of these simplifications by comparing them with more realistic discrete-particles simu-

lation. We regard both DPD and LBG as being complementary computational tools for modeling

the slow dynamics in porous media over wide spatio-temporal scales.

The aggregated DPD/LBG model has many other powerful features, which are lacking in the

two models, when taken separately.

1. MD, DPD, and LBG methods together can capture both microscopic and macroscopic

scales.

2. The common mesoscopic scale of confrontation of the two methods allows for more

precise scales bridging and adjust more precisely the rheological parameters for both

systems.

3. Both DPD and LBG methods are homogeneous within the context of solid–liquid simu-

lations, i.e., both solid and liquid can be represented by particles.

4. They are also homogeneous in terms of implementing on a parallel computing, i.e., similar

parallel algorithms based on geometrical decomposition and load-balancing schemes can

be employed.

Large scale simulations must be carried out to model multiresolutional structures ranging from

millimeters to micrometers emerging in vascular systems and porous media. To obtain satisfactory

resolutions, we have to use at least 10 million DPD particles and huge LBG meshes with 108–109

sites. These large-scale modeling requires not only high-performance multiprocessor systems and
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fast parallel codes. Moreover, these calculations efforts several tetrabytes of data, which must be

stored, co- and post-processed, analyzed, and visualized.

We show that to realize a complete cross-scale computational system, which combines large-

scale computations, mass storage, data processing, and visualization, simultaneously making it

user-friendly and remotely accessible, a new system–user interface and data-flow organization

have to be implemented, such as in a GRID system (e.g., see [140–145]). Grid computing, and

the software that enables it, is absolutely essential to building a cyber infrastructure that will

help to improve the usefulness of mesoscopic modeling. Therefore, in the not-too-distant future

with GRID computing coming to the fore, realistic large-scale and cross-scale simulations will

be really affordable for performing intricate tasks from both conceptual and computational

points of view. These two factors cannot be considered separately for hybridized cross-scale

models. Conceptual structure of these models has to be easily mapped onto a modern computational

environment, which is currently based on distributed and shared-memory computational resources

and object-oriented and component way of programming. The discrete-particle approach meets all

of these requirements under the aegis of GRID computing.
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I. INTRODUCTION

In this introductory chapter, we very briefly describe DNA molecule (Section A) and some basic

mathematics (Section B and Section C), which is important to understand the rest of the text.

A. DNA MOLECULE

DNA molecule is the biggest known molecule. Its relative molar mass is of the order of 109 [1] and

its density is approximately 1.7 g/cm3 [2].

All macromolecules are chain-like polymers built up from smaller monomers. Usually only one

family of subunits is used to construct each chain [3]. Amino acids are linked to other amino acids

to form proteins, sugars are linked to form polysaccharides and nucleic acids are sequences of

nucleotides.

Genetic role of DNA was established in 1943 [1] but its structure was not discovered until 1953

[4,5]. According to Watson–Crick model, DNA molecule is represented by two twisted strands.
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Each strand is formed by the union of smaller molecules called nucleotides and each nucleotide is

built up from phosphate, sugar, and either purine or pyrimidine basis.

The nucleotides are always linked together through a phosphate group (Figure 27.1) by

covalent bonds [1]. However, different strands interact through basis by hydrogen bonds.

Adenine (A) is always attached to thymine (T) by two hydrogen bonds, whereas guanine (G)

and cytosine (C) are attached by three bonds. Covalent interactions are strong. For example, the

energies of interaction are 348.6 kJ/mol and 336 kJ/mol for C22C and C22N bond, respectively

[2]. The average energy of hydrogen bonds is around 16.5 kJ/mol, which is eight times the

average energy of thermal motion of molecules at room temperature [1].

Much more information about this topic can be found in many books, one of them is Ref. [3].

B. SOLITONS

A traveling wave FT(j ) is a solution of wave equation which depends upon x and t only through

j ; x� ut, where u is a constant. A solitary wave is a localized traveling wave [6]. An example is

shown in Figure 27.2. This is a graphical representation of the function

F(x� ut) ¼
3u

a
sech2

ffiffiffi
u
p

2
(x� ut)

� �
(27:1)

which is a solution of Korteweg–de Vries (KdV) equation [6–9]

Ft þ aFFx þFxxx ¼ 0 (27:2)

BASIS BASIS BASIS BASIS

- SUGAR- PHO - SUGAR- PHO- SUGAR- PHO - SUGAR -

FIGURE 27.1 A general scheme of DNA chain. (PHO stands for phosphate.)

1.0

0.5

0.0
-10 0 10

X

Φ
 (x

-u
t)

FIGURE 27.2 Bell type soliton F(x� 0:5t). (From left to right: t ¼ �10, 0, 15.)

780 Finely Dispersed Particles



where indexes mean partial derivatives. Note that u . 0 and the soliton moving in the opposite

direction would be given by the expression

F(xþ ut) ¼
3u

a
sech2

ffiffiffi
u
p

2
(xþ ut)

� �
(27:3)

By solitons, we usually assume solitary wave solutions of a wave equation which preserves its

shape and velocity upon collision with other solitary waves [6]. In this chapter, we assume that soli-

tons and solitonic waves are synonyms. The waves shown in Figure 27.2 are usually called bell-type

solitons.

Solitary wave can also be defined as the traveling wave whose transition from one constant

asymptotic state as j!�1 to another as j!þ1 is localized in j [6]. An example would be

a solution of sine-Gordon equation

Fxx �Fu ¼ sinF (27:4)

The solution is a so-called kink soliton

F ¼ 4 arc tan exp
+(x� ut)ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� u2
p

� �
(27:5)

whereþ and 2 refers to soliton and antisoliton, respectively. They are shown in Figure 27.3 and

Figure 27.4.

C. NONLINEAR SCHRÖDINGER EQUATION

In this chapter, we deal with another type of soliton called breather. Nonlinear Schrödinger

equation (NSE) has a solution

iFt þFxx þ kjFj2F ¼ 0 (27:6)

-10 -5 0 5 10

X

6

8

4

2

0

-2

F
 (X

-u
t)

FIGURE 27.3 Kink type soliton F(x� 0:2t). (From left to right: t ¼ �20, 0, 30.)
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This solution can be written as [6]

F ¼ F0 sech F0

ffiffiffi
k

2

r
(x� uet)

" #
exp

iue

2
(x� uct)

� �
(27:7)

where

F0 ¼
u2

e � 2ueuc

2k
(27:8)

ue and uc are the envelope and the carrier velocities and

ue . 2uc (27:9)

This is a modulated wave, that is, a modulated soliton, shown in Figure 27.5.

II. DNA DYNAMICS

Deoxyribonucleic acid (DNA) is certainly one of the most important biomolecules. Its double stan-

dard helical structure undergoes a very complex dynamics and the knowledge of that dynamics pro-

vides insights into various related biological phenomena such as transcription, translation, and

mutation. The key problem in DNA biophysics is how to relate functional properties of DNA

with its structural and physical dynamical characteristics. The possibility that nonlinear effects

might focus the vibrational energy of DNA into localized soliton-like excitations was first contem-

plated by Englander et al. [10]. Although several authors [11–18] have suggested that either topo-

logical kink solitons or bell-shaped breathers would be good candidates to play a basic role in DNA

nonlinear dynamics, there are still several unresolved questions about the issue. The hierarchy of

the most important models for nonlinear DNA dynamics was presented by Yakushevich [19].

-10 -5 0 5 10

X

6

8

4

2

0

-2

F
 (X

-u
t)

FIGURE 27.4 Kink type antisoliton F(x� 0:2t). (From left to right: t ¼ �20, 0, 30.)
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A. PBD MODEL OF DNA MOLECULE

The B-form DNA in the Watson–Crick model is a double helix, which consists of the two strands,

s1 and s2, Figure 27.6. Nucleotides of each strand are linked by the nearest-neighbor harmonic inter-

actions along the chains. The strands are coupled to each other through hydrogen bonds, which are

supposed to be responsible for transversal displacements of nucleotides.

According to Peyrard–Bishop (PB) model, one assumes a common mass m for all the nucleo-

tides [16]. This is motivated by the fact that four different nucleotides differ in mass by at most 13%

[20]. In addition, the same coupling constant k along each strand is assumed. These simplifications

mean that we treat the DNA chain as a periodic one.

The PB model does not take helicosity into consideration (Figure 27.6). However, its extended

version, developed by Dauxois [21,22], does. We refer to this model as Peyrard–Bishop–Dauxois

(PBD) model. The helicoidal structure of the DNA chain implies that nucleotides from different

strands become close enough so that they interact through water filaments. This means that a

nucleotide at the site n of one strand interacts with both (nþ h)th and (n� h)th nucleotides of

un-1

vn-1 vn+1

s2

s1

vn

un+1

m

m

Morse
Potential

k

k

un

FIGURE 27.6 The simple model for DNA strands.

6 8 12 1410
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2

1

0

-2

-12 
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(x

-1
0)

 c
os

(1
5x

)

FIGURE 27.5 Modulated soliton (breather) 2 sech(x� 10) cos(15x).
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the other strand. In this chapter, we use h ¼ 4 [21,22], although the value h ¼ 5 might be better

[23,24]. This comes from the fact that there are approximately ten nucleotides per one turn.

Introducing the transversal displacements un , vn of the nucleotides from their equilibrium

positions along the direction of the hydrogen bonds, the Hamiltonian for the DNA chain

becomes [21,22]

H ¼
X m

2
_u2

n þ _v2
n

� �
þ

k

2
(un � un�1)2 þ (vn � vn�1)2
� ��

þ
K

2
(un � vnþh)2 þ (un � vn�h)2
� �

þ D e�a(un�vn) � 1
� �2

	
(27:10)

Here k and K are the harmonic constants of the longitudinal and helicoidal springs, respectively.

The last term in the Hamiltonian represents a Morse potential approximating the potential of the

hydrogen bonds. Eventually, D and a are the depth and the inverse width of the Morse potential

well, respectively.

It is more convenient to describe the motion of two strands by making a transformation to the

center-of-mass co-ordinates representing the in-phase and out-of-phase transversal motions, namely

xn ¼
un þ vnffiffiffi

2
p , yn ¼

un � vnffiffiffi
2
p (27:11)

The dynamical equations, derived from the Hamiltonian (27.10), are

m€xn ¼ k(xnþ1 þ xn�1 � 2xn)þ K(xnþh þ xn�h � 2xn) (27:12)

m€yn ¼ k(ynþ1 þ yn�1 � 2yn)� K(ynþh þ yn�h þ 2yn)þ 2
ffiffiffi
2
p

aD e�a
ffiffi
2
p

yn � 1

 �

e�a
ffiffi
2
p

yn (27:13)

Equation (27.12) describes usual linear waves (phonons) and Equation (27.13) describes non-

linear waves (breathers). We restrict our attention on the nonlinear equation and assume that

the oscillations of nucleotides are large enough to be anharmonic but still small enough so

that the nucleotides oscillate around the bottom of the Morse potential. This safely allows the

transformation

y ¼ 1F, 1� 1 (27:14)

Equation (27.13) and Equation (27.14), and the expansion of exponential terms in Equation

(27.13), yield

€Fn ¼
k

m
(Fnþ1 þFn�1 � 2Fn)�

K

m
(Fnþh þFn�h þ 2Fn)

� v2
g(Fn þ 1aF2

n þ 12bF3
n) (27:15)

where

v2
g ¼

4a2D

m
, a ¼

�3affiffiffi
2
p and b ¼

7a2

3
(27:16)

To solve Equation (27.15), we use the semi-discrete approximation [25]. This means that we

look for wave solutions of the form

Fn(t) ¼ F1(1nl, 1t)eiun þ 1 F0(1nl, 1t)þ F2(1nl, 1t)ei2un
� �

þ ccþO(12) (27:17)

un ¼ nql� vt (27:18)
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where l is the distance between two neighboring nucleotides in the same strand, v the optical

frequency of the linear approximation of their vibrations, q the wave number (whose role will be

discussed later), cc complex conjugate terms, and the function F0 real.

Before we proceed in solving Equation (27.15), we give some explanations for Equation

(27.17). If there were not the last term in Equation (27.15), the one with v2
g, which comes from

the nonlinear term in Equation (27.13), we would expect the solution in the form F1eiun þ cc

instead of Equation (27.17). This would be a modulated wave with a carrier component eiun and

an envelope F1. We will see later that the modulation factor F1 will be treated in a continuum

limit whereas the carrier wave will not. In other words, the carrier component of the modulated

wave includes the discreteness and the procedure is called semi-discrete approximation.

It was already pointed out that the function F1 represents the envelope while the exponential

term describes the carrier component of the wave. As if the frequency of the carrier wave is

much higher than the frequency of the envelope, we need two time-scales, t and 1t, for those

two functions. Of course, the same holds for the coordinate scales.

As if there are terms with F2
n and F3

n in Equation (27.15), we cannot expect solution of this

equation in the simple form F1eiun þ cc and nonexponential term, as well as terms with ei2un ,

should be incorporated into the expression for the solution. We do not worry about ei3un terms as

if they would be multiplied by 13 which we neglect.

All the explanations given previously are rather intuitive and correspond to physics of the

problem. However, the expression (27.17) has its mathematical basis. This is multiple-scale

method or derivative-expansion method [9,26].

Now, we will solve Equation (27.15). It was already pointed out that the functions Fi would be

treated in the continuum limit. So, taking this limit (nl! z) and applying the transformations

Z ¼ 1z, T ¼ 1t (27:19)

yields the following continuum approximation

F½1(n + h)l, 1t� �! F(Z, T) + FZ(Z, T)1lhþ
1

2
FZZ(Z, T)12l2h2 (27:20)

where FZ and FZZ mean corresponding derivatives with respect to Z. This leads to a new expression

for the function Fn(t)

Fn(t) �! F1(Z, T)eiu þ 1 F0(Z, T)þ F2(Z, T)ei2u
� �

þ cc

¼ F1eiu þ 1 F0 þ F2ei2u
� �

þ F�1e�iu þ 1F�2e�i2u (27:21)

where � stands for complex conjugate and Fi ; Fi(Z, T).

From Equation (27.18)–Equation (27.21), we can straightforwardly obtain expressions for all

the terms in Equation (27.15), some of them are

_Fn ¼ 1F1T eiu � ivF1eiu þ 12F0T þ 12F2T ei2u � 2i1vF2ei2u þ cc (27:22)

Fnþ1 þFn�1 � 2Fn �! 2F1eiu½cos(ql)� 1� þ 2i1lF1Zeiu sin(ql)

þ 12l2F1ZZeiu cos(ql)þ 13l2F0ZZ þ 13l2F2ZZei2u cos(2ql)þ cc

þ 21F2ei2u½cos(2ql)� 1� þ 2i12lF2Zei2u sin(2ql) (27:23)
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and

F3
n �! 61F0jF1j

2 þ 31F2
1F�2 þ 31F�

2

1 F2 þ eiu3jF1j
2F1 þ e�iu3jF1j

2F�1

þ ei2u 31F0F2
1 þ 61jF1j

2F2

� �
þ e�i2u(31F0F�

2

1 þ 61jF1j
2F�2 )

þ ei3uF3
1 þ e�i3uF�

3

1 þ ei4u31F2
1F2 þ e�i4u31F�

2

1 F�2 (27:24)

In the expressions for F2
n and F3

n, only terms with 12 and 1 should be included as if those two terms

are multiplied by 1 and 12 in Equation (27.15). So, the continuum version of Equation (27.15)

becomes

(12F1TT � 2i1vF1T � v2F1)eiu � (4i12vF2T þ 41v2F2)ei2u þ cc

¼
k

m

�
2F1½cos(ql)� 1�eiu þ 2i1lF1Z sin(ql)eiu þ 12l2F1ZZ cos(ql)eiu

þ 21F2½cos(2ql)� 1�ei2u þ 2i12lF2Z sin(2ql)ei2u þ cc

	

�
K

m

�
2F1½cos(qhl)þ 1�eiu þ 2i1hlF1Z sin(qhl)eiu þ 12h2l2F1ZZ cos(qhl)eiu

þ 21F2½cos(2qhl)þ 1�ei2u þ 2i12hlF2Z sin(2qhl)ei2u þ 41F0 þ cc

	

� v2
g

�
F1eiu þ 1F0 þ 1F2ei2u þ 21ajF1j

2 þ 212a(F0F1 þ F�1 F2)eiu

þ 1aF2
1ei2u þ 212aF1F2ei3u þ 312bjF1j

2F1eiu þ 12bF3
1ei3u þ cc


(27:25)

From Equation (27.25), equating the coefficients for the various harmonics, we can get a set of

important relations. For example, equating the coefficients for eiu, we obtain

12F1TT � 2i1vF1T � v2F1 ¼
k

m
2F1½cos(ql)� 1� þ 2i1lF1Z sin(ql)þ 12l2F1ZZ cos(ql)
� �

�
K

m
2F1½cos(qhl)þ 1� þ 2i1hlF1Z sin(qhl)þ 12h2l2F1ZZ cos(qhl)
� �

� v2
g

�
F1 þ 212aF0F1 þ 212aF�1F2 þ 312bjF1j

2F1


(27:26)

Neglecting all the terms with 1 and 12, we get a dispersion relation

v2 ¼ v2
g þ

2k

m
½1� cos(ql)� þ

2K

m
½1þ cos(qhl)� (27:27)

This relation can be used to find the corresponding group velocity dv=dq as

Vg ¼
l

mv
½k sin(ql)� Kh sin(qhl)� (27:28)
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Similarly, equating the coefficients for ei0 ¼ 1, we obtain

F0 ¼ mjF1j
2 (27:29)

where

m ¼ �2a 1þ
4K

mv2
g

" #�1

(27:30)

However, for the next three harmonics (ei2u, ei3u and ei4u), the matter becomes more compli-

cated. All of those harmonics give a relation

F2 ¼ dF2
1 (27:31)

but with different values for the parameter d. For example, equating the coefficients for ei2u and

neglecting all the terms with 12 and smaller, we get

4v2 �
2k

m
½1� cos(2ql)� �

2K

m
½1þ cos(2hql)� � v2

g

� 	
F2 ¼ v2

gaF2
1 (27:32)

which means that d is not a constant but a function of ql. However, coefficients for ei3u and ei4u give

constant values d, �b=2a and �3b=a, respectively.

In Ref. [27], it is given that the DNA dynamics using constant d coming from the coefficients

for ei3u, whereas in Ref. [28] the parameter d is given by Equation (27.31) and Equation (27.32).

We will return to this point later.

Now we can derive a differential equation for F1. To do this, we need new co-ordinates again

defined as

S ¼ Z � VgT , t ¼ 1T (27:33)

which allows following transformations

FZ ¼ FS, FZZ ¼ FSS, FT ¼ �VgFS þ 1Ft, FTT ¼ V2
g FSS � 21VgFtS þ 12Ftt (27:34)

According to Equation (27.26)–Equation (27.29), Equation (27.31) and Equation (27.34), we can

finally obtain well-known NSE for the function F1

iF1t þ PF1SS þ QjF1j
2F1 ¼ 0 (27:35)

where the dispersion coefficient P and the coefficient of nonlinearity Q are given by

P ¼
1

2v

l2

m
k cos(ql)� Kh2 cos(qhl)
� �

� V2
g

� 	
(27:36)

and

Q ¼ �
v2

g

2v
½2a(mþ d)þ 3b� (27:37)
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For PQ . 0, see Refs. [6,21,22], Equation (27.35) has an envelope-soliton solution

F1(S, t) ¼ A sech
S� uet

Le

� �
exp

iue(S� uct)

2P
(27:38)

The envelope amplitude A and its width Le have the forms

A ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

e � 2ueuc

2PQ

s

(27:39)

Le ¼
2Pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2
e � 2ueuc

p (27:40)

and ue and uc are the velocities of the envelope and the carrier waves, respectively.

Finally, by setting

Ve ¼ Vg þ 1ue (27:41)

Q ¼ qþ
1ue

2P
(27:42)

and

V ¼ vþ
1ue

2P
(Vg þ 1uc) (27:43)

Equations (27.17)–(27.19), Equation (27.29), Equation (27.31), Equation (27.33), and

Eqaution (27.38) lead to

Fn(t) ¼ 2A sech
1

Le

(nl� Vet)

� �
cos(Qnl�Vt)þ 1A sech

1

Le

(nl� Vet)

� ��

�
m

2
þ d cos½2(Qnl�Vt)�


 �o
þO(12) (27:44)

This is a sort of modulated solitonic wave. Such a soliton is called breather. To plot this function,

we should determine a wavelength l, defined as

q ¼
2p

l
(27:45)

where q appeared in Equation (27.18). Also, we need to know values for a couple of parameters

present in Equation (27.44). This will be done in a next section.

A patient reader might ask why the parameter 1 exists in the time scaling in Equation (27.33)

but not in the space scaling. In other words, the question is why the co-ordinate t has been defined

as 1T rather than t ¼ T . It was already pointed out that the carrier components of the function

(27.17) change faster than the envelope functions Fi. This means that the small parameter 1 is

present only in the envelope components Fi and this is why the scaling (27.19) was introduced.

However, the definition (27.33) ensures that the time variation of the envelope function of

(27.38), in units 1=v, be smaller than the space variation of this function in units l [29]. Otherwise,
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there would be

�
@f

@t

1

v
�
@f

@z
l for t ¼ T

where f is the envelope component of Equation (27.38).

1. Determination of Wavelength l

A procedure to determine the wavelength l was explained in Ref. [27]. As if the parameter P is

proportional to the width of the soliton, Equation (27.40), it was assumed to be positive, as well

as group velocity Vg. To plot those functions versus ql, a following set of values, characterizing

the DNA molecule, was chosen [21,22]:

k ¼ 3K ¼ 24 N=m, a ¼ 2� 1010 m�1, m ¼ 5:1� 10�25 kg

l ¼ 3:4� 10�10 m, D ¼ 0:1 eV

	
(27:46)

as well as parameters characterizing a traveling wave [21,22]

ue ¼ 105 m=sec, uc ¼ 0, 1 ¼ 0:007 (27:47)

For Vg . 0 and P . 0, only a couple of intervals of values ql are allowed. The physical intui-

tion leads towards a conclusion that the wavelength l of a carrier wave (q ¼ 2p=l) should be an

integer multiple of the spacing l. So, we obtain the following four possibilities [27]:

l1 ¼ 6l (ql ¼ 1:05 rad)

l2 ¼ 7l (ql ¼ 0:9 rad)

l3 ¼ 8l (ql ¼ 0:78 rad)

l4 ¼ 9l (ql ¼ 0:7 rad)

All these four values lay in the first allowed interval for l which reads 5:7l , l , 9:5l or,

equivalently, 0:66 rad , ql , 1:11 rad, whereas other intervals do not contain any integer value

for l. For example, the second interval 2:3l , l , 2:9l does not contain any integer multiple of

l for the wavelength l.

In Ref. [27], an argument to reject the value ql ¼ 1:05 rad is given, and all the calculations were

done for ql ¼ 0:78 rad. We will see later that the same value can be obtained using a different

procedure.

It was already pointed out that a constant d is used in Ref. [27]. Otherwise, the amplitude

(27.39) would be imaginary. This means that we studied the DNA dynamics using d coming

from ei3u and did not use the lowest possible harmonic ei2u. However, we should keep in mind

two things concerning the issue we deal with. First, it is physically feasible that the lower harmonic

plays a greater role in this perturbation approach so we prefer to analyze this case instead of the

technically more comfortable constant value d which has been used so far without clear justifica-

tion. Second, it is apparent that the parameter K should be smaller than the harmonic constant of the

longitudinal spring k. Consequently, it is expectable that the contributions of terms with k should be

larger than those with K. However, in formulas (27.28) and (27.36), K is multiplied by either h or h2

which might indicate that we cannot certain that k ¼ 3K is a good relationship for those two

parameters.

So, in Ref. [28], we assumed the parameter d to be nonconstant, but on the other hand, we tried

to study the nonlinear dynamics of DNA considering the impact of different values for K. From

Figure 27.7, we see that Q . 0 holds only for K � 4:6 N=m if ql ¼ 0:78 rad is picked up. For
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ql ¼ 0:7 rad the maximum value for K is 4:67 N=m. Of course, we can argue that those values for ql

were obtained for K ¼ 8 N=m in Ref. [27]. This is correct. However, using the same procedure for

the possible ql values, explained earlier and in Ref. [27], we obtain l ¼ 6l, 7l, 8l and 9l, that is,

ql ¼ 1:05, 0.9, 0.78 and 0:7 rad, respectively, for both K ¼ 8 N=m and K ¼ 6 N=m. The value K ¼

4 N=m gives the same four values for ql and two more (l ¼ 10l and 11l, or ql ¼ 0:63 rad and

ql ¼ 0:57 rad) in addition. For K ¼ 3 N=m, we obtain l ¼ 6l, 7l, . . . , 13l while K ¼ 2 N=m gives

l ¼ 6l, 7l, . . . , 19l. Hence, the value ql ¼ 0:78 rad corresponds to both large and small values for

the parameter K. This means that ql ¼ 0:78 rad can be suitable choice for all acceptable values

of K, but does not mean that this is the optimal value for our calculations. Thus, we need one

more criterion for ql to be determined and we will show in Section 2 that this exists.

2. Density of Internal Oscillations of the Solitonic Waves in DNA

The breather-type solution, Equation (27.44), represents a sort of a modulated solitonic wave. From

hyperbolic and cosine terms in Equation (27.44), we can recognize wave numbers of both the envel-

ope and the carrier wave. In other words, we can see that the width of the envelope L and the wave-

length of the carrier wave lc are

L ¼
2pLe

1
(27:48)

and

lc ¼
2p

qþ (1ue=2P)
(27:49)

This equation can be used to calculate the number of wavelengths of the carrier wave contained

within the length of the envelope as

Do ¼
L

lc

(27:50)
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FIGURE 27.7 Nonlinear coefficient Q of the NSE as a function of K (ql ¼ 0:78 rad).
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We call Do a density of internal oscillations (density of carrier wave oscillations) for short even

though, strictly speaking, this is not density, that is, the number of wavelengths per unit length.

From Equation (27.48)–Equation (27.50) and (Equation 27.40), we can easily obtain

Do ¼
ueffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2
e � 2ueuc

p 1þ
2qlP

1lue

� �
(27:51)

It should be noted that the dispersion coefficient P is defined by Equation (27.36) and is a function

of ql.

Using Equation (27.46) and Equation (27.47), we can plot the function Do versus ql and this is

done in Figure 27.8 for three values of the parameter K [30]. From this figure, we see that the

density of the internal oscillations of the soliton Do reaches a maximum value for ql � 0:77 rad,

which is extremely close to the value of 0:78 rad, which was earlier selected as the most favorable

one. Should we accept this value, corresponding to the highest Do, for our calculations? Certainly

yes, since a higher Do probably means a more efficient modulation. It is required for modulation,

when both signals are cosine functions, that the frequency of the carrier component is much higher

than the frequency of the envelope. In our case, however, there are no two frequencies, but we intro-

duced Do instead. Our intuition strongly suggests that nature wants modulation with Do as high as

possible, which we might call the most efficient modulation.

We should emphasize that the highest values of Do do not have too profound meaning since

those values simply depend on the choice of the somewhat arbitrary parameters 1 and ue. In

fact, we are looking for the maximum of the product function ql 	 P(ql). However, we can make

one more conclusion based on the analysis of how Do depends on ql. For various K, we can

obtain a set of maxima for the function Do as follows:

Dom ¼ 7:74 for ql ¼ 0:775 rad if K ¼ 4:5 N=m
Dom ¼ 7:08 for ql ¼ 0:774 rad if K ¼ 4 N=m
Dom ¼ 6:43 for ql ¼ 0:772 rad if K ¼ 3:5 N=m
Dom ¼ 5:77 for ql ¼ 0:770 rad if K ¼ 3 N=m
Dom ¼ 5:11 for ql ¼ 0:766 rad if K ¼ 2:5 N=m
Dom ¼ 4:46 for ql ¼ 0:761 rad if K ¼ 2 N=m

0.6 0.7 0.8 0.9 1.0

ql (rad)

8

4

5

6

7

Do

FIGURE 27.8 Density of internal oscillations (density of carrier wave oscillations) versus ql. (From top to

bottom: K ¼ 4:5 N=m, 4 N=m and 3:5 N=m.)
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We can see that the highest values of the density of the internal oscillations Do increase when the

parameter K increases. Another important fact is that an optimal ql for any reasonable K does not

differ significantly from our previously accepted value of ql ¼ 0:78 rad. Otherwise, for K ¼ 0 we

obtain Dom � 2 for ql ¼ 0:53 rad. This means that from the criterion of modulation, the PBD model

[21,22] is better than the original PB model [16], which could be obtained from the former one by

letting K ¼ 0.

3. Modulated Solitonic Waves in DNA

In this section, we will plot our solitonic function Fn(t) given by Equation (27.44). However, before

we do this, we want to study how the amplitude A depends on ql for various K. Note that the value A

is the amplitude of the function F1(S, t) but is only about a half of the amplitude of the soliton Fn(t).

Since the amplitude of the function y depends on the arbitrary constant 1, Equation (27.14), we con-

centrate on the value of A. This is why we plot the function Fn(t) rather than yn(t).

From Figure 27.9, we can see how A depends on ql for constant d, that is, for d ¼ �a=2b, the

value that was previously accepted for our calculations [27]. We selected K ¼ 4 N=m, but for

different K, both larger and smaller, the curves are almost the same. One can also see that ql ¼

0:78 rad is around the minimum of the amplitude A(ql).

However, for d given by Equation (27.31) and Equation (27.32), the situation looks completely

different. Figure 27.10 shows how the amplitude A depends on ql for three values of K [30]. Instead

of minimum (Figure 27.9), the function A(ql) now has a maximum. The highest values are 6:50 nm

at ql ¼ 0:76 rad for K ¼ 4:5 N=m, 3:61 nm at ql ¼ 0:76 rad for K ¼ 4:3 N=m; and 2:27 nm at ql ¼

0:79 rad for K ¼ 3:8 N=m. We can see that these maxima decrease with smaller K. For

K ¼ 4:58 N=m, the maximum of the amplitude A is even 25 nm, which does not make physical

sense, whereas for K ¼ 3 N=m the function A(ql) does not have any maximum at all.

Therefore, we can state three facts concerning the parameter K. First, there is a maximum value

Km ¼ 4:6 N=m for ql ¼ 0:78 rad. Second, higher K means larger Do, that is, a better transmission of

the signal through the DNA chain, as was explained earlier. Third, K should be small enough to

ensure that the amplitude A is small enough so that the oscillating nucleotide does not exceed

the depth of Morse potential well.

0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1

ql (rad)

2.1

1.8

1.5

1.2

0.9

A
 (

nm
)

FIGURE 27.9 Amplitude A as a function of ql (K ¼ 4 N=m, d ¼ const).
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Finally, we can plot our soliton Fn(t) given by Equation (27.44). In Figure 27.11–Figure 27.13,

we show the elongation Fn(t) versus time for K ¼ 4:5 N=m, 4 N=m; and 2:5 N=m, respectively.

According to the shape of the curve in Figure 27.11 and the maximum of the function Fn(t), we

can conclude that this value for K, that is, K ¼ 4:5 N=m, would not be acceptable. For

K ¼ 4:6 N=m, Fn(t) has only positive values with the maximum reaching up to 500 nm which is

totally unacceptable because the expansion of the Morse potential, Equation (27.15), presumes

that the amplitude may not reach the Morse plateau! For Fn ¼ 500 nm, from Equation (27.14)

follows that yn ¼ 4 nm which is far beyond the plateau. However, Figure 27.12 and Figure 27.13

suggest that the values K ¼ 4 N/m and K ¼ 2.5 N/m might be acceptable. Of course, we should

keep in mind that a higher K means more oscillations of the carrier wave in one envelope, that

0.4 0.6 0.8 1.0

ql (rad)

6

4

2

A
 (

nm
)

FIGURE 27.10 Amplitude A versus ql (d ¼ d(ql)). (From top to bottom: K ¼ 4:5 N=m, 4:3 N=m and 3:8 N=m).
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FIGURE 27.11 Elongation of the out-of-phase motion as a function of time (n ¼ 300, ql ¼ 0:78 rad,

K ¼ 4:5 N=m, d ¼ d(ql)).
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is, a higher Do . For K ¼ 0, only two internal oscillations can hardly be discerned which shows, as

we stated earlier, the superiority of the PBD model [21,22] over the original PB version [16].

At this point, we can speak of a certain range for accepted values for the parameter K. In

addition, as was pointed out earlier, K should be high enough to ensure a large Do, but still not

too large to bring about a very large amplitude.

It might be interesting to compare solitonic solutions Fn(t) given in Figure 27.11–Figure 27.13

with the same function obtained for constant d [27]. In Figure 27.14 we show the solitonic wave

Fn(t) for K ¼ 4 N/m and constant d, that is, d ¼ 2b/2a. Comparing Figure 27.12 and

Figure 27.14, both plotted with the same K, we see that the amplitude for the nonconstant d

(Figure 27.12) is about three times larger than that for the constant d (Figure 27.14). In both
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FIGURE 27.13 Elongation of the out-of-phase motion as a function of time (n ¼ 300, ql ¼ 0:78 rad,

K ¼ 2:5 N=m, d ¼ d(ql)).
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FIGURE 27.12 Elongation of the out-of-phase motion as a function of time (n ¼ 300, ql ¼ 0:78 rad,

K ¼ 4 N=m, d ¼ d(ql)).
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cases positive amplitudes are higher than negative, which is a result of the term with the parameter d

in Equation (27.44). The shapes of both curves are almost the same. This is not surprising since Do ,

the density of the carrier wave oscillations of the breather, does not depend on d.

Finally, we need to point out a couple of advantageousness of this procedure (nonconstant d)

over the one when d was constant. First, the amplitude A(ql) has the maximum having very big

values in a limit when the parameter K approaches its critical value, which suggests certain reson-

ance behavior. This procedure solves the problem of a small amplitude discussed in Ref. [27].

Also, the existence of the upper limit of the parameter K, which was explained in Chapter 1, solves

one more problem. Namely, in Ref. [21], optical and acoustical frequencies were compared. Optical

frequency is defined by Equation (27.27). The same procedure for linear wave, Equation (27.12),

instead of for that nonlinear, Equation (27.13), would lead to a so-called acoustical frequency [21,31]:

v2
a ¼

4

m
k sin2 ql

2

� �
þ K sin2 qhl

2

� �� �
(27:52)

Figure 27.15 was done for the values of the parameters given by Equation (27.46). We can see that there

are four crossing points in the shown interval. The first two of them are at q1 ¼ 0.184 Å21

(ql ¼ 0.624 rad) and q2 ¼ 0.278 Å21 (ql ¼ 0.946 rad) [31]. It is interesting to point out that all the

three accepted values for ql (Section 1 and Ref. [27]) belong to this interval, while the one that was

rejected does not.

However, for K , 6.4 N/m, that is, for K , a2D, those crossing points do not exist and

vo . va in the whole zone [31]. This is shown in Figure 27.16. It might be interested to point

out that those two curves touch each other if K ¼ a2D, and this resonance mode (vo ¼ va)

occurs at ql ¼ 0.78 rad/sec [31]. This is well known value first obtained in Ref. [27] and confirmed

by maximization of the function Do(ql) [30].

B. THE INFLUENCE OF VISCOSITY

In this section, we study a more realistic DNA dynamics, taking surrounding of the DNA molecule

into consideration. We discuss a possible interaction of DNA with its environment, water molecules

for example, which may damp out vibrations of the nucleotides. This problem was studied in

Ref. [27], where K ¼ 8 N/m and constant d ¼ 2b/2a were used.
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FIGURE 27.14 Elongation of the out-of-phase motion as a function of time (n ¼ 300, ql ¼ 0:78 rad,

K ¼ 4 N=m, d ¼ const).
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The impact of the medium can be taken into account by adding a viscous force [32] exerted on

the nucleotide sequences

Fv ¼ �g _yn (27:53)
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FIGURE 27.15 Optical and acoustical frequencies as a function of ql (K ¼ 8 N=m).
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FIGURE 27.16 Optical and acoustical frequencies as a function of ql (K ¼ 4 N=m).
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to the equation of motion, Equation (27.13). Here g represents a damping coefficient and its value

will be discussed later. This implies a new term in Equation (27.15) of the form

�
g

m
_Fn (27:54)

and, using the same procedure as in Section A, we obtain a new dispersion relation

v2
g ¼ v2

g þ
2k

m
½1� cos(ql)� þ

2K

m
½1þ cos(qhl)� � i

g

m
vg (27:55)

and the corresponding group velocity

Vg ; Vgg ¼
l

m

k sin(ql)� Kh sin(qhl)

vg þ i(g=2m)
(27:56)

instead of the former expressions (27.27) and (27.28). The index g refers to physical values with

viscosity being taken into consideration and

ug ; ung ¼ qgnl� vgt, q ; qg (27:57)

From Equation (27.27) and Equation (27.55), we obtain

v2
g ¼ v2 � i

g

m
vg (27:58)

It is clear that v in Equation (27.58) is not exactly the same as v in Equation (27.27) as if the former

depends on qg l and the latter on ql. However, we will see later that one can take the same value for

qgl for calculations as we did when viscosity was not taken into consideration, that is, qg ¼ q.

Equation (27.58) can be written as

vg þ i
g

2m

h i2

¼ v2 �
g

2m


 �2

(27:59)

and, defining the parameter b as the following ratio

b ¼
g

2mv
(27:60)

we can easily obtain

vg þ i
g

2m
¼ v

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p

(27:61)

and, from Equation (27.56),

Vg ¼
Vgffiffiffiffiffiffiffiffiffiffiffiffiffi

1� b2
p (27:62)

Equation (27.29)–Equation (27.31) are not affected by the new term (27.54) added to Equation

(27.15). New co-ordinates in Equation (27.33) will now be

Sg ; S ¼ Z � VgT , t ¼ 1T (27:63)
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Instead of Equation (27.35) we now obtain a new cubic NSE as

i�
g

2mvg

� �
F1t þ P0F1SS þ Q0jF1j

2F1 ¼ 0 (27:64)

where the adequate dispersion and nonlinearity parameters are given respectively

P0 ¼
1

2vg

l2

m
½k cos(ql)� Kh2 cos(qhl)� � V2

g

� 	
(27:65)

Q0 ¼ �
v2

g

2vg

½2a(mþ d)þ 3b� (27:66)

and, for the sake of simplicity, we use index S instead of Sg to denote the derivative, as well as q

instead of qg.

Using a very useful trick

i�
g

2mvg

¼
i

vg

vg þ i
g

2m


 �
(27:67)

and Equation (27.61), we finally obtain

iF1t þ PgF1SS þ QgjF1j
2F1 ¼ 0 (27:68)

Pg ¼
vg

v

P0ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p (27:69)

Qg ¼
Qffiffiffiffiffiffiffiffiffiffiffiffiffi

1� b2
p (27:70)

Therefore, the NSE of the same form as Equation (27.35) is derived. Of course, the coefficients

Pg and Qg differ from those in Equation (27.35). So, from Equation (27.38)–Equation (27.40), the

solution of Equation (27.68) becomes

F1(S, t) ¼ Ag sech
S� uet

Lg

� �
exp

iue(S� uct)

2Pg

(27:71)

where the amplitude and the width of the breather excitation are respectively

Ag ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u2

e � 2ueuc

2PgQg

s

(27:72)

Lg ¼
2Pgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2
e � 2ueuc

p (27:73)

Using the same procedure as in Section A, we finally obtain a complete expression for the damped

soliton

Fn(t) ¼ 2Ag sech
1(nl� Vegt)

Lg

� �
� cos (Qgnl�Vgt) exp �

gt

2m


 �n

þ 1Agsech
1(nl� Vegt)

Lg

� �
�

m

2
þ d cos(2(Qgnl�Vgt)) exp �

g t

m


 �h io
þO(12)

(27:74)
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where envelope velocity, phase and frequency are respectively given as follows

Veg ¼ Vg þ 1ue (27:75)

Qg ¼ qg þ
1ue

2Pg

(27:76)

Vg ¼ v
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p

þ
1ue(Vg þ 1uc)

2Pg

(27:77)

The next step is to determine a convenient value for q ; qg . It was explained in Section 1 that the

four values for ql were obtained according to the following requirements: Vg . 0, P . 0 and

l ; lg ¼ Nl where N is an integer. Will something be changed if viscosity is taken into consideration?

In other words, we should study the possibility that new values forlmight be obtained from the require-

ments explained earlier. The first requirement Vg . 0 gives nothing new, as can be seen from Equation

(27.62). For Pg to be positive we obtain different values for qg l for different g. Using the same pro-

cedure as in Section 1, we obtained the following intervals [27]:

0:66 , ql , 1:11 or 5:66l , l , 9:52l for g ¼ 0

0:66 , ql , 1:08 or 5:82l , l , 9:52l for g ¼ 0:6
0:66 , ql , 0:99 or 6:35l , l , 9:52l for g ¼ 0:85

0:66 , ql , 0:86 or 7:31l , l , 9:52l for g ¼ 0:9

Therefore, accepted values for l are 6l, 7l, 8l and 9l for small viscosity (g ¼ 0 and g ¼ 0.6), 7l,

8l and 9l for g ¼ 0.85 while only l ¼ 8l (ql ¼ 0.78 rad) and l ¼ 9l (ql ¼ 0.7 rad) satisfy the

requirements for very high g. So, ql ¼ 0.78 rad will again be a good value for our estimations.

1. Determination of Damping Coefficient g

The important issue is to estimate a value of the damping coefficient g. To do this, in the context of

dynamics of microtubules [32], we used simple fluid mechanics arguments. In that case the fluid is

assumed to be water and its viscosity is temperature dependent. Taking physiological temperatures

(approximately 300 K), we estimated the order of magnitude [32]

g � 6� 10�11 kg=sec (27:78)

Despite the significant difference in geometries of microtubule and nucleotide, as well as different

surroundings, we assume that, for sequences of nucleotides, g should be smaller but still match the

same order of magnitude.

Thus, we will express the damping coefficient in units of 10211 kg/sec, that is,

g ¼ g� 10�11 kg=sec (27:79)

Now we may estimate the values of the parameter g defined by Equation (27.60) and Equation

(27.79) keeping in mind that the frequency v involved in Equation (27.60) is a function of ql

through the dispersion relation, Equation (27.27).

Therefore, the condition b , 1 implies that the inequality g , 2mv holds. In Figure 27.17, a

maximum value of the constant g, corresponding to gm ¼ 2mv, is shown.

For our accepted values for ql, we can calculate from the figure

g , 0:90 for ql ¼ 0:7 rad

g , 0:92 for ql ¼ 0:78 rad

g , 0:99 for ql ¼ 0:9 rad

g , 1:12 for ql ¼ 1:05 rad
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A minimum of the function 2mv corresponds to ql ¼ 0.66 rad and has the value 0.90.

One more interesting question deserves to be discussed. Is there an optimum value for the vis-

cosity coefficient g? Nature puts the DNA chain into solvent and we are looking for the appropriate

viscosity, that is, for g required for the best functioning of the DNA molecule. According to the

expression for the damped soliton, Equation (27.74), we can define the width of the soliton or

“the wavelength of the envelope” as

Lg ¼
2pLg

1
(27:80)

which, together with Equation (27.73), shows that the width Lg of the soliton is proportional to the

dispersion coefficient Pg . So, the soliton will cover the most nucleotides for the value of g corre-

sponding to the maximum of the function Pg (g). From Figure 27.18, we see how Pg depends on vis-

cosity, for ql ¼ 0.78 rad. We calculated the maximum value of Pg to be Pgm ¼ 3.27 � 1026 m2/sec

for gm ¼ 0.86 (bm ¼ 0.93). It might be interesting to point out that for higher ql the maximum of the

function Pg(g) becomes less sharp. For ql ¼ 1.05 rad, for example, the function Pg has no peak at all.

On the other hand, for smaller ql, the peak is even sharper.

2. Demodulated Solitonic Waves in DNA

Before we plot our soliton, that is, the function Fn(t), we should examine the exponential terms in

Equation (27.74). For g ¼ 0.8, the first of them becomes e23.7t where t is time in picoseconds. This

means that it could make sense to keep those two terms in Equation (27.74) only for very small t, up

to around 1 ps. However, even for so small values of t, the breather, like the one in Figure 27.12 or

Figure 27.13, does not exist because the period of the carrier wave is longer than 2 ps. Therefore,

only a “pure” soliton, that is, an envelope-type soliton, exists in the DNA chain and, neglecting
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FIGURE 27.17 A maximum value for g versus ql.
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exponential terms in Equation (27.74), we can obtain its expression as

Fn(t) ¼ 1mA2
g sech2 1

Lg

(nl� Veg t)

� �
þO(12) (27:81)

This function is shown in Figure 27.19 [27].
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FIGURE 27.18 Dispersion coefficient Pg versus viscosity factor g (ql ¼ 0:78 rad).
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FIGURE 27.19 Elongation of out-of-phase motion versus time (g ¼ 0:8, d ¼ const). (1 ¼ 0:007, ue ¼ 105 m=s).
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One can see that the amplitude of the soliton in Figure 27.19 is very small. However, the

parameters characterizing a traveling wave solution (ue , uc , and 1) are very controversial. For

Figure 27.19, we used the values given by Equation (27.47). Now, we change two of them, ue

and 1, to see their impact on the breather dynamics. For ue ¼ 2.5 � 105 m/sec and 1 ¼ 0.05, func-

tion (27.81) is shown in Figure 27.20 [27]. In both cases, Figure 27.19 and Figure 27.20, the friction

coefficient g is the same (g ¼ 0.8).

We can easily estimate the speed and the width of the soliton shown in Figure 27.19. Those

values, for g ¼ 0.85 (b ¼ 0.92), are [27]:

Veg � 3750 m=sec L � 58 nm (27:82)

This means that around 170 nucleotides in each strand are covered by the soliton.

The signals in Figure 27.19 and Figure 27.20 are demodulated solitons. There are no carrier com-

ponents like waves in Figure 27.12–Figure 27.14. Therefore, instead of modulated signals (Equation

(27.44), Figure 27.12–Figure 27.14), when viscosity is neglected, demodulated waves (Equation

(27.81), Figure 27.19 and Figure 27.20) move through DNA molecule when viscosity is taken into

consideration. So, there is analogy with engineering [33] where modulated signals are widely used

because they can be transmitted at much longer distances than nonmodulated waves. The envelope

is the wave that we want to transmit, for example music that we listen. Carrier waves, having much

higher frequencies, can provide their transport to long distances. However, when this combined wave

reaches its destination, that is, when we want to listen music, for example, we do not need the carrier

wave any more. We get rid of it like passengers leave their train when get to the destination. So, the

demodulation occurred when the signal is about to be accepted.

Let us get back to the DNA molecule. We already pointed out that viscosity provides demodu-

lation. But, what are locations of demodulation and what are acceptors of this demodulated wave? It

is well known that besides DNA molecule the other important molecules exist in cell nucleus.

Especially important is messenger RNA molecule (m-RNA). To be more precise, m-RNA is

formed in the nucleus from m-RNA polymerase. So, we expect that the piled material, from
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FIGURE 27.20 Elongation of out-of-phase motion versus time (g ¼ 0:8, d ¼ const). (1 ¼ 0:05,

ue ¼ 2� 105 m=s).
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which m-RNA is made, provides “big” viscosity, that is, demodulation agent for the carrier wave

[33]. In other words, modulated wave moves through the DNA chain as long as this does not

interact with the m-RNA polymerase molecules. When this wave reaches a segment where DNA

molecule is surrounded by this material, that is, by m-RNA polymerase, the demodulation

occurs. The lack of the carrier component in the solitonic wave means that the nucleotides of

DNA molecule oscillate with small frequency. This provides a creative “key and lock” interaction

with the m-RNA polymerase which yields the m-RNA formation [33]. Therefore, m-RNA polymer-

ase molecules represent the big viscosity, which ensures the demodulation process. The demodu-

lated signal, caring the useful information, is responsible for m-RNA transcription upon a

unique strand of its DNA template.

3. Viscosity and Nonconstant d

In Section A, the DNA dynamics was studied for both constant and nonconstant parameter d. For

example, the solitonic functions Fn(t) were shown in Figure 27.11–Figure 27.13 for nonconstant d,

and Figure 27.14 shows the soliton Fn(t) for d ¼ const.

In Section B, however, we have dealt with constant d only. For example, Figure 27.19 and

Figure 27.20 were done for d ¼ 2b/2a [27]. The purpose of this section is to study the problem

with nonconstant d, when viscosity is taken into consideration. One should keep in mind that the

parameter d exists in the expression for Q only (Equation (27.37) and Equation (27.70)). This

means that only the amplitude Ag , in Equation (27.81), depends on this parameter. As if only Ag is

affected by the parameter d, it was used in Ref. [34], for the estimations and figures, nonconstant

d neglecting viscosity. It was shown in Ref. [34] that the nonconstant d solved the problem of

small amplitudes mentioned earlier and in Ref. [27]. This can be seen from Figure 27.21, which

was done for the same values of all the other parameters as Figure 27.19, except for K. If we

compare Figure 27.21 and Figure 27.19, we see that the amplitude for nonconstant d is higher

(Figure 27.21) and that higher amplitude corresponds to a shorter wave, which is typical for the
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FIGURE 27.21 Elongation of out-of-phase motion versus time (g ¼ 0:8, d ¼ d(ql), K ¼ 4:5 N=m).

(1 ¼ 0:007, ue ¼ 105 m=s).
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solitonic waves. However, as was already pointed out, d used for Figure 27.21 is nonconstant but

obtained using the procedure when viscosity was neglected. In what follows, more rigorous treatment

will be done. In other words, a new nonconstant d, when viscosity is taken into consideration, will be

derived. It will be shown that this dg is complex and brings about the complex parameter Qg in

Equation (27.68). Such NSE, with the complex Qg , which is a special case of a complex

Ginzburg–Landau equation to the best of author’s knowledge, cannot be solved analytically.

It was already pointed out that viscosity was taken into consideration by adding the new term

(27.53) into Equation (27.13), which brings about the term (27.54) in Equation (27.15). From

(27.54) and (27.22), we can obtain a new term (NT) in Equation (27.25) to be

NT ¼ �
g

m
1F1Teiug � ivF1eiug þ 12F0T þ 12F2Tei2ug � 2i1vF2ei2ug
� �

þ cc (27:83)

This NT does not affect expressions (27.29) and (27.30). How about Equation (27.31) and Equation

(27.32). The expressions for d were obtained by equating the coefficients for ei2u in Equation

(27.25) and neglecting all the terms with 12. So, the only NT in Equation (27.32) is i 2g
m
vgF2,

and Equation (27.32) becomes

4v2
g �

2k

m
½1� cos(2qgl)� �

2K

m
½1þ cos(2hqgl)� � v2

g þ i
2g

m
vg

� 	
F2 ¼ v2

gaF2
1 (27:84)

Therefore, we obtain

F2 ¼ dgF2
1 (27:85)

dg ¼ v2
ga 4v2

g � tþ i
2g

m
vg

� ��1

(27:86)

where

t ;
2k

m
½1� cos(2qgl)� þ

2K

m
½1þ cos(2hqgl)� þ v2

g (27:87)

Using Equation (27.58) and Equation (27.61), we finally obtain

dg ¼ v2
ga 4v2(1� b2)� t� i

2g

m
v

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p

� ��1

(27:88)

Note that the frequency v in Equation (27.88) is not exactly the same as v in Equation (27.27)

as if q should be replaced by qg . However, it was already shown that we could assume the same

value for both wave numbers (Section B).

So, the parameter dg is complex and can be written as

dg ¼ d0eiw (27:89)

where

d0 ¼
v2

gaffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
M2 þ N2
p (27:90)

tanw ¼
N

M
(27:91)

M ¼ 4v2(1� b2)� t (27:92)
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and

N ¼
2g

m
v

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p

(27:93)

Finally, this complex parameter dg should be substituted into the expression for the coefficient of

nonlinearity Qg , defined by Equation (27.37) and Equation (27.70). This means that NSE (27.68)

with the complex Qg should be solved.

After some tedious mathematics, we can obtain the nonlinear parameter Qg as

Qg ¼ Q1 þ iQ2 (27:94)

where

Q1 ¼ �4acvv2
g

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p

�
v2

g

2v
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2
p (2am� 2actþ 3b) (27:95)

Q2 ¼ �2g� 10�11
v2

gac

m
(27:96)

and

c ¼
v2

ga

M2 þ N2
(27:97)

It is clear that for g ¼ 0, the imaginary part Q2 vanishes and Q1 becomes Q given by

Equation (27.37).

In Ref. [27], authors suggested that the most favorable viscosity g might be the value when the

function P(g) reaches maximum. This idea comes from the fact that the parameter P is proportional

to the width of the soliton. From Equation (27.65) and Equation (27.69), and for the values of par-

ameters used earlier, we can calculate this gm. The ratio Q2=Q1 for this viscosity parameter gm is

approximately 0.3. This means that neither real nor imaginary part of the parameter Qg can be

neglected.

However, in a limit b! 1, N approaches zero and Q1 becomes much higher than Q2, as seen in

Equation (27.95) and Equation (27.96). This certainly means that Q2 can be neglected, but it is not

likely that this limit has any physical meaning. Of course, the values of the parameters that were

used for those calculations have not been precisely determined yet and this issue certainly requires

further research.

4. “Small” Viscosity as an Alternative Approach

In Section B, we included the impact of viscous medium by adding the viscous force (27.53) to

Equation (27.13). In that treatment, the viscous force was considered as competitive with other

forces arising from Hamiltonian (27.1). The consequence of that approach was the outcome

which showed the impact of viscosity being so strong that the soliton solution (27.74) decays

almost instantaneously into its asymptotic form which is localized bell-shaped mode given by

expression (27.81). However, there is an alternative approach where viscous force has features

of small perturbation. We refer them as “big” and “small” viscosities [30].

So, we start from probably more realistic and favorable approach that viscous force has features

of small perturbation. The viscous forces, exerted on the nucleotides n, are �1g_un and �1g_vn. The

small 1, the same as in Equation (27.14), indicates that viscous force has the character of small
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perturbation. This leads to the effective damping force acting on the out-of-phase base pair

motion as:

Fv ¼ �1g_yn (27:98)

Now starting from the perturbed equation of motion

m€yn ¼ k(ynþ1 þ yn�1 � 2yn)� K(ynþh þ yn�h þ 2yn)

þ 2
ffiffiffi
2
p

aD(e�a
ffiffi
2
p

yn � 1)e�a
ffiffi
2
p

yn � 1g_yn (27:99)

and performing the expansion explained, we find

iF1t þ PF1SS þ QjF1j
2F1 ¼ �1

g

2mv
F1t (27:100)

This equation could be solved by the method of “slowly varying parameters” developed in [35].

The essence of the method is that the carrier wave number Q ¼ qþ 1(ue=2P) slowly changes with

time through change of ue. After some tedious calculations [30], we obtain the expression for the

envelope velocity

Ve ¼ Vg þ 1ue0 exp �
g

m
12t


 �
(27:101)

On the basis of Equation (27.39) and Equation (27.40), it follows that the breather’s amplitude

decays with the same rate as envelope velocity, and the width of the breather spreads exponentially.

From the absolute viscosity of water (T � 300 K), h ¼ 7� 10�4 kg=msec, and considering a

base as thin rigid rode, it could be roughly estimated g � 10�12 kg=sec. With 1 ¼ 0:007, the

breather’s decay time is td ¼ m=g12 � 10�8 sec [30]. Starting with Ve � 1:9� 103 m=sec the

path passed by the breather for td ¼ 10�8 sec reaches approximately 20� 10�6 m or 6� 104

base pairs along DNA chain. This is quite favorable regarding expected role of breathers as

long-range effects mediators in DNA [30].

In Ref. [33], we suggest that water molecules provide small and m-RNA polymerase big

viscosity. Therefore, the procedure just explained in this section describes the impact of water

surrounding to DNA. To describe the interaction of DNA with m-RNA polymerase, we need the

idea of so-called big viscosity.

C. RESONANCE MODE IN DNA DYNAMICS

In Section A.3, optical and acoustical frequencies, given by Equation (27.27) and Equation (27.52),

were compared. Figure 27.15 and Figure 27.16 were done for K . a2D and K , a2D, respectively.

The resonance mode was also defined. Namely, for K ¼ a2D, curves vo(ql) and va(ql) have only

one common point. In other words, those two curves touch each other at ql ¼ p=h and this is what

we call the resonance mod.

Before we proceed, we should remind ourselves on the Morse potential, which is the last term in

Equation (27.10). This function, shown in Figure 27.22, represents the potential of the hydrogen

bonds between base pairs of different strands. Of course, a curve “a” corresponds to the larger

force than a curve “b.” As can be seen, smaller force means smaller value of the parameter a, as

if a is the inverse width of the potential well. Of course, if the force between the nucleotides of

different strands is larger than the amplitude of the oscillations will be smaller and vice versa.

Now, we are going to study the resonance mode, which means that ql ¼ p=h and K ¼ a2D are

assumed. We will study the resonance mode neglecting viscosity subsequently. However, it will be
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seen that the wave moving through the DNA chain will be similar to the demodulated one, shown in

Figure 27.19–Figure 27.21. This might mean that resonance includes demodulation effects.

For a ¼
ffiffiffiffiffiffiffiffiffiffi
K=D
p

one can obtain possible values of the parameter K according to the requirements

that parameters P and Q be positive, which was explained in Section A.1. For example, Figure 27.23
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FIGURE 27.22 Morse potential (a: Large force, small amplitude, b: Small force, large amplitude).
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FIGURE 27.23 Nonlinear coefficient Q of the NSE as a function of K (Resonance mode).
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shows how Q depends on K for h ¼ 5, as well as the upper limit of the parameter K. So, for

D ¼ 0:1 eV, and for the values of all the other parameters taken from Ref. [2], those intervals are:

0.07 N/m , K , 0.35 N/m for h ¼ 5

0.16 N/m , K , 0.82 N/m for h ¼ 4

We can argue that the value of the parameter a is very small if K ¼ a2D, much smaller than

what we find in references dealing with this issue. This is correct, but we should keep in mind

that a from K ¼ a2D is the resonance a and is much smaller than the nonresonance a when K ,

a2D and vo . va for any ql. In other words, Morse potential at DNA segments where resonance

occurs is rather different from the potential at the rest of the chain (curves “b” and “a” in

Figure 27.22).

The values of most parameters are still disputable and more detailed analysis should be done

and the results will be published elsewhere. However, the purpose of this section is to show that

the resonance mode can explain local opening of nucleotide pair during m-RNA formation and

this will be shown subsequently.

It was explained in Section B.2 that the demodulated wave is responsible for m-RNA transcrip-

tion. This transcription is, practically, the formation of m-RNA molecule from m-RNA polymerase

molecules. Therefore, this occurs at the segments where the DNA chain is surrounded by m-RNA

polymerase molecules.

For this to happen, the DNA chain should open locally. A possible explanation for this local

opening of the DNA chain can be done using the idea of the resonance mode [36]. Namely, the

m-RNA polymerase molecules interact with the DNA nucleotides. This interaction decreases the

force between nucleotides of different strands, which increases the amplitude. The increase of

the amplitude ensures that the parameter K goes down, as if the interaction between nth nucleotide

of one strand, and (nþ h)th and (n� h)th nucleotides of the other becomes smaller. It can be seen
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FIGURE 27.24 Elongation of the out-of-phase motion as a function of time (Resonance mode).

(n ¼ 300, h ¼ 5, K ¼ 0:2 N=m, d ¼ d(ql)).
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from Figure 27.22 that the decrease of the force means that the parameter a decreases. So, both K

and a go down, a2 decreasing faster, and, finally, the resonance occurs (K ¼ a2D), which results

in very big amplitude and, therefore, in the local opening of the DNA chain. One can argue that

K ¼ a2D is not a sufficient condition for resonance, as if ql ¼ p=h is required in addition.

However, it has already been explained that ql ¼ p=h is probably the most favorable value for

both, resonance and nonresonance mode.

The resonance solitonic wave FðtÞ is shown in Figure 27.24. This function is plotted according

to Equation (27.44), but for a ¼
ffiffiffiffiffiffiffiffiffiffi
K=D
p

. It is very interesting to realize that this soliton looks like

demodulated signals, Figure 27.19–Figure 27.21, even though viscosity was neglected. Extremely

big amplitude should not bother us as if viscosity was not taken into consideration.

III. CONCLUSION

The idea that solitons might play an important role in biopolymers comes from Davydov. In his

article [37], he studied alpha-helical proteins and applied some achievements of nonlinear mathe-

matics to biology. As for DNA, the nonlinear physics started in 1980 [10] when the first nonlinear

Hamiltonian of DNA, as well as possibility of solitonic solution, was suggested. A crucial

experimental research was explained in Ref. [38], representing victory of nonlinear over linear

DNA physics.

In this chapter, one of the nonlinear DNA models is explained. This is extended PB or PBD

model. This model represents a basis for research of DNA–protein interactions [28,39]. Also,

the influence of ac field on the DNA dynamics was studied using the PBD model [20,28,40]. A

few more examples can be found in Ref. [19]. Of course, some other models may also yield to soli-

tonic excitations. As was pointed out at the beginning of Section II, the hierarchy of the most

important models for nonlinear DNA dynamics was presented by Yakushevich [19].

One of the biggest problems we deal with is the fact that most parameters are still not accurately

known. An example could be the values of the parameters characterizing Morse potential. The

values (27.46) were taken from Refs. [21,22]. However, some authors have used different

values, from D ¼ 0:33 eV, a ¼ 1:8� 1010 m�1 [16] to D ¼ 0:03 eV, a ¼ 4:5� 1010 m�1 [41].

We should keep in mind one important point present in a very basis of the procedure that we

have used so far. Namely, Equation (27.15) was derived assuming a
ffiffiffi
2
p

yn � 1. Otherwise, the

expansion of the exponential terms in Equation (27.13) would not be correct. This means that

there should be ay � 0:3 for the error not to exceed approximately 10%. So, large a might not

be compatible with the used theory.

Therefore, theorists can only estimate values of the parameters and use them for the calcu-

lations and analysis. Precise values, however, might come from experimental research. The last

decade of the twentieth century will be remembered for the first successful experiments done on

a single DNA molecule. This revolution in molecular biology started in 1996 [42,43]. Authors

stretched the single DNA molecule and measured the applied force. In addition, the force that

can unzip the strings of the DNA was measured [44–46]. Beside this progress, the values of the

parameters are still unknown. Hopefully, the biophysical revolution is still in progress and keeps

us in an optimistic mode.
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23. Zoravković, S. and Satarić, M.V., Single molecule unzippering experiments on DNA and Peyrard–

Bishop–Dauxois model, Submitted to J. Mol. Biol.

24. Gaeta, G., Crossing points and energy transfer in DNA nonlinear dynamics, Phys. Lett. A, 179 (3),

167–174, 1993.

25. Remoissenet, M., Low-amplitude breather and envelope solitons in quasi-one-dimensional physical

models, Phys. Rev. B, 33 (4), 2386–2392, 1986.

26. Kawahara, T., The derivative-expansion method and nonlinear dispersive waves, J. Phys. Soc. Japan,

35 (5), 1537–1544, 1973.
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28. Zdravković, S., Satarić, M.V., and Tuszyński, J.A., Biophysical implications of the Peyrard–Bishop–

Dauxois model of DNA dynamics, J. Comput. Theor. Nanosci., 1, 171–181, 2004.

810 Finely Dispersed Particles



29. Remoissenet, M. and Peyrard, M., Soliton dynamics in new models with parameterized periodic

double-well and asymmetric substrate potentials, Phys. Rev. B, 29 (6), 3153–3166, 1984.
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I. SYNOPSIS

This chapter describes research by an interdisciplinary and international team focused on the prep-

aration and evaluation of some dispersions of nanomaterials having potential application for injec-

tion into overdosed humans and to reverse cardiac toxicity by absorbing or binding the toxin.

Specifically, the commonly overdosed therapeutics amiodarone, amitriptyline, and bupivacaine,

and the illicit drug cocaine, are the deleterious chemicals under consideration for rapid reduction

in concentration in blood.

The two types of injectable dispersed phases discussed are oil-in-water microemulsions capable

of absorbing a toxin, and solid carrier nanoparticles functionalized with specific receptors for

adsorbing such chemicals [1]. The ongoing effort has so-far established the efficiency of lowering

the concentration of three of the listed toxins in vitro by both systems, and in the case of microe-

mulsions, the in vivo reversal of toxicity of amitriptyline in rats.

II. INTRODUCTION

Death is inevitable but when it occurs due to exposure to an overdose of a natural or synthetic chemi-

cal for which there is no antidote, experts in engineering, medicine, and science can often join forces

to develop a material designed to reverse the toxic effect and save lives. This has been a recurring

phenomenon for centuries but is revitalized with the development of each new generation of chemi-

cals that humans become exposed to either by intent or accident. Overdoses occur when patients or

their physicians ignore dosage guidelines established for a therapeutic in or outside hospitals, when

addicts succumb to increased use of drugs, and when human factions are in conflict (Figure 28.1).

Documented in medical statistics from the U.S. Center for Disease Control is data in the U.S.

alone that there are over 100,000 hospitalizations annually due to poisoning, leading to over 20,000

deaths. Many of these are due to overexposure to the therapeutics: amiodarone (antiarrythmic),

amitriptyline (antidepressant), and bupivacaine (local anesthetic) (Figure 28.2). These are extre-

mely valuable prescription medicines but can cause cardiac arrest if overdosed. Bupivacaine is

toxic to humans at approximately 12 mM concentration. Amitriptyline has significant effect on

the cardiovascular system at 0.3–0.8 mM levels. Before the current research by the interdisciplinary

collaborators, there were no antidotes for quickly reversing the concentration of these chemicals in

blood. Therefore, they were a primary target for investigation. The design of experiments leading to

the study included potential injectables composed of:

(1) Microgels [2] and microemulsions capable of absorbing the lipophilic molecules and

deactivating them by phase transfer out of the blood medium.

(2) Encapsulated core-shell microemulsions having the absorbing property but greater phys-

ical integrity [3].

Drugs of Abuse Therapeutic Drugs  Warfare Agents  

 opiates   anti-inflammatories  Soman, GD  
 cocaine   antibiotics   Sarin, GB 
 cannabinol   steroids    Tabun 
 steroids   anti-arrythmics  VX 

 antidepressants 
 anesthetics 

FIGURE 28.1 Occurrence of death due to exposure to an overdose of chemicals.
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(3) Solid tubular [4] or spherical nanoparticles having ligands bound to their surfaces for

adsorbing and binding the therapeutics (Figure 28.3).

Development and evaluation of the microgels, the core-shell microemulsions, and the nanotubes

with ligands for remediation of overdoses are referenced and outside the scope of this chapter.

The current discussion focuses on the synthesis and physicochemical characterization of the

microemulsion and spherical nanoparticle species, the proposed mechanisms by which each type

of dispersed phase lowers the therapeutic or cocaine concentration in blood, analytical data on

the efficiency of phase transfer of toxin out of normal saline, blood plasma, and whole blood,

and efficacy of the microemulsions when employed in vivo in rats.

III. OIL-IN-WATER MICROEMULSION STUDIES

Emulsions and microemulsions abound in nature and in the synthetic chemical world. They

are widely employed, for example, in food processing, paint manufacture and drug delivery.

Amiodarone Amitriptyline  Bupivacaine
   AntiarrhythmicAntidepressant    Anesthetic

where X = aminoalkyl

X
II

X

CH3H3C
NH

C=O

X

o

FIGURE 28.2 Structure of medicines amiodarone (antiarrythmic), amitriptyline (antidepressant), and

bupivacaine (local anesthetic).

Microemulsion

Core-Shell

Microemulsions (3) 

Nanoparticles with 

attached receptors 

Nanotubes (4)

Microgel (2)

Oil

Water

Absorbants

Adsorbants

FIGURE 28.3 Composition of injectables used in the experimental design.
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Most are composed of droplets of an oil dispersed in water but the reverse is becoming more widely

studied as new applications demand. In either case, the stability of the systems is enhanced by the

addition of one or more surfactants, molecules of which have both hydrophobic and hydrophilic

regions that transcend the interface between droplet and bulk medium (Figure 28.4).

An emulsion differs from a microemulsion by the size of the dispersed oil droplets, the latter

being controlled by the type and ratio of the chemical components. Typically, oil droplets in an

emulsion are more than 200 nm in diameter and diffract visible light, causing the dispersion

tohave a milky appearance. A microemulsion having droplets less than 100 nm in diameter is

anoptically isotropic, clear and is a thermodynamically stable multi-component system (Figure 28.5).

In the present work, no distinction is made between a microemulsion and a swollen micelle.

Dinesh Shah [5–8] and others [9] have published extensively in the field of emulsions and

microemulsions and is recognized internationally for his contributions to their application to

drug delivery and other technologies. He and team member Varshney directed the microemulsion

work reported in this chapter for removal of the types of therapeutics shown in Figure 28.2 from

saline and biological fluids. Several combinations of nonionic and ionic surfactants, and oils,

were used to obtain preliminary data on the preparation and stability of microemulsions and

their possible employment as absorbants of toxins. Proof of concept has been achieved as described

succeedingly using the relatively biocompatible components ethyl butyrate (LD50 . 250 mg/kg IV

in dogs) as the oil, and AOT, pluronic [10–13] and fatty acid co-surfactants.

A. MICROEMULSION COMPOSITIONS AND DRUG EXTRACTION EFFICIENCIES

A typical procedure for the preparation of a microemulsion employed in the current study involves

mixing, in 1% w/w proportions, ethyl butyrate with appropriate amounts of a pluronic, a sodium

salt of a fatty acid in normal saline. An optimized composition for extraction of bupivacaine from

normal saline at pH 7.4 contains 9 mM Pluronic F127, 36 mM sodium laurate and 155 mM ethyl

FIGURE 28.4 Addition of surfactants to the droplet of oil in water to enhance the stability.
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butyrate [14]. The slight turbitidy upon addition of the ester quickly dissipates during stirring.

Dynamic light scattering and photon correlation spectroscopy was employed to determine oil

droplet particle size in the microemulsions. The diameters depended on the amount and type of

surfactants and ranged 11–40 nm with an average polydispersity index of 0.251 nm. These

small sizes are compatible for recirculation in humans without disruption [15].

Pluronic is a generic name for a series of block copolymers composed of different ratios of more

hydrophobic propylene oxide (PPO) monomers flanked by more hydrophilic ethylene oxide (PEO)

monomers. Several commercially available analogs of Pluronics are shown in Figure 28.6 with the

weight fraction of the hydrophilic PEO units ranging from 0.1 to 0.8.

These amphiphilic molecules aggregate and form micelles when mixed with water. Figure 28.4

shows Pluronic surfactant molecules at the interface between the oil core and water, with the hydro-

philic PEO termini extending into the water phase. Figure 28.7 shows the HPLC results of bupi-

vacaine extraction from saline or blood plasma by microemulsions using the same ratios of

reagents and the same reaction conditions, but different Pluronic surfactants. Clearly, the Pluronic

Microemulsion

Particle Size :       ~ 400 nm 
Surface Area :     ~ 15 m2/ml

~ 30 nm 
~ 215 m2/ml

Intralipid Soybean 
Oil Emulsion 

FIGURE 28.5 Difference between an emulsion and a microemulsion by the size of the dispersed oil droplets.

Pluronic X Y 
F127 100 64 
F87 59 43 
P104 27 61 
F88 104 39 

PEO PPO PEO 

(CH2CH2O)x' H(CH2CHO)YH O (CH2CH2O)x

CH3

PEO PPO PEO

FIGURE 28.6 Analogs of Pluronics with the weight fraction of the hydrophilic PEO.
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identified as F-127 is the most effective for the phase transfer of bupivacaine into the ethyl butyrate

droplets. Experimental data suggests that 10 mM F127 may be optimum. The fundamental reason

that F-127 Pluronic participates in better phase transfer of the drug into the microemulsion is not

known but it is not due to stabilization of smaller or larger oil droplets because they average

approximately 24 nm, which is in the middle of the range observed using several of the Pluronics.

As shown in Figure 28.7, fatty acid co-surfactants are also used in the formulation of the

microemulsions. It has been determined that using a fatty acid co-surfactant having a chain

length at least eight carbons long not only helps stabilize the dispersed phase in blood, but also

enhances phase transfer of drug into the ethyl butyrate core (Figure 28.8). Also, extraction

[Pluronic] = 0.2mM 
[Oil] / [Pluronic] = 20 

n=4

F-127
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FIGURE 28.7 HPLC results of bupivacaine extraction from saline or blood plasma by micromulsions.
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FIGURE 28.8 Addition of fatty acid co-surfactant to stabilize and enhance the phase transfer.
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efficiency is increased by increasing the concentration of the ionic co-surfactant in microemulsions;

and, depending on the chemical system described, amitriptyline extraction has a greater depen-

dency than bupivacaine (Figure 28.9).

Extraction of bupivacaine from normal saline was also evaluated using microemulsions

composed of Tween-80 and PEG surfactants, fatty acid salts, and ethylbutyrate.

The HPLC data show that increasing Tween-80 from 0.07 to 0.20 M, while holding the PEG,

sodium caprylate and ethyl butyrate concentrations constant, resulted in an increase in drug

extracted from 7 to 22%. Using the same chemicals but increasing PEG concentration from

0.0 M to 0.5 M reduced by 60%, the amount of bupivacaine extracted.

Comparison studies on the efficiency of extraction of amitriptyline versus bupivacaine as a

function of the type of ionic co-surfactant reveal that longer chain carboxylic acid salts greatly

increase bupivacaine partitioning from normal saline. In addition, replacing such salts with the

more organophilic dioctyl sulfosuccinate ester salt surfactant (AOT) enhances bupivacaine extrac-

tion even more (Figure 28.10).
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FIGURE 28.9 Extraction efficiency of amitriptyline and bupivacaine with the concentration of co-surfactant.
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FIGURE 28.10 Results of bupivacaine extraction with organophilic dioctyl sulfosuccinate ester salt

surfactants.
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B. IN VITRO AND IN VIVO REVERSAL OF DRUG-INDUCED CARDIAC ARREST

Having established that a microemulsion can remove two of the therapeutic drugs from saline,

blood plasma, and whole blood in vitro, attention was turned to determining if the potential antidote

would be effective in restoring a toxin-induced decreased rate of heart beat, otherwise referred to as

an increased QRS time interval, of an isolated rat heart previously exposed to toxin. In these

experiments, carried out by Morey, Dennis, and Flint, the heartbeat was continually monitored

while being infused first with saline first doped with bupivacaine and then with the microemulsion.

The experiment was repeated using an intralipid macroemulsion, which, as shown in Figure 28.11,

was much less effective in restoring the heartbeat to normal.

Thromboelastography and cell lysis experiments using whole blood verified that the micro-

emulsions showing better drug removal properties did not cause excessive clot formation or

rupture of cells.

Data suggesting that the overall program goal can be achieved came from the use of micro-

emulsions 617 and 627 (see Figure 28.10 for compositions) to reverse in vivo cardiac arrest in

rats induced by amitriptyline. When ME617 was administered 5 min prior to infusion of the

drug, the increase in QRS interval was not as great as when infusing normal saline. Even more

impressive was the fact that the increase in QRS interval due to prior drug application is

lowered almost to normal within 30 min after ME627 is administered (Figure 28.12). This latter

sequence of introduction of chemicals into the blood stream indicates that the microemulsions

being developed may serve as antidotes for persons previously overdosed on amitrityline, bupiva-

caine, or related toxins.

C. PROPOSED MECHANISM OF INTERACTION OF DRUGS WITH ETHYL

BUTYRATE MICROEMULSIONS

The three target drugs included in this study for removal from blood by microemulsions are all ter-

tiary amino aromatics administered as therapeutics in the form of hydrochloride salts. Referring to

Figure 28.2, it is noted that the aromatic portion of each drug exhibits hydrophobicity. Combining

these salt and aromatic features, the molecules assume surfactant-like properties [16]. At physio-

logical pH of 7.40, there is an equilibrium established between protonated and unprotonated

amine functionalities, with the latter form making the drug molecules totally hydrophobic and

more susceptible to partitioning into the oil core of microemulsion droplets. Amitriptyline has a
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FIGURE 28.11 Effect of macroemulsions and microemulsions on QRS time interval.
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pKa of 9.4 and is 99% protonated at pH 7.40; bupivacaine has a pKa of 8.1 and is 83% protonated at

the same pH [17]. These percentage differences play a major role in the amount of the two drugs

that can be removed from normal saline by a microemulsion, and therefore presumably from whole

blood at the same pH. HPLC results show that amitriptyline extraction declines from 100% at pH

6.5 to near zero percent when the saline is at pH 10; the amount of bupivacaine extracted increases

as the pH of the saline increases. The data show that at physiological pH 99% amitriptyline but only

12% bupivacaine undergoes phase transfer into the ME617 microemulsion. In addition to pKa

differences between the drugs targeted for removal from blood, steric differences in molecular

structures may also play a role in the phase transfer processes. Close examination of the molecular

structures of amitriptyline and bupivacaine reveals that the aromatic and hydrophobic portion is

sterically voluminous in the former drug and the amine portion is much less hindered. In bupiva-

caine, however, the amine nitrogen atom is positioned deep inside a cage-like hydrocarbon region, a

suspect factor that controls the pKa and ability of the drug to partition into oil (Figure 28.13).

Time (minutes)
0 5 10 15 20 25 30 35 40 45 50 55 60

yticixoT caidra
C

)
S

R
Q ni egnah

C 
%(

0

10

20

30

40

50

60 Normal Saline
ME627

*

* * *

*

*

n=3, Mean + SEM
*= p<0.05

Treatment to 10% EBV

FIGURE 28.12 Effect of ME627 and normal saline on cradiac toxicity.

FIGURE 28.13 Molecular structures of amitriptyline and bupivacaine showing the positions of amine and

amide nitrogen atoms.
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The previously described molecular features of amitriptyline and bupivacaine allow a predic-

tion why amitriptyline undergoes partitioning into microemulsion oil droplets at or below physio-

logical pH and why bupivacaine does so to a much lesser degree. Figure 28.14 is a hypothetical

drawing of the approach of the protonated form of amitriptyline to the surface of a microemulsion

droplet. Data in Figure 28.8 and Figure 28.9 show that fatty acid salts present in the co-surfactant

shell around core ethyl butyrate droplets greatly enhances amitriptyline absorption. It is postulated

that electrostatic attraction between the carboxylate groups protruding into the aqueous medium

around a droplet, and the sterically unencumbered ammonium group, causes the drug to diffuse

to the droplet surface, coincident with spacial tumbling of the hydrophobic aromatic portion of

the molecule into the Pluronic, and subsequently the oil core.

The data in Figure 28.10 suggests that interfacial transport of bupivacaine into oil droplets is

controlled more by hydrophobic than by coulombic interactions. Bupivacaine absorbs into oil

better when the drug is in the unprotonated, neutral form, and when the co-surfactant with F127

Pluronic is more carbonatceous. Even when protonated, the amine group in bupivacaine is

buried inside a hydrocarbon region of the molecule which may inhibit its near approach to the car-

boxylate groups and contribute to stronger hydrophobic interactions with the Pluronic and oil core

components. This hypothesis may not be valid because bupivacaine extraction from saline should

be improved by replacing Pluronic F127 with one having a larger number of hydrophobic propylene

oxide units, Y in Figure 28.6, which is not this one. NMR spin-lattice relaxation time measurements

are being undertaken to try to resolve these questions for both amitriptyline and bupivacaine inter-

action with microemulsion droplets.

IV. SURFACE MODIFIED PARTICLE TOXIN RECEPTOR STUDIES

A plethora of technical publications over the past several decades reveals that surface modification

of solid core particles of several compositions, shapes, and sizes, using all types of chemical

reagents and reaction techniques, is now well understood and applied to enhance the properties of

many powders used in manufacturing and medicine [18–23]. In the context of the present work, the

theme is to attach molecular units to the surface of carrier particles so that, when introduced into the

blood stream, they will complex with and deactivate overdosed toxins (see Figure 28.3). In other

words, to have controlled removal of drug/toxin molecules rather than controlled release. Team

ionic
attraction

hydrophobic
attraction

O

O O

O

O

O O

O

N

COO

COO

COO

core oil

H

O-

O+
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FIGURE 28.14 A hypothetical drawing of the approach of the protonated form of amitriptyline.
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members Partch, Baney, Powell, Y-H. Lee, and D-W. Lee postulated an approach employing the

concept of charge-transfer complexes to capture the target drugs shown in Figure 28.2.

A wide range of inorganic and organic solid core particles exists to which receptor moieties can

be attached. Both core and surface compositions must be biocompatible with blood and the recep-

tors must be able to differentiate overdosed toxin molecules from natural ones having similar struc-

tures. If the modified carrier particles are less than 10 nm in diameter, they may be able to pass

through the kidney, thus removing the toxin with them during urination. Alternatively, carrier par-

ticles too large to be removed by normal body function can be composed of biodegradable material

of which smaller degradation units carrying toxin may be passed. To establish proof-of-concept that

the objective could be achieved, silica particles and oligochitosan carrier molecules having

covalently attached p-electron-deficient aromatic rings attached were synthesized and evaluated

for efficiency of drug removal.

A. SILICA PARTICLE SYNTHESIS AND CHARACTERIZATION

The classic Stober method was employed for preparing several sizes of nearly monodisperse spheri-

cal silica particles [24,25]. Alternatively, higher surface area and more porous silica particles were

prepared by the sol–gel method but incorporating pore templating molecules into the reaction

mixture and subsequently removing them by solvolysis or thermal treatment [26–30]. An

example experiment of the latter type and SEM photograph of the obtained nanoparticles is

shown in Figure 28.15. 2,6-Dimethyl aniline and its N-acetylated derivative served as model com-

pounds for bupivacaine (see Figure 28.2) during the synthesis and were removed from the silica by

thermal treatment in air at 3008C. In the same fashion, bupivacaine was also used as a template,

with the same result. No attempt was made to determine the difference in pore volume between

the solid products.

B. COVALENT ATTACHMENT OF p RECEPTOR AROMATIC RINGS TO SILICA PARTICLES

The surface of silica particles has many exposed silanol 22OH groups which are known to undergo

facile reaction with silanes contained 22Si(OR), 22Si(Cl), and 22Si(H) units, and with acyl or sul-

fonyl acid chloride functional groups [31,32]. Thus, preparation of the desired derivatized silica

particles was easily accomplished by refluxing silica in a nonhydroxylic solvent with excess p

receptor reagents such as 3,5- or 2,4-dinitrobenzoyl or dinitrobenzenesulfonyl chloride. This

TEOS + H2O/dilHCl + templated silica (7 nm)
dil HCl

CH3
NH2

CH3

O
24 hr

1047 m2/g, 21Å1 mole 3 mole
5 mole

FIGURE 28.15 An experimental reaction to obtain silica particles and SEM photograph of the silica

nanoparticles.
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process yielded silica particles having numerous p receptor groups covalently attached to the silica

(Figure 28.16), the number of which can be experimentally determined by titration of residual

versus original 22OH groups [33].

C. FUNCTIONALIZATION OF OLIGOCHITOSAN WITH p RECEPTOR AROMATIC RINGS

Attachment of p receptor groups to oligochitosan was achieved by team members, Lee and Baney

employing the same chemistry as with silica [34]. Figure 28.17 reveals that the polymer has both

hydroxyl and amino functionalities. The amino groups are more nucleophilic and when the polymer

is reacted with an acyl or sulfonyl chloride, carboxamides or sulfonamides are formed, respectively.

Specifically, oligochitosan having average molecular weight of 1150 Da and containing 8% water

was dissolved in DMSO containing 2,4-dinitrobenzenesulfonyl chloride and stirred at 208C for

48 h. Addition of ethanol caused the desired product to precipitate, which was collected by centrifu-

gation, Soxhlet extracted with methanol, and dried in vacuum.

D. BACKGROUND INFORMATION ON AROMATIC CHARGE TRANSFER COMPLEXES

There is a long history on the subject of face-to-face functional group-induced interaction between

the planar portions of two aromatic rings. The phenomenon has its genesis in the ability of some func-

tional groups having positive Hammett sigma constants attached to benzene rings to reduce the

density of the p electron cloud distributed over the six carbon atoms, and in the ability of some func-

tional groups having negative Hammett sigma constants to increase the p cloud electron density

O2N

C – Cl

NO2

O

O

=

3,5-dinitrobenzoyl bound 12 nm silica +

silica (12 nm)

THF NaHCO3

OO C

O OC

OO C

NO
2

NO
2

NO
2

NO
2

NO
2

NO
2

FIGURE 28.16 Reaction for obtaining 3,5-dinitrobenzoyl bound silica and the covalenty attached p receptor

groups.

O

O

NH2

HOH2C

HOH2C

NH2

O O

HO

HO

n

FIGURE 28.17 Polymer with both hydroxyl and amino functionalities.
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[35,36]. The former aromatic rings are called p acceptors and the latter p donors. Classic examples

of p acceptors are trinitrobenzenc and tetracyanoquinodimethane. Recently, p–p charge transfer

complexation has been employed for enantiomer separation [37], polymer stacking [38], assembly

of microelectronic circuits [39], bimolecular analysis [40–42], and explanation of disulfide bond

formation in biological quinhydrone systems [43]. Generally, p–p complexation occurs with rela-

tively small binding energies in the range of 8–20 kJ/mol. However, the phenomenon is identified

in molecular recognition in biology [44–46].

The charge polarization in each type of substituted benzene ring causes the rings having oppo-

site p cloud densities to align themselves as shown in Figure 28.18. In the upper ring, the two nitro

and the carbonyl functionalities are powerful electron-withdrawing groups and induce that ring to

exhibit positive charge character compared with an unsubstituted ring. The lower ring in the figure

is oppositely charged due to the inductive and resonance input of electron density into the ring by

the methyl and amido nitrogen substituents. In other words, the upper ring is a p acceptor and the

lower ring is a p donor. It should be noted that the p donor ring has the same substitutent pattern as

the benzene ring in bupivacaine (Figure 28.2).

The incentive to utilize for the first time p–p complexation for selectively removing overdosed

and toxic lipophilic aromatic compounds from blood originated from the work of Dust on binding

dopamine derivatives to trinitrobenzene [47]. In that and other subsequent publications [42,48–50],

spectroscopic methods are described for quantitative determination of complexation as well as how

to calculate binding constants and activation energies.

When solutions of potential p donors are mixed with those having potential p acceptors,

bathochromic shifts in UV/Vis spectra, and upfield shifts in NMR adsorbances serve as physical

evidence that complexation has occurred. Figure 28.19 is representation of the UV/Vis spectral

change that occurs when p acceptor N-methy-3,5-dinitrobenzamide (DNB) is complexed with

ether bupivacaine hydrochloride or with its model compound 2,6-dimethylacetanilide.

E. NMR EVIDENCE OF p–p COMPLEXATION

1. Solution Studies

As no previous information was available on p–p complexation with the drugs targeted in this

study, a series of experiments using model compounds of bupivacaine as well as the drug were

carried out to establish the precedent [51]. 2,6-Dimethylacetanilide (DMAC) was selected as

the appropriate model, and DNB as one of several p acceptors. Figure 28.20 shows the triplet

and doublet proton resonances (CDCl3) for DNB before and after addition of DMAC. The

upfield shifts for these are 0.0412 and 0.1997 ppm, respectively. Magnetic anisotropy associated

with a ring current shield effect causes the shift. The different magnitudes are due to the relative

orientation of the substituents on the two stacked rings.

FIGURE 28.18 Effect of charge polarization on substituted benzene rings.
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The magnitude of the upfield shifts in proton resonances when the free base of bupivacaine

served as the p donor were 0.0662 and 0.2513 ppm, indicating that interaction between the drug

and DNB was stronger than between DMAC and DNB. Measurements of the therapeutically admi-

nistered hydrochloride salt of bupivacaine as p donor, mixed with DNB in 50/50 D2O/CD3CN,

-0.20

-0.10

0.00

0.10

0.20

0.30

0.40

0.50

250 300 350 400 450

Wavelength (nm)

ecnabrosb
A

DNB
DNB1:BPCHCl60

DNB1:DMAc60

FIGURE 28.19 UV–VIS spectrophotograph representation of N-methyl-3,5-dinitrobenzamide with ether

bupivacaine hydrochloride.

FIGURE 28.20 Spectrograph showing doublet and triplet proton resonances for DNB before and after

addition of DMAC.
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gave upfield shifts of 0.0275 and 0.0891 ppm. Hydrogen bonding of the salt with water molecules

probably competes with the p acceptor for the donor.

Alternatives to DNB as p acceptor included N-ethyl-2,4-dinitrobenzenesulfonamide and

N-methyl-pentafluorobenzamide. 19F-NMR upfield shifts in the resonances of the three magneti-

cally distinct fluorine atoms, when the latter p acceptor molecule was mixed with DMAC, are

0.3362, 1.6754 and 0.9570 ppm. This data is the first to be reported where fluorine resonance

serves as a proof of complexation. When considering the goal of the current research, this may

be useful since fluorine and trifluoromethyl substituted aromatics are tolerated by the human

body more than nitro aromatics [52,53].

Proton NMR data was collected to obtain bupivacaine-binding constants and activation ener-

gies of p–p complexation using published procedures [42,47–50]. The magnitude of the upfield

shift in p acceptor proton resonances reflects the strengths of complex formation. The data [51]

yield enthalpies in the order: þ1.75 kJ/mol for the DNB/2,6-dimethylaniline complex,

þ0.57 kJ/mol for the N-ethyl-2,4-dinitrobenzamide/dimethylaniline complex and 21.65 kJ/mol

for the N-ethyl-2,4-dinitrobenzamide/bupivacaine complex. As stated earlier, the more hydro-

phobic carbon mass surrounding the amino nitrogen atom in bupivacaine may be the reason for

the exotherm observed with the drug but not the model compounds.

2. NMR Studies with Oligochitosan

Most oligochitosan derivatives are water soluble [54–56]. The derivative formed by reaction with

excess 2,4-dinitrobenzenesulonyl chloride was less but exhibited enough solubility to run NMR

samples in D2O, as well as in CD3OD and CD3Cl3 (34). Using the oligochitosan derivatives as

p acceptors and amitriptyline as donor in CD3OD, the upfield shift in aryl proton resonance of

the acceptor ranged from 0.015 ppm at 10 mM donor to 0.073 ppm at 200 mM. This data verifies

that the large size of oligschitosan does not interfere with the desired p complexation reported

earlier for lower-molecular weight acceptor molecules.

V. IN VITRO AND IN VIVO EFFECTIVENESS OF DISPERSED PHASE WITH

p ACCEPTORS FOR REDUCING OVERDOSE TOXICITY

A. DERIVATIZED SILICA PARTICLES

The silica particles prepared as described in Figure 28.15, and then derivatized with dinitrobenzoylp

acceptor moieties as shown in Figure 28.16, proved effective in removing bupivacaine hydrochlo-

ride from normal saline. HPLC analysis showed that the core particles removed no drug from the

liquid containing 1000–30,000 mM bupivacaine. However, 0.05% and 0.10% (w/v) derivatized

nanoparticles exhibited plateau removal of the drug in amounts of 1800 and 4000 mM, respectively,

when the original bupivacine was 10,000 mM or more. The proposed mechanism of removal is

depicted in Figure 28.21 [1]. The preliminary results do not allow differentiation as to whether

one- or two-point interaction of the drug with the particles occurs. The two-point interaction

should be facilitated if the number of p acceptor units attached to a particle, and their freedom of

movement on the end of the tethers, allows the basic nitrogen of a drug to diffuse close to and

hydrogen bond with the residual silanol groups. Figure 28.13 reveals that such interaction is

probably more reasonable for amitriptyline than for bupivacaine.

B. DERIVATIZED OLIGOCHITOSAN MACROMOLECULES

The QRS interval of excised rat heart or whole animal (in vivo) was not changed upon exposure to

as much as 33 mg/kg of oligochitosan before or after derivatization with p acceptor units [34].

Neither were other detrimental physiological effects observed over a period of 4 weeks. The effec-

tive treatment of excised rat heart pre-exposed to sufficient amitriptyline to induce sodium channel
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blockage [57–59] proved the viable use of derivatized oligochitosan to reverse the effect of drug

overdose. In these experiments, the percent QRS prolongation after treatment with the drug was

70% after 30 min. The result was essentially the same when oligochitosan was co-administered

but when the derivatized oligochitosan was given, the prolongation was reduced to less than

30% in the same time interval.

VI. MICROEMULSIONS REVISITED

It is evident from the data presented in this chapter on the preparation of injectable nanodispersed

species capable of lowering the concentration of the targeted drugs in blood, that the goal is achiev-

able. However, the compositions of the microemulsions and surface-modified carrier particles must

be optimized by the team before the antidotes can be used in humans.

Toward improving the microemulsions for removal of overdosed drugs, experiments have been

carried out to make them more selective in absorbing different lipophilic molecules. One approach

has proved successful in adsorbing bupivacaine over cocaine.

A microemulsion containing Pluronic F127 and sodium caprylate co-surfactants has been

prepared using the standard procedure in Section III.A. Ethyl butyrate as the oil was replaced by

1,3-bistrifluoromethylbenzene, the aromatic ring of which is a p receptor due to the electron

withdrawing effect of the 22CF3 groups. The team conjectured that by using a p receptor as the

oil core, the droplets would be more than only oil reservoirs and possibly be able to partition

into them at different rates lipophilic drug molecules having different p donor capabilities.

Figure 28.22 depicts the concept of a “smart” microemulsion oil core controlling the absorption

of bupivacaine over that of cocaine. Both drugs have similar atomic and structural molecular

compositions but the aromatic ring in cocaine is not as good a p donor [60].

Experimental proof that the concept indeed works is shown in Figure 28.23. This is the first

reported data on incorporation of both hydrophobic and p acceptor properties into the oil core

of a microemulsions. The microemulsion using ethyl butyrate does not differentially remove the
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FIGURE 28.21 Mechanism for the removal of drugs.
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drugs from normal saline but the one using the p acceptor oil does. Having established this

precedent the team anticipates making even further improvements.

VII. CONCLUSIONS AND PATH FORWARD

Summarized in this chapter is state-of-the-art data and their analyses for ongoing research in the

formulation of three types of injectable and biocompatible dispersed phases showing promise as

antidotes for a selection of commonly overdosed drugs. The oil-in-water microemulsions deplete

Oil : 1,3- di-Trifluoromethyl benzene (TFMB) 

Cocaine

CH

O

N
3

OCH 3

O

O  

CF3

CF3

δ+Bupivacaine

N
N
H

O
H3C

CH3

H 3C

δδ −− 

(TFMB)
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ππ - ππ Interaction δ ο/− 

FIGURE 28.22 Concept of a “smart” microemulsion oil core controlling the absorption of bupivacaine over

that of cocaine.
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FIGURE 28.23 Experimental results using microemulsion and “smart” microemulsion in removing drugs.
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amitriptyline and bupivacaine drugs through a combination of electrostatic and hydrophobic action.

The oligochitosan molecule and solid silica nanoparticles, each derivatized with p acceptor dini-

troaromatics, bind the same drugs as well as cocaine efficiently and rapidly, due to their p-donor

characteristics.

Proof-of-concept that the research may lead to clinically viable remedies for some drug over-

doses comes from results of in vitro and in vivo experiments. Preliminary experiments show that the

cardiotoxicity of the drugs is successfully reversed when the microemulsion or oligochitosen

phases are infused into excised rat hearts or whole animals.

The path forward by the interdisciplinary team will be to:

(1) Further improve the compositions of the microemulsions to make them more “smart”

regarding drug adsorption.

(2) Adapt the p acceptor p donor concept for use with all three types of dispersed phases.

(3) Test the effectiveness of the phases to reverse the cardiotoxic effects of other than the

three targeted therapeutics.

(4) Obtain fundamental information on drug interaction with the dispersed phases using

NMR techniques and 13C-enriched drugs [61].

(5) Enhance the biocompatibility of the optimized formulations.
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I. INTRODUCTION

Carbon nanocapsules [1–3] are polyhedrical shell structures that comprise several closed con-

centric graphene layers and a kernel. They have dimensions of the order of 50 nm and can have

an interior gap between kernel and capsule. Filled nanocapsules were first identified in arc dis-

charge experiments at very high temperatures by the simultaneous evaporation of graphite electro-

des charged with rare earth elements. Several types of nanocapsules with different compounds

inside have been already synthesized [4]. The polyhedrical capsules with up to 40 shells have inter-

layer spacings greater than in graphite and have chemical inertness similar as graphite. Rounded

vertex or spherical capsules are formed when pairs of carbon atoms are eliminated from the

shells of polyhedrical nanocapsules or multiwall nanotubes [5], and in this case interlayer spacings

can be smaller than in graphite. Different synthetic routes and purification methods are being

explored to overcome low production yields [6].

Characteristic physical properties can be enhanced depending on the material that is encapsu-

lated, and additional physical, chemical, or biological characteristics can be tailored by coverage

and funtionalization of the surface of the capsule. A wide spectrum of applications can be achieved

by encapsulating magnetic compounds or radioactive materials. Feasibility studies in nuclear

applications can be designed in the fields of radioactive sources and labeling, dosymetry, nuclear

medicine, radioisotope production, nuclear fuels, and nuclear waste. Furthermore, nanocapsules

can be functionalized or additionally covered for intermediate production steps or end purposes.

II. POLYHEDRICAL NANOCAPSULES

Typical nanocapsules [7] (Figure 29.1) have plane external faces as seen by high-resolution trans-

mission electron microscopy (HRTEM), revealing the presence of several graphitic layers. At

selected orientations, interlayer spacing of the carbon capsule can be measured, and strain and

shell defects are identified (Figure 29.2).

833



X-ray diffraction (XRD) indicates that the interlayer spacing is slightly higher — in value and

in dispersion — and has different stacking than in graphite [8] (Figure 29.3). Chemical inertness,

similar to that of graphite, indicates that the kernel is totally surrounded. Thus, it can be said that

nanocapsules are conformed by concentric polyhedra with plane faces of closed graphene sheets

with a particular stacking order.

Graphene sheets are hexagonal arrays of carbon atoms as in the base plane of the crystallo-

graphic graphite structure. Graphene sheets are formed by sp2 hybridized carbon atoms connected

to three neighbor atoms by s bonds and bonded with other layers by van der Waals forces.

Continuity of these sheets or faces can be resolved without great strain by bending bonds to

conform the edges of the polyhedra. Structure continuity of the graphene sheet at the polyhedral

angles is achieved by the extraction of one [9], two, or three 608 sectors, centered at any

hexagon and with different possible orientations (Figure 29.4a). Joining the loose sides, polyhedral

angles will be formed respectively with a five (Figure 29.4b), four (Figure 29.4c), and three

(Figure 29.4d) atom polygon at the vertex. One way of joining these polyhedral angles to

conform a polyhedron is with faces that are equilateral triangles or surfaces that can be decomposed

in equilateral triangles. Elimination of more than three 608 sectors produces very acute angles that

have not been observed in nanocapsules.

The general rule for perfect closure of polyhedra whose faces are polygons and vertices (atoms)

are connected to three edges — coordination three — is satisfied by the condition upon the necess-

ary relation between the quantity and type of polygons needed (Equation 29.1). This condition is

derived from Euler’s theorem, which relates the number of vertices (v), edges (e), and faces ( f )

in a polyhedron (vþ f ¼ eþ 2) [10]. The number of polygons with i sides is identified by ni

(i ¼ 3 is a triangle, i ¼ 4 is a square, i ¼ 5 is a pentagon, etc.):

12 ¼ 3n3 þ 2n4 þ n5 þ 0n6 � n7 � 2n8 � 3n9 � � � (29:1)

The regular polyhedra that satisfy this condition are the tetrahedron, the cube, and the dodeca-

hedron with triangular, square, and pentagonal faces, respectively. By conveniently truncating

polyhedra at the vertices, new triangular or hexagonal faces are generated. Since any number of

FIGURE 29.1 HRTEM of 30 and 40 nm size nanocapsules. (From Saito, Y., in Fullerences: Recent Advaces in

the Chemistry and Physics of Fullerences and Related Materials, Kadish, K. and Ruoff, R., Eds., The

Electrochemical Proceeding Series, Pennington NJ, 1994, pp. 1419–1447 (PV 94-24). With permission.)
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FIGURE 29.2 Nanocapsules with different kernels. For scale purposes, graphitic interlayer spacing is

0.34 nm. (a) LaC2. (From Tomita, M., Saito, Y., and Hatashi, T., Jpn. J. Appl. Phys. 32 (2, 2B),

L280–L282, 1993. With permission.) [2] (b) YC2. (From Seraphin, S., et al., Appl. Phys. Lett., 63 (15),

2074, 1993. With permission. # American Institute of Physics.) (c) NdC2. (From Saito, Y., et al., J. Phys.

Chem. Solids. 54 (12), 1850, 1993. With permission. # Elsevier Science Ltd.) (d) LuC2. (From Saito, Y.,

Okuda, T., Kasuya, A., and Nishina, Y., J. Phys. Chem. 98 (27), 6627, 1994. With permission. #

American Chemical Society.) [11] (e) UC2. (From Pasqualini, E.E., Adelfang, P., and Nuñez Regueiro, M.,

J. Nucl. Mater., 231, 176, 1996. With permission. # Elsevier Science Ltd.) [12] (f) B4C. (From Zhou,

D., et al., Chem. Phys. Lett., 234, 236, 1995. With permission. # Elsevier Science Ltd.) (g) Mo2C. (From

Saito, Y., et al., J. Crys Growth, 172, 166, 1997. With permission. # Elsevier Science Ltd.) (h) ThC2-WC-

W2C. Funasaka, H., Sugiyama, K., Yamamoto, K., and Takahashi, T., J. Appl. Phys., 78 (9), 5321,1995.

With permission. # American Institute of Physics.) [13] (i) ZrC. (From Bandow, S., et al., Jpn. J. Appl.

Phys., 32 (11B), L1678, 1993. With permission.) (j) La. (From Funasaka, H., et al., Chem. Phys. Letts.,

236, 280, 1995. With permission. # Elsevier Science Ltd.) (k) LaB6 (From Funasaka, H., et al., Chem.

Phys. Lett. 236, 282, 1995. With permission. # Elsevier Science Ltd.) (l) GdC2 (From Subramoney, S.,

et al., Carbon 32 (3), 511, 1994. With permission. # Elsevier Science Ltd.)
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hexagons can be used to fulfill Equation (29.1), triangular and hexagonal faces can be subdivided in

hexagons, as if they where graphene sheets.

Triangles and squares surrounded by hexagons can be transformed by the elimination of one

polygon edge in three pentagons (Figure 29.5a) and, two pentagons and two hexagons

(Figure 29.5b), respectively. This edge elimination can be physically assimilated to the extraction

of two contiguous carbon atoms that constitute the polyhedral shell. Rotation of edges can be

associated with chemical bond rotations as in the case of a Stone–Wales transformation [14] in

which a four-hexagons array will generate two pentagons and two heptagons (Figure 29.5c) low-

ering the atomic surface density. With these considerations, any polyhedra with coordination

three can be constructed with hexagons, pentagons, and heptagons that are the most common

configurations in carbon structures [15,16].

In the case of polyhedra with pentagons in the vertices and all hexagons at the faces, 12 penta-

gons are needed for obtaining a closed structure (Equation 29.1). With squares and triangles at the

FIGURE 29.3 XRD pattern of partially purified UC2 nanocapsules. The highest double peak corresponds to

capsules and graphite interlayer spacings. The amplified zone between 428 and 468 evidences the layer

stacking order different than in graphite.

(a) (b)

(d)(c)

120° 180°

FIGURE 29.4 Construction of polyhedral angles from a graphene sheet (a) by the extraction of one (b), two

(c), and three (d) 608 sectors.
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vertex, the polyhedra will have respectively, six and four vertices. The polyhedra conformed are the

truncated icosahedron, octahedron, and tetrahedron. The number of truncated triangular faces that

can be decomposed with hexagons, for these polyhedra are twenty, eight, and four, respectively.

Many other polyhedra can be constructed with different combinations of polyhedral angles [17]

and sizes of the faces. In particular, since for example, single-wall nanotubes [18] also obey

closure condition (Equation 29.1), the focus will be centered in regular polyhedra in which an

inscribed sphere is tangent to all the polygonal faces that can be decomposed in hexagons.

By analyzing the cases of nested polyhedrical nanocapsules that have an inscribed tangent

sphere, such as the truncated icosahedron, octahedron, tetrahedron, triangular bipyramid, and

pentagonal bipyramid (Figure 29.6) further information can be obtained. Polyhedrical vertices

can be constructed, as mentioned before (Figure 29.4), from a graphene sheet by the elimination

of all the hexagons that are inscribed in an angle — centered in an hexagon — that is multiple

of 608. Choosing another hexagon of the folded sheet, the procedure can be repeated to form a

second vertex. The segments joining the centers of hexagons at the vertices (Figure 29.7a) can

be used as the basic edge dimension of truncated equilateral triangles that will generate the

polyhedral faces. Repeating this procedure with other hexagon of the folded sheet at an equal

distance as the edge dimension, a third vertex can be formed, and so on.

The folding of 20 truncated equilateral triangles by their sides and the replacement of the 12

vertices with pentagons, will produce a truncated icosahedron of equal truncated equilateral tri-

angular faces (Figure 29.8). Similarly, a truncated octahedron can be formed with eight truncated

equilateral triangular faces and eight squares in the truncated vertices. The tetrahedron is formed

1 1

1

1

2

2
3

3

(a) (b) (c)

FIGURE 29.5 Local transformation of polygonal structures by edge elimination (a and b) or edge rotation (c).

FIGURE 29.6 Polyhedra that have an inscribed sphere tangent to all faces. From left to right: icosahedron,

pentagonal bipyramid, octahedron, triangular bipyramid, and tetrahedron.
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with four faces and four triangles at the vertices. The truncated triangular and pentagonal bipyra-

mids will have two triangles and three squares at the vertices, and two pentagons and five squares,

respectively. These polyhedra can be visualized by truncating vertices in Figure 29.6.

Many orientations of the graphene sheet are possible, and are defined by the primitive selection

of the segment joining the centers of two hexagons (Figure 29.7a). The quantity of basic hexagons

in the truncated equilateral triangular face will depend on the distance between the two hexagons

first selected. If this distance is characterized by the position of the center of the hexagons in a

coordinate system (Figure 29.7b) by vectors a.j and a.k, where a ¼ 0.2461 nm is the crystallo-

graphic base parameter of graphite and j and k have integer modulus, the distance from the

origin to any other hexagon, that is, the side s of the equilateral triangles, will be:

s ¼ a
ffiffiffiffiffi
M
p

, M ¼ j2 þ j � k þ k2 (29:2)

where M is an integer variable.

Considering that the area of the equilateral triangle is
ffiffiffi
3
p

s2=4 and that of each hexagon isffiffiffi
3
p

a2=2, the number of hexagons in the equilateral triangle will be s2=(2a2). Using Equation

(29.2) and knowing that for each hexagon there are two carbon atoms (the six atoms conforming

the hexagon are shared between three touching polygons), it is seen that M represents the

number of atoms. The possible number of atoms in each face will therefore be: 1, 3, 4, 7, 9, 12,

13, 16, 19, 21, 25, 27, 28, 31, 36, 37, 39, 43, 48, 49, 52, . . . .
If concentric polyhedra are inscribed one inside the other forming shell structures, each shell

will be characterized by the radius r of the corresponding inscribed sphere. The radius can be

(a) (b)

3a

2a

1a

0 1a 2a 3a 4a

4a

5a

6a

 k.a

6a5a j.a

S

S (5,3)

FIGURE 29.7 The edges of a basic triangular face of a truncated polyhedron (a) can be selected by integer

numbers of the hexagonal coordinate base (b).

(7,0)

FIGURE 29.8 Construction of a truncated icosahedron from a graphene sheet.
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represented as r ¼ cs, where c is a constant, different for each of the polyhedra — truncated ico-

sahedron, octahedron, tetrahedron, triangular bipyramid, and pentagonal bipyramid — and that

have respectively, 20, 10, 8, 6, and 4 faces (Table 29.1).

The M atoms in each face can be expressed as a function of the inscribed radius of the

considered regular polyhedra characterized by the value of the parameter c (Table 29.1):

M ¼
r

ca

� �2

(29:3)

The difference in the number of atoms between two consecutive faces, DMi ¼ Miþ1 2 Mi, with a

separation between them of value d, can be calculated from the number of atoms in each face (Mi):

DMi ¼
1

cað Þ2
r þ dð Þ

2
�r2

� �
(29:4)

Replacing the value of r, and rearranging terms, it is obtained that:

DiM ¼ M0 1þ 2

ffiffiffiffiffiffi
Mi

M0

r� �
, M0 ¼

d

ca

� �2

(29:5)

where M0 represents the minimum value that M can adopt once defined the interlayer spacing d.

Equation (29.5) is an integer equation where Mi and DiM are integers and the following pro-

cedure can be used to find all possible solutions. M0 (Equation (29.5)) is defined as the nearest poss-

ible integer number corresponding to the interlayer distance that is of interest. This value can be

decomposed in such a way that M0 ¼ p2M00, where p and M00 are positive integers and p2 is the

maximum square integer that can be obtained for the decomposition of M0. General solutions

will be obtained when Mk ¼ q2M00, where q is a positive integer (q ¼ 1, 2, 3,. . . .) and k a

generic sub-index. Each of these general solutions Mk can be used as the first value M1 of different

sequence series with the same layer spacing. To obtain a complete sequence Mi, Equation (29.5) is

used in a recursive form: from the first value M1 it can be obtained Miþ1 ¼ Miþ DiM. From the q

structures there will be p possible sequences that correspond to interlayer spacing d; others will only

be different in the starting N1. Particular solutions of Equation (29.5) for values M0 noninteger are

discarded because they do not generate integer sequences for the next layers. Shell structures with

constant spacing can be expressed as:

Mi ¼ M0 iþ
q

p
� 1

� �2

(29:6)

Constant interlayer spacing is possible when this equation is satisfied with d ¼ ca
ffiffiffiffiffiffi
M0

p
.

The quantity of atoms in each face was only considered, and it was not necessary to use the total

quantity of atoms N that is represented in Table 29.1 for the different polyhedra. From these values,

the quantity of atoms in each shell can be known.

TABLE 29.1
Quantity of atoms N in different polyhedra and constant c characterizing the radius of an

inscribed sphere of radius r ; r ¼ ca
ffiffiffiffiffi
M
p

Icosahedron Pentagonal bipyramid Octahedron Triangular bipyramid Tetrahedron

N 20M 10M 8M 6M 4M

c 0.75576 0.41777 0.40825 0.27217 0.20412
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The constant interlayer spacings (Equation 29.5) that are nearest to the experimental XRD

parameter of nanocapsules (0.342 nm) for the different truncated polyhedra — icosahedron, penta-

gonal bipyramid, octahedron, triangular bipyramid, and tetrahedron — correspond, respectively,

to allowed M0 in excess values of 4, 12, 12, 27, and 48. The interlayer spacings expressed in

nanometers are, respectively, 0.3720, 0.3562, 0.3480, 0.3480, and 0.3480. None of these values

match exactly to the observed interlayer spacing value and probably other polyhedra will also

not match. The stacking of layers obtained from the — touching all faces inscribed sphere —

polyhedra correspond to displaced layers (not rotated) and one of them, the icosahedron

(M0 ¼ 4) has the same stacking as in graphite, that can be considered as the preferred orientation.

During a detailed observation of HRTEM photographs, it is usual to find that at the vertices of nano-

capsules, the interlayer spacing is increased. Generally, it is natural to think that steric effects will

make match the number of atoms in each layer such that van der Waals energy is minimized.

From these calculations, it can be inferred that interlayer spacing in nanocapsules is not

strictly a constant as in regular crystallographic structures and that stacking corresponds to

rotated layers.

III. ROUNDED CONCENTRIC STRUCTURES

Electron beam irradiation of multiwall nanotubes [19] and diamond [20], or heat treatment of

carbon soot [21] can produce spherical, concentric wholly carbon shell structures. The onion

like structures can have variable interlayer spacings [22], defects [23] or can probably be stable

with constant interlayer spacing [24]. The formation mechanism of onion structures is a process

in which atom extraction [25] forms vacancies at the external layers that migrate to the interior

due to a stress-generating driving force [24]. The compression of the interior shells can transform

them into diamond [22], produce a very defective particle, destroy the onion, or with controlled

annealing conditions of tension relieving, a stable onion can reach an equilibrium condition.

These various stages of mechanism controlled by the atom-extraction rate, diffusion of vacancies,

and annealing conditions are the primary reasons why onions have not yet been obtained in

high yields. High-current electron beam irradiation of carbon soot [26] and particular methods

like arc discharge between two graphite electrodes submerged in deionized water [27] have been

proposed as adaptable for onion mass production.

Similar conditions of carbon atoms extraction can be attained in the case of polyhedrical

nanocapsules with other material inside [28] and the rounded vertex particles can have a stable

structure [8,29] (Figure 29.9). In Figure 29.10 are shown the XRD spectra of uranium and gadoli-

nium dicarbide nanocapsules in the region of (0,0,2) interlayer spacings. Deconvolution of peaks

shows that there are three interlayer spacings that correspond to graphite, polyhedrical nanocap-

sules, and rounded vertex nanocapsules. The values of interlayer spacing for the latter are,

respectively, 0.3374 + 0.0002 and 0.3372 + 0.0002 nm. Graphite has smaller interlayer spacing

(0.3354 nm) and polyhedrical nanocapsules have the biggest (0.342 nm).

Calculations can be performed in spherical structures such as to simulate mean observed inter-

layer spacing (0.3373 nm) and infer the quantity of atoms in each shell of radius r. If the surface

density r is constant [30], the quantity of atoms in each shell will be N ¼ 4prr2. This equation

is similar to Equation (29.3) and the same reasoning as before can be used to resolve the quantity

of atoms Ni in consecutive layers with a constant d spacing:

DiN ¼ N0 1þ 2

ffiffiffiffiffiffi
Ni

N0

r� �
, N0 ¼ 4prd2 (29:7)

The only condition imposed over Equation (29.7) is that closure conditions can be attained only

with an even number of atoms [10]. The nearest even integer, N0, matching the mean experimental

value of interlayer spacing (0.3373 nm) and the atomic surface density of graphite planes
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(rg ¼ 4
ffiffiffi
3
p
=(3a2) ¼ 38:13 atoms=nm2) is 54. With this value of N0, surface density is lower than in

graphite and has to be 37.77 atoms/nm2. Since N0 can be expressed as N0 ¼ p2N00 with p ¼ 3 and

N00 ¼ 6, there will be three different sequences of the quantity of atoms per shell. In Table 29.2, are

represented the quantity of atoms in the first five shells of these sequences obtained by resolving the

equation Ni ¼ 54(iþ q/3 2 1)2, similar to Equation (29.6).

The quantity of atoms in each shell does not imply anything about how they are arranged. If

only 12 pentagons are used to satisfy Equation (29.1) the overall structure will be faceted [32].

Several attempts have been made to obtain local minimum energy structures [33], on fullerene

analysis with holes in the zone of pentagons, or on rounding vertex with the elimination and rotation

of pairs of carbon atoms producing pentagon–heptagon pairs [34]. It is possible to reduce the cur-

vature along a pentagonal vertex with the introduction of five pentagon–heptagon pairs surround-

ing it (Figure 29.11). These transformations involve the elimination of ten atoms, produce a nearly

planar structure, maintain the fivefold symmetry, still the structure obeys Euler’s closure condition;

from ab initio calculations it is demonstrated that there is practically no energy penalty since the

binding energy per atom is very similar and strain is lower [29]. Pentagon–heptagon pairs can

reduce overall strain energy and their presence is compatible with the lower surface density of

shells in rounded structures compared with that of graphite. The presence of heptagons can

facilitate the diffusion of some elements through this type of carbon layers.

As an overview of rounded concentric structures, it can be said that they have been detected as

wholly carbon nanoparticles like onions, with and without a hole in the center, or a kernel of other

material inside. They are the consequence of successive elimination of pair of carbon atoms from

FIGURE 29.9 Rounded vertex nanocapsules with different kernels. For scale purposes, graphitic interlayer

spacing is 0.34 nm. (a) Au. (From Ugarte, D., Chem. Phys. Lett. 209 (1–2), 701, 1993. With permission.

# Elsevier Science Publishers B.V.) [28] (b) Co. (From Banhart, F., et al. Chem. Phys. Lett., 292, 555,

1998. With permission. Elsevier Science B.V.) (c) Gd2C3. (From Majetich, S.A., Artman, J.O., Mc Hentry,

M.E., Nuhfer, T., and Staley, S.W., Phys. Rev. B 48 (22), 16846, 1993. With permission. # The American

Physical Society.) [31] (d) UC2. (From Pasqualini, E.E., Unpublished.)
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multiwall nanotubes or polyhedrical nanocapsules, and have a lower atomic surface density than in

graphite layers, owing to the presence of pentagon–heptagon pairs.

IV. FORMATION KINETICS

Several materials such as pure metals, alloys, and carbides, have been nanoencapsulated in carbon

(Figure 29.2). In the formation kinetics from a very high temperature, in which carbon and other

elements are in the vapor phase, different situations can be present during the cooling process

depending on the thermodynamic properties of the elements and their reactive capabilities.

These situations are directly related to what kind of liquid phase is formed, how is the solidification

process, and what are the transformations in condensed phases. For example, high-vapor pressure

elements that do not form carbides have not been encapsulated in carbon nanocapsules

[11,13,35,36]. Gold has been nanoencapsulated [28], but when heated by the electron beam of a

HRTEM, diffuses through rounded carbon shells as a whole and is removed from the interior.

TABLE 29.2
Quantity of atoms Ni in consecutive shells of onion like

structures with an interlayer spacing of 0.3373 nm and

an atom surface density of 37.77 atoms/nm2

i q 5 1 q 5 2 q 5 3

1 6 24 54

2 96 150 216

3 294 384 486

4 600 726 864

5 1176 1176 1350
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1. Nanocapsules
2. Rounded nanocapsules
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GdC2

FIGURE 29.10 XRD of rounded vertex carbon nanocapsules of uranium and gadolinium dicarbides showing the

deconvolution of the interlayer (0,0,2) peaks of (1) nanocapsules, (2) rounded vertex nanocapsules, and (3) graphite.
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At least two different situations can be analyzed in the formation of carbon nanoencapsulation

of materials. The first one is, as in the example of gold, where carbon and the other elements present

do not form any compound or have very low carbon solubility. A possible scenario is that embryo

clusters of an alloy or pure element are formed and nucleate as liquid droplets. Meanwhile, carbon

atoms interact independently very fast in the usually present buffer inert gas. In such conditions,

the evolution of carbon species will go through the formation of linear chains, ring structures, poly-

aromatic carbon — graphene sheets — and even fullerenes [37]. One of the biggest energy barriers

to be surpassed in this carbonaceous genesis is the cyclization of linear chains that can be catalyzed

by the presence of the metallic elements. Polyaromatic carbons can have a dipolar moment with a

perpendicular component when they are curved (bowl shape) and be paramagnetic when free

radicals are present. Dipolar moment can favor the stacking of polyaromatic carbon, and para-

magnetism can align them in a high local magnetic field as in the case of multiwall carbon

nanotubes. At an appropriate temperature during the cooling stage, this graphene sheets can

stick to the nanoscopic condensed phases, even stopping the growth of the metallic cluster size.

If excess of carbon and adequate annealing conditions are present, graphene sheets will align them-

selves forming graphite crystallites (Figure 29.10). When the thickness of the graphitic capsule is

similar to the size of the crystallites, annealing can continue by the rotation of these crystallites con-

necting the dangling bonds of their periphery. This process is very exothermic and could proceed

very quickly so as to complete the bonding through all the graphitic coverage and reduce the stick-

ing of more carbonaceous material. This mechanism can explain why polyhedrical nanocapsules

(a) (b)

(d)(c)

FIGURE 29.11 Up and side views of fivefold symmetry bowls (polyhedrical angles) with (a) one pentagon

(80 atoms) and (b) one pentagon and a pair pentagon–heptagon (78 atoms). A fivefold planar structure is

obtained in (c) with one pentagon and five pentagon–heptagon pairs (70 atoms). Structures where optimized

using density functional theory (DFT) and structure (d) with all hexagons (54 atoms) was used as reference.
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does not have more than 20 or 30 layers, probably something similar as graphite crystallites have.

This process of crystallites orientation and closure boundary conditions can be such that it leaves an

excess volume inside the capsule, and can also be an explanation for the formation of the observed

gap between kernel and capsule.

The other mechanism of nanocapsules formation is when carbon can be in solution in the pre-

sence of other liquid elements. The phase diagram [38] is such that as the solution solidifies, graph-

ite is segregated towards the first cooling zone, that is, the external surface of the nanoscopic

droplet. Carbon can be retained in solution or precipitated as a single carbide crystal inside the

kernel. The segregated carbon can form graphite and as before, with appropriate annealing con-

ditions, a complete coating of faceted closed layers.

Formation kinetics will depend upon the concentrations present in the vapor phase, properties

of the encapsulated elements or compounds (such as carbon solubility and carbide formation),

buffer gas conditions that controls cooling rates and the possibility of independent carbon conden-

sation (polyaromatic carbon), and other process variables such as temperature and pressure.

Catalytic effects can be present not only in the segregation of carbon in solution but also in the

kinetic pathways of independent carbon species formed. Magnetic and electric fields can interact

in these processes through the presence of paramagnetic (free radicals) and polar species.

During the formation process and especially if high temperatures are attained during an anneal-

ing process, carbon atoms can be eliminated from the condensed structures. This mechanism is a

way in which filled multiwall nanotubes can surely be transformed into rounded vertices nano-

capsules indicating an alternative pathway of formation. In the carbon pair elimination of shell

structures, nanocapsules work as nanoscopic pressure vessels, and new allotropes or polymorphs

with particular properties can be obtained.

Encapsulation conditions are not attained for elements that have high vapor pressure or com-

pounds, like oxides that are reduced by carbon. For obtaining some control in the fabrication

process, it is desirable to separate the different steps that can be present in the formation mechanisms

involved and even reduce the temperatures needed for them. A possible strategy is to first produce the

kernel nanoparticles, cover them with some poly aromatic hydrocarbon (PAH), pyrolize and anneal

the overall structure. Pyrolisis temperatures are lower than 10008C and hitherto many more solid

materials with low melting points or low decomposition temperatures should be capable of being

encapsulated. The hydrocarbon coating must not be greater than to form more than 50 shells,

since bigger coatings do not produce continuous graphene layers. Experiments using catalysts

manage similar conditions but they are intended for producing only carbon structures [39].

Nanocapsules have been extensively produced by the arc discharge method between graphite

electrodes. The material to be encapsulated is charged in the anode by different methods that are

usually described in each particular synthesis. Plasma torch, microwave sources [6], and water

immersed arc discharge [40] — between others — are being used to increase yields and higher pro-

duction capabilities. Technological efforts in producing nanocapsules are fundamentally important

in the fields of magnetic [6] and nuclear materials [12]. The carbon capsule protects the interior

material from environment and biological degradation. Since the layered structure is expected to

have similar properties as highly oriented pyrolytic graphite (HOPG), transport properties are

very different through the layers than parallel to them. For example, transport properties such as

thermal conductivity and diffusion are more than 200 times higher in plane than through the

layers [41,42]. Also, different techniques of nanoparticles self assembly [43] are of interest to

obtain two-and three-dimensional structures with controlled organization.

V. PURIFICATION AND BIOLOGICAL COVERAGE

The produced material obtained from nanocapsules synthesis can contain fullerenes, empty and

filled nanocapsules and nanotubes, nanoparticles embedded in amorphous carbon [44] or graphite

crystallites [12], broken capsules, uncovered nanoparticles, and amorphous carbon. A general
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pathway can be mentioned to purify nanocapsules consisting of several steps (Figure 29.12). The

first step usually is a soxhlet extraction of fullerenes in an appropriate solvent [45]. The next step is

the dissolution of uncovered noncarbonaceous material by acid treatment [46], followed by

a washing method. These two initial steps can reduce amorphous carbon present depending on

solvents used, temperature, and pressure. A selective oxidation either in gas/liquid phase [47],

or plasma etching [40] has as subject the dangling bonds of amorphous carbon, broken capsules,

and graphite. The limit of this treatment is the attack of five-membered carbon rings — more reac-

tive than graphite basal planes — that are present in nanocapsules [48]. Decantation, centrifugation,

and different filtering techniques are being employed, if needed. Electrophoretic methods of

separation could also be of great help.

The tendency of nonpolar nanocapsules dispersed in aqueous solutions is to further stick

together by hydrophobic interactions. A stable colloidal suspension can be made for: size separation

of nanocapsules and nanotubes, and eventually other carbonaceous material. Surface-active agents

can modify the particles–suspending medium interface and prevent aggregation over long-time

periods, thus overcoming the intrinsic instability of most liquid dispersions [49], which arises

from van der Waals attractive forces between colloidal particles. They provide an additional repul-

sive force (electrostatic and steric), lower the surface energy, and change some rheological surface

properties, which contribute to increase the stability of the colloidal suspension. In this case, semi-

purified nanocapsules are dispersed by sonication in a surfactant, which is easily washed afterwards.

The surfactant employed is sodium dodecyl sulfate (SDS) and better results are obtained when the

SDS is slightly above the critical micellar concentration (CMC) [50] where molecules start to self-

aggregate into micelles [51]. A colloidal suspension stabilized in water with SDS at a concentration

of twice the CMC, takes part in the enhanced dispersion to perform a liquid-phase separation of

carbonaceous material. The suspension is filtered in order to extract the larger particles, while

leaving the smaller constituents in the filtrate. A typical laboratory suspension can be prepared

from 500 ml distilled water, 2.5 g SDS, and 50 mg of semi-purified material strongly sonicated

for 15 min. Sedimentation and centrifugation (at 5000 rpm for 10 min) removes particles larger

than 500 nm from the dispersion. Best results are obtained with a two-step filtering through

membranes (Millipore) of 0.6 and 0.2 mm porous size. More elaborated procedures can be designed

by adapting methods using the advantages of column chromatography and vacuum filtration [52].

CARBONACEOUS PRODUCTS

soxhlet extraction 
(fullerenes)

acid dissolution 
(loose compounds)

centrifugation
(amorphous carbon)

oxidation 

surfactants 
filtration

(nanotubes) size separation 

solubilization 

pH control magnetism 

NANOCAPSULES

FIGURE 29.12 Nanocapsules purification flow chart and auxiliary techniques.
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Solubilization of graphitic nanoparticles by functionalizing their surface [53], can surely help to

separate them by size from nanotubes and uncovered noncarbonaceous particles. It can be used

before the acidic treatment and its effectiveness will highly depend on the selective functionali-

zation [54] of graphitic layers in comparison to amorphous carbon. Modification of some tech-

niques used in the purification of single-wall nanotubes [55], by functionalization of their

surface [56] and solubilization [57] can be adapted to nanocapsules. In the possibility of fluorinat-

ing nanocapsules as in the case of single-wall nanotubes, the damage introduced when fluorine

atoms are driven off the graphitic surface [58] by heat treatment will probably not affect severely

the multiwall material. Purification methods are strongly dependent on the compounds present in

the carbonaceous material that are characteristic of different production methods. Physical proper-

ties of the nanoencapsulated material such as magnetism [31] or high density [8] can introduce

shortcuts to purification pathways.

Biological species can be attached [59] directly to graphitic material [60,61], but a biological

coverage that can simulate a cell membrane is a gateway for generating a much higher diversity

for further biological functionalization. Protein immobilization and in particular antibodies attach-

ment to this coverage can be used to reproduce biological functions such as cellular membrane

trespassing or antigen–antibody coupling. The nanocapsules (nonpolar particles), separated by a

modified method of size selection [62], and inserted in an aqueous solution can be covered with

phospholipids (amphiphatic molecules). Tests were performed using 1,2 dipalmitoyl-sn-glycero-

3 phosphocholine (DPPC) [63], because it is an integral part of biological membranes [64], and

hitherto, nontoxic. When these molecules are placed in an aqueous dispersion of nanocapsules,

they preferentially cover them with hydrophobic portions connected with the carbon surface.

The phospholipid coverage works like a surfactant, avoiding the hydrophobic and van der Waals

interactions that take place between the isolated carbon nanocapsules. The nanocapsules and the

DPPC (10/1, wt/wt) in aqueous solution were sonicated for 10 min in a bath and then inserted

in a rotary tube for 1 h in a thermostatic bath at 378C. To observe this material by transmission elec-

tron microscopy (TEM), a drop of the dispersion was deposited in a carbon-coated grid. Other

samples were prepared in the same way and immediately after the deposition of the dispersion

in the grid, a drop of 2% ammonium molybdate solution was incorporated as a contrast agent

that sticks to DPPC. In the samples without the contrast agent, nanocapsules were seen clearly.

When observed with the molybdate, all nanocapsules were completely covered. DPPC concen-

tration can control the quantity of phospholipids layers and minimum of empty vesicles.

Nanocapsules covered with phospholipids can be “functionalized” by attaching or inserting

substances with particular properties, like monoclonal antibodies which can be used for targeting.

Monoclonal antibodies produced in mammalian cell culture systems are becoming increasingly

important as auxiliaries for the treatment of human diseases. Antibodies [65] attached to a phospho-

lipid layer that cover radioactive nanocapsules can be transported by blood to a specific cell for

binding to a tumor marker. Functionalization can also be used for self-assembly to obtain organized

two- and three- dimensional structures [66].

VI. NUCLEAR APPLICATIONS

Nuclear applications of nanocapsules are related to the emitting physical properties of the encap-

sulated material. Emitted radiation can be electromagnetic of high energy (g), electrons or positrons

(b), alpha particles (4He nucleus), or fission products [67]. These emitters can be in themselves

radioactive or can be activated by a nuclear reaction, usually a neutron capture. The particular

advantage of carbon nanocapsules in nuclear applications is related to the protective characteristics

that the carbon capsule confers to the interior product. Experiments on irradiation of fullerenes have

shown that knocked carbon atoms from one cage are found in another fullerene and even form

dimers and trimers by a recoil-implantation mechanism [68]. The observed major damage

of capsules in nanoencapsulated molybdenum irradiated in a nuclear reactor was produced by
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atoms’ recoil and not by neutron bombardment [69]. Several isotopes can be activated [70], and

nanoscopic sources obtained as in the case of nanoencapsulated cobalt transformed to 60Co. Indi-

vidual radioactive nanocapsules can be used as calibrated probes for diminishing contaminations

(by interaction with other compounds).

Encapsulated radioactive emitters can be used in medical diagnosis when some particular

benefits can be related to the encapsulation, as for example, preferential targeting. For example,

best absorption in the lymphatic system seems to be achieved with particle size of 30–50 nm

and medical application for studies and treatment involving the lymphatic system can be designed

[71]. Preferential targeting can also be tailored by direct functionalization [72] of the capsule or

functionalization in the surface of a biological cover. In order to use this covered nanocapsules

as carriers for diagnosis or a treatment therapy, the biological material should not be recognized

by the immunity system (B and T lymphocytes are the primary effectors of adaptive immune

response). Nuclear nanocapsules can also be localized manually or, when combined with magnetic

properties or other materials, localization can be enhanced by magnetic fields. Other properties of

the encapsulated nuclear material, such as response to nuclear magnetic resonance (NMR), can also

be used for biodistribution studies.

Boron neutron capture therapy (BNCT) is based on the nuclear reaction in which a thermal

neutron and 10B produces high-energy 7Li and an a particle 210B(n,a)7Li. The requirements for

using this nuclear reaction in therapeutic treatments involve selective localization and concen-

tration of the radioactive isotope to maximize damage with a neutron flux innocuous to other

tissue in the surroundings. Selectivity targeting can be enhanced with antibodies [73] attached to

a biologically covered boron carbide nanoparticle. Trespassing a cellular membrane can be done

with the help of other attached proteins and high boron concentrations can be localized near cell

nucleus for neutron irradiation and ADN inhabilitation. High specificity and concentration of

boron should be attained to maximize localized damage produced by the a-particle and 7Li-reaction

products whose penetration depth is approximately 10 mm.

Homogeneous reactors are being revisited for the production of medical radioisotopes [74–76].

The working principle is a solution of a fissile isotope that achieves criticity with the liquid volume

control in a reactor and fission products are extracted from the circulating solution. Dispersed nano-

capsules containing uranium dicarbide [77], using low enriched uranium (LEU, less than 20%
235U), can have benefits in the separation process since the high energy fission products will

pass through the nanocapsules and will be the only products in solution. Nanocapsules are extre-

mely resistant to acidic media and benefits can be achieved in separation rates.

Size dimension of nanocapsules with fissile material makes them attractive for their usage as

fuel for nuclear reactors. The high surface–volume ratio allows very quick extraction of heat

from the interior to an out flowing gas, such as in a high temperature gas cooled reactor [78].

Fission products can be implanted in surrounding walls or nanocapsules could be sintered so as

to retain fission products in the assembled structure (Figure 29.13). Extruded rods to form

“hairs” or “needles” with a nucleus of 50 mm diameter and a cladding of 25 mm should not

present problems in fabrication. Heat will be mainly transported parallel to graphitic layers that

have extremely high thermal conductivity. An array of parallel pins can be assembled such that

the cladding surface is more than ten times greater than that in conventional fuels. The main

goal of this type of fuel is to reduce the fuel size of power reactors, especially for using them in

ships, submarines, and rockets.

Proposals regarding nuclear waste nanoencapsulation are fundamentally oriented to incorporate

an additional barrier for avoiding solubilization of radioactive materials in underwater streams in

the case of leakage of the usual containers. Generally, the nuclear waste final deposition involves

several materials, and nanoencapsulation at the time, is guided to work practically with unique

compounds. Although, plutonium nanoencapsulation has not been reported, it is interesting to

notice that if nanoencapsulation can be performed, chemical toxicity of this element will be

highly diminished.
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Nuclear applications of carbon nanocapsules with radioactive materials inside are in the very

early steps of investigation. Because of time-consumming experiments, post-irradiation analysis,

protocols, complex interdisciplinary work, and the usual requirement of big facilities to be

employed, make advances very punctual. Feasibility studies are usually done to a deeper stage

than in other areas of activity to balance research investment. Surely, results will be as promising

as in other disciplines of nanotechnology.
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I. INTRODUCTION

Over the past several decades bioencapsulation has become one of the most promising techniques in

various biomedical fields. Bioencapsulation is considered as special techniques for preparation of

different polymer systems (hydrogel micro- and nanoparticles, as well as microparticles or micra-

capsules, etc.) with entrapped biomaterial, such as biologically active compounds (BAC) or alive

cells. As BAC we can use proteins, including enzymes and high-molecular weight hormones, pep-

tides, DNA and oligonucleotides, low-molecular weight antibiotics, and other drugs. Encapsulated

cells could be of different origin: micro-organisms, plant or animal cells, but we would focus here

only on animal cells. In this review, we would like to discuss several biomedical fields where

various natural and synthetic polymers are widely employed to prepare polymer matrices with
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bioencapsulated biomaterial. In our opinion, a list of the most interesting and promising biomedical

fields where nano- or microcarriers are used is as follows:

1. Controlled drug release delivery systems based on nano- or microparticles/microcapsules.

2. Development of new vaccines using nano- and microparticles/microcapsules.

3. Elaboration of novel DNA delivery nanocarriers to prepare genetically modified cells.

4. Somatic gene therapy using implanted microcapsules with entrapped genetically modified

animal cells producing various therapeutic agents (proteins, peptides, etc.).

In this chapter, I would like to review polymer materials and bioencapsulation techniques

focusing on the analysis of their merits and disadvantages, and to discuss some biomedical

applications of nano- and microcarriers (both particles and capsules) with entrapped biomaterial,

which have been recently reported in the literature.

II. PREPARATION OF MICRO- AND NANOCARRIERS

WITH ENCAPSULATED ANIMAL CELLS OR

BIOLOGICALLY ACTIVE COMPOUNDS

A. POLYMER MATERIALS FOR BIOENCAPSULATION OF BIOMATERIALS

Polymer nano- or microparticles/microcapsules used in biomedical fields are fabricated from bio-

compatible biodegradable polymers. The list of these materials includes both natural materials, such

as natural polysaccharides (alginate, cellulose, and chitosan as well as their many derivatives, etc.)

and synthetic polymers. Natural polymers are attractive for cell immobilization due to their abun-

dance and apparent biocompatibility. Synthetic polymers are used because of the high degree of

control over the structure. Unlike natural materials, whose properties can vary from batch to batch,

synthetic polymers provide highly consistent starting materials for any encapsulation technique.

As for animal cell entrapment in hydrogel microparticles or microcapsules, encapsulation

procedure should proceed under physiological conditions within a short time (20–30 min), in

order to provide cell viability, and to be as simple as possible because all manipulations are

carried out under strictly sterile conditions. Taking into account all these requirements, it should

be noted that the list of polymer materials and methods for animal cell encapsulation is rather

limited. So-called alginate-based carriers (microparticles, micro- and nanocapsules) assure the

favorable polymer systems for animal cell immobilization.

Alginic acid is an unbranched binary copolymer of 1–4 glycosidically linked a-L-guluronic acid

(G) and its C-5 epimerb-D-mannuronic acid (M). The M- and G-residues are joined together in a block-

wise fashion. Chemical and physical properties of alginate, entrapment of cells in alginate beads, and

biocompatibility and selection of alginates for biomedical use are reviewed extensively by Melvik et al.

[1]. The salts (and esters) of these natural polysaccharides are generally named alginates.

Alginate–calcium chloride systems are based on interfacial precipitation. Since 1980 when

Lim and Sun proposed an original technique based on coating Ca-alginate beads with entrapped

animal cells with poly-L-lysine (PLL) and subsequent dissolving Ca-alginate gel core with

sodium citrate [2], many modifications of this technique have been studied. The list of these modi-

fications includes coating of a polycation with an additional layer of alginate or another polyanion

[3], formation of a double-membrane capsule [4] or a multiplayer capsule, as well as the replace-

ment of PLL with other polycations [5].

(1-4)-linked 2 amino-2-deoxy-D-glucans (chitosans) are a family of natural biodegradable and

biocompatible cationic polysaccharides commercially produced by the partial deacetylation of

chitin from the reprocessing of seafood waste. Members of the chitosan family differ in terms of

their molecular weight and deacetylation degree. Most chitosans are soluble only at acidic pH

range which is the disadvantage, since encapsulating cells and tissues require physiological pH.
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Chitosans of very low molecular weight (MM 3000–10000 Da), namely oligochitosans, are of great

interest, since their usage leads to a shift in the pKa providing solubility and alginate–oligocitosan

membrane formation at neutral pH [6]. A direct comparison showed that the toxic effects of PLL are

significantly higher than that of chitosan [7]. PLL causes a necrotic cell death in higher

concentrations, whereas in low concentrations it stimulates monocytes to tumor necrosis factor

(TNF) production which has potent proinflammatory activities, increasing fibroblast proliferation,

that is supposed to be the link to the observed fibrotic overgrowth of implanted microcapsules [8].

Coating a polycation with an outer polyanion layer or with a poly(ethylene glycol) (PEG) increases

the biocompatibility of the capsules [9]. Calafiore et al. use poly-L-ornithine (PLO) instead of PLL.

This polycation differs from PLL by a hydrophobic group (pendant group shorter by one CH2 group),

and in combination with a high Malginate (61%), it provides a tighter permeability and a more stable

complex than the PLL-based one in alginate/PLL/alginate microcapsule [10].

Among synthetic polymers, we would like to mention polyamino acids, namely, PLL, PLO,

poly(a-hydroxy esters), in particular poly(D,L-lactic acid) (PLA), poly(D,L-glycolic acid) (PGA)

and their copolymers, namely, widely used poly(lactide-co-glycolide) (PLGA). Formed by a

ring-opening polymerization, these polymers degrade via nonspecific hydrolysis of the ester

linkage. The degradation products (lactic and glycolic acids) are naturally metabolized and

easily cleared by the body. Microparticles based on poly(a-hydroxy esters), for instance PLA or

PLGA are widely employed for encapsulation of peptides, proteins, DNA, and other compounds.

The structure of poly-D,L-lactide-co-glycolide is shown in Figure 30.1.

As for polymer materials used for encapsulation of some low molecular weight drugs, such as

cytostatics, antibiotics, etc., which are more stable compared with animal cells or biopolymers

(DNA, proteins, peptides, etc.), the list of polymer materials used for their encapsulation is more

extended. It includes a series of synthetic polymers as well as their copolymers with natural poly-

mers. We could mention polyacrylates, for example, polyalkylcyanoacrylates [11], polyester–

poly(ethylene glycol) [12], poly(epsilon-caprolactone) [13], polyethylenimine-dextran sulfate

[14], dextran–HEMA (hydroxy-ethyl-methacrylate) [15].

B. BIOENCAPSULATION TECHNIQUES

In order to keep alive cells or to avoid denaturation of proteins, DNA or other nonstable BAC, the

methods for preparation of nano- or microparticle-based systems should be rather soft providing

encapsulation procedure under physiological conditions (pH, temperature, etc.). We cannot

describe in detail all methods presently used for bioencapsulation in nano- and microparticles

(microcapsules) but would like to discuss some of them which are presently widely employed,

or are rather promising to be used in the nearest future. All presently existing techniques for

nano- and microcapsule production for biotechnological and biomedical applications are reviewed

by Ian Marison et al. [16].

1. Bioencapsulation of Animal Cells in Alginate-Polycation Microcapsules

The scheme of one simple technique presently used for animal cell encapsulation into alginate-

polycation (oligochitosan) microcapsules is shown in Figure 30.2 [17]. As well known, alginate

and chitosan are oppositively charged polymers.

O O

x y
CH

CH3

C O CH2 C O

FIGURE 30.1 The structure of poly(D,L-lactide-co-glycolide).
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Cells are mixed with alginate solution and the mixture is dispersed dropwise into CaCl2
solution to obtain insoluble hydrogel calcium alginate beads with encapsulated cells. After

washing, the beads are transferred into chitosan solution, where an alginate–chitosan membrane

on the surface of the beads is formed. After this a calcium alginate core can be dissolved using

the chelating agent EDTA, and after washing with a physiological solution and then with a cultiva-

tion medium, one can get microencapsulated cells which can be cultivated in vitro or implanted into

a patient. To provide a stable polyelectrolyte membrane (with the thickness of 30–100 mm) low

molecular weight chitosan (oligochitosan, MM 3000–6000 Da) is used in this technique. Positively

charged small oligochitosan molecules can easily diffuse into alginate matrix by cross-linking

negatively charged alginate molecules and forming polyelectrolyte alginate–oligochitosan mem-

brane. Instead of oligochitosan, PLL or PLO are used as polycations in this method. The obtained

microcapsules can be coated with an outer alginate layer, in order to improve biocompatibility.

There are several nozzle extrusion methods for production of microbeads or microcapsules with

entrapped cells, namely, simple dripping, concentric air jet, electrostatic droplet generation, rotating

atomizers, and vibrating nozzle technique. All merits and disadvantages of these techniques were

Cell suspension Sodium alginate 

Oligochitosan 

20ºC

20ºC

Compressor

CaCl2 0,5%

NaCl 0,9% EDTA

Cultivation of encapsulated
cells in cultivation medium,

supplemented with a serum  

FIGURE 30.2 The scheme of animal cell bioencapsulation in alginate–chitosan microcapsules.

856 Finely Dispersed Particles



summarized and discussed earlier [18]. Among the different extrusion methods, an electrostatic

extrusion technique that allows production in sterile conditions of beads less than 300 mm with a

narrow size distribution is mentioned [19]. This technique is based on the use of electrostatic

force to disrupt a liquid surface, in order to form a charged stream of fine uniform droplets. The

technique was successfully used to encapsulate mammalian cells, such as hybridoma cells

[20,21], islets of Langerhans [22], parathyroid cells [23], and human adenocarcinoma breast

cells [17]. The growth of Chinese hamster ovary (CHO) cells within alginate–chitosan microcap-

sules is demonstrated in Figure 30.3.

2. Emulsion-based Techniques for Encapsulation of Low- and High-Molecular
Weight Therapeutical Agents

An emulsion can be prepared by dispersing two immiscible liquids in the presence of a stabilizer or

emulsifier. In the case of an aqueous core, it is called water-in-oil emulsion (w/o) and in a hydro-

phobic core phase is termed an oil-in-water emulsion (o/w). Emulsions are produced by adding a

core phase to a vigorously stirred excess of a second-phase containing an emulsifier. The double

emulsion technique, such as w/o/w is a modification of the basic method where by an emulsion

is prepared using an aqueous solution in a hydrophobic wall polymer, for instance polyester.

This emulsion is then poured using vigorous agitation into an aqueous solution containing a stabil-

izer [24]. The loading capacity of the hydrophobic core is limited by its solubility and diffusion

to the stabilizer solution. This technique has found particular application for encapsulation of

peptides, proteins, and hydrophilic pharmaceutical compounds [25]. The scheme of a standard

microencapsulation procedure of peptides in PLGA microparticles using double emulsion-

evaporation technique (w1/o/w2) is shown in Figure 30.4 [26].

To prepare a primary emulsion, a gelatin solution is mixed with a peptide solution, and the

mixture is homogenized. This aqueous phase is dispersed in PLGA oil phase at 408C. Then the

emulsion is homogenized (Ultraturrax) and cooled to 158C without stirring, and transferred into

polyvinylalcohol (PVA) solution. After incubation of microparticles under stirring for 15 min,

the temperature is raised up to 308C to facilitate solvent elimination. Solid microparticles obtained

are collected by filtration, washed with water, and dried overnight by lyophilization. Recently a

Total Recirculation One-Machine System (TROMS) has been proposed for encapsulation of

adenovirus in PLGA microparticles within the range of 7–10 mm [27]. The method is based on

the turbulent injection of the phases, thus avoiding the use of aggressive homogenization tech-

niques. In addition, the fabrication parameters can be easily adjusted to modulate the desired

characteristics of microparticles obtained.

Size bar shows 100 µm.

(a) (b) (c) (d)

FIGURE 30.3 In vitro cultivation of endostatin-transfected CHO cells in alginate–chitosan microcapsules

(a) just after encapsulation, (b) day 5, (c) day 12, and (d) day 21.
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To enhance encapsulation efficiency, a spray-drying method could be proposed. Thus,

this technique provides a significant improvement of betamethasone encapsulation efficacy

into PLGA microparticles, namely, 90% encapsulation efficacy compared with 15% for w1/o/
w2 double emulsion process [28]. An emulsification/spray-drying technique has also been

proposed as an alternative to the double emulsion method for encapsulation of peptide

drug, vancomycin into microspheres for the topical ocular delivery (encapsulation efficacy

84–99%) [29].

3. Layer-By-Layer Adsorption Technique for Encapsulation of Biomaterial

An original universal technique based on layer-by-layer (LbL) adsorption of oppositely charged

macromolecules onto a surface of inorganic colloid particles has been recently elaborated

[30,31]. Hollow nano- or microcapsules with entrapped biomaterial can be easily prepared by

decomposing an inorganic core, although the microcapsule wall can provide desired release prop-

erties. The use of various polymer materials allows a proper shell design, in order to adjust required

stability, biocompatibility, and affinity properties of the microcapsules.

To prepare microcapsules with entrapped protein (or DNA), CaCO3 porous spherical micropar-

ticles (an inorganic core) with narrow bead-size distribution (mean size of 5 mm) have been elabo-

rated (Figure 30.5).

These microparticles are incubated in protein (DNA) solution, and, after protein (DNA) adsorp-

tion, washed with water. Then freshly prepared PLL solution is added to them. To prevent aggre-

gation, microparticles were treated with ultrasound, then after incubation on a shaker the microparticles

were washed with 0.9% NaCl. In order to get the second polymer layer on CaCO3 core surface,

sodium alginate solution was added. After washing with water, the microcapsules are transferred

to EDTA solution, and intensively mixed to dissolve CaCO3 cores. The final protein (DNA) loaded

microparticles contain 6–8 layers of polyelectrolytes (PLL-Alg-PLL-Alg. . .). Recently, the

FIGURE 30.4 The scheme of Thrombin Receptor Agonist Peptide (TRAP-6) encapsulation in PLGA

microparticles by double (w1/o/w2) emulsion-evaporation technique.
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technique has been successfully used to encapsulate proteins (a-lactoalbumin, lysozyme,

and horseradish peroxidase) [32] as well as some allergens, namely, protein Asp f2 and protein-

encoding DNA (DNA-Asp f2) to develop a new vaccine against intracellular pathogens [33].

III. BIOMEDICAL APPLICATIONS OF POLYMER MICRO- AND

NANOCARRIERS LOADED WITH BIOMATERIALS

A. CONTROLLED DRUG RELEASE SYSTEMS BASED ON NANO- AND

MICROPARTICLES/MICROCAPSULES

Encapsulation of drugs provides the protection of a biologically active molecule by a polymer

coating and release of this product following a defined profile. The properties of a drug delivery

systems depend on the polymer materials used for bioencapsulation, the technique which has

been chosen for preparation of nano- or microcarriers, and the type of bioencapsulated biomaterials

(molecular weight, chemical structure, charge, etc.). As known, a drug-release rate can be con-

trolled by several parameters, such as drug-loading degree in the matrix, hydrogel-hydratation

degree, swelling kinetics of polymer matrix, etc. [34–36]. The methods for preparation of drug

micro- or nanocarries can be classified into two main categories. First one gathers most of the

methods based on polymerization reactions, and the second one deals with the use of preformed

polymers (both natural or synthetic origin).

Chitosan-based nano- and microparticles are widely used for fabrication of controlled drug

release systems. Numerous studies have demonstrated that chitosan and its derivatives (N-trimethyl

chitosan, mono-N-carboxymethyl chitosan, etc.) are effective and safe for absorption enhance to

improve mucosal (nasal, peroral) delivery of hydrophylic macromolecules, such as peptide and

protein drugs as well as heparins [37,38]. This absorption enhancing effect of chitosan is caused

by the opening of intercellular tight junctions, thereby favoring the paracellular transport of macro-

molecular drugs. Recently, a series of successful model chitosan-based polymer systems for

mucosal drug delivery have been reported. Thus, Lim et al. [39] have proposed novel polymer

microparticles based on combination of hyaluronic acid and chitosan hydroglutamate

FIGURE 30.5 SEM images of macroporous CaCO3 microparticles.
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with entrapped gentamicin prepared by a solvent-evaporation method as an effective nasal

delivery system. This formulation, as it has been demonstrated in a rabbit model, considerably

enhanced the bioavailability of gentamicin (42.9%) compared with that of a gentamicin nasal

solution (1.1%) or dry powder (2.1%). In addition, chitosan nanoparticles as doxorubicine

(DOX) delivery systems are also mentioned [40]. In order to entrap a cationic, hydrophilic DOX

molecule into positively charged chitosan nanoparticles, first positive charge of DOX was

masked by complexing it with the polyanion, dextran sulfate. Confocal studies showed that

DOX was not released in the cell-culture medium but entered the cells whereas remaining associ-

ated to the nanoparticles.

To accelerate healing of 2,4,6-trinitrobenzenesulphonic acid-induced colitis in rats, chitosan

microcapsules loaded with the anti-inflammatory drug, 5-aminosalycylic acid (5-ASA), have

been evaluated in Japan [41]. In conclusion, several research groups deal with development of chit-

osan-based microparticles with entrapped insulin as peroral delivery systems [42,43].

Microparticles used on another polysaccharide, hydroxypropyl methylcellulose were prepared

by spray-drying technique and designed to provide the absorption of a high polar drug through nasal

mucosa [44].

In order to study the kinetics of in vitro superoxide dismutase (SOD) release from microparti-

cles of different origin, the drug was encapsulated by the spray-drying technique in three types of

microcapsules, namely, in poly(1-caprolactone) (PCL), in poly(D,L-lactide-co-glycolide) (PLGA)

and in poly(D,L-lactide) (PLA) ones. The in vitro release profile showed that SOD was completely

(100%) released from PLA in 48 h, and from PLGA and PCL within 72 h.

PLGA-based microparticles are being intensively studied as drug delivery systems. Thus,

ibuprofen-loaded microspheres prepared by solvent-evaporation method based on o/w emulsion

with an addition of a biodegradable oil Labrafil yielded the most suitable profile in case of

intra-articular administration [45]. Forty milligram of the selected formulation was sufficient to

provide in vitro “therapeutic” concentrations of ibuprofen (8 mg/ml) up to 8 days. Labrafil

modulates the release rate of donor–acceptor substances, such as ibuprofen. Another example

of promising PLGA microparticle-based system is long-term delivery of ivermectin to treat

heartworm disease in dogs [46]. Analysis of pharmocokinetic data revealed sustained ivermectin

release during at least 287 days. An interesting lidocaine delivery system based on PLA

microparticles coated with chitosan has been reported [47]. The authors studied the

effect of PLA microspheres coating with various chitosans on the initial burst and controlled

drug release from the microspheres. Chitosan coating allowed to prolong the drug release up

to 90 h compared with uncoated PLA microparticles, from which the drug has been released

within 26 h.

Nanocapsules appear a promising approach as a drug system for topical application. The trans-

port of chlorhexidine-loaded poly(1-caprolactone) nanocapsules through full-thickness and

stripped hairless rat skin was investigated [48]. The flexibility of nanocapsules assured a satisfying

bioadhesion to the skin, whereas the rigidity of the carrier limited the molecular “spill” into the skin

and controlled the drug delivery to the skin.

As for injectable nano- or microcapsules, they can contain various growth factors, for example,

vascular endothelial growth factor (VEGF-165) and platelet-derived growth factor (PDFG) which

accelerate a mature vascular network [49] or therapeutic agents for treating cerebral tumours [50].

In conclusion, the so-called in situ microparticle system (ISM-system) should be mentioned.

This is a quickly developing approach to different biomedical fields, including cartilage and

bone regeneration surgery. A novel drug delivery system forming biodegradable microparticles

from liquid dispersed systems is proposed as an alternative to the currently used microencapsula-

tion and implant methods. The micropaticles are formed in situ after injection of a dispersed system

(e.g., an emulsion consisting of internal drug-containing polymer phase which is dispersed into an

external phase) through the solidification of the internal polymer phase upon contacting with body

fluids [51].

860 Finely Dispersed Particles



B. DEVELOPMENT OF NEW VACCINES USING NANO- AND MICROPARTICLES/MICROCAPSULES

Although current nonviral vaccine systems are less effective than viral vaccines, all research

efforts are focused on the development of new nonviral vaccines, namely, the so-called DNA

vaccines or genetic vaccines. A promising nonviral delivery system for genetic vaccines involves

microencapsulation of antigen-encoding DNA. Injection of these formulations elicits a better

immune response to plasmid-encoding antigens. The background and rationale for microparticle-

encapsulated DNA vaccine delivery system has been reviewed earlier [52].

It should be noted that encapsulation approach could allow:

. To easily entrap in microcapsules specific ligands ensuring a targeted interaction with cell

receptors.
. To encapsulate several DNA plasmids in one microcapsule.
. To protect DNA from serum nuclease cleavage.
. To mask DNA from pre-existing antibodies enabling effective priming of immune

response.

As well known, there are several immunization routes. Among them mucosal (nasal, oral)

vaccination has the striking advantage over others because it provides production of local anti-

bodies at the sites where pathogens enter the body. More over, mucosal vaccination not only

reduces costs and increases patient compliance, but also complicates the invasion of pathogens

through mucosal sites [53]. Mucosal vaccination strategies which are aimed at gaining expression

of transgens (using encapsulated DNA) within dendritic cells, in order to gain both T-helper and

cytotoxic T cell (CTC) responses, are described by Howard and Alpar [54].

Thus, presently the emphasis is given to the development of mucosal (oral and nasal) vaccines

in conjunction with microcapsulate systems.

To assure complete protection, many vaccines require repeated immunization. Over the

past 20 years, several research groups have investigated the possibility of developing a

single-administration vaccine (SAV). SAV formulations provide the repeated administration

automatically. One approach is the development of injectable microsphere formulations containing

the vaccine antigen that is released as a pulse 1–6 months after injection.

Because vaccines alone cannot be sufficiently taken up after mucosal administration, they need

to be co-administered with penetration enhancers, adjuvants, or encapsulated in microparticles.

Chitosan particles, powders, and solutions are promising candidates for mucosal vaccine delivery.

The aspecific adjuvant activity of chitosans seems to be dependent on the deacetylation degree and

the type of formulation.

Chitosan easily forms microparticles and nanoparticles which encapsulate large amounts of

antigens, such as ovalbumin, diphtheria toxoid, or tetanus toxoid. It has been shown that ovalbumin-

loaded chitosan microparticles are taken up by the Peyer’s patches of the gut associated lymphoid

tissue (GALT). This unique uptake demonstrates that chitosan particulate drug carrier systems are

promising candidates for oral vaccination. In addition, after co-administering chitosan with anti-

gens in nasal vaccination studies, a strong enhancement of both mucosal and systemic immune

responses is observed [55].

Several studies in animal models have been carried out to prepare chitosan microparticles-

based vaccines against influenza, pertussis, and diphtheria. The nasal chitosan vaccine delivery

system has been tested for vaccination against influenza in humans [56]. The results showed that

it was both effective and protective according to the Committee for Proprietary Medical Products

(CPMP) requirements.

Present clinical findings have shown that immunization with PLGA microparticle-based

plasmid formulations elicits T cell responses to viral antigens and suggest that this approach

may be generally useful in immunotherapy. One of the examples of successful repeated
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immunization with plasmid DNA formulated in PLGA microparticles has been recently reported

[57]. This formulation stimulated durable T cell responses to the weakly immunogenic, tumor-

associated antigen cytochrome P450 1B1.

DNA delivery systems based on pH-sensitive poly-beta amino ester and poly(lactic-co-glycolic

acid) can generate an increase of 3–5 orders of magnitude in transfection efficiency and are potent

activators of dendritic cells in vitro [58].

PLA microparticles coated with polyethylene glycol (PEG-PLA) have been studied as carriers

for nasal vaccine delivery. They are more stable compared with PLA microparticles and generate

increasing and long-lasting immune response [59].

In conclusion, it is mentioned that a novel immunization strategy, so-called continuous anti-

genic stimulation system (CASS) which is based on microencapsulated cells producing a trangene

[60]. Mice implanted with encapsulated C2C12 myoblasts secreting human factor IX (hFIX)

elicited a strong humoral response detectable for 213 days after implantation. The mice had increa-

sing IgG2a antibody titer, indicating a switch to Th1 profile immune response.

C. DNA DELIVERY CARRIERS FOR PREPARATION OF GENETICALLY MODIFIED CELLS

Transfection of eukaryotic cells to obtain genetically modified cells as producers of peptides and

proteins is an effective tool for cell biotechnology, agriculture, and biomedicine. It should be

noted that presently there are several approaches to fabrication of DNA delivery systems, for

example, the use of adeno- and retroviruses, or cationic liposomes [61,62].

As for viral DNA carriers, they are nontoxic for cells and can provide rather good transfection

efficacy. However, although most of the current medical protocols are based on viral DNA delivery

systems, the use of these systems is limited for several reasons: in particular, because of possible

biological peculiarities of viruses, such as oncogenicity. Among other disadvantages of these

systems, it is mentioned that limited DNA quantities which can enter a cell as well as safety

production issues.

Among liposome-based carriers, pH-sensitive liposomes are of great interest [63,64]. Cationic

lipids of these liposomes contain amines with pK value within physiological range of 4.5–8.0. The

liposome can interact with DNA molecule under acidic conditions and penetrate into the cell, and

then, after changing pH and fusion with endosome membrane, to release DNA. However, the use of

these liposomes is limited because they are rather expensive, are able to aggregate and can be

immunogenic. Presently a lot of DNA vectors are commercially available (for instance lipofectin

from Qiagen and some others).

DNA delivery devices based on polymer nanocapsules (200–800 mm) can be considered as a

promising alternative approach to all DNA carriers mentioned earlier. There are at least several

advantages of DNA delivery systems based on encapsulation over others:

. Ligands can be conjugated to the nanoparticle for targeting or stimulating receptor-

mediated endocytosis.
. Lysosomalytic agents can be entrapped to reduce DNA degradation in the endosomal and

lysosomal compartments.
. Other bioactive agents or multiple plasmids can be co-encapsulated.
. Bioavailability of DNA can be improved because of protection from serum nuclease degra-

dation by the polymer matrix.
. Nanoparticles can be lyophilized for storage without loss of bioactivity.

Chitosan and its derivatives are considered as good candidates to create nonviral gene delivery

systems due to high positive charges, low cytotoxicity, biodegradability, and their ability to

improve the transport of macromolecules associated with chitosan across biological

surfaces. Being positively charged, chitosan easily gives complexes with negatively charged
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DNA molecules (polyplexes). Although there are a lot of reports on chitosan-based DNA nano-

carriers varying in sizes (20–250 nm and higher), studies regarding effects and the chitosan-

specific transfection mechanisms remain insufficient. It is shown that the level of transfection

depends upon several factors, for instance chitosan molecular weight (from 22 kDa [65] to

400 kDa [66]), the ratio of chitosan nitrogen to DNA phosphate (N/P ratio), as well as serum

concentration and pH of transfection medium, and finally on cell line [67].

Koping-Hoggard et al. [68] established the relationships between the structure and the proper-

ties of chitosan–pDNA polyplexes in vitro and in vivo. They compared polyplexes of ultrapure

chitosan (UPC) of preferred molecular structure with those of polyethylenimine (PEI) polyplexes

in vitro and after intratracheal administration to mice in vivo. UPC carriers were less cytotoxic

than polyethylenimine (PEI) polyplexes and provided a better efficiency compared with that of

commonly used cationic lipids. Low-molecular weight chitosan delivery systems were more

efficient for cell transfection and less cytotoxic compared with PLL [65].

In order to enhance the efficacy of cell transfection, an introduction of a ligand into a polyplex

macromolecule has been proposed. The ligand can interact only with cell receptor of the cells which

should be transfected, and therefore a target DNA delivery can be provided. For example, for liver

specificity lactobionic-acid-bearing galactose group was coupled with chitosan, and PEG was

grafted to galactosylated chitosan (GC) for stability in water and enhanced cell permeability.

The prepared GCP/DNA complexes were only transfected into hepatocytes Hep G2 having

asialoglycoprotein receptors (ASGR), indicating specific interaction of ASGR on cells and galac-

tose ligands on GCP [69].

However, being a natural polymer, chitosan has all disadvantages of natural materials

mentioned earlier (see Section II.A). Presently, a lot of other polyplexes based on cationic synthetic

polymers have been described in the literature. Among others, we could mention rather new DNA

delivery nanoparticles based on poly(2-dimethylamino)ethyl methacrylate-co-poly(ethylene

glycol) (PDMAEMA) [70,71] and PEGylated polyethylenimine (PEI/DNA) [72]. The last

polyplexes have been encapsulated in PLGA microparticles and proposed for mucosal (oral)

polyplex-based vaccination of Wistar rats.

The studies on preparation of new more efficient and cheaper polymer systems based on

nanoparticles/nanocapsules are in progress.

D. SOMATIC GENE THERAPY USING IMPLANTED MICROCAPSULES WITH ENTRAPPED

GENETICALLY MODIFIED ANIMAL CELLS PRODUCING THERAPEUTIC AGENTS

One can entrap into microcapsules not therapeutic agents but alive cells which can produce these

compounds (recombinant proteins, including enzymes, hormones, peptide immunostimulators

or immunomodulators, etc.). One of the most widely used techniques for animal cell encapsulation

into alginate-polycation microcapsules has been described earlier (see Section III.A).

Recent advances in gene engineering have provided entirely new avenues for gene-based appli-

cations, especially in the area of health care. Genes are now widely used as templates and cells as

mini-reactors to provide the end products. Entrapment of these genetically engineered cells in immu-

noprotective microcapsules would allow nonautologous cells to be implanted into any host, in order

to deliver the desired gene product without triggering graft rejection. While “classical” gene therapy

suggests genetic modification of host cells with following their perfusion to the same patient,

so-called “somatic gene therapy” is based on design of universal nonautologous cell lines which

can be used for any patient with the same disease. These nonautologous cell lines could be presented

by mouse, rat, or other genetically modified cells. Thus, on one hand, microcapsules with semi-

permeable membranes can provide the release of desired therapeutic product, and, on the other

hand, they can protect the cell-producers from immunosystem of the host.

The list of diseases which can be possibly treated in the future using this approach is rather long.

We would like to mention that there are several reports in the literature describing somatic gene
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therapy approaches to treat diabetes [73], anemia, hemophilia [74], lysosomal storage disease, for

instance deficient of beta-glucuronidase [75], and diseases of the central nervous system [76], Par-

kinson’s disease [77], and cardiovascular disease [78]. The same approach could be proposed to

treat cancer or multiple sclerosis.

However, until now microencapsulation is not applied in clinical practice. The reasons for this

is related to a lack of biocompatibility, limited immunoprotection properties, and hipoxia. As for

microencapsulated pancreatic islet grafts, their survival could be supported by co-encapsulation

with Sertoli’s cells. Thus, grafts of co-microencapsulated Sertoli’s cells with islets resulted in

prolongation of the achieved normoglycemia in rats when compared with control animals (received

only islets) [79]. Strategies that may well support encapsulated islet grafts include several issues,

such as co-encapsulation of islets with Sertoli cells, the genetic modification of islet cells, the

creation of an artificial implantation site, and the use of alternative donor sources [80].

Bioncapsulation in combination with one or more of these additional strategies may lead to a

simple and safe transplantation therapy in the nearest future.
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I. INTRODUCTION

Electrostatic atomization and electrostatically assisted atomization have been employed in a variety

of areas, including paint spraying [1], electrostatic printing [2], and cell immobilization [3].

The basic concept behind these applications involves electrostatic forces, which work to disrupt

the liquid surface to form a charged stream of fine droplets. The effect of electrostatic forces

on mechanically atomized liquid droplets was first studied in detail by Lord Rayleigh [4,5], who

investigated hydrodynamic stability of a jet of liquid with and without applied electric field.
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If a liquid is subjected to an electric field, a charge is induced on the liquid surface and mutual

charge repulsion results in an outwardly directed force. Under suitable conditions, for example

extrusion of the liquid through a needle, the electrostatic pressure at the surface forces the liquid

drop to form a cone shape (Figure 31.1).

Surplus charge is released by emission of charged droplets from the tip of the needle. The emis-

sion process depends on several factors such as the needle diameter, distance from the collecting

solution, and applied potential (i.e., strength of the electrostatic field) [6]. Under most circum-

stances, the electrical spraying process is random and irregular resulting in drops of varying size

and charge generated at the capillary tip over a wide range of angles. However, if the configuration

of the electrostatic generator is adjusted for liquid pressure, applied voltage, electrode spacing, and

charge polarity, the spraying process can become quite regular and periodic.

A major concern in cell and bioactive agent immobilization has been the production of very

small microbeads so as to minimize the mass transfer resistances associated with large beads

(i.e., .1000 mm in diameter) [7]. Biocatalyst immobilization systems involved use of various

gel-forming proteins (e.g., gelatin), polysaccharides (e.g., agar, calcium alginate, and k-carragee-

nan), and synthetic polymers (e.g., polyacrylamide). Relatively large spherical carriers (i.e.,

1000 mm in diameter) are normally formed by dispensing droplets into a hardening solution. A

finer dispersion (100–300 mm) can be achieved by emulsifying the gel-forming solution in an

oil phase and droplet hardening by internal gelling. On the other hand, Klien et al. [8] reported

production of beads with diameters in the range 100–400 mm using compressed air to quickly

force the gel solution through a nozzle. Surprisingly, few attempts have been made on the appli-

cations of electric fields to produce micron-size polymer beads for cell immobilization [9].

The objectives of this chapter are to review the studies on droplet formation mechanisms under

the action of electrostatic forces and to determine key parameters critical for production of very

small polymer microbeads (i.e., less than 100 mm in diameter). Specifically, attention is given to

the effects of applied potential, needle size, polymer concentration, and electrode spacing, and

geometry. An overview of theoretical models and experimental correlations for predictions of

droplet diameter is presented.

II. FORCES ACTING ON DROPLET FORMATION

If gravity was the only force acting on the meniscus of a droplet, then large uniformly sized droplets of

a radius r would be produced. Equating the capillary surface force to the gravitational force gives:

2p r0g ¼
4

3
pr gr3 (31:1)

FIGURE 31.1 Schematic presentation of forces acting on a charged pendent droplet.
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or

r ¼
3r0g

2rg

� �1=3

(31:2)

where r0 is the internal radius of the needle, g the surface tension, r the liquid density, and g is the

acceleration of the gravity. Equation (31.2) thus could be used to calculate droplet diameter if the

liquid properties and the needle diameter are known. For example, in an usual setup with a 22

gauge needle (r0 ¼ 203 mm) and alginate solution (r ¼ 1012 kg/m3, g ¼ 0.074 N/m), the diameter

of the forming drop under influence of gravitational force should be 2.6 mm.

However, if electric field is applied to the needle and the liquid is flowing at a low rate, an

electric charge is induced on the surface of the droplet forming at the needle tip, resulting in a mech-

anical force, directed normally outward from the surface (i.e., directly opposing the inward acting

surface tension, [10–12], Figure 31.1). The electric field produces an additional term, Fe, in the

force balance equation:

Fg ¼ Fg þ Fe (31:3)

In order for droplet to detach from the meniscus, the surface tension force (Fg) must be overcome

by the gravitational force (Fg) and the electrical force (Fe). Equation (31.3) can be also

expressed as:

2pr0g ¼
4

3
prgr3 þ qE (31:4)

where q is the electric charge and E the strength of the electric field.

If sufficient charge is added to the liquid drop, it becomes unstable and disrupts, since the state

of lowest energy will be the one in which the liquid is in the form of many small drops, rather than

in one large drop. Rayleigh [4,5] showed that disruption occurs when the charge, q, on a droplet of

radius, r, is given by:

q � 8p (10gr3)0:5 (31:5)

where 10 is the permittivity of air (10 ¼ 8.85 � 10212 C2/Nm2).

Electric field can be applied to liquid extrusion in several geometries (see Figure 31.2 for

example). In the case of a parallel-plate setup where the needle is protruding through a charged

plate (Figure 31.2a), the electrostatic force, Fe, exerted on the needle is defined by modifying

the expression obtained by Taylor [13].

Fe ¼
10V2L2

4H2 ln (2L=r)� 3=2
(31:6)

where L is the length of the needle exposed in the electric field and H the distance of the electrode

(Figure 31.2a).

In the case of a positively charged needle (Figure 31.2b), the stress produced by the external

field at the needle tip is obtained using an expression developed by DeShon and Carlson [14]:

Pe ¼
210V2

r2½ln (4H=rÞ�2
(31:7)
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where Pe is the electrostatic pressure and H the spacing between tip and the grounded plate. In terms

of the electrostatic force acting on the droplet hemisphere at the needle tip, Equation (31.7) can be

written as:

Fe ¼
4p10V2

½ln (4H=r)�2
(31:8)

III. EXPERIMENTAL STUDIES

A. DROPLET FORMATION USING ELECTROSTATIC FIELD

A general experimental setup is presented in Figure 31.3 [15,16]. Sodium alginate was used as a

model polymer. The polymer solution was extruded by a syringe pump (Razel, Scientific

Instruments, Stanford, CT, USA) through a stainless steel, blunt edge needle (Chromatographic

Specialties Inc., Brockville, Canada) and formed droplets were collected in a hardening solution

(1.5% CaCl2 solution, BDH, Toronto, Canada). The potential difference was controlled by a

power supply unit (Model 30R, Bertan Associates, Inc., NY) with a maximum current of

0.4 mA and variable potential of 0–30 kV.

Three experimental setups were configured in order to investigate the effects of electrode

arrangements on droplet formation and to test potentials for scale-up of the system (Figure 31.2,

[15,17]).

FIGURE 31.2 Electrode arrangements: (a) parallel-plate setup with plate charged positively; (b) positively

charged needle setup; and (c) multi-needle parallel-plate device.
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In the first setup, a parallel-plate electrode system was employed to produce a uniform electric

field in the same direction as that of the gravity (Figure 31.2a, [15]). The upper electrode was a

positively charged plate with a 908 blunt needle protruding through a small aperture at the

plate center. The other electrode was a grounded dish with the hardening solution and of the

same dimensions as the upper charged plate.

In the second setup, the effect of a point-to-plane charge on droplet formation was examined.

Namely, the electrodes were respectively the positively charged needle and the grounded dish with

the hardening solution (Figure 31.2b, [15]).

Finally, for scale-up purposes, a cylindrical reservoir (15 cm height � 10 cm diameter) with 20

needles for the continuous production of polymer beads was designed (Figure 31.2c, [17]). The

liquid flow rate was kept constant at 0.7 l/h (36 ml/h per needle) by adjusting the air pressure

head above the polymer solution. A grounded collecting dish with the CaCl2 solution was

placed 2.5 cm below the needles. Twenty (22 gauge) stainless steel needles positioned 1.2 cm

radially apart were attached to the cylindrical reservoir containing a liter of polymer solution

and then connected to the power supply.

Several parameters affecting the droplet-formation mechanism and the microbead diameter

were investigated, including the needle size, electrode spacing, sodium alginate concentration,

and applied potential [18–20].

B. IMAGE ANALYSIS OF DROPLET FORMATION

Droplet formation under the influence of electrostatic forces was examined using stroboscopic light

(Strobotac, GRC, MA, USA) at a defined frequency (50–400 per sec) along with a video or image

analysis system [21]. Images were recorded when the frequencies of light and the forming beads

were identical so that the object appeared as frozen. The image analysis system consisted of

FIGURE 31.3 Schematic diagram of the experimental setup for electrostatic droplet generation. (From

Bugarski, B., Amsden, B., Neufeld, R., Poncelet, D., and Goosen, M.F.A., Can. J. Chem. Eng., 72,

517–522, 1994. With permission.)
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several components: a video camera (Panasonic Digital 5100), and a Sony CC camera (model

AAVCD5), video adapter (Sony, CMAD5, Sony, Japan), video monitor (Sony Trinitron,

PVM1342Q), VHS (NV-8950, Panasonic, Japan), PC, and software Java (Ver. 1.3) for the

image analysis (Jandel Scientific, CA, USA). For close-up studies of droplet formation the video

camera was connected to a microscope lens (Olympus SYH, Optical Co. Ltd, Japan) (Figure 31.3).

A sample containing 50–150 microbeads, was taken from each set of extrusion experiments

and diameters of individual beads were determined from the images using the image analysis

program. Average diameters of the beads and standard deviations with the maximum and

minimum from each experimental set were computed automatically.

C. DETERMINATION OF MICROBEAD SIZE DISTRIBUTION BY LASER LIGHT SCATTERING

Volumetric (volume of microbeads in each diameter class) and cumulative size distributions were

determined by laser light scattering, with a 2602-LC particle analyzer (Malverin Instruments)

according to the lognormal distribution model. The mean diameter and the arithmetic standard

deviation were calculated from the cumulative distribution curve [22].

D. EXTRUSION OF ANIMAL CELL SUSPENSIONS USING ELECTROSTATIC DROPLET GENERATOR

Sensitivity of animal cells to a high potential (5–8 kV) was examined by extruding suspensions of

insect cells (SF-9) [21] and murine bone marrow stromal cells (BMSC) [23] using the charged

needle setup. The cell viability was assessed by staining the cells with trypan blue dye (only live

cells can exclude the dye from the cell nucleus).

IV. RESULTS AND DISCUSSION

A. PARAMETERS AFFECTING MICROBEAD SIZE

In the case of the positively charged needle setup (Figure 31.2b), effects of electrode spacing on

alginate bead size, produced with a 22-gauge needle, are shown in Figure 31.4a [19].

The electrode spacing was not found to be a significant parameter over the range investigated.

For example, at an applied potential of 6 kV, the mean bead size decreased from 530 to 450 mm

with a standard deviation of approximately 100 mm, as the electrode spacing was decreased

from 4.8 to 2.5 cm. When the applied potential was increased to 12 kV, at a distance of 4.8 cm

between the needle tip and collecting solution, the average bead diameter decreased to 340 mm.

Keeping the applied potential constant at 12 kV, but reducing the electrode distance to 2.5 cm,

resulted in only a slightly smaller bead size (300 mm).

Effects of alginate concentration on microbead diameter for two needle sizes are shown in

Figure 31.4b and c [18,19]. When the concentration of alginate was decreased from 1.5% to

0.8% the average bead diameter decreased by 10–20%. Standard deviations also decreased at

the lower polymer concentration, due to a more uniform bead size distribution. For example,

at an applied potential of 5 kV, the mean bead diameter decreased from 440 + 200 to

380 + 80 mm for the beads prepared with alginate concentrations of 1.5% and 0.8%, respectively.

However, in a similar study using a comparable procedure and alginate concentration of 2%, the

obtained microbeads were almost double in size ranging from 600 to 1000 mm [3]. These results

imply that the effects of alginate properties, such as concentration, viscosity, and surface tension

on droplet formation under electrostatic field should be further investigated.

While the microbead diameter was not significantly affected by alginate concentration in the

investigated range of 0.8–1.5%, it could be readily controlled by the needle size and applied poten-

tial (Figure 31.4b and c). The microbead size decreased as the needle size was reduced. For example

at an applied potential of 4 kV, the mean bead diameter was reduced by a factor of three from

approximately 1600 to 500 mm when the needle size was decreased from 22 to 26 gauge. On the
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other hand, microbead size could be also decreased by increasing the applied potential up to a

certain value above which there was no further decrease in bead diameter. Furthermore, in the

case of the smaller needle, as the potential was increased above 6 kV, natural harmonic oscillations

of the needle were observed resulting in a bimodal size distribution. Similar effects of needle size

and applied potential were also found for extrusion of alginate suspension of yeast cells using elec-

trostatic droplet generation technique [20].

B. EFFECTS OF ELECTRODE GEOMETRY ON MICROBEAD SIZE

In the case of the parallel-plate setup (Figure 31.2a), effects of electrode spacing and charge

arrangement (i.e., different electric field and surface charge intensity) on polymer bead size are

shown in Figure 31.5a [18]. As the potential between the electrodes in the parallel-plate setup,

FIGURE 31.4 Microbead size as a function of applied potential in the positively charged needle setup;

(a) effects of electrode spacing for a 22-gauge needle; (b) effects of alginate concentration for a 22-gauge

needle; and (c) effects of alginate concentration for a 26-gauge needle. (From Poncelet, D., Neufield, R.J.,

Goosen, M.F.A., Bugarski, B., and Babak, V., AIChE J., 45, 2018–2023, 1999. With permission.)
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for example, increased from 6 to 12 kV at the electrode spacing of 4.8 cm, the average bead diam-

eter decreased from 2300 to 700 mm. Reduction of electrode distance resulted in even smaller

microbeads suggesting a strong influence of distance and potential on microbead size at this

charge arrangement. For example, at 10 kV, reducing the distance from 4.8 to 2.5 cm resulted in

a decrease in polymer bead diameter from 1500 to 350 mm. However, increase in the applied

FIGURE 31.5 Microbead size as a function of applied potential; (a and b) effects of electrode spacing and

needle size in the parallel-plate setup and (c) multi-needle device. (From Poncelet, D., Bugarski, B.,

Amsden, B., Zhu, J., Neufeld, R., and Goosen, M.F.A., Appl. Microbiol. Biotechnol., 42 (2–3), 251–255,

1994. With permission.)
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potential above 12 kV and decrease in electrode spacing did not further reduce the microbead size.

This was probably due to a discharge between the plates accompanied by sparking as a result of air

ionization in the space between the electrodes.

Similarly as found for the positively charged needle setup, needle size also significantly

affected the microbead diameter in the parallel plate setup (Figure 31.5b, [18]). For a fixed electrode

distance (2.5 cm), needle length (1.3 cm), and alginate concentration (1.5%) a decrease in bead

diameter by a factor of two was observed for a wide range of applied potentials (2–8 kV) when

the needle size was reduced from 22 to 26 gauge (Figure 31.5b).

The multiple needle device was essentially a scaled-up version of the parallel plate setup

(Figure 31.2c, [17]). Results obtained were similar to those found for the single needle setup

(Figure 31.2a). At an electrode distance of 2.5 cm, increase in the potential from 7 to 12 kV resulted

in a decrease in bead diameter from 950 + 100 to 400 + 150 mm (Figure 31.5c). The device for

continuous production of microbeads had a processing capacity of 0.7 l/h [17].

C. MECHANISMS OF DROPLET FORMATION

In the absence of an electrostatic field with gravitational force acting alone, the mean bead diameter

was 2400 + 200 mm at a constant alginate flow rate of 36 ml/h and a 22-gauge needle. In this case,

a droplet was produced every 1–2 sec. Each drop grew at the tip of the needle until its weight over-

came the net vertical component of the surface tension force (Figure 31.6a, [21,24]).

Examination of the droplet formation under the influence of electrostatic forces revealed that an

elongated cone is formed as the droplet meniscus advanced (Figure 31.6b, [21,24]). The forming

droplet was drawn out into a long slender filament (potential of 4–5 kV, 2.5 cm electrode distance,

1.5% sodium alginate concentration, flow rate of 36 ml/h, 22-gauge needle). High charge density at

the tip of the inverted cone reduced the surface tension of alginate solution [25] resulting in neck

formation (Figure 31.6c). For more concentrated alginate (more than 1.5%), we observed that the

neck elongated up to 1 mm before detachment (Figure 31.6d). While the main part of the liquid neck,

persisted a new drop quickly formed, the long linking filament broke up into a large number of

smaller droplets (Figure 31.6e, [21,24]). It was also observed that small (satellite) droplet formation

usually occurred at higher potentials (above 6 kV), at which the elongation of the liquid neck prior to

rupture was more pronounced. The largest of these satellite droplets was one half in diameter

compared to the main drop, while the smallest was less than 20 mm in diameter.

When the alginate concentration was decreased from 1.5% to 0.8%, a difference was observed

in droplet formation mechanism. For the low-viscosity alginate, elongation of the filament linking

the new droplet and the meniscus at the tip of the needle was not as pronounced, resulting in more

uniform bead sizes (Figure 31.7a–c, [18,26]).

The polymer droplet formation sequence is illustrated schematically in Figure 31.8. At the early

stage (Figure 31.8a) shape of the liquid meniscus is almost spherical. When the electrostatic field is

applied the meniscus is distorted into a conical shape as shown in Figure 31.8b. Consequently the

alginate solution flows through this weak area at an increasing rate causing formation of a neck

(Figure 31.8c and d). When the filament breaks away (Figure 31.8e), liquid meniscus on the

needle tip is suddenly reduced for a short period of time until flow of the liquid causes the

process to start again.

When the electrostatic potential was increased above 6 kV, harmonic natural needle oscil-

lations were observed, only in the case of the thin and light 26-gauge needle [21,26]. High

surface charge and the electric field on needle tip, produced a mechanical force causing needle

vibration and resulting in an oscillating thread-like filament (Figure 31.9). Periodic oscillations

of the electrically stressed meniscus at the needle tip caused intermittent formation and detachment

of sinuously shaped filaments by a vigorous whipping action (Figure 31.9b). The long twisted

filaments were formed as a result of a surface-energy component due to the surface charge [21].

In order to minimize the surface energy, molecular forces act to decrease the surface-to-volume
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ratio, while repulsive forces of the surface charge act to increase this ratio. Fragmentation of the

filament results in a bimodal size distribution with peaks at 50 and 190 mm in diameter

(Figure 31.11c). This phenomenon was not observed with a 22-gauge needle.

A comparative analysis of the two charge setups (Figure 2a and b) at the same applied potential

and needle size, was carried out in order to get an insight into the droplet-formation mechanism [17].

FIGURE 31.6 Droplet formation at the needle tip (1.5% sodium alginate): (a) without applied potential;

(b–e) applied potential of 4–5 kV; (b) meniscus formation; (c) neck formation; (d) stretching of the liquid

filament; and (e) break-up of the liquid filament. (From Nedovic, V.A., Obradovic, B., Poncelet, D.,

Goosen, M.F.A., Leskosek-Cukalovic, I., and Bugarski, B., Landbauforschung Volkenrode, SH 241, 11–18,

2002. With permission.)
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Examination of droplet-formation mechanisms at the needle tip using the image analysis or video

system, revealed different formation modes for the two setups. At the same operating parameters

(relatively high potential difference of 6 kV, 26-gauge needle, 2.5 cm electrode spacing, 36 ml/h

flow rate) there was a noticeable difference in sizes of produced beads. In the parallel-plate

charge setup, for example, we observed that at the given potential difference, the frequency of

droplets leaving the needle tip was below that required to initiate spraying. The average mean

diameter was found to be 1100 + 200 mm (Figure 31.10a). In contrast, in the positively charged

needle setup, a Taylor-cone like meniscus [13,27] was observed with a well-developed jet

(80 mm diameter). This droplet formation mechanism resulted in microbeads of 170 + 70 mm in

diameter (Figure 31.10b), which is a decrease by a factor of seven as compared to the former

charge setup.

D. MICROBEAD SIZE DISTRIBUTION

The mean bead size distribution curves obtained by plotting the relative frequencies versus bead diam-

eter, typically resulted in a continuous function symmetrical about the mean value (Figure 31.11a;

FIGURE 31.7 Droplet formation at the needle tip (0.8% sodium alginate); (a) meniscus formation; (b) filament

detachment; and (c) dispersion of the liquid filament. (From Poncelet, D., Babak, V.G., Neufeld, R.J., Goosen,

M.F.A., and Bugarski, B., Adv. Coll. Int. Sci., 79 (2–3), 213–228, 1999. With permission.)
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[16,18,19]). At the applied potentials of 4.5 and 6 kV, the mean bead size distribution was found to

vary about the mean of 225 mm (Figure 31.11a) and 170 mm (Figure 31.11b), respectively.

However, in the case of a naturally vibrating needle (applied potential of 7 kV), a bimodal bead

size distribution was observed, with one peak at 50 mm and a second at 190 mm (Figure 31.11c,

[16,18,19]).

E. FORCES ACTING ON DROPLET FORMATION

An optimization routine based on the force balance (Equation 31.4) was developed to assess the

influence of applied potential on the bead diameter. The experimental data of bead radiuses, r,

and applied potentials, V, in the region before the liquid jet appearance, were best fitted by the

Equation (31.4) when the electric field, E, was approximated by:

E ¼
Vffiffi

r
p (31:9)

FIGURE 31.8 Schematic presentation of the droplet formation mechanism.

FIGURE 31.9 Needle oscillation (26-gauge, 7 kV applied potential): (a) needle vibration due to electrostatic

forces, and (b) detachment of a thread-like liquid filament. (From Bugarski, B., Obradovic, B., Nedovic, V.,

and Poncelet, D., in Fundamentals of Cell Immobilisation Biotechnology, Focus on Biotechnology, Vol. 8a,

Nedovic, V., Willaert, R.G., Eds., Kluwer Academic Publishers, Dordrecht, 2004, pp. 277–294. With

permission).
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In order to simplify the Equation (31.4), we have assumed that the internal needle radius, r0, and the

radius of the formed drop, r, were correlated by: r0 ¼ ki r, where ki is a constant dependent on the

needle size. Substituting this expression and Equation (31.5) and Equation (31.9) into the Equation

(31.4), a relationship between the applied potential and the droplet radius is obtained:

r ¼ a (ki � bV)0:5 (31:10)

where a, b and ki are the constants experimentally determined as a ¼ 3.3 � 1023 m, b ¼ 4.3 � 1025

V21 and k22 ¼ 0.233 for the 22-gauge needle and k26 ¼ 0.19 for the 26-gauge needle [17].

The minimal potential required to initiate appearance of a continuous liquid jet, also referred as

critical or minimal potential, can be found from positive roots of the Equation (31.10). This potential

was calculated as 5.3 and 4.4 kV for 22- and 26-gauge needles, respectively, which was in good

agreement with experimental observations by image analysis. At higher applied potentials bead diam-

eters could not be estimated since roots of the Equation (31.10) become imaginary. Inserting the

expression for the electric force exerted on the needle tip (Equation 31.8) in the Equation (31.3)

results in:

V2 ¼
( ln 4H=r)(c� dr3)

210

(31:11)

with

c ¼ r0g and d ¼
2

3
rg

where the values for the constant c were found to be 1.5 � 1025 and 0.945 � 1025 N for 22- and 26-

gauge needles, respectively. A comparison was made between the measured and calculated diameters

(Equation (31.11) and Figure 31.4; [18,19]). The general shape of calculated curves was similar to that

of the experimental curves. Good agreement between experimental and calculated data was obtained

in both regions for the 22-gauge needle (Figure 31.4a). For the smaller 26-gauge needle, predicted

values in region I were underestimated, with an error of+10–25%, while calculated droplet diameters

in the region II agreed well with the experimental data, with an error of +15% (Figure 31.4b).

FIGURE 31.10 Comparative analysis of droplet formation mechanism (6 kV applied potential, 2.5 cm

electrode distance): (a) parallel plate setup and (b) positively charged needle setup. Note the formation of

the jet spray in (b). (From Poncelet, D., Bugarski, B., Amsden, B., Zhu, J., Neufeld, R., and Goosen,

M.F.A., Appl. Microbiol. Biotechnol., 42 (2–3), 251–255, 1994. With permission.)
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In the case of the parallel-plate setup (Figure 31.2a), by combining Equation (31.3) and Equation

(31.6), a relationship between the applied potential and the droplet radius could be obtained:

V2 ¼
(ln 2L=r � 1:5)(c� dr3)

ðL2=4H2Þ10

(31:12)

At a constant electrode distance (H ¼ 2.5 cm) and needle length in the electric field (L ¼ 1.3 cm), for

both 22- and 26-gauge needles, droplet diameters predicted by the Equation (31.12) agreed well with

the experimental values with an error of +10% (Figure 31.5b).

FIGURE 31.11 Droplet size distribution at different applied potentials (positively charged needle setup,

26-gauge, 2.5 cm electrode distance, 0.8% alginate concentration); (a) 4.5 kV; (b) 6 kV; (c) 7 kV. (From

Poncelet, D., Babak, V.G., Neufeld, R.J., Goosen, M.F.A., and Bugarski, B., Adv. Coll. Int. Sci., 79 (2–3),

213–228, 1999. With permission.)
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It is interesting to note that at the applied potential at which the liquid jet was first observed

experimentally, the ratio of droplet radius to the internal needle radius (r/r0) ranged from 2 to 4

for both needle sizes. As the potential was increased beyond the spraying potential, the ratio of

droplet radius and the liquid jet radius was constant.

Let us examine different mechanisms of droplet formation in regions I and II for the charged

needle setup (i.e., Figure 31.2b). The primary factor regulating droplet size in the region I is

probably the intensity of the electric field in the vicinity of the forming droplet. Since the electric

field increases as diameter decreases (Equation (31.9)), the intensity of the field is much higher at

the meniscus tip. Detachment position is determined by the action of gravity and electrostatic field,

and consequently, as the applied potential is increased the terminal droplet velocity increases. The

result of increased velocity and reduced surface tension due to charge repulsion [28] is the increase

in Reynolds and Weber numbers of the charged droplet. A transition occurs between low-frequency

droplet generation (region I) and high-frequency droplet generation (region II). Further increase in

the applied potential in the region II (above 8 kV) resulted in a slight increase in the mean bead

diameter before discharge and air ionization occurred. This may have been due to a change in

liquid surface tension as first proposed by Sample and Bollini [29]. Who showed that the

dynamic surface tension is generally higher than the static surface tension for the same liquid.

For example, the surface tension of water reached a dynamic value of 0.110 N/m, as compared

to a static value of only 0.074 N/m. We can hypothesize that in the region I, charge repulsion is

a dominant factor determining surface tension up to a certain value. However, when a sufficiently

large charge is applied to the droplet, the resulting droplet velocity may be too high for droplet

break-up to occur (i.e., there is no enough time for disintegration of the formed droplet).

F. EFFECTS OF ELECTROSTATIC DROPLET GENERATION ON CELL VIABILITY

To assess the effects of the electrostatic field on animal cells’ viability, suspensions of insect cells

and murine BMSC were extruded using the electrostatic droplet generator. No detectable change in

insect cell viability was observed after extrusion [21]. The initial cell density, 4 � 105 cell/ml,

remained essentially unchanged at 3.85 � 105 and 3.8 � 105 cell/ml immediately after passing

through the generator with an applied potential difference of 6 and 8 kV, respectively. Prolonged

cultivation of these cells did not show any loss of cell density or viability (Table 31.1, [21]).

Application of the electrostatic potential of 4.6 kV to the suspension of murine BMSC in

culture medium had a negligible effect on cell viability (97% versus 95% before and after the

TABLE 31.1
Effects of Electrostatic Droplet Generation on Insect

Cell Viabilitya [21]

Time (days)
Cell Density

(cells/ml) � 1025
Cell Viability

(%)

0 4 100

0b 3.8 93

2 7.5 90

4 10 94

6 13 92

aGrowth in suspension after extrusion using the electrostatic voltage gen-

erator at applied potential of 8 kV with the positively charged needle.

bImmediately after application of high voltage.
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extrusion experiment, respectively) [23]. Extrusion of cell suspension in 1.5% (w/w) sodium algi-

nate (4 � 105 cells/ml, 24-gauge needle, 4.6 kV applied potential) resulted in formation of alginate

microbeads with an average diameter of 680 + 100 mm. The entrapped BMSC in alginate microbe-

ads remained viable over 30 days of static cultivation [23,30].

V. CONCLUSIONS

In this chapter, an overview of the electrostatic droplet-generation method was presented with focus

on droplet formation mechanisms and key parameters determining the size of resulting microbeads.

An integrative approach was pursued in order to associate theoretical background of the phenomena

with the qualitative and quantitative experimental analyses. The aim was to provide a resource for

system optimization to achieve controlled production of very small uniform microbeads (i.e., less

than 100 mm in diameter). Application of the charged needle setup resulted in significantly smaller

microbeads as compared to the parallel-plate setup under the same operating conditions. Needle

diameter and applied electrostatic potential were shown as main parameters affecting the microbead

size in both setups. The greatest decrease in microbead size was observed when natural needle

oscillations, caused by surface charge and high electric field, resulted in formation of whip-like

liquid filaments breaking at the end of the needle. As a consequence, produced droplets had

bimodal size distribution with a large fraction below 50 mm in diameter. Modification of the

parallel-plate setup system in the form of a multi-needle device revealed possibilities for continuous

production of uniform microbeads at high processing capacity. Finally, there was no detectable loss

in viability after passing animal cells through the electrostatic droplet generator. This is a promising

result, as it proves this technique amenable for cell immobilization.
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NOTATIONS

E electric field (V/m)

Fe electrostatic force (N)

Fg gravitational force (N)

Fg surface tension force (N)

g acceleration of the gravity (m/s2)

H electrode distance (m)

k, a, b, c, d, e constants in Equation (31.7) and Equation (31.8)

L part of the needle length exposed to the electric field (m)

Pe electrostatic stress (N/m2)

q electric charge (C)

r radius of the forming droplet (m)

V electrostatic potential (V)

Greek Symbols

g surface tension (N/m)

10 permittivity of air (C2/Nm2)

r density (kg/m3)
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I. INTRODUCTION

Chromatophores are terminally differentiated, neuron-like cells containing pigmented granules that are

responsible for the brilliant colors of fish, amphibians, reptiles, and cephalopods, and their dynamic

color adaptations and adjustable camouflage capabilities [1,2]. Chromatophores are located in the

skin and scale tissues of fish. They are biochemically related to nerve cells and share many of their

important sensory properties and responses to biologically active chemical agents. Various biologi-

cally active and toxic substances can act on chromatophores as signaling molecules through the recep-

tors placed on the cell surface. Chromatophore responses to these agents are mediated through a

complex array of cell surface receptors, signal transduction pathways, and metabolic processes result-

ing in the movement of pigment granules along microtubules [3,4]. Figure 32.1 presents a
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characteristic response of chromatophores to biologically active agents. Changes in pigment color and

location within cells can be monitored microscopically. In addition to various environmental toxins

such as heavy metals, organophosphate pesticides, polynuclear aromatic hydrocarbons [5], herbicides,

fungicides, and some genotoxins [6], the cytosensor has the capability to detect a wide variety of

potential toxicants from various classes of bacterial toxins to numerous cell-receptor agonists [7].

Furthermore, chromatophores have the potential to be used to detect unidentified and newly

emerging food and water-borne microbial pathogens. Conformal assays (antibody- or DNA-

based) offer good results in detecting the presence of a specific bacterium and its toxin.

However, they cannot report on the biological activity of either the bacterium or its toxin, or

can they be used to detect unidentified (genetically rearranged) or newly emerging (new toxin-

producing variants) food and water borne microbial pathogens [8].

Because chromatophores are as complex and rich in physiological targets of drug and toxin

action, they are very promising candidates for use as broad-ranging biosensors of utility in

medical screening, pharmaceutical research, food toxicology, and environmental monitoring.

The primary objective of this work was to investigate the design of the micro-biosensor based

on immobilized living chromatophores of Siamese fighting fish, Betta splendens and to develop

enabling technologies like immobilization of chromatophores on an appropriate microcarrier,

which would enable their movement through the biosensor device, whilst preserving their biosen-

sing capabilities. For these purposes three different types of microcarriers glass, polystyrene, and

gelatin beads were tested for their efficiency in binding fish chromatophores. The kinetics of

cells attachment onto gelatin beads was also investigated, and the optimal conditions for cell

binding were determined. In addition, the incorporation of ferromagnetic powder of iron (II, III

oxide) into gelatin beads was studied and the functionality of the micro-biosensor was tested

with the neurotoxin analog clonidine as a model toxin. A double-exponential model was proposed

to describe the toxin-induced change of cell area covered with pigment.

II. DESIGN OF MICRO-BIOSENSOR

As shown in Figure 32.2, micro-biosensor prototype design is based on the microchannel

architecture (500 � 700 mm in cross-section, and length of 5 cm) and manufactured by using

microlamination-machining technology [9]. The microscale system was chosen because it can

provide precisely controlled microenvironments, faster response times, increased design flexibility,

and has the potential for massively parallel operations. These attributes are uniquely suited for

industrial, military, and research applications of high-throughput analysis, including testing

FIGURE 32.1 The morphological response of chromatophores isolated from B. splendens, the Siamese

fighting fish, upon application of a biologically active agent. (a) Control cells, (b) cells treated with a

chemical agent.
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devices for environmental sampling, medical screening, proteomics, combinatorial pharmaceutical

development, and the detection of microbial pathogens.

Basic micro-biosensor element is a microbead or a microcapsule (d ¼ 250 mm) containing two

essential rudiments: (i) immobilized and live chromatophores isolated from Siamese fighting fish,

B. splendens and (ii) inert ferromagnetic powder embedded in microcarrier matrix. Transport and

positioning of microbeads within microchannel is facilitated by fluid flow, and by the interaction

between the ferromagnetic material and a magnetic field. A specially designed “capture dot”

device, presented in Figure 32.3, is a microsolenoid deposited in the microchannel walls [9–12].

Its main function is to generate the magnetic field needed for capturing of the microbeads.

III. IMMOBILIZATION OF CHROMATOPHORES

Immobilization of chromatophores on the surface of the microbeads represents a key step in bio-

sensor development. Fish chromatophores are anchorage-dependent cells that require compatible

surface for attachment, subsequent spreading, and growth [5]. Generally, immobilization on the

surface of small beads or microcarriers is a suitable method for the cultivation of anchorage-

dependent cells. Van Wezel [13] first reported immobilization of cells on mammalian cells on diethyla-

minoethyl (DEAE)–Sephadex A50. Subsequently this type of carrier was improved by optimizing

Fm

Microbead

Capture Dot

Medium Flow

Magnetic
Field

Capture Dot

Microchannel Wall

FIGURE 32.2 Microchannel type biosensor. Transport and capturing of microcapsules containing

immobilized chromatophores within the magnetic field generated by “capture dot”. (From Mojović, L. and

Jovanović, G.N., Chem. Ind., 57 (12), 605–610, 2003. With permission.)

FIGURE 32.3 Operational capture-dot. (a) High magnification photomicrograph to show coil configuration,

(b) lower magnification photomicrograph to show electrical leads.

Micro-Biosensor Based on Immobilized Cells 889



the surface electrostatic charge allowing cells to grow to higher densities [14–17]. These findings

led to the development of the first commercial microcarriers, which were based on derivatized

Sephadex (Cytodex I, II, III, Pharmacia) and were utilized extensively for the commercial pro-

duction of human vaccines [18]. Various other microcarriers, such as polyacrylamide [18,19],

polyurethane foam [20], polystyrene [21,22], glass [22,23], etc., are reported to be suitable for

various cell lines. However, a microcarrier of pure gelatin developed by Nilsson and Mosbach

[24,25], and later commercialized as Cultispher (Percell, Biolytica, Sweden), has attracted a

great deal of attention from researchers in cell culture area [26–30]. The main advantages of

this type of carrier are efficient cell attachment due to biospecific binding, a high surface area,

and good environmental protection that can be achieved [26]. In addition, cells can be recovered

by dissolving the microcarriers with proteolytic enzyme.

Here we will present the results obtained by investigating three different types of microcarriers

namely, glass, polystyrene, and gelatin beads for their efficiency in binding fish chromatophores.

Various amounts of ferromagnetic powder of iron (II, III oxide) were incorporated in gelatin

beads used for chromatophore immobilization.

IV. EXPERIMENTAL

A. ISOLATION OF PRIMARY CELL CULTURE

Fish chromatophores were isolated from the tails and fins of B. splendens fish according to the

procedure described earlier [6,12]. Only red B. splendens fish which consisted of erytrophores

(red-pigmented cells) were used in this study.

B. MICROCARRIERS

Three types of microcarriers were used in this study — glass (Sigma, d ¼ 150–212 mm), poly-

styrene (BangsLabs, Inc., d ¼ 186 mm), and macroporous ferromagnetic gelatin. Macroporous

ferromagnetic gelatin beads containing various amounts of ferromagnetic powder (iron (II, III)

oxide, powder dp , 5 mm, Aldrich) were prepared according to the procedure described by

Nilsson and Mosbach [19,25]. An appropriate amount of iron (II, III) oxide (mass fraction of 5,

10, 15, 20, and 25% on gelatin powder) was added to the water–gelatin solution (type I gelatin

from porcine skin, Sigma) before further processing. At the end of processing, dry beads were

sieved, and those with diameters between 180 and 300 mm were collected and cross-linked with

glutaraldehyde (grade I, 50%, Sigma). All three types of microcarriers were hydrated in phos-

phate-buffered saline (PBS) without calcium and magnesium ions, washed extensively, and then

resuspended in PBS at concentration of 5 g/l. Glass and gelatin microcarriers were autoclaved

for 20 min at 1218C, while the polystyrene microcarriers were sterilized by incubating at 708C
for 2 h, as recommended by the manufacturer. After sterilization, microcarriers were kept in sol-

ution at room temperature.

In preparation of microcarriers, an appropriate amount of microcarrier stock suspension was

transferred to a 50-ml sterile conical centrifuge tube and the beads were allowed to settle. After

removing the supernatant, the microcarriers were washed twice with growth medium (L-15) and

transferred to Erlenmeyer flasks, where the attachment of cells to beads was performed. When

the effect of cell-attachment-promoting agents like fibronectin was studied, the appropriate

amount of microcarrier was kept for 2 h prior to its use in PBS (20 ml) with 100 ml of fibronectin

stock solution (Sigma), and then washed with growth medium before transfer into Erlenmeyer

flasks. The number of microbeads per gram of beads was determined in order to optimize cell or

bead ratio (l). Beads were counted in a standard volume on a haemocytometer grid. An average

value of 0.82 � 106 beads/g was found in repeated measurements for beads with 10% of ferro-

magnetic powder.
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C. CELL IMMOBILIZATION

The attachment of the cells to the beads was performed in siliconized (by Sigmacote, Sigma)

Erlenmeyer flasks in L-15 media with very gentle stirring (30–50 rpm). L-15 media was enriched

with 5% of fetal bovine serum (FBS, Hyclone, Lab). The rate of attachment of cells from inoculated

microcarrier cultures was determined by counting the cells remaining in the culture. Culture

samples (200 ml) were taken at 20-min intervals and allowed to settle for 1 min in an Ependorf

tube. The microcarrier-free supernatant was introduced into a haemocytometer for cell counting.

Culture samples were examined microscopically to determine cell viability and toxin-

sensitivity. Chromatophores that responded to addition of neurotoxin were considered alive and

toxin-sensitive.

D. ANALYSIS OF ATTACHMENT KINETICS

The rate of disappearance of free cells was followed by an exponential decay curve:

Ct ¼ C0 � 10�kt (32:1)

where Ct is the concentration of free cells (cells/ml) at time t, C0 the original cell concentration

(cells/ml), and k a rate constant.

This equation can be expressed logarithmically as:

log Ct ¼ log C0 � kt (32:2)

Thus, a straight line would represent a first-order kinetics rate from a plot of log Ct versus time with

a gradient (k). The value of k was interpreted at the specific attachment rate (min21).

E. CAPTURING OF MICROCAPSULES USING MAGNETIC FIELD

For these experiments, in order to protect the cells from environmental shear stress, an �5 mm

thin membrane made of alginate and poly-L-lysine was created around the immobilized micro-

carrier [31]. The movement of microcapsules with immobilized chromatophores was observed

microscopically in a glass microtube (d ¼ 700 mm; l ¼ 5 cm) with the magnetic field conduit

embedded in the wall. The experimental setup is presented in Figure 32.4. Fluid (L-15 medium)

velocities applied were in the range from 1.6 to 6.4 mm/s and corresponded to the predicted

operational fluid velocities of the biosensor [11]. Fluid flow was provided by microsyringe pump

(LabTronix, USA).

(a)    (b) 

d = 700 µm

Ferromagnetic gelatine bead
 db = 250 µm 

Magnetic field conduit

Magnetic field lines

Fluid flow

FIGURE 32.4 Capturing and releasing of gelatin bead with iron (II, III) oxide with magnetic field under fluid

flow. Ferromagnetic gelatin bead in a micro-channel approaching magnetic field (a), and captured with

magnetic field (b).

Micro-Biosensor Based on Immobilized Cells 891



The magnetic field intensity needed to stop and capture microcapsules was determined for

various fluid velocities and for different amounts of ferromagnetic material set in. Magnetic field

intensity was measured by Gaussmeter, Model 410 (Lake Shore Cryotronics, Inc).

F. TESTING OF IMMOBILIZED CHROMATOPHORES WITH CLONIDINE

The response of the immobilized cells to different concentrations of a neurotoxin clonidine was

monitored by a change in pigmented cell area induced by the neurotoxin as described earlier

[32]. Image capture of immobilized chromatophores was performed at preset time intervals con-

trolled by image-capturing software within 6 min with a digital Pulnix TMD-7DSP CCD camera

connected to a Matrox computer. Captured images were analyzed to determine the change in

pigmented cell area induced by the model toxin using proprietary software (“Cell cruncher”)

principally described elsewhere [5,33].

V. RESULTS AND DISCUSSION

A. ATTACHMENT OF CELLS TO MICROCARRIERS

Figure 32.5 shows the percent of attached cells to gelatin, glass, and polystyrene microcarriers, 3 h

after cell inoculation. The best results were obtained with gelatin beads (95% of attached cells).

Attachment to glass microcarrier resulted in significantly lower percent of cells attached (62%),

while fish chromatophores showed the lowest affinity toward polystyrene microcarrier (17% of

attached cells).

Gelatin beads have already been reported to be appropriate for various cell types, such as

human fibroblast cells [26], pancreatic islet cells [28], Chinese hamster ovary (CHO) cells [27],

green monkey kidney cells (Vero) [29], and human hepatocytes [30]. Cell attachments close to

100%, as well as high cell densities have been reported for gelatin microcarriers. These were attrib-

uted to a microcarrier chemical structure that enables biospecific binding of cells, as well as to a

high surface area deriving from a porous structure. Thus, cells may also populate interior of the

cavities and could withstand higher agitation rates than those on solid microcarriers [27].

Although, glass carriers are widely used in cell culture studies [22], the fish chromatophores

showed only moderate affinity, lower than some other mammalian cell lines reported in the litera-

ture. Improvements in cell attachment might be achieved by either pretreatment with cell attach-

ment-promoting agents, or by using special types of aluminum borosilicate glass with controlled

pore size [23].
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FIGURE 32.5 Attachment of fish chromatophores to gelatin, glass, and polystyrene microcarriers. Reaction

conditions: L-15 media supplemented with 5% of FBS, pH ¼ 7.4, time t ¼ 3 h, stirring rate n ¼ 40 rpm.
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Lee et al. [34] immobilized BHK on a sulphonated polystyrene microcarrier (S80), and on

surface-modified microporous polystyrene (Polyhipe). Performances of these carriers were reported

to be equivalent to those of Cytodex (dextran microcarrier) and Cultispher (gelatin microcarrier).

The study of Maroudas [35] has shown that sulphonated polystyrene with 2–5 negatively charged

groups/nm2 promote maximum cell attachment and spreading. Despite the fact that many cell types

adhere better to polystyrene than to glass [22] fish chromatophores demonstrated poor attachment.

This result may be a consequence of inappropriate surface charges present on the commercial

support that was used. The gelatin beads gave the best results and were selected for further studies.

1. Kinetics of Attachment to Gelatin Beads

Attachment of fish chromatophores to gelatin beads containing various amounts [0–25% mass frac-

tion of iron (II, III) oxide] was observed under conditions described earlier [10]. The kinetics of the

attachment to gelatin beads containing 10% of ferromagnetic material is presented in Figure 32.6.

To promote cell adhesion, gelatin beads were pre-treated with fibronectin.

After 140 min 95% of all cells present in the solution were attached on the microcarrier.

Semi-logarithmic plots of unattached cell concentration as a function of time yielded straight

lines, indicating first-order kinetics (Figure 32.6). The first-order attachment kinetics has been

reported previously for immobilization of anchorage-dependent cells on DEAE-derivatized sepha-

dex [15,17]. However, the authors used charged microcarriers and also reported an increase in the

attachment rate with increasing exchange capacity of the microcarriers. Apparently, the kinetics of

cell binding to charged microcarriers and the attachment rate constant are at least one order of

magnitude higher than the one reported for the attachment to the biospecific macroporous

gelatin carrier [27,29]. However, for both types of carriers the final attachment efficiency was

reported as high as 90–100%.

Figure 32.6 shows that the attachment rate constant for fibronectin-pretreated beads

(k ¼ 0.94 � 1022 min21) is approximately 10% higher than for beads without pretreatment

(k ¼ 0.85 � 1022 min21). This result could be expected since proteins like fibronectin, vibro-

nectin, laminin, and collagen make up the extracellular matrix between cells or between cells

and substratum, and mediate cell attachment and spreading [22,23,36].
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FIGURE 32.6 The kinetics of attachment of fish chromatophores on gelatin microcarriers with 10% of iron (II,

III) oxide. Reaction conditions: L-15 media supplemented with 5% serum, pH ¼ 7.4, time t ¼ 140 min, stirring

rate n ¼ 40 rpm, cell/bead ratio l ¼ 70. Data presented are mean values of three experiments + standard

deviation. (From Mojović, L. and Jovanović, G.N., Chem. Ind., 57 (12), 605–610, 2003. With permission.)
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No significant effect of ferromagnetic material on the cell attachment rate constant was noticed

in the range from 0 to 25% of iron (II, III) oxide concentrations used in this study (data not

presented). Attachment rates for samples containing different amount of ferromagnetic material

were found to be statistically indistinguishable from rates reported for gelatin beads without ferro-

magnetic material [10]. However, as shown in Figure 32.7, a significant effect of the concentration

of ferromagnetic material on the cell viability was found. Cell viability was seriously affected on

beads with 25% iron (II, III) oxide (Figure 32.7). The 10% mass fraction of iron (II, III) oxide may

be considered appropriate for use in this biosensor study because it does not compromise cell

viability and it supports complete cell functionality and toxin sensitivity.

2. Effect of Cell-to-Bead Ratio

The effect of the cell/bead ratio (l ¼ number of cells/bead) on the cell attachment rate constant

and on the viability of immobilized cells was determined for gelatin beads with 10% of ferro-

magnetic material (Table 32.1). It is important to insure a large initial cell-to-bead ratio, which

would not affect cell viability, and also to minimize the proportion of unoccupied beads during

the immobilization process. Fish chromatophores are terminally differentiated cells and do not

replicate in tissue culture, thus the initial cell/bead ratio will not increase with time, as reported

for some other proliferating animal cells like Vero cells [10]. By microscopic examination, we

observed that immobilized fish chromatophores stay functional, for example, responsive to cloni-

dine for 2–4 weeks, although a small decrease in cell/bead ratio occurred due to apoptosis or cell

death.

For each initial cell/bead ratio observed, viable immobilized cell/bead ratio was calculated

from the total number of cells immobilized and measured after 24 h. Typical results are presented

in Table 32.1. These results indicate that l ¼ 70 is an optimum value to use for immobilization of

fish chromatophores. Higher initial cell/bead ratio causes lower cell viability, and therefore lower

viable immobilized cell/bead ratio is achieved. Lower viability is most probably due to the short-

age of living space and due to higher competition of cells for nutrients. At l ¼ 70, microscopic

examination did not show the presence of unoccupied beads.
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FIGURE 32.7 Effect of the amount of ferromagnetic material in gelatin beads on chromatophore viability.

Reaction conditions: L-15 media supplemented with 5% serum, pH ¼ 7.4, time t ¼ 140 min, stirring rate

n ¼ 40 rpm, cell/bead ratio l ¼ 70. Data presented are mean values of three experiments + standard

deviation. (From Mojović, L. and Jovanović, G.N., Chem. Ind., 57 (12), 605–610, 2003. With permission.)
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B. CAPTURING OF MICROCAPSULES USING MAGNETIC FIELD

As shown in Figure 32.8, the magnetic field intensity needed to stop and capture gelatin microcap-

sules with immobilized chromatophores depends on the velocity of the fluid that moves microcap-

sules and on the amount of ferromagnetic material inside the capsules. However, the effect of

ferromagnetic material in gelatin beads is more pronounced for the range of applied fluid velocities

from 1.6 to 6.4 mm/s, which is the range of predicted operating velocities of fluid in the biosensor.

As presented in Figure 32.8, higher magnetic field intensities are needed to capture the microbeads

containing lower amounts of ferromagnetic material. These results are in agreement with the basic

principles of magnetism [37,38], and also with the experimental results obtained with ferromag-

netic particles fluidized in the magnetic field [39]. Generally, magnetic forces acting on ferromag-

netic particles increase with the increase of the following parameters: magnetic field intensity,

magnetic susceptibility (x) of the ferromagnetic material, and volume fraction of ferromagnetic

material contained in microbeads.
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FIGURE 32.8 Effect of fluid flow velocity on the intensity of magnetic field needed to capture microcapsules

with different content of ferromagnetic material.

TABLE 32.1
Effect of Cell/Bead Ratio on Fish Chromatophore Attachment Rate Constant k

and on Cell Viability of Immobilized Chromatophoresa

Initial Cell/Bead
Ratio (l)

Attachment Rate
Constant

k 3 102 min
Fraction of Viable

Immobilized Cells (%)
Viable Immobilized

Cell/Bead Ratio

15 0.74 92 12

30 0.78 91 25

50 0.84 88 41

70 0.85 83 55

80 0.85 70 52

aReaction conditions: attachment was performed on gelatin microcarrier with 10% iron (II, III) oxide,

d ¼ 250 mm, in L-15 media supplemented with 5% serum at pH ¼ 7.4 during t ¼ 140 min with stirring

rate n ¼ 40 rpm. Viability of immobilized cells was measured after 24 h. The data presented are mean

values of triplicate experiments.
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Field intensities needed to capture microcapsules of immobilized chromatophores with 10% of

ferromagnetic material that are considered to be the most appropriate for use in biosensor, were

found to be in the range from 954 to 1092 A/m for the applied fluid velocities from 1.6 to

6.4 mm/s. These magnetic field intensities may be easily provided by solenoid or by some other

type of magnetic field conduit.

C. TESTING OF IMMOBILIZED CHROMATOPHORES USING CLONIDINE

Figure 32.9 presents experimental video-image output at time intervals t ¼ 0, 50, 180, 360 s after

addition of toxin to fish chromatophores immobilized on gelatin microcarrier with 10% of ferro-

magnetic material. The aggregation of pigment granules induced by toxin in cells is obvious.

The response to clonidine is mediated by cell-surface receptors of the classic G-protein-linked

type [1]. The mechanism of signal transduction is rather complex. Receptors that cause aggregation

are linked to the Gi proteins, whose activation results in a decrease in cyclic adenosine monophos-

phate (cAMP) content in cells. On the other hand, receptors that cause dispersion are linked to Gs

proteins, whose activation results in an increase in cAMP. This cAMP increase activates cAMP-

dependent protein kinase (protein kinase A), which phosphorylates and activates other proteins,

initiating a cascade of events resulting in pigment-granule dispersion. The long-range movements

of pigment granules depend on polar microtubules and specific motor proteins bound to the pigment

granules. There are two major families of motor proteins, kinesins that move their cargo outward,

and dyneins that move the granules inward, toward the centrosome. The ability of these motor pro-

teins to bind microtubules, and thus transport pigment granules, is regulated by the phosphoryl-

ations resulting from the signal cascade initiated by G-protein-linked receptor binding [1,3,40].

1. Fitting Experimental Data with a Double Exponential Model for Cell Area Decrease

The graph presented in Figure 32.10 shows an exponential decrease in cell area covered by pigment

after addition of 50 nM clonidine.

A double exponential model presented with Equation (32.3) is proposed for this response. The

model implies the existence of a heterogeneous population of cells, which can be roughly divided

into two subpopulations, differing in the rate of cell reaction to the toxin exposure. It is interesting

to note that the visual appearance of fast responding cells (“star-like” cells) and slow responding

cells (“sheet-like” cells) can be easily discriminated under microscope and with the aid of the

shape-recognition software.

At ¼ A0 � B(1� e�Ct)� D(1� e�Et) (32:3)

FIGURE 32.9 Video image frames of immobilized chromatophores beads with 10% of ferromagnetic powder

at t ¼ 0, 25, 180, and 360 s after exposure to clonidine (c ¼ 50 nM). (From Mojović, L. and Jovanović, G.N.,

Chem. Ind., 57 (12), 605–610, 2003. With permission.)
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At steady state (t! 1), the above equation reduces to:

A1 ¼ A0 � B� D (32:4)

where A0 is the initial area, At the cell area at time t, A1 the cell area at t ¼ 1, B the total area

change of the first cell subpopulation (faster responding cells), C the rate constant for the first sub-

population, D the total area change of the second cell subpopulation (slower responding cells), E the

rate constant for the second subpopulation.

Total percentage of area change (PAC) may be calculated as:

A0 � A1

A0 � 100
¼

A0 � A0 þ Bþ D

A0 � 100

¼
Bþ D

A0 � 100

(32:5)

Goodness-of-fit of the proposed model with experimental data is represented by the mean rela-

tive percentage deviation modulus s (%) which is defined as:

s ¼
100

N

X 1i

xi

(32:6)

where N is the number of trials, 1i the experimental error, and xi the model predicted value.

As shown in Figure 32.10, the proposed model and the experimental data are in very good

agreement, with s ¼ 0.009%.

Double exponential model equation that represents experimental data from the graph in

Figure 32.10 is presented below:

At ¼ 131565� 26744:9(1� e�0:0168t)� 16368:9(1� e�0:0078t) (32:7)

From the values of the coefficients B and D (26744.9 and 16368.9, respectively), it is obvious that

the majority of cells are fast responding cells. The subpopulation of fast responding cells caused

20.3% of area change, while the population of slow responding cells caused 12.4%, of area

change. Total PAC for applied clonidine concentration (50 nM) is 32.7% (Equation 32.5).

Coefficients C and E (0.0168 and 0.0078, respectively) are rate constants, which are specific for
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FIGURE 32.10 Decrease of the cell area of immobilized chromatophores with time, as a response to clonidine

(c ¼ 50 nM). Experimental data (A), and model data (-), s ¼ 0.009%.
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the toxin used and prevailing experimental conditions. Higher rate constant C characterizes the sub-

population of faster responders, while the smaller constant E is a characteristic of the slower cell

subpopulation.

Different reactive agents (environmental toxins, heavy metals, bacterial toxins, chlorinated

hydrocarbons, drugs, etc.) may produce quite different cell reactions. The main differences could

be in (i) mode of response: aggregation, dispersion, no reaction, or “freezing” of chromatophore;

(ii) magnitude of response: partial aggregation, full aggregation, partial dispersion, full dispersion;

(iii) kinetics of responses; and (iv) differences in responses of particular cell subtypes. These four

main response features may be quantified with the parameters of the presented model. Toxins and

agents could be classified into different categories according to chromatophore responses. It is

already shown [5] that agents belonging to the same category show similar effect on chromato-

phore. For example, the category of adrenergic neurotoxins, is characterized by rapid and full

aggregation, quick response time (,5 min), high sensitivity (.several nM) and high reproducibil-

ity. On the other hand, category of agents which elevate cAMP levels in cells causing dispersion,

such as the melanocyte stimulating hormone (MSH), forskolin, and some bacterial toxins, exhibited

slower response time (�20–80 min), but also high sensitivity and high reproducibility. However,

the reaction to some chlorinated hydrocarbons is much slower and of lower sensitivity [6].

Figure 32.11 illustrates the dispersion of pigment granules caused by addition of MSH and

adenylate cyclase from Bordetella pertussis [7].

An important issue that should be addressed is a testing and categorizing of substances or

environmental factors that act as false positive agents. These agents should be identified and the

cell responses should be analyzed and included into the biosensor database. The reduction of

false positive and false negative responses is one of the important points in developing a reliable

biosensor. Jovanović et al. [41] proposed an “orthogonal” approach as a way to improve

the reliability of detecting potentially harmful agents by using two different cell-based

sensing systems, for example, combining the fish chromatophores (B. splendens) with algal cells

(Mesotaenium caldariorum). It was shown that the fish chromatophore system was able to classify

91% of the toxins into their actual group whereas the algal system classification efficiency was only

72%. The combination of the parameters for the two systems yielded a 100% correct toxin classi-

fication thus confirming the hypothesis that a combination of two orthogonal sensing systems facili-

tates better classification of the toxins by reducing the probability of false positive and false

negative readouts.
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FIGURE 32.11 Change in pigment area (%) over time for adenylate cyclase from B. pertussis and MSH (-O-)

MSH 10 nM, (-o-) 5 mg/ml adenylate cyclase. Data are mean values of three measurements + standard

deviation. (From Dierksen, K., Mojovic, L., Caldwell, B., Preston, R., Upson, R., Lawrence, J.,

McFadden, P., and Trempy, J., J. Appl. Toxicol., 24 (5), 363–369, 2004. With permission.)
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Modeling of various toxin responses includes specifying and defining characteristic model

parameters for different toxins. Linking these parameters to physiological and metabolic processes

in cells may help to elucidate very complex mechanisms of cell reactions to toxins. Creation of

a database of toxin responses may also assist in toxin identification. If, for example, two agents

give similar exponential cell area decrease, specific parameters from Equation (32.3) are expected

to be characteristic for the two toxins, thus providing a degree of discrimination. It is important to

note that parameters A0 and A1 may be evaluated independently from experimental observations,

thus reducing the five-parameter model to only three degrees of freedom.

2. Effect of Toxin Concentration

Effect of toxin concentration on percentage of overall pigmented area change (PAC) from Equation

(32.5) is presented in Figure 32.12. Percentage of area change increased for the clonidine concen-

tration range from 20 to 100 nM, achieving a plateau value for higher toxin concentrations. As

shown in Figure 32.12, concentration of 20 nM caused a significant response of fish chroma-

tophores, 15.2% of area change. However, detection of lower concentrations is accompanied

with higher error than detection of higher concentrations.

VI. CONCLUSION

Development of a micro-biosensor based on immobilized living chromatophores of Siamese fight-

ing fish, B. splendens, for detection of microbial and environmental toxins was investigated in this

study. Fish chromatophores were immobilized on ferromagnetic gelatin microbeads (d ¼ 250 mm).

Optimum conditions for the immobilization of fish chromatophores and optimum amount of

ferromagnetic material incorporated in gelatin microbeads allowing good cell viability and toxin

sensitivity was observed.

Movement of microcapsules with immobilized chromatophores within microchannels, and its

capturing with magnetic field were studied in the range of predicted operational fluid velocities of

biosensor from 1.6 to 6.4 mm/s. For these velocities, magnetic field needed for capturing and

positioning of microcapsules is mostly dependent on the amount of ferromagnetic material, and

was in the range from 512 to 1080 A/m.

The response of immobilized chromatophores to neurotoxin clonidine was monitored by

measuring cell area covered by pigment. Percentage of area change is dose-dependent for this
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FIGURE 32.12 Effect of clonidine concentration on PAC of immobilized chromatophores. Data presented are

mean values of three measurements + standard deviation. (From Mojović, L. and Jovanović, G.N., Chem.

Ind., 57 (12), 605–610, 2003. With permission.)
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model toxin in a range of concentrations from 20 to 100 nM, achieving a plateau value for

higher concentrations. The cell area decrease is shown to fit very well the proposed double expo-

nential model, and the rate of cell reaction to various toxins may be described with model

coefficients.

Currently, the testing of biosensors for a number of microbial toxins, biological agents, and

pollutants is in progress, creating a large library of responses. Classification of agents according

to specific features of cell responses, quantified by model parameters, is in progress. Further

system development, miniaturization, and integration are expected.
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32. Mojović, L. and Jovanović, G.N., Development of a microbiosensor based on fish chromatophores

immobilized on ferromagnetic gelatin beads, Food Technol. Biotechnol. 43 (1), 1–7, 2005.

33. Pacut, A., Kolodziej, W., and Chaplen, F.W., Cytosensors for early detection of biological and chemi-

cal threats-statistical approach, in Neuronal Networks and Expert Systems in Medicine and

Healthcare, Proceedings of the fourth International Conference — NNESMED, Milos Island,

Greece, June 20–22, Technological Education Institute of Crete, 2001, pp. 437–442.

34. Lee, D.W., Gregory, D., Haddow, D.J., Piret, M.J., and Kilburn, D.G., High density BHK culture

using porous microcarriers, in Animal Cell Technology: Developments, Processes and Products,

Spier, R.E., Griffiths, J.B., and MacDonald, C., Eds., Butterworth-Heinemann, Oxford, 1992,

pp. 480–486.

35. Maroudas, N.G., Sulfonated polystyrene as an optimal substratum for the adhesion and spreading

of mesenchymal cells in monovalent and divalent saline solution, J. Cell Physiol., 90 (3), 511–519,

1977.

Micro-Biosensor Based on Immobilized Cells 901



36. Ruoslahti, E. and Pierschdocher, M.D., New perspective in cell adhesion. Science, 238 (4), 491–495,

1987.

37. Craik, J., Magnetism Principles and Applications, John Wiley & Sons, New York, 1995, pp. 1–72.

38. Griffiths, D.J., Introduction to Electrodynamics, Prentice Hall Inc, New Jersey, 1999, pp. 202–242.

39. Conan, J.F., Stability of the liquid-fluidized magnetically fluidized bed, AICHE J, 42 (5), 1213–1219,

1996.

40. Nilsson, H., Melanosome and erythrosome positioning regulates cAMP-induced movement in

chromatophores from spotted triplefin Grahamina capito, J. Exp. Zool., 287 (3), 191–198, 2000.
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Index

Absorption equilibrium, nonlinear frequency
response method of, 283–324

Adsorber particle scale, frequency
response functions, 289–291

Adsorber, NLFR of, definition of transfer
functions, 289–291

Adsorption equilibrium, methods of, 284–285
Adsorption, gas-flowing solids-fixed bed

contactors, 592–593
Aerogels

application, 670–672
sol–gel processing particle processing,

supercritical fluids, 663–672
sol–gel synthesis, 663–666

Aggregates, colloidal dynamic modeling of,
759–763

Algorithmic methods
discrete-particles, 722–742
dissipative particle dynamics, 730–733
fluid particle model, 734–736
molecular dynamics, 724–730
multilevel discrete particle model, 736–738
off-grid, 723–724
smoothed particle hydrodynamics, 738–740
thermodynamically consistent dissipative

particle dynamics, 738–740
Aromatic charge transfer complexes,

toxin receptor studies, 824–825
Atomic scale imaging

CO oxidation, 161, 162
oscillation, 159–185
statistical lattice models, 175–183
experimental techniques, 170,171

Atto-scale, 4
Attractive forces, emulsions

stabilizing, 92, 93
Axial dispersion, gas phase-residence time

distribution, 583, 584

Balance laws, 263–278
mixture, 274–278
single body, 266–271
transport theorem, 264, 265

Basic surface quantities, material
displacement derivative, 245–256

Bidispersed sorbents, particle frequency
response function, 300–303

Bimodal characteristics curves, particle
frequency response function, 310–314

Bioencapsulation
biomedical field applications, 853–864
polymer materials, 854–859
polymer micro- and nanocarriers, 859–864

Biological cell behavior
cell suspension stability, 705, 706
cellular movement, 703, 704
deposition, 706, 707
electrical field effects, 683–707
electrophoresis, 704, 705
electrostatic potential distribution, 691–703
fixed charge, 686–691

Biomedical field applications,
bioencapsulation, 853–864

Blending, 337
Blood, discrete particle model of, 763–769
Born-Oppenheim adiabatic approximation, 218
Boundary conditions, discrete-particles, 748–750

electrostatic potential distribution, 693–694
Bray-Liebhafsky reaction, 202–211

closed reactor examinations, 203
mechanism, 199, 200
reactor examinations, 203–211
hydrogen peroxide decomposition, 203
hydrogen peroxide, 204–206
oscillatory chemical reaction, 197–202

Bubble measurement
gravity methods, 499
precautions, 501, 502
weightlessness, 500, 501

Bubbles
electric fields, 497–507
experiments, 502–505
foam, 497, 498
z potential, 505, 506
z measurement, 498–502

Capillary condensation, in dispersed porous
particles, 601–635

catalyst deactivation, 627–631
features and effects, 606, 607
Fick’s law, 611–616
industrial processes, 631–635
pellets, mass transfer, 607–618
pore networks, 603–605
reaction kinetics, 618–622
transient regimes, 623, 624

Carbon nanocapsules
formation kinetics, 842–844
nuclear applications, 833–848
polyhedrical nanocapsules, 833–840
purification, 844–846
rounded concentric structures, 840–842

Cardiac arrest, drug-induced
in vitro reversal, 820
in vivo reversal, 820
microemulsion studies, 820
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Catalyst amounts, hydrogen peroxide
decomposition

Bray-Liebhafsky reaction, 203
Catalyst characteristics, reaction kinetics, 620
Catalyst deactivation

dispersed porous particles, 627–631
Catalysts

Bray-Liebhafsky reaction, 202–211
closed reactor examinations, 203
open reactor examinations, 203–211
hydrogen peroxide, Bray-Liebhafsky

system and, 204–206
matrix reaction systems, 192, 193
oscillatory reaction, 191–211
reaction system, steady states and, 193, 194

Cell immobilization, electrostatic droplet
generation technique, 869–884

Cell suspension stability, 705, 706
Cellular movement, 703, 704
Ceramic systems

spray pyrolysis process, 521–524
theoretical models, 522–524

Chaos theory, visual information, 355–362
Charged interfaces, stabilizing emulsions, 91, 92
Charged particles

droplets, 27–39
general mobility expression, 27, 28

Chemical reactions, mixing, 337
Chemical waves

atomic scale imaging, oscillation, 159–185
oscillations, 171–173
phase transitions
Pt-tip experiments, 171–174
subsurface oxygen,

Chromatographic column, nonlinear frequency
response, 320–322

Chromatophores
immobilization, 889, 890
micro-biosensor, 887

Circulation time, shear rates, 334–339
Closed reactor examinations, Bray-Liebhafsky

reaction, 203
Clustering procedure, discrete particles,

750–752
CO absorption

experiments, 162–166
steady-state reaction 169, 170
subsurface oxygen effect, 168, 169
surface intermediates detection, 166–168

CO oxidation
atomic scale imaging, 161, 162
reaction mechanism, 161, 162

Coalescence, emulsions, 96–97
Cocurrent flow, mathematical modeling, 580
Colloid particle

electrokinetic phenomena, 44–48
multilevel discrete-particle model, 736

Colloidal arrays, 759–763
Colloidal dynamic modeling

aggregates, 759–763
blood, 763–769

colloidal arrays, 759–763
discrete-particles, 752–769
dispersion processes, 759–763
phase separation, 758, 759
Rayleigh-Taylor instability, 752–755
thin film evolution, 755–758

Complex isothermal kinetic mechanisms, 306
Complex kinetic models, 316
Composite system, 227
Computational fluid dynamics, mixing, 338–340
Concurrent flow, 574, 575
Conformation stability, 227, 228
Contacting

gas-flowing solids-fixed bed contactors,
582–584

residence time distribution, 583, 584
Continuous medium, 4
Continuum physics, 234–237
Controlled release processes, 14
Coupling level, packing factor, 520
Cross-flow system, direct membrane

emulsification, 406–410
Cross-scale models, mesoscopic fluids, 720–722
Curvilinear membrane, functional group

nonuniform distribution, 689, 690

Damping coefficient g, 799, 800
Decoherence theory

Born-Oppenheim adiabatic approximation, 218
composite system, 227
conformation stability, 227, 228
environment-induced, 225
fundamentals of, 223–226
Levinthal’s paradox, 229, 230
nonstationary state, 228, 229
open quantum systems, 223, 224
physical contents, 225, 226
polymer conformational stability, transitions,

217–231
relaxation process, 229
task, 224, 225
terminology, 223

Decomposition, supercritical fluid, 657
Demodulated solitonic waves, viscosity influence,

800–803
Dielectric constant, 64, 65
Dielectric dispersion

dielectric constant, 64, 65
low-frequency suspensions, 62–65

Dielectrophoresis, as electrokinetic phenomena,
60–62

Diffusion
membrane transport, 539
nanosystem processes, 7, 8
pellets, mass transfer, 610, 611

Direct membrane emulsification,
in cross-flow system, 406–410

Discontinua
dispersed systems, 4–7
processes, 7–14
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Discrete-particles, algorithmic methods, 722–742
dissipative particle dynamics, 730–733
fluid particle model, 734–734
molecular dynamics, 724–730
multilevel discrete particle model, 736–738
off-grid, 723–724
on-grid, 723–724
smoothed particle hydrodynamics, 738–740
thermodynamically consistent dissipative

particle dynamics, 738–740
Discrete-particles

boundary conditions, 748–750
clustering procedure, 750–752
colloidal dynamic modeling, 752–769
continuum models, mesoscopic fluids, 717–719
fluid particle temporal evolution, 746–748
interparticle force calculations, 743–746
mesoscopic fluids, 715–773
selected bonded potential functions, 730–733
simulations, computational aspects, 742–752

Disperse phase contact
transmembrane pressure, 423–427
membrane emulsification, 412–414

Dispersed phase design, surface modification,
813–830

Dispersed porous particles
capillary condensation, 601–635
features and effects, 606–607
catalyst deactivation, 627–631
Fick’s law, 611–616
pellets, mass transfer, 607–618
port networks, 603, 604
reaction kinetics, 618–622
transient regimes, 623, 624

Dispersed systems
classifications, 3–21
continuous medium, 4
discontinua, 4–7
hydrodynamics, heat transfer,

mass transfer, 113–127
interaction spaces, 4–7
nano continua, 4–7
scales, 3, 4
transport, equations, 113–115

Dispersion processes, colloidal dynamic
modeling, 759–763

Dispersion, 335–336
Dissipative particle dynamics (DPD), 730–733
Dissipative particles, multilevel

discrete-particle model, 736
DLVO theory, emulsions, 93–94
DNA dynamics, 782–809

Peyrard-Bishop-Dauxois model, 783–789
resonance mode, 806–809
viscosity influence, 795–806

DNA molecule
DNA chain, 779–782
nonlinear Schrodinger equation, 781, 782
solitons, 780, 781

Donnan dialysis, membrane process, 549–553
Donnan effect, membrane transport, 541

Dorn effect, sedimentation potential, 58–60
DPD. See dissipative particle dynamics, 730
Droplet formation

acting forces, 880–883
electrostatic droplet generation technique,

870–873
image analysis, 873, 874
mechanisms, 877–879
membrane emulsification, 416, 417
microbead size, 874, 875

distribution, 879, 880
Droplet size reduction, precipitation processes,

517, 518
Droplets, charged particles, 27–39
Drug extraction efficiencies, microemulsion

compositions, 816–819
Drugs, nanoscale particle preparation, 660
Dusty gas model, mass transfer, 616–618
Dynamic holdup predictions, gas-flowing

solids-fixed bed contactors, 578–579
Dynamic holdup, 568
Dynamic solids, flow pattern, 582, 583
Dynamic stern layer, electrokinetic phenomena,

72, 73

Electric double layer, emulsions, 91, 92
Electric fields

bubbles, 497–507
liquid–liquid hydrodynamics, 483–486
reactive extraction, 465–487

Electrical analog, interfaces, 377, 378
Electrical double layer, colloid particle, 44–48
Electrical fields

external fields, 479–483
surfactants, 475–479

Electrical field effects
biological cell behavior, 683–707
electrostatic potential distribution, 691–703
fixed charge, 686–691

Electrified interfaces, 377, 378
electroviscoelasticity structure, 373–378
interfacial tension structure, 375–377

Electrode geometry effect, 875
Electrodialysis, membrane process, 553–555
Electrokinetic phenomena

dielectrophoresis, 60–62
dynamic stern layer, 72, 73
electrical double layer, colloid particle, 44–48
electroacoustic phenomena, 65–68
nonrigid particles, 69–72
sedimentation potential, 58–60
suspensions, 43–73
zeta potential, 48–50

Electrophoresis, 50–58
biological cell behavior, 704, 705
electrophoretic light scattering, 57, 58
experimental determination, 56–58
microelectrophoresis, 56, 57
physical principles, 50–56

Electrophoretic light scattering (ELS), 57, 58
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Electrophoretic mobility, salt-free media, 37–39
Electrostatic droplet generation effects,

883, 884
cell immobilization, 869–884
droplet formation, 870–873
experimental studies, 872–874

Electrostatic potential distribution
boundary conditions, 693, 694
case studies, 694–703
electrical field effects, 691–703
low potential, 694–699
negatively charged membranes, 699–701
numerical scheme, 702, 703
Poisson-Boltzmann equation, 691–693
positively charged membranes, 701, 702

Electroviscoelasticity, 371–391
dynamics, 378–391
fractional approach, 383–391
liquid interfaces, 371–373
structure, electrified interfaces, 373–378
tension tensor model, 378, 379
van der Pol derivative model, 379–383

ELS. See electrophoretic light scattering, 57, 58
Emulsification cycle influence, 423
Emulsions, 79–106

applications, 99–106
biology, 102–103
environment, 100
foods, 100–102
manufacturing, 99
medicine, 102–103
personal care products, 103–106
petroleum production, 104–106

breaking, 98, 99
classifications, 81, 82
coalescence, 96–97
creaming, 96
definition, 81, 82
inversion, 98
making of, 85–90

mechanical aspects, 86
surface chemical aspects, 86–90

occurrences, 80, 81
physical characteristics, 82–85

appearance, 82–84
rheology, 84, 85

separation, breaking, 96–99
stability factors, 91–96

attractive forces, 92, 93
charged interfaces, 91, 92
DLVO theory, 93, 94
guidelines, 94
mechanical film, 95, 96
steric, 94, 95

Encapsulation, nanoscale particle preparation,
660–663

Equilibrium parameters
complex kinetic models, 316
film resistance model, 315
Langmuir kinetic model, 314
micropore diffusion model, 315

particle frequency response function,
314–316

pore-surface diffusion model, 316
Ethyl butyrate microemulsions, 820–822
External fields, reactive mass transfers, 479–483
Extraction systems, reactive, 465–469

Fick’s law, capillary condensation, 611–616
Film resistance model

equilibrium parameters, 315
isothermal Langmuir kinetics, 316, 317
simple isothermal mechanisms, 294, 295

Fixed bed contactors, flow pattern, 582–584
Fixed charge

electrical field effects, 686–691
functional group disassociation, 686, 687
nonuniform distribution, 689–691
metallic ions,

absorption, 688, 689
chelation, 688, 689
successive dissociation, 687, 688

Flooding, segregation, 568, 569
Flow pattern, contacting

dynamic solids, 582, 583
gas-flowing solids-fixed bed contactors,

582–584
residence time distribution, 583, 584

Flow rate variation, transient regimes, 624, 625
Fluid dynamics

concurrent flow, 574, 575
correlations, 569, 570, 574
dynamic holdup, 568
experimental results, 569
flooding, segregation, 568, 569
gas-flowing solids-fixed bed contactors,

568–575
preloading regime, 568
Reynolds numbers, 115–124

Fluid motion, mixing, 337
Fluid particle model, discrete-particles, 734–736
Fluid particle temporal evolution, 746–748
Foams, 497, 498
Food emulsions

nonprotein-stabilized, 101, 102
protein-stabilized, 101
stability of, 100, 101

Formation kinetics, carbon nanocapsules,
842–844

Fractal geometry, phenomenological theory,
148, 149

Fractals, chaos theory, 355–362
Frequency response function, 289–291

adsorber, particle scale, 290, 291
complex isothermal kinetic mechanisms, 306
simple isothermal kinetic mechanisms, 301
theoretical particle, 292–314

Full density particle systems, hollow spheres,
526, 527

Functional group disassociation,
proton absorption, 686, 687
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Functional group nonuniform distribution
curvilinear membrane, 689, 690
fixed charge, 689–691
planar membrane, 689, 690

Gas phase, residence time distribution, 583, 584
Gas-flowing solids-fixed bed contactors, 567–596

adsorption, 592, 593
applications, 591–596
flow pattern, contacting, 582–584
fluid dynamics, 568–575
heat recuperation, 591, 592
heat transfer, 585–587
hydrodynamics, 571, 572
mass transfer, 587–590
mathematical modeling, 575–581

additional equations, 581
average solids, slip velocities, 575
cocurrent flow, 580
dynamic holdup predictions, 578, 579
particle flow model, 576, 577
pressure drop predictions, 579, 580
trickle flow model, 575, 576

multifunctional reactors, 594–596
Gas–liquid dispersions, 334, 335
Gas–liquid mass transfer, 335
Gas–saturated solutions/suspension particles

(PGSS), 652
nanoscale particle preparation, 652–654

Geometry, 237–241
orthogonal parameterization 241
surface kinematics, 241

Heat recuperation, gas-flowing solids-fixed bed
contactors, 591, 592

Heat transfer
experimental results, 585, 586
gas-flowing solids-fixed bed contactors,

585–587
mass transfer, dispersed systems, 113–127
mathematical models, 586–587
mixing, 338
Reynolds numbers, 116–126

Henry’s formula, 28, 29
Heterogeneous catalysis, 13, 14
High frequency behavior

complex isothermal kinetic mechanisms, 306
simple isothermal kinetic mechanisms, 301

Hollow spheres, physical fields, 526, 527
Hydrodynamic flow, membrane transport, 540
Hydrodynamic resistance, SPG membrane,

401, 402
Hydrodynamics

gas-flowing solids-fixed bed contactors,
571, 572

heat/mass transfer, 113–127
Hydrogen peroxide decomposition,

Bray-Liebhafsky reaction, 203–206
Hyperelasticity phenomenology,

polymer networks, 138–140

Image analysis, droplet formation, 873, 874
Immobilized cells

chromatophores, micro-biosensor, 887
micro-biosensor, 887–900

In vitro reversal, cardiac arrest, drug-induced, 820
In vivo removal, surface modifications,

overdosed toxins, 813–830
In vivo reversal, cardiac arrest, drug-induced, 820
Inorganic particles, nanoscale particle preparation,

656, 657
Inorganic solids, decomposition

mechanochemical treatment, 435–455
rapid expansion of, 656
supercritical anti-solvent, 657
supercritical fluid, 657
synthesis, supercritical reactant, 658

Interaction spaces, 7–14
dispersed systems, 4–7
polymer networks, 133–136

Interfacial tension structure, partition function,
375–377

Interparticle force calculations, 743–746
Isotherm shape influence, 299
Isothermal Langmuir kinetics

film resistance models, 316, 317
simple kinetic models, 316, 317

Isothermal micropore,
kinetic parameters, 317, 318
pore-surface diffusion models, 317, 318

Kinetic measurement, nonlinear frequency
response method, 283–324

Kinetic measurements, methods, 284, 285
Kinetic parameters, simple kinetic models,

316–320
isothermal Langmuir kinetics, 316, 317
isothermal micropore, 317, 318
nonisothermal micropore diffusion model,

319, 320
simple isothermal models, 316

Kinetics, mechanochemical reactions, 447, 448

Langmuir kinetic model, 314
Levinthal’s paradox, discussion, 220–222, 223
Linear frequency response, methods, 285, 286
Linear reaction systems, oscillatory chemical

reaction, 194–196
Liquid drops, mobility, 33
Liquid interfaces, electroviscoelasticity, 371–373
Liquid–liquid emulsions, mixing, 336
Liquid–liquid extraction, mixing, 337
Liquid–liquid hydrodynamics, reactive extraction,

483–486
Loading regime, fluid dynamics, 568
Low-frequency, suspensions, 62–65

Macro scale, 3, 4
Manochemistry, glossary, 460
Mass transfer modeling

Donnan dialysis, 549–553
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Mass transfer modeling (Continued )
electrodialysis, 553–555
membrane process, 554–558
nanofiltration, 545–549
pervaporation, 555–558
reverse osmosis, 543–545

Mass transfer
dispersed systems, hydrodynamics, 113–127
dusty gas model, 616–618
experimental results, 587, 588
gas-flowing solids-fixed bed contactors,

587–590
mathematical models, 587–590
Reynolds numbers, 116–126

Material displacement derivative, 241–256
basic surface quantities, 245–256

Mathematical modeling, gas-flowing
solids-fixed bed contactors, 575–581

Matrix reaction systems, catalysts, 192, 193
Mean pore size, membrane emulsification, 414
Mechanochemical treatment, materials

prepared by, 452–454
Mechanical alloying, mechanochemical

treatment, 437, 438
Mechanical film, emulsions, 95, 96
Mechanochemical reactions, kinetics, 447, 448

mechanochemical treatment, 445–447
synthesized powders, 449–451
powder contamination, 451, 452

Mechanochemical treatment, inorganic solids,
435–455

mechanical alloying, 437, 438
mechanochemical reactions, 445–447
milling, 438–442
structural changes, 443–445

Mechanochemically synthesized powders,
449–451

Medicine, emulsions, 102, 103
Membrane emulsification, cross-flow system,

406–410
monodispersed emulsions, 404–427
nomenclature, 427
O/W emulsion stability, 414, 415
operating parameter effects, 410

disperse phase content, 412–414
mean pore size, 414
transmembrane pressure, 410
wall shear stress, 411–412

premix, 407, 417–427
principles and methods, 404–406
shirasu porous glass membranes, 396
SPG membrane, droplet formation, 416–417

vs. other membrane types, 414
Membrane process, mass transfer modeling,

554–558
controlled release, 14
Donnan dialysis, 549–553
electrodialysis, 553–555
nanofiltration, 545–549
nanosystem, 14–16
pervaporation, 555–558

reverse osmosis, 543–545
separation, 15, 16
transport, 542–558

Membrane transport
diffusion, 539
Donnan effect, 541
hydrodynamic flow, 540
membrane process, 542–558
osmosis, 540
polymer membranes, 538–542
Soret effect, 541, 542

Mesoscopic flows, 716, 717
Mesoscopic fluids

cross-scale models, 720–722
discrete-particles, 715–773

continuum models, 717–719
mesoscopic flows, 716, 717
temporal scales, 717

Metallic ions, fixed charge
absorption, 688, 689
chelation, 688, 689

Micro scale, 3, 4
Microbead size distribution, droplet formation,

879, 880
Micro-biosensor

chromatophores, 887
design, 888, 889
experiment results, 892–899
immobilized cells, 887–900

Microelectrophoresis, 56, 57
Microemulsion compositions, drug extraction

efficiencies, 816–819
Microemulsion studies

cardiac arrest, drug-induced, 820
ethyl butyrate microemulsions, 820–822
microemulsion compositions, 816–819
surface modifications, 815–822

Micropore diffusion model
equilibrium parameters, 315
simple isothermal mechanisms, 295–297

Milling, mechanochemical treatment, 438–442
Mixing

blending, 337
chemical reactions, 337
circulation time, shear rates, 334–339
computational fluid dynamics, 338–340
dispersion, 335, 336
fluid motion, 337
gas–liquid dispersions, 334, 335
heat transfer, 338
liquid–liquid emulsions, 336
liquid–liquid extraction, 337
nomenclature, 340
particle size, non-Newtonian effects, 369, 370
principles, 329–340
scale up/scale down, 333
solid suspensions, 335, 336
solid–liquid mass transfer, 336

Mobility
limiting, 32
liquid drops, 33
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Mobility expression
charged particles, 27, 28
correctiveness, 28–32
Henry’s formula, 28, 29
soft particles, 33–35

Modulated soltonic waves,
Peyrard-Bishop-Dauxois model, 792–795

Molecular dynamics, algorithmic methods,
724–730

Monodispersed emulsions production, shirasu
porous glass membranes, 395–427

membrane emulsification, 396
SPG membrane, 396–398

Monodispersed emulsions, 404–427
Morphological principles

qualitative microstructural state, 352–354
topological properties, 354, 355
visual information, 352

Multifunctional reactors, gas-flowing solids-fixed
bed contactors, 594–596

Multilevel discrete-particle model
colloidal particles, 736
discrete particles, algorithmic methods,

736–738
dissipative particles, 736
fluid particles, 736

Multistability, 196, 197

Nano continua
dispersal systems, 4–7
processes, 7–14

Nano scale, 4
Nanodesigning, spray pyrolysis process,

513–529
Nanofiltration, membrane process,

545–549
Nanoscale particle preparation, 660

gas-saturated solutions/suspension particles,
652–654

miscellaneous processes, 654–656
particle production, 646–663
process modes, 651, 652
rapid expansion, supercritical solutions,

646, 647
supercritical anti-solvent precipitation,

647–651
supercritical fluid

encapsulation, 660–663
inorganic particles, 656, 657
processing, 657–660

Nanostructured fillers
hyperelasticity phenomenology, 138–140
polymer networks, 131–155
rubber reinforcement theories, 140–142

Nanosystem processes
diffusion, 7, 8
membrane, 14–16
sorption, 9–12
stability, 16, 17

Nanosystem processes, heterogeneous catalysis,
13, 14

NLFR. See nonlinear frequency
response, 284

Nonconstant d, viscosity influence, 803–805
Nonisothermal micropore diffusion mechanisms

kinetic parameters, 319, 320
variable diffusivity, 303–310

Nonlinear dynamics, Peyrard-Bishop-Dauxois
model, 779, 809

Nonlinear frequency response (NLFR), 284
absorption equilibrium, kinetic measurement,

283–324
applications, 291, 292, 324
chromatographic column, 320–322
higher order frequency response functions,

286–289
significance, 322–324

Nonlinear frequency response adsorber, 289–292
Nonlinear reaction systems, 194–196
Nonlinear Schrodinger equation, 781, 782
Nonmaterial interface, 271–274
Non-Newtonian effects, mixing systems,

369, 370
Nonrigid particles, electrokinetic phenomena,

69–72
Nonstationary state, 228, 229
Nuclear applications, carbon nanocapsules,

833–848
Nusselt number, 118

O/W emulsion stability, 414, 415
O2 absorption, 164–166
Off-grid/on-grid discrete-particles, algorithmic

methods, 723–724
Oligochitosan
p–p complexation, 827
toxin receptor studies, 824

On-grid/off-grid discrete-particles, algorithmic
methods, 723–724

Open quantum systems, decoherence theory,
223, 224

Open reactor examinations, Bray-Liebhafsky
reaction, 203–211

Orthogonal parameterization, geometry of, 241
Oscillation

atomic scale imaging, 159–185
chemical waves, 170–175
phase transitions, 171–173
spatio-temporal chaos, 182, 183
subsurface oxygen, 174
wave patterns, modeling, 176–182

Oscillatory chemical reaction, 194–197
Bray-Liebhafsky, 197–202
catalysts, 191–211
linear reaction systems, 194–196
multistability, 196, 197
nonlinear reaction systems, 194–196
pathways, 201
phenomenological kinetics, 200–202

Osmosis, membrane transport, 540
Overdosed toxins, in vivo removal,
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Particle flow model, gas-flowing solids-fixed bed
contactors, 576, 577

Particle frequency response function
adsorber, 290, 291
bidispersed sorbents, 300–303
bimodal characteristic curves, 310–314
complex isothermal mechanisms, 300–303
derivation, 293
equilibrium parameters, 314–316
kinetic mechanism, 314
nonisothermal micropore diffusion

mechanisms, 303–310
simple isothermal mechanisms, 293–300
supercritical fluids, 641–672

aerogels, sol-gel processing, 663–672
nanoscale particle preparation, 646–663

Particle size, non-Newtonian effects, 369, 370
Particles, polymer-coated, 35, 36
Partition function, electrified interfaces, 375–377
PBD. See Peyrard-Bishop-Dauxois model.
Pd-tip experiments, oscillations

chemical waves 203
subsurface oxygen, 174

Pellets, mass transfer
capillary condensation, 607–618
diffusion, 610, 611
transport, 610

Periodical ultrasonic fields, spray pyrolysis
processes, 515, 516

Permvaporation, membrane process,
mass transfer modeling, 555–558

Personal care products, emulsions, 103–106
Petroleum production, emulsions, 104–106
Peyrard-Bishop-Dauxois model (PBD), 779–809

modulated soltonic waves, 792–795
solitonic waves, 790–792
wavelength l, 789, 790

PGSS. See particles from gas-saturated
solutions, 652

Phase separation, colloidal dynamic modeling,
758–759

Phase transitions, Pt-tip experiments, 171–173
Phenomenological kinetics, 200–202
Phenomenological theory

conformational statistics, 148, 149
fractal geometry, 148, 149
quantum mechanics, 149, 150
thermodynamics, 148, 149

Physical fields
full density particle systems,

hollow spheres, 526, 527
porosity, particle systems, thin films, 527–529
structure design, 524–529

Physical formalisms, 234–279

p receptor aromatic rings
oligochitosan, 824
toxin receptor studies, 823–824

p–p complexation
oligochitosan, 827
toxin receptor studies, 825–827

Planar membrane, functional group nonuniform
distribution, 689–690

Poisson–Boltzmann equation, 691–693
Polyhedrical nanocapsules, 833–840
Polymer conformational stability, transitions,

217–231
Polymer materials, bioencapsulation, 854–859
Polymer membranes

transfer phenomena, 537–558
transport, 538–542

Polymer micro- and nanocarriers, 859–864
Polymer networks

hyperelasticity phenomenology, 138–140
interfacial interactions, 133–136
nanostructured fillers, 131–155
rubber reinforcement theories, 140–142
scaling theories, 133–136
self-consistent fields, 136–138
transitions, 136–138

Polymer-coated particles, 35–37
Polymers

supercritical anti-solvent, 659
supercritical solutions, rapid expansion, 658

Pore structure, SPG membrane, 396–398
Pore tortuosity, pores per cross-sectional area,

402–404
Pores, capillary condensation, 605
Pore-surface diffusion model

equilibrium parameters, 316
isothermal micropore, 317, 318
simple isothermal mechanisms, 297–299

Porosity, particle systems, 527–529
Powder contamination, mechanochemical

reactions, 451, 452
Powder particle, structure/design, 518–520
Precipitation processes

droplet size reduction, 517, 518
spray pyrolysis processes, 516–518

Preloading regime, loading regime, 568
Premix membrane emulsification, 417–427

transmembrane pressure, 420–423
Pressure drop predictions, gas-flowing

solids-fixed bed contactors, 579, 580
Process visualization, 360–362
Proton absorption, fixed charge, 686, 687
Pt-tip experiments, 171–173
Purification, carbon nanocapsules, 844–846

Qualitative microstructural state, principles of,
352–354

Quantum mechanics, phenomenological theory,
149, 150

Rapid expansion of supercritical solutions (RESS)
inorganic solids, 656
nanoscale particle preparation, 646, 647

Reaction kinetics
capillary condensation, dispersed porous

particles, 618–622
catalyst characteristics, 620
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Reaction mechanism, CO oxidation, 161, 162
Reaction system, steady states, 193, 194
Reactive equilibria, 469–471
Reactive extraction

electrical fields, 465–487
external fields, 479–483
extraction systems, 465–469
liquid-liquid hydrodynamics, 483–486
reactive equilibria, 469–471
reactive extraction, 471–483
surfactants, 475–479

Relaxation process, decoherence theory, 229
Residence time distribution

axial dispersion, gas phase, 583, 584
flow pattern, 583, 584

Resonance mode, DNA dynamics, 806–809
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Reverse osmosis, membrane process, 543–545
Reynolds number

heat transfer, 124–126
high transport fluid mechanics, 119–124
low transport fluid mechanics, 115, 116
mass transfer, 124–126
Nusselt number, 118

Rheology, emulsions, 84, 85
Rounded concentric structures, 840–842

model definition, 150–153
phenomenological theory, 144–148
polymer networks, 140–142
problem solutions, 153, 154
unsolved problems, 143, 144

Salt-free media, electrophoretic mobility, 37–39
SAS. See supercritical anti-solvent, 647
Scale down, mixing, 333, 334
Scale up, mixing, 333, 334
Scale

atto, 4
dispersed systems, 3, 4
macro, 3, 4
micro, 3, 4
nano, 4

Scaling theories, polymer networks, 133–136
Schrodinger equation, 781, 782
Sedimentation potential

Dorn effect 58–60
electrokinetic phenomena, suspensions, 58–60

Segregation, fluid dynamics, 568, 569
Self-consistent fields, polymer networks, 136–138
Separation processes, membrane, 15, 16
Shear rates, mixing, 334–339
Shirasu porous glass (SPG), 396
Shirasu porous glass membranes

membrane emulsification, 396
monodispersed emulsions production, 395–427

Silica particle synthesis, toxin receptor studies, 823
Simple isothermal mechanisms

film resistance model, 294, 295
frequency response function summary, 299, 300

high frequency behavior, 301
isotherm shape influence, 299
micropore diffusion model, 295–297
particle frequency response functions, 293–300
pore-surface diffusion model, 297–299
surface barrier model, 294

Simple isothermal models, kinetic parameters,
316

Simple kinetic models
isothermal Langmuir kinetics, 316, 317
isothermal micropore, 317, 318
nonisothermal micropore diffusion model,

319, 320
Single body, balance laws, 266–271
Singular surfaces, theory, 256–263
Small viscosity, influence, 805, 806
Smoothed particle hydrodynamics, algorithmic

methods, 738–740
Soft particles, mobility expression, 33–35
Sol–gel synthesis

aerogels, 663–666
supercritical drying, 667–670

Solid suspensions, mixing, 335, 336
Solid–liquid mass transfer, mixing, 336
Solitonic waves, Peyrard-Bishop-Dauxois model,

790–792
Solitons, DNA molecule, 780, 781
Soret effect, membrane transport, 541, 542
Sorption, nanosystem processes, 9–12
Spatio-temporal chaos, oscillations, 182, 183
SPG membrane

droplet formation, 416, 417
hydrodynamic resistance, 401, 402
monodispersed emulsions production, 396–398
permeability, 399–401
pore structure characteristics, 396–398
pore tortuosity, 402–404
vs. other membrane types, 414

SPG. see also Shirasu porous glass, 396
Spray pyrolysis processes

ceramic systems, 521–524
general approach, 514–518
nanodesigning, 513–529
periodical ultrasonic fields, 515, 516
precipitation processes, 516–518
ultrasonic fields, 518–521

Stability, nanosystem, 16, 17
Static flowing solids, flow pattern, 582, 583
Statistical lattice models, atomic scale imaging,

175–183
Stereological principles

qualitative microstructural state, 352–354
topological properties, 354, 355
visual information, 352

Steric emulsions, stabilizing, 94, 95
Structure design

coupling level, packing factor, 520
physical fields, 524–529
powder particle substructure, 519, 520
powder particle, 518, 519
spray pyrolysis process, 521–524
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Structure design (Continued)
theoretical models, 522–524
ultrasonic fields, 518–521

Subsurface oxygen effect, CO absorption, 168, 169
Subsurface oxygen, Pd-tip experiments, 174
Successive dissociation, fixed charge, 687, 688
Supercritical anti-solvent precipitation (SAS),

647–651
Supercritical drying, sol–gel synthesis, 667–670
Supercritical fluids

aerogels, sol–gel processing, 663–672
encapsulation, 660–663
inorganic particles, 656–657
nanoscale particle preparation, 646–663
particle production, 641–672

Supercritical gases, properties, 642–646
Supercritical reactant, inorganic solids, 658
Supercritical solutions rapid expansion,

polymers, 658
Surface barrier model, isothermal mechanisms, 294
Surface intermediates detection, CO absorption,

166–168
Surface kinematics, geometry, 241
Surface modifications

microemulsion studies, 815–822
overdosed toxins, in vivo removal, 813–830
toxin receptor studies, 822–827

Surfactants, reactive mass transfers, 475–479
Suspensions

dielectric dispersion, low-frequency, 62–65
dielectrophoresis, 60–62
electroacoustic phenomena, 65–68
electrokinetic phenomena, 43–73
nonrigid particles, 69–72
sedimentation potential, 58–60

Tension tensor model, electroviscoelasticity,
378, 379

Theoretical particle, frequency response functions,
292–314

Thermodynamically consistent dissipative particle
dynamics, algorithmic methods, 738–740

Thermodynamics, phenomenological theory,
148, 149

Thin film evolution, colloidal dynamic modeling,
755–758

Topological properties, principles of, 354, 355
Toxin receptor studies

aromatic charge transfer complexes, 824, 825
oligochitosan, 824
p receptor aromatic rings, 823, 824
p–p complexation, 825–827
silica particle synthesis, 823

surface modification, 822–827
Transfer functions, definitions,

289–291
Transfer phenomena, polymer membranes,

537–558
Transient regimes

capillary condensation, 623, 624
flow rate variation, 624, 625
mathematical model, 625–627
temperature variation, 625

Transitions
decoherence theory, 217–231
polymer networks, 136–138

Transmembrane pressure
disperse phase content, 423–427
emulsification cycle influence, 423
membrane emulsification, 410
premix membrane emulsification,

420–423
Transport theorem, balance laws,

264, 265
Trickle flow model, gas-flowing solids-fixed bed

contactors, 575, 576

Ultrasonic fields, structure design, 518–521

van der Pol derivative model
electroviscoelasticity, 379–383
fractional approach, 383–391

Variable diffusivity
nonisothermal micropore diffusion mechanisms,

303–310
Viscosity influence

damping coefficient g, 799, 800
demodulated solitonic waves, 800–803
DNA dynamics, 795–806
nonconstant d, 803–805
small viscosity, 805, 806

Visual information
chaos theory, 355–362
direct visualization, 344–350
morphological principles, 352
quantification, 341–363
stereological principles, 352

Visualization, process, 360–362

Wall shear stress, membrane emulsification,
411, 412

Wave patterns, modeling, 176–182

Zeta potential, 48–50, 505, 506
Zeta measurement, 498–502
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