


SYNTHESIS, PROPERTIES,
AND APPLICATIONS OF
OXIDE NANOMATERIALS





SYNTHESIS, PROPERTIES,
AND APPLICATIONS OF
OXIDE NANOMATERIALS

José A. Rodríguez
Brookhaven National Laboratory
Upton, New York

Marcos Fernández-García
Instituto de Catálisis y Petroleoquímica CSIC
Madrid, Spain



Copyright © 2007 by John Wiley & Sons, Inc. All rights reserved

Published by John Wiley & Sons, Inc., Hoboken, New Jersey
Published simultaneously in Canada

No part of this publication may be reproduced, stored in a retrieval system, or transmitted in any form
or by any means, electronic, mechanical, photocopying, recording, scanning, or otherwise, except as
permitted under Section 107 or 108 of the 1976 United States Copyright Act, without either the prior
written permission of the Publisher, or authorization through payment of the appropriate per-copy fee
to the Copyright Clearance Center, Inc., 222 Rosewood Drive, Danvers, MA 01923, (978) 750-8400,
fax (978) 750-4470, or on the web at www.copyright.com. Requests to the Publisher for permission
should be addressed to the Permissions Department, John Wiley & Sons, Inc., 111 River Street, Hoboken,
NJ 07030, (201) 748-6011, fax (201) 748-6008, or online at http://www.wiley.com/go/permission.

Limit of Liability/Disclaimer of Warranty: While the publisher and author have used their best efforts
in preparing this book, they make no representations or warranties with respect to the accuracy or
completeness of the contents of this book and specifically disclaim any implied warranties of
merchantability or fitness for a particular purpose. No warranty may be created or extended by sales
representatives or written sales materials. The advice and strategies contained herein may not be suitable
for your situation. You should consult with a professional where appropriate. Neither the publisher nor
author shall be liable for any loss of profit or any other commercial damages, including but not limited to
special, incidental, consequential, or other damages.

For general information on our other products and services or for technical support, please contact our
Customer Care Department within the United States at (800) 762-2974, outside the United States at (317)
572-3993 or fax (317) 572-4002.

Wiley also publishes its books in a variety of electronic formats. Some content that appears in print may
not be available in electronic formats. For more information about Wiley products, visit our web site at
www.wiley.com.

Wiley Bicentennial Logo: Richard J. Pacifico

Library of Congress Cataloging-in-Publication Data:

Synthesis, properties, and applications of oxide nanomaterials/[edited by]
José A. Rodríguez, Marcos Fernández-García.

p. cm.
Includes bibliographical references and index.
ISBN 978-0-471-72405-6

1. Nanostructured materials. 2. Oxides. I. Rodríguez, José A. II.
Fernández García, Marcos.

TA418.9.N35S978 2007
661′.0721—dc22 2006024024

Printed in the United States of America

10 9 8 7 6 5 4 3 2 1

http://www.copyright.com
http://www.wiley.com/go/permission
http://www.wiley.com


CONTENTS

CONTRIBUTORS ix

INTRODUCTION THE WORLD OF OXIDE NANOMATERIALS 1

José A. Rodríguez and Marcos Fernández-García

PART I BASIC CONCEPTS 7

Chapter 1. Theory of Size, Confinement, and Oxidation Effects 9

Chang Q. Sun

Chapter 2. On Aqueous Interfacial Thermodynamics and the

Design of Metal-Oxide Nanostructures 49

Lionel Vayssieres

PART II SYNTHESIS AND PREPARATION OF

NANOSTRUCTURED OXIDES 79

Chapter 3. Synthesis of Metal-Oxide Nanoparticles: Liquid–Solid

Transformations 81

Lawrence D’Souza and Ryan Richards

Chapter 4. Synthesis of Metal-Oxide Nanoparticles: Gas–Solid

Transformations 119

S. Buzby, S. Franklin, and S. Ismat Shah

PART III STUDY AND CHARACTERIZATION OF

NANOSTRUCTURED OXIDES 135

Chapter 5. Techniques for the Study of the Structural Properties 137

José A. Rodriguez, Marcos Fernández-García,

Arturo Martínez-Arias, and Jonathan C. Hanson

Chapter 6. Techniques for the Study of the Electronic Properties 165

Marcos Fernández-García and José A. Rodriguez

v



vi CONTENTS

Chapter 7. Post Hartree-Fock and Density Functional Theory

Formalisms 185

Francesc Illas and Gianfranco Pacchioni

Chapter 8. Parametric Quantum Methods in Modeling Metal Oxide

Nanoclusters and Surfaces 217

F. Ruette and M. Sánchez

Chapter 9. Atomistic Models and Molecular Dynamics 247

D.C. Sayle and T.X.T. Sayle

PART IV PHYSICOCHEMICAL PROPERTIES OF

OXIDE NANOMATERIALS 287

Chapter 10. Theoretical Aspects of Oxide Particle Stability and

Chemical Reactivity 289

Ye Xu, William A. Shelton, and William F. Schneider

Chapter 11. Adsorption of Probe Molecules on

Nanostructured Oxides 311

James A. Anderson and Russell F. Howe

Chapter 12. Chemical Properties of Oxide Nanoparticles: Surface

Adsorption Studies from Gas- and Liquid-Phase

Environments 335

John M. Pettibone, Jonas Baltrusaitis, and Vicki H. Grassian

Chapter 13. Transport Properties and Oxygen Handling 353

Glenn C. Mather and Arturo Martínez-Arias

PART V INDUSTRIAL/TECHNOLOGICAL APPLICATIONS

OF OXIDE NANOMATERIALS 379

Chapter 14. Adsorbents 381

Pethaiyan Jeevanandam and Kenneth J. Klabunde

Chapter 15. Gas Sensors 411

Doina Lutic, Mehri Sanati, and Anita Lloyd Spetz

Chapter 16. Photovoltaic, Photoelectronic, and Electrochemical

Devices Based on Metal-Oxide Nanoparticles and

Nanostructures 451

Juan Bisquert

Chapter 17. Nanostructured Oxides in Photo-Catalysis 491

Gerardo Colón-Ibáñez, Carolina Belver-Coldeira, and

Marcos Fernández-García



CONTENTS vii

Chapter 18. Oxide Nanomaterials for the Catalytic Combustion of

Hydrocarbons 563

Ilenia Rossetti and Lucio Forni

Chapter 19. Nanostructured Oxides in DeNOx Technologies 603

Marcos Fernández-García, Arturo Martínez-Arias,

and Javier Pérez-Ramírez

Chapter 20. Chemistry of SO2 and DeSOx Processes on

Oxide Nanoparticles 633

José A. Rodriguez

Chapter 21. H2 Production and Fuel Cells 651

Xianqin Wang and José A. Rodriguez

Chapter 22. Oxide Nanomaterials in Ceramics 683

Vicente Rives, Raquel Trujillano, and Miguel A. Vicente

Index 715





CONTRIBUTORS

James A. Anderson, Department of Chemistry, King’s College, University of
Aberdeen, Aberdeen AB24 3UE

Jonas Baltrusaitis, Departments of Chemistry and Chemical and Biochemical
Engineering, University of Iowa, Iowa City IA 52242

Carolina Belver-Coldeira, Instituto de Catálisis y Petroleoquímica CSIC, Campus
Cantoblanco 28049 Madrid, Spain

Juan Bisquert, Departament de Ciències Experimentals, Universitat Jaume I, 12071
Castelló, Spain

S. Buzby, Department of Materials Science & Engineering, University of Delaware
Newark, DE 19716

Gerardo Colón-Ibáñez, Instituto de Ciencia de Materiales de Sevilla CSIC,
C/Américo Vespucio, 49 41092-Sevilla, Spain

Lawrence D’Souza, International University Bremen, Bremen, Germany

Marcos Fernández-García, Instituto de Catálisis y Petroleoquímica CSIC, Campus
Cantoblanco, 28049 Madrid, Spain

Lucio Forni, Dipartimento di Chimica Fisica ed Elettrochimica, Università degli
Studi di Milano, v. C. Golgi 19, I-20133 Milano, Italy

S. Franklin, Department of Materials Science & Engineering, University of
Delaware Newark, DE 19716

Vicki H. Grassian, Departments of Chemistry and Chemical and Biochemical
Engineering, University of Iowa, Iowa City IA 52242

Jonathan C. Hanson, Chemistry Department, Brookhaven National Laboratory,
Upton, NY 11973, USA

Russell F. Howe, Department of Chemistry, King’s College, University ofAberdeen,
Aberdeen AB24 3UE

Francesc Illas, Departament de Química Física and Centre especial de Recerca
en Química Teòrica, Universitat de Barcelona and Parc Científic de Barcelona,
C/Martí i Franquès 1, E-08028 Barcelona, Spain

ix



x CONTRIBUTORS

Pethaiyan Jeevanandam, 111,Willard Hall, Department of Chemistry, Kansas State
University, Manhattan, KS, 66506, USA

Kenneth J. Klabunde, 111, Willard Hall, Department of Chemistry, Kansas State
University, Manhattan, KS, 66506, USA

Doina Lutic, School of Technology and Design, Växjo University, 35195 Växjö,
Sweden

Arturo Martínez-Arias, Instituto de Catálisis y Petroleoquímica, CSIC, C/Marie
Curie 2, Campus Cantoblanco, 28049 Madrid, Spain

Glenn C. Mather, Instituto de Cerámica y Vidrio, CSIC, C/Kelsen 5, Campus
Cantoblanco, 28049 Madrid, Spain

Gianfranco Pacchioni, Dipartimento di Scienza dei Materiali, Università di Milano-
Bicocca, via R. Cozzi, 53-I-20125 Milano, Italy

Javier Pérez-Ramírez, Institut Catalá d′Investigació Química Av. Paisos Catalans
16 Campus Univesitary, Tarragona, Spain

John M. Pettibone, Departments of Chemistry and Chemical and Biochemical
Engineering, University of Iowa, Iowa City IA 52242

Ryan Richards, International University Bremen, Bremen, Germany

Vicente Rives, Departamento de Química Inorgánica, Universidad de Salamanca,
Spain

José A. Rodríguez, Chemistry Department, Brookhaven National Laboratory,
Upton, NY 11973, USA

Ilenia Rossetti, Dipartimento di Chimica Fisica ed Elettrochimica, Università degli
Studi di Milano, v. C. Golgi 19, I-20133 Milano, Italy

F. Ruette, Laboratorio. de Química Computacional, IVIC,Apartado. 21827, Caracas
1020-A, Venezuela

Mehri Sanati, School of Technology and Design, Växjo University, 35195 Växjö,
Sweden

M. Sánchez, Laboratorio. de Química, Computacional, IVIC, Apartado. 21827,
Caracas 1020-A, Venezuela

D.C. Sayle, DEOS, Cranfield University, Defense Academy of the United Kingdom
Shrivenham, Swindon, UK

T.X.T. Sayle, DEOS, Cranfield University, DefenseAcademy of the United Kingdom
Shrivenham, Swindon, UK

William F. Schneider, Department of Chemical and Biomolecular Engineering, and
Department of Chemistry and Biochemistry, University of Notre Dame, Notre
Dame, IN 46556



CONTRIBUTORS xi

S. Ismat Shah, Department of Materials Science & Engineering, University of
Delaware Newark, DE 19716

William A. Shelton, Computer Science and Mathematics Division, Oak Ridge
National Laboratory, Oak Ridge, TN 37831

Anita Lloyd Spetz, S-SENCE and Div. of Applied Physics, Linköping University,
58183 Linköping, Sweden

Chang Q. Sun, School of Electrical and Electronic Engineering, Nanyang
Technological University, Singapore 639798 and Institute of Advanced Materials
Physics and Faculty of Science, Tianjin University, 300072, P. R. China

Raquel Trujillano, Departamento de Química Inorgánica, Universidad de
Salamanca, Spain

Lionel Vayssieres, International Center for Young Scientists, National Institute for
Materials Science, Tsukuba, Japan 305-0044

Miguel A. Vicente, Departamento de Química Inorgánica, Universidad de
Salamanca, Spain

Xianqin Wang, Institute for Interfacial Catalysis, Pacific Northwest National
Laboratory, Richland, WA, 99352 (USA)

Ye Xu, Computer Science and Mathematics Division, Oak Ridge National
Laboratory, Oak Ridge, TN 37831





INTRODUCTION

The World of Oxide Nanomaterials

JOSÉ A. RODRÍGUEZ

Brookhaven National Laboratory, Upton, New York

MARCOS FERNÁNDEZ-GARCÍA

Instituto de Catálisis y Petroleoquímica CSIC, Madrid, Spain

Metal oxides play a very important role in many areas of chemistry, physics, and
materials science (1–6). The metal elements can form a large diversity of oxide
compounds (7). These elements can adopt many structural geometries with an
electronic structure that can exhibit metallic, semiconductor, or insulator character. In
technological applications, oxides are used in the fabrication of microelectronic cir-
cuits, sensors, piezoelectric devices, fuel cells, coatings for the passivation of surfaces
against corrosion, and as catalysts. For example, almost all catalysts used in industrial
applications involve an oxide as active phase, promoter, or “support.” In the chemical
and petrochemical industries, products worth billions of dollars are generated every
year through processes that use oxide and metal/oxide catalysts (8). For the control
of environmental pollution, catalysts or sorbents that contain oxides are employed to
remove the CO, NOx , and SOx species formed during the combustion of fossil-derived
fuels (9,10). Furthermore, the most active areas of the semiconductor industry involve
the use of oxides (11). Thus, most of the chips used in computers contain an oxide
component.

In the emerging field of nanotechnology, a goal is to make nanostructures or nano-
arrays with special properties with respect to those of bulk or single-particle species
(12–16). Oxide nanoparticles can exhibit unique physical and chemical properties due
to their limited size and a high density of corner or edge surface sites. Particle size is
expected to influence three important groups of properties in any material. The first
one comprises the structural characteristics, namely, the lattice symmetry and cell
parameters (17). Bulk oxides are usually robust and stable systems with well-defined
crystallographic structures. However, the growing importance of surface-free energy
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2 THE WORLD OF OXIDE NANOMATERIALS

and stress with decreasing particle size must be considered: Changes in thermo-
dynamic stability associated with size can induce modification of cell parameters
and/or structural transformations (18–21), and in extreme cases, the nanoparticle
can disappear because of interactions with its surrounding environment and a high
surface-free energy (22). To display mechanical or structural stability, a nanoparticle
must have a low surface-free energy.As a consequence of this requirement, phases that
have a low stability in bulk materials can become very stable in nanostructures. This
structural phenomenon has been detected in TiO2, VOx , Al2O3, or MoOx oxides
(21–24).

Size-induced structural distortions associated with changes in cell parameters have
been observed in nanoparticles ofAl2O3 (22), NiO (24), Fe2O3 (25), ZrO2 (26), MoO3
(24), CeO2 (27), andY2O3 (28). As the particle size decreases, the increasing number
of surface and interface atoms generates stress/strain and concomitant structural per-
turbations (29). Beyond this “instrinsic” strain, there may be also “extrinsic” strain
associated with a particular synthesis method that may be partially relieved by anneal-
ing or calcination (30). On the other hand, interactions with the substrate on which
the nanoparticles are supported can complicate the situation and induce structural
perturbations or phases not observed for the bulk state of the oxide (23,31).

The second important effect of size is related to the electronic properties of the
oxide. In any material, the nanostruture produces the so-called quantum size or con-
finement effects, which essentially arise from the presence of discrete, atom-like
electronic states. From a solid-state point of view, these states can be considered as
being a superposition of bulk-like states with a concomitant increase in oscillator
strength (32). Additional general electronic effects of quantum confinement experi-
mentally probed on oxides are related to the energy shift of exciton levels and optical
bandgap (33,34). An important factor to consider when dealing with the electronic
properties of a bulk oxide surface are the long-range effects of the Madelung field,
which are not present or limited in a nanostructured oxide (35–37). Theoretical studies
for oxides show a redistribution of charge when going from large periodic structures
to small clusters or aggregates, which must be roughly considered to be relatively
small for ionic solids while significantly larger for covalent ones (38–43). The degree
of ionicity or covalency in a metal-oxygen bond can, however, strongly depend on size
in systems with partial ionic or covalent character; an increase in the ionic component
to the metal–oxygen bond in parallel to the size decreasing has been proposed (20).

Structural and electronic properties obviously drive the physical and chemical
properties of the solid, and the third group of properties is influenced by size in a
simple classification. In their bulk state, many oxides have wide band gaps and a
low reactivity (44). A decrease in the average size of an oxide particle does in fact
change the magnitude of the band gap (37,45), with strong influence on the conduc-
tivity and chemical reactivity (46,47). Surface properties are a somewhat particular
group included in this subject because of their importance in chemistry. Solid–gas or
solid–liquid chemical reactions can be mostly confined to the surface and/or subsur-
face regions of the solid. As mentioned, the two-dimensional (2D) nature of surfaces
has (1) notable structural consequences, typically a rearrangement or reconstruction
of bulk geometries (3,15,48), and (2) electronic consequences, such as the presence
of mid-gap states (47,49). In the case of nanostructured oxides, surface properties
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are strongly modified with respect to 2D-infinite surfaces, producing solids with
unprecedent sorption or acid/base characteristics (50). Furthermore, the presence of
under-coordinated atoms (like corners or edges) or O vacancies in an oxide nanoparti-
cle should produce specific geometrical arrangements as well as occupied electronic
states located above the valence band of the corresponding bulk material (51–53),
enhancing in this way the chemical activity of the system (48,50,54,55).

This book is organized into five parts that cover different aspects associated with the
world of oxide nanomaterials. The first part of the book deals with fundamental aspects
quantum–mechanical (56) and thermodynamic (57) that determine the behavior and
growth mode of nanostructured oxides. To prepare these materials, novel synthethic
procedures have been developed that can be described as physical and chemical
methods (58,59). In general, they use top-down and bottom-up fabrication techno-
logies, which involve liquid–solid or gas–solid transformations that are reviewed in
the second part of the book. To characterize the structural and electronic properties of
nanostructured oxides, one needs an array of sophisticated experimental techniques
(6) and state-of-the-art theory (37,41,44,60,61). This theory is the subject of the third
part of the book. In the fourth part, the emphasis is on systematic studies examining
the physicochemical properties of oxide nanoparticles (6,62,63). The fifth and final
part of the book is focused on technological applications of nanostructured oxides as
sorbents, sensors, ceramic materials, photo-devices, and catalysts for reducing envi-
ronmental pollution, transforming hydrocarbons, and producing H2 (64–68). We feel
that it is important to stress the need for a fundamental understanding of the properties
of nanostructured oxides, particularly for sizes in which the atoms directly affected
in their properties are a significant percentage of the total number of atoms present in
the solid particle; this usually implies a dimension limited to about or below 10 nm.
When this fact occurs exclusively in one dimension, we are dealing with a surface or
film, whereas in two dimensions, nanotubes, nanowires, and other interesting morpho-
logies can be formed. Finally, when the three dimensions are limited to the nanoscale,
nanoparticles are formed.
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PART I

BASIC CONCEPTS





CHAPTER 1

Theory of Size, Confinement, and
Oxidation Effects

CHANG Q. SUN

School of Electrical and Electronic Engineering, Nanyang Technological University,
Singapore 639798 and Institute of Advanced Materials Physics and Faculty of Science,
Tianjin University, 300072, P. R. China

1.1. INTRODUCTION

Both the processes of oxidation and the size reduction form the essential entities that
dictate the behavior of a nanostructured oxide. The electronic processes of oxidation
destroy the initially metallic bonds to create new kinds of bonds with specific proper-
ties, such as polarization, localization, and transportation of charge, which determine
the behavior of the oxides to vary from their parent metals (1). Oxygen interaction with
atoms of metals relates to the technical processes of corrosion, bulk oxidation, hetero-
geneous catalysis, and so on (2). Studies of these processes laid the foundations for
applications in microelectronics (gate devices and deep submicron integrated circuit
technologies), photo-electronics (photoluminescence, photo-conductance, and field
emission), magneto-electronics (superconductivity and colossal magneto-resistance)
and dielectrics (ferro-, piezo-, and pyro-electrics) (3).

Nanoparticles are entities that appear in between extended solids and molecules
or even in an isolated atom. Properties of nanosolids determined by their shapes and
sizes are indeed fascinating, which form the basis of the emerging field of nanoscience
and nanotechnology that has been recognized as the key significance in science,
technology, and economics in the 21st century.When examining nanostructures, many
concepts developed in both molecular chemistry and solid-state physics have to be
considered. One may develop a “top-down” theory on the behavior of nanosystems
starting from a solid and confining it to a limited size. Another chemical-like “bottom-
up” approach is to start with a molecular system and expand its size. Each approach

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
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has different advantages and disadvantages. There is a challenge to bridge these two
approaches and develop new concepts for nanostructures.

The size-induced property change of nanostructures has inspired tremendous
theoretical efforts. For instance, several models have been developed to explain
how the size reduction could induce the blue shift in the photoluminescence (PL)
of nanosemiconductors. An impurity luminescent center model (4) assumed that the
PL blue shift arises from different types of impurity centers in the solid and suggested
that the density and types of the impurity centers vary with particle size. Surface states

and the surface alloying mechanism (5,6) proposed that the PL blue shift originates
from the extent of surface passivation that is subject to the processing parameters,
aging conditions, and operation temperatures (7). The model of inter-cluster inter-

action and oxidation (8) also claimed responsibility for the PL blue shift. The most
elegant model for the PL blue shift could be the “quantum confinement (QC)” the-
ory (9–13). According to the QC theory, the PL energy corresponds to the band gap
expansion dictated by electron-hole (e-h) pair (or exciton) production:

EG(R) − EG(∞) = π2
�

2/(2μR2) − 1.786e2/(εrR) + 0.284ER (1.1)

where μ = m∗
hm∗

e/(m
∗
h + m∗

e ), being the reduced mass of the e-h pair, is an adjustable
parameter. The EG expansion originates from the addition of the kinetic energy EK

and the Coulomb interaction Ep of the e-h pairs that are separated by a distance of
the particle radius R and contribution of the Rydberg or spatial correlation (electron–
electron interaction) energy ER for the bulk semiconductor. The effective dielectric
constant εr and the effective mass μ describe the effect of the homogeneous medium
in the quantum box, which is simplified as a mono-trapping central potential by
extending the dimension of a single atom d0 to that of the solid D. According to the
QC theory, electrons in the conduction band and holes in the valence band are confined
spatially by the potential barrier of the surface or are trapped by the potential well of
the quantum box. Because of the confinement of both the electrons and the holes, the
lowest energy optical transition from the valence to the conduction band increases
in energy, effectively increasing the EG. The sum of the kinetic and potential energy
of the freely moving carriers is responsible for the EG expansion, and therefore, the
width of the confined EG grows as the characteristic dimensions of the crystallites
decrease.

In contrast, a free-exciton collision model (14) suggested that the EG expansion
arises from the contribution of thermally activated phonons in the grain boundaries
rather than from the QC effect. During a PL measurement, the excitation laser heats
the free excitons that then collide with the boundaries of the nanometer-sized frag-
ments. The laser heating the free-excitons up to the temperature in excess of the
activation energy required for the self-trapping gives rise to the extremely hot self-
trapping excitons (STEs). Because the resulting temperature of the STEs is much
higher than the lattice temperature, the cooling of the STEs is dominated by the
emission of phonons. However, if the STE temperature comes into equilibrium with
the lattice temperature, the absorption of lattice phonons becomes possible. As a
result, the blue shift of the STE–PL band is suggested to originate from the activation
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of hot-phonon-assisted electronic transitions. The blue shift of the STE–PL band
depends on the temperature of laser-heated free-excitons that in turn is determined
by the size of nanofragments. This event happens because the temperature (kinetic
energy) of the laser-heated free-exciton increases with the number of boundary colli-
sions, which tends to be higher with decreasing size of the nanofragments. The energy
gained from laser heating of the exciton increases with decreasing nanosolid size in an
exp(1/R) way.

Another typical issue of nanostructures is their thermal stability. The melting point
(Tm) of an isolated nanosolid, or a system with weakly linked nanoparticles, drops with
solid size (called supercooling), whereas the Tm may rise (called superheating) for
an embedded nanosystem because of the interfacial effect. The Tm is characterized
by the Lindermann’s criterion (15) of atomic vibration abruption or Born’s crite-
rion (16) of shear modulus disappearance at the Tm. The Tm elevation or suppression
and the mode of melting in the nanometer regime have been described with the fol-
lowing models: (1) homogeneous melting and growth (17,18); (2) random fluctuation
melting (19); (3) liquid shell nucleation and growth (20–23); (4) liquid-drop (24) for-
mation; (5) lattice-vibrational instability (25,26); and (6) surface-phonon instability
(27,28).

Often, numerous modeling arguments exist for a specific phenomenon. The chal-
lenge is how to correlate all outstanding arguments for all observations to the effect of
bond order loss of the under-coordinated surface atoms or the effect of confinement.
The origin for one phenomenon must intrinsically sustain to others. Understanding
the mechanisms for both size reduction and oxidation and their joint contribution
of the two entities is critical to understanding the behavior of nanostructured oxide
materials and related devices.

This chapter describes a bond order–length–strength (BOLS) correlation mecha-
nism (29) for the effect of physical size (bond breaking) and a chemical-bond–valence-
band–potential-barrier (BBB) correlation mechanism (1) for the effect of oxidation
(bond making) on the performance of a nanostructured oxide. The BBB correlation
indicates the essentiality of sp-orbital hybridization of an oxygen atom upon reacting
with atoms in the solid phase. In the process of oxidation, electronic holes, non-
bonding lone pairs, lone-pair-induced antibonding dipoles, and hydrogen bonds are
involved through charge transportation, localization, and polarization, which dictate
the performance of an oxide. Charge transport from metal to oxygen creates the band
gap, which turns the metal to be a semiconductor or an insulator; lone-pair-induced
charge polarization lowers the work function of the surface, whereas hydrogen bond-
like formation caused by overdosing with the oxygen additives restores the work
function. The often-overlooked events of nonbonding and antibonding are expected
to play significant roles in the functioning of an oxide.

The BOLS correlation mechanism indicates the significance of bond order loss
of an atom at a site surrounding a defect or near the edge of a surface or in an
amorphous phase in which the coordination (CN) reduction (deviation of bond order,
length, and angle) distributes randomly. Bond order loss causes the remaining bonds of
the under-coordinated atom to contract spontaneously associated with bond-strength
gain or atomic potential well depression, which localizes electrons and enhances the
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density of charge, mass, and energy in the relaxed region. The energy density rise
in the relaxed region perturbs the Hamiltonian and the associated properties such as
the band gap width, core-level energy, Stokes shift (electron–phonon interaction),
and dielectric susceptibility. On the other hand, bond order loss lowers the cohesive
energy of the under-coordinated atom, which dictates the thermodynamic process such
as self-assembly growth, atomic vibration, thermal stability, and activation energies
for atomic dislocation, diffusion, and chemical reaction.

1.2. EFFECTS OF SIZE AND CONFINEMENT

1.2.1. Basic Concepts

Involvement of interatomic interaction causes the performance of a solid, or a cluster
of atoms, to vary from that of an isolated atom; adjustment of the relative number of
the under-coordinated surface atoms provides an additional freedom that allows one
to tune the properties of a nanosolid with respect to that of its bulk counterpart. Hence,
contribution from the under-coordinated atoms and the involvement of interatomic
interaction could be the starting points of consideration to bridge the gap between an
isolated atom and a bulk solid in chemical and physical performance.

1.2.1.1. Intra-atomicTrapping Electrons of a single atom confined by the intra-
atomic trapping potential Vatom(r) move around the central ion core in a standing-
wave form inside the potential well. The Vatom(r) describes the electron–nucleus
interaction, and it takes a value that varies from several electronvolts to infinity,
depending on the orbitals in which electrons are revolving. The Hamiltonian and
the corresponding eigenwave functions and the eigenenergies for an electron in the
isolated atom are given as

Ĥ0 = −�
2∇2

2m
+ Vatom(r)

φv(r) ∝ sin2(knr)

and

E(n) = �
2k2

k /2me; kn = 2nπ/d2
0 , n = 1, 2, 3, . . . (1.2)

the atomic diameter d0 corresponds to the dimension of the potential well of the atom.
The branch numbers (n) correspond to different energy levels. The energy separation
between the nearest two levels depends on (n + 1)2 − n2 = 2n + 1.

1.2.1.2. Interatomic Bonding and Intercluster Coupling When two atoms
or more joined as a whole, interatomic interaction comes into play, which causes
the performance of a cluster of atoms to be different from that of an isolated atom.
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The interatomic bonding is essential to make a solid or even a liquid. Considering an
assembly composed of n particles of mean size Kj and with each particle, there are
Nj atoms, the total binding energy Vcry(r, n, Nj) is (30):

Vcry(r, n, Nj) =
∑

n

∑

l �=i

∑

i

v(rli)

= n

2

⎡

⎣Nj

∑

i=1

v(rli) +
∑

k �=j

V(Kkj)

⎤

⎦

∼= n

2

[

N2
j v(d0) + nV(Kj)

]

(1.3)

The Vcry(r, n, Nj) sums over all Nj atoms and the n particles. The high order rli

is a certain fold of the nearest atomic spacing d0. Interaction between the nearest
clusters, k and j, V(Kkj), is negligible if the Kkj is considerably large. Normally, the
intercluster interaction, V(Kkj), is much weaker than the interatomic interaction, if
the cluster is treated as an electric or a magnetic dipole of which the Van der Waals
or the super-paramagnetic potentials dominate.

1.2.1.3. Hamiltonian and Energy Band According to the band theory, the
Hamiltonian for an electron inside a solid is in the form:

Ĥ = Ĥ0 + Ĥ ′ = −�
2∇2

2m
+ Vatom(r) + Vcry(r + RC) (1.4)

where the Ĥ0 is the Hamiltonian for an isolated atom as given in Eq. 1.2.
Ĥ ′ = Vcry(r) = Vcry(r + RC) is the periodic potential of the crystal, describing the
interaction between the specific electron with the ion cores of all other atoms. The term
of electron–electron interaction is treated in a mean field as a constant background
from the first-order approximation. RC is the lattice constant. According to the nearly
free-electron approximation, the EG between the valence and the conduction bands
originates from the crystal potential. The width of the gap depends on the integral of
the crystal potential in combination with the Bloch wave of the nearly free electron
φ(kl, r):

EG = 2|V1(kl)| and V1(kl) = 〈φ(kl, r)|V(r + RC)|φ(kl, r)〉 (1.5)

where kl is the wave-vector and kl = 2lπ/RC . Actually, the EG is simply twice the
first Fourier coefficient of the crystal potential.

As illustrated in Figure 1.1, the energy levels of an isolated atom will evolve into
energy bands when interatomic bonding is involved. When two atoms are bonded
together, such as H2 dimer-like molecules, the single energy level of the initially
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Figure 1.1. The involvement of interatomic interaction evolves a single energy level to the
energy band when a particle grows from a single atom to a bulk solid that contains Nj

atoms. Indicated is the work function φ, band gap EG, core level shift �Ec, and bandwidth
EB. The number of allowed sublevels in a certain band equals the number of atoms of the
solid (33).

isolated atom splits into two sublevels. The presence of interatomic interaction lowers
the center of the two sublevels, which is called the core level shift. Increasing the
number of atoms up to Nj, the single energy level will expand into a band within
which there are Nj sublevels.

What distinguishes a nanosolid from a bulk chunk is that for the former the Nj

is accountable, whereas for the latter, the Nj is too large to be accounted despite the
portion of the under-coordinated atoms in the surface skin. Therefore, the classic band
theories are valid for a solid over the whole range of sizes or for containing any number
of atoms. As detected with X-ray photoelectron spectroscopy (XPS), the density-
of-states (DOS) of the valence region for a nanosolid exhibits band-like features
rather than the discrete spectral lines of a single atom. If the Nj is sufficiently small, the
separation between the sublevels is resolvable. The energy level spacing between the
successive sublevels in the valence band, known as the Kubo gap (δK = 4EF/3Nj),
decreases with the increase of the number of valence electrons of the system Nj

(31). Where EF is the Fermi energy of the bulk. Because of the presence of the δK

in an individual nanosolid, properties such as electron conductivity and magnetic
susceptibility exhibit quantized features (32).

According to the tight-binding approximation, the energy dispersion of an electron
in the vth core band follows the relation:

Ev(k) = Ev(1) + �Ev(∞) + �EB(kl, RC , z)

= Ev(1) − (β + 2α) + 4α	(kl, RC , z) (1.6)

where
Ev(1) = 〈φv(r)|Ĥ0|φv(r)〉 is the vth energy level of an isolated atom.
β = −〈φv(r)|Vcry(r)|φv(r)〉 is the crystal potential effect on the specific core electron

at site r.
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α = −〈φv(r − RC)|Vcry(r − RC)|φv(r − RC)〉 is the crystal potential effect on the
coordinate neighboring electrons. For an fcc structure example, the structure factor
	(kl, RC) =∑z sin2(klRC/2). The sum is over all contributing coordinates (z)
surrounding the specific atom in the solid.

Equations 1.5 and 1.6 indicate that the EG, the energy shift �Ev(∞) = −(β + 2α)

of the Ev(1) and the bandwidth �EB (last term in Eq. 5.16) are all functions of
interatomic interaction or crystal potential. Any perturbation to the crystal potential
will vary these quantities accordingly as the change of the Block wavefunction is
negligible in the first-order approximation. The band structure has nothing to do with
the actual occupancy of the particular orbitals or events such as electron-hole pair
creation or recombination, or the processes of PL and PA that involve the electron–
phonon coupling effect. Without interatomic interaction, neither the EG expansion
nor the core-level shift would be possible; without the interatomic binding, neither a
solid nor even a liquid would form.

If one intends to modify the properties of a solid, one has to find ways of
modulating the crystal potential physically or chemically. Bond nature alteration
by chemical reaction or bond length relaxation by size reduction, as discussed in
the following sections, will be the effective ways of modulating the interatomic
potential.

1.2.1.4. Atomic Cohesive Energy and Thermal Stability Another key
concept is the cohesive energy per discrete atom. The binding energy density per
unit volume contributes to the Hamiltonian that determines the entire band structure
and related properties, whereas the atomic cohesive energy determines the activation
energy for thermally and mechanically activated processes, including self-assembly
growth, phase transition, solid–liquid transition, evaporation, atomic dislocation,
diffusion, and chemical reaction.

The cohesive energy (Ecoh) of a solid containing Nj atoms equals to the energy
dividing the crystal into individually isolated atoms by breaking all bonds of the solid.
If no atomic CN reduction is considered, the Ecoh is the sum of bond energy over all
zb coordinates of all Nj atoms:

Ecoh(Nj) =
∑

Nj

∑

zi

Ei
∼= NjzbEb = NjEB (1.7)

The cohesive energy for a single atom EB is the sum of the single bond energy Eb

over the atomic CN, EB = zbEb. One may consider a thermally activated process
such as phase transition in which all bonds are loosened to a certain extent due to
thermal activation. The energy required for such a process is a certain portion of
the atomic EB although the exact portion may change from process to process. If one
considers the relative change to the bulk value, the portion will not be accounted. This
approximation is convenient in practice, as one should be concerned with the origins
and the trends of changes. Therefore, bulk properties such as the thermal stability of
a solid could be related directly to the atomic cohesive energy—the product of the
bond number and bond energy of the specific atom.
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1.2.2. Boundary Conditions

1.2.2.1. Barrier Confinement vs. Quantum Uncertainty The termination of
lattice periodicity in the surface normal direction has two effects. One is the creation
of the surface potential barrier (SPB), work function, or contact potential, and the
other is the reduction of the atomic CN. The SPB is the intrinsic feature of a surface,
which confines only electrons that are freely moving inside the solid. However, the
SPB has nothing to do with the strongly localized electrons in deeper core bands
or with those form sharing electron pairs in a bond. The localized electrons do not
suffer such barrier confinement at all as the localization length is far shorter than the
particle size.

According to the principle of quantum uncertainty, reducing the dimension (D)
of the space inside which energetic particles are moving increases the fluctuation,
rather than the average value, of the momentum p or kinetic energy Ek of the moving
particles:

�pD ≥ �/2

p = p̄ ± �p

Ek = p̄2/(2μ) (1.8)

where � being the Plank constant corresponds to the minimal quanta in energy
and momentum spaces and μ is the effective mass of the moving particles. The
kinetic energy of a freely moving carrier is increased by a negligible amount due
to the confinement effect on the fluctuation that follows the principle of quantum
uncertainty.

1.2.2.2. Atomic CN Reduction The atomic CN reduction is referred to the stan-
dard value of 12 in the bulk of an fcc structure irrespective of the bond nature or the
crystal structure. Atomic CN reduction is referred to an atom with a coordinate less
than the standard value of 12. The CN is 2 for an atom in the interior of a monatomic
chain or an atom at the open end of a single-walled carbon nanotube (CNT); while
in the CNT wall, the CN is 3. For an atom in the fcc unit cell, the CN varies from
site to site. The CN of an atom at the edge or corner differences from the CN of an
atom in the plane or the central of the unit cell. Atoms with deformed bond lengths
or deviated angles in the CNT are the same as those in amorphous states that are
characterized with the band tail states (34). For example, the effective CN of an atom
in diamond tetrahedron is the same as that in an fcc structure as a tetrahedron unit cell
is an interlock of two fcc unit cells. The CN of an atom in a highly curved surface is
even lower compared with the CN of an atom at a flat surface. For a negatively curved
surface (such as the inner side of a pore or a bubble), the CN may be slightly higher
than that of an atom at the flat surface. Therefore, from the atomic CN reduction point
of view, there is no substantial difference in nature among a nanosolid, a nanopore,
and a flat surface. This premise can be extended to the structural defects or defaults,
such as voids; atoms surrounding these defects also suffer from CN reduction. Unlike
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a nansolid with ordered CN reduction at the surface, an amorphous solid possesses
defects that are distributed randomly.

1.2.3. Surface-to-Volume Ratio

It is easy to derive the volume or number ratio of a certain atomic layer, denoted i, to
that of the entire solid by differentiating the natural logarithm of the volume:

γij = Ni

Nj

= Vi

Vj

= dLn(Vj) = τdRj

Rj

= τci

Kj

(1.9)

where Kj = Rj/d0 is the dimensionless form of size, which is the number of atoms
lined along the radius of a spherical dot (τ = 3), a rod (τ = 2), or cross the thickness
of a thin plate (τ = 1). The volume of a solid is proportional to Rτ

j . For a hollow
system, the γij should count both external and internal sides of the hollow structure.

With reducing particle size, the performance of surface atoms becomes dominant
because at the lower end of the size limit, (Kj → τci)γ1 approaches unity. At Kj = 1,
the solid will degenerate into an isolated atom. Therefore, the γij covers the whole
range of sizes and various shapes. The definition of dimensionality (τ ) herein differs
from the convention in transport or quantum confinement considerations in which a
nanosphere is zero-dimension (quantum dot), a rod as one dimension (quantum wire),
and a plate two dimension (quantum well). If we count atom by atom, the number
ratio and the property change will show quantized oscillation features at smaller sizes,
which varies from structure to structure (35).

1.2.4. BOLS Correlation

1.2.4.1. Bond Order-Length Correlation As the consequence of bond order
loss, the remaining bonds of the under-coordinated atoms contract spontaneously.
As asserted by Goldschmidt (36) and Pauling (37), the ionic and the metallic radius
of the atom would shrink spontaneously if the CN of an atom is reduced. The CN
reduction-induced bond contraction is independent of the nature of the specific bond
or structural phases (38). For instances, a 10% contraction of spacing between the
first and second atomic surface layers has been detected in the liquid phase of Sn, Hg,
Ga, and In (39). A substitutional dopant of As impurity has induced 8% bond con-
traction around the impurity at the Te sublattice in CdTe has also been observed using
extended X-ray absorption fine structure (EXAFS) and X-ray absorption near edge
spectroscopy (XANES) (40). Therefore, bond order loss-induced bond contraction is
universal.

Figure 1.2a illustrates the CN dependence of bond length. The solid curve ci(zi)

formulates the Goldschmidt premise, which states that an ionic radius contracts by
12%, 4%, and 3%, if the CN of the atom reduces from 12 to 4, 6 and 8, respectively.
Feibelman (41) has noted a 30% contraction of the dimer bond of Ti and Zr, and
a 40% contraction of the dimer-bond of Vanadium, which is also in line with the
formulation.
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Figure 1.2. Illustration of the BOLS correlation. Solid curve in (a) is the contraction coefficient
ci derived from the notations of Goldschmidt (36) (open circles) and Feibelman (41) (open
square). As a spontaneous process of bond contraction, the bond energy at equilibrium atomic
separation will rise in absolute energy Ei = c−m

i Eb. The m is a parameter that represents
the nature of the bond. However, the atomic cohesive energy ziEi changes with both the m

and the zi values. (b) Atomic CN reduction modified pairing potential energy. CN reduction
causes the bond to contract from one unit (in d0) to ci, and the cohesive energy per coordinate
increases from one unit to c−m

i unit. Separation between Ei(T) and Ei(0) is the thermal vibration
energy. Separation between Ei(Tm,i) and Ei(T) corresponds to melting energy per bond at T ,
which dominates the mechanical strength. Tm,i is the melting point. η2i is 1/zi fold energy
atomizing an atom in molten state.

1.2.4.2. Bond Length-Strength Correlation As the atomic CN reduction-
induced bond contraction is a spontaneous process, the system energy will be lowered
with an association of bond strength gain. The contraction coefficient and the asso-
ciated bond energy gain form the subject of the BOLS correlation mechanism that is
formulated as

⎧

⎪

⎨

⎪

⎩

ci(zi) = di/d0 = 2/{1 + exp[(12 − zi)/(8zi)]} (BOLS-coefficient)

Ei = c−m
i Eb (Single-bond-energy)

EB,i = ziEi (Atomic-cohesive-energy)

(1.10)

Subscript i denotes an atom in the ith atomic layer, which is counted up to three from
the outermost atomic layer to the center of the solid as no CN-reduction is expected
for i > 3. The index m is a key indicator for the nature of the bond. Experience (42)
revealed that for Au, Ag, and Ni metals, m ≡ 1; for alloys and compounds, m is
around four; for C and Si, the m has been optimized to be 2.56 (43) and 4.88 (44),
respectively. The m value may vary if the bond nature evolves with atomic CN (45).
If the surface bond expands in cases, we simply expand the ci from a value that is
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smaller than unity to greater, and the m value from positive to negative to represent the
spontaneous process of which the system energy is minimized. The ci(zi) depends
on the effective CN rather than a certain order of CN. The zi also varies with the
particle size due to the change of the surface curvature. The zi takes the following
values (44):

z1 =
{

4(1 − 0.75/Kj) curved-surface

4 flat-surface
(1.11)

Generally, z2 = 6 and z3 = 8 or 12.
Figure 1.2b illustrates schematically the BOLS correlation using a simple inter-

atomic pairing potential, u(r). When the CN of an atom is reduced, the equilibrium
atomic distance will contract from one unit (in d0) to ci and the cohesive energy of
the shortened bond will increase in magnitude from one unit (in Eb) to c−m

i . The solid
and the broken u(r) curves correspond to the pairing potential with and without CN
reduction. The BOLS correlation has nothing to do with the particular form of the
pairing potential as the approach involves only atomic distance at equilibrium. The
bond length-strength correlation herein is consistent with the trend reported by Bahn
and Jacobsen (46) although the extent of bond contraction and energy enhancement
therein vary from situation to situation.

Several characteristic energies in Figure 1.2b correspond to the following facts:

(1) Tm,i being the local melting point is proportional to the cohesive energy
ziEi(0) (47) per atom with zi coordinate (48).

(2) Separation between E = 0 and Ei(T), or η1i(Tm,i − T) + η2i, corresponds to
the cohesive energy per coordinate Ei at T , being energy required for bond
fracture under mechanical or thermal stimulus. η1i is the specific heat per
coordinate.

(3) The separation between E = 0 and Ei(Tm), or η2i, is the 1/zi fold energy that
is required for atomization of an atom in molten state.

(4) The spacing between Ei(T) and Ei(0) is the vibration energy purely due to
thermal excitation.

(5) The energy contributing to mechanical strength is the separation between
the Ei(Tm) and the Ei(T), as a molten phase is extremely soft and highly
compressible (49).

Values of η1i and η2i can be obtained with the known c−m
i and the bulk η1b and η2b

values that vary only with crystal structures as given in Table 1.1.

1.2.4.3. Densification of Mass, Charge, and Energy Figure 1.3 compares
the potential well in the QC convention with that of the BOLS for a nanosolid.
The QC convention extends the monotrapping potential of an isolated atom by
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TABLE 1.1. Relation Between the Bond Energy Eb and the Tm of Various Structures

(24). η2b < 0 for an fcc Structure Means that the Energy Required for Breaking All

Bonds of an Atom in Molten State is Included in the Term of η1bzTm, and Therefore,

the η2b Exaggerates the Specific Heat per CN.

Eb = η1bTm + η2b fcc bcc Diamond Structure

η1b(10−4 eV/K) 5.542 5.919 5.736
η2b(eV) −0.24 0.0364 1.29

expanding the size from d0 to D. BOLS scheme covers contribution from indi-
vidual atoms that are described with multi-trapping-center potential wells and the
effect of atomic CN reduction on the surface skin. Atomic CN reduction-induced
bond-strength gain depresses the potential well of trapping in the surface skin.
Therefore, the density of charge, energy, and mass in the relaxed surface region
are higher than other sites inside the solid. Consequently, surface stress that is in

Figure 1.3. Schematic illustration of conventional quantum well (a) with a monotrapping
center extended from that of a single atom, and the BOLS-derived nanosolid potential
(b) with multi-trap centers and CN reduction-induced features. In the relaxed surface region,
the density of charge, energy, and mass will be higher than other sites due to atomic CN
reduction.
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the dimension of energy density will increase in the relaxed region. Electrons in the
relaxed region are more localized because of the depression of the potential well of
trapping, which lowers the work function and conductivity in the surface region due
to boundary scattering (50,51), but it enhances the angular momentum of the surface
atoms (35).

1.2.4.4. Oxide Long-Range Interaction For an oxide nanosoild, the long-
order dipole–dipole interaction is involved, which may change the Madelung potential
in the ionic oxide nanosolid (52). The value of Madelung potential shifts their
effective electronic levels, thus renormalizing their electronegativity. The concept
of electronegativity in the oxide nanosolid is very useful for discussing the ability
of under-coordinated atoms to bind to adatoms or molecules. The Madelung poten-
tial value also enters the energetic balance that fixes the local atomic arrangement,
and its long-range character may induce peculiar effects, for example, the stabi-
lization of noncompact structures especially in small clusters. These aspects are
akin to insulating compounds with a non-negligible ionic character of the oxygen-
cation bonding and are not met in metals or compound semiconductors in low
dimensionality.

The immediate effect of long-range interaction is its contribution to the atomic
cohesive energy that dominates the ferroelectric properties of oxides (53). For a
spherical dot with radius R = Kd, we need to consider the interaction between
the specific central atom and its surrounding neighbors within the critical volume
VC = 4πK3

C/3, in addition to the BOLS correlation in the surface region, as illus-
trated in Figure 1.4. The ferroelectric property drops down from the bulk value to a
value smaller than 5/16 (estimated from Figure 1.4) when one goes from the central
atom to the edge along the radius to the correlation radius KC . If the surrounding
volume of the central atom is smaller than the critical VC , the ferroelectric feature
of this central atom attenuates; otherwise, the bulk value remains. For an atom in
the ith surface layer, the number of the lost exchange bonds is proportional to the
volume Vvac that is the volume difference between the two caps of the VC-sized
spheres as illustrated in Figure 1.4a. Therefore, the relative change of the ferroelec-
tric exchange energy of an atom in the ith atomic layer compared with that of a bulk
atom becomes

�Eexc,i

Eexc(∞)
= VC − Vvac

VC

− 1 = −Vvac

VC

(1.12)

1.2.5. Shape-and-Size Dependency

1.2.5.1. Scaling Relation Generally, the mean relative change of a measurable
quantity of a nanosolid containing Nj atoms, with dimension Kj, can be expressed as
Q(Kj) and as Q(∞) for the same solid without contribution from bond order loss.
The correlation between the Q(Kj) and Q(∞) = Njq0 and the relative change of Q
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Figure 1.4. (a) Schematic illustration of the long-range exchange bonds lost in an atom in a
spherical oxide nanosolid with radius K (K = R/d is the number of atoms of size d lined along
the radius R of a sphere or cross a thin plate of R thick). KC is the critical correlation radius.
The volume loss Vvac (the shaded portion) is calculated by differencing the volumes of the two
spherical caps:

Vvac = π(KC + Ki − K cos θ)2
(

KC − KC + Ki − K cos θ

3

)

−π(K − K cos θ)2
(

K − K − K cos θ

3

)

where the angle θ is determined by the triangle O1O2A. (b) Correlation radius KC dependence
of the atomic cohesive energy. For the KC = 5 example, the BOLS lowers the EB by −41.1%
(follows the curve in Figure 1.4a), and the long-range bond loss contribution that is a constant
lowers the EB by −53% (53).
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caused by bond order loss is given as

Q(Kj) = Njq0 + Ns(qs − q0)

�Q(Kj)

Q(∞)
= Q(Kj) − Q(∞)

Q(∞)
= Ns

Nj

(

qs

q0
− 1

)

=
∑

i≤3

γij(�qi/q0) = �qj (1.13)

The weighting factor γij represents the geometrical contributions from dimension
(Kj) and dimensionality (τ ) of the solid, which determines the magnitude of change.
The quantity �qi/q0 is the origin of change. The

∑

i≤3 γij drops in a K−1
j fashion from

unity to infinitely small when the solid grows from atomic level to infinitely large.
For a spherical dot at the lower end of the size limit, Kj = 1.5(Kjd0 = 0.43 nm for
an Au spherical dot example), z1 = 2, γ1j = 1, and γ2j = γ3j = 0, which is identical
in situation to an atom in a monatomic chain (MC) despite the orientation of the
two interatomic bonds. Actually, the bond orientation is not involved in the modeling
iteration. Therefore, the performance of an atom in the smallest nanosolid is a mimic
of an atom in an MC of the same element without the presence of an external stimulus
such as stretching or heating. At the lower end of the size limit, the property change
of a nanosolid relates directly to the behavior of a single bond.

Generally, experimentally observed size-and-shape dependence of a detectable
quantity follows a scaling relation. Equilibrating the scaling relation to Eq. 1.10,
one has

Q(Kj) − Q(∞) =
{

bK−1
j (measurement)

Q(∞) × �qj (theory)
(1.14)

where the slope b ≡ Q(∞) × �qj × Kj
∼= constant is the focus of various model-

ing pursues. The �j ∝ K−1
j varies simply with the γij(τ , Kj, ci) if the functional

dependence of q(zi, ci, m) on the atomic CN, bond length, and bond energy is given.

1.2.5.2. Cohesive Energy Modification The heat energy required for loosen-
ing an atom is a certain portion of the atomic EB that varies with not only the atomic
CN but also the bond strength. The variation of the mean EB with size is responsible
for the fall (supercooling) or rise (superheating) of the TC (critical temperature for
melting, phase transition, or evaporation) of a surface and a nanosolid. The EB is also
responsible for other thermally activated behaviors such as phase transition, catalytic
reactivity, crystal structural stability, alloy formation (segregation and diffusion), and
stability of electrically charged particles (Coulomb explosion). The cohesive energy
also determines crystal growth and atomic diffusion and atomic gliding displacement
that determines the ductility of nanosolids.

Considering both the BOLS correlation in the surface region and the long-range
bond loss, we have a universal form for the cohesive energy suppression for an oxide
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nanosolid:

�EB(Kj)

EB(∞)
=

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

∑

i≤3

γij(zibc−1
i − 1) = �B (BOLS)

∑

i≤KC

γij

(−Vvac

VC

)

+ �B = �COH (BOLS + long − range)

(1.15)
For the short spin–spin interaction, it is sufficient to sum over the outermost three
atomic layers; for a ferroelectric and a superconductive solid, the sum should be
within the sphere of radius KC . The BOLS correlation considers only contribution
from atoms in the shells of the surface skin, whereas the long-range contribution
involves the concept of correlation radius that is used in ferroelectric systems. The
BOLS contribution is obtained by considering the shell structures:

〈Ecoh(Nj)〉 = NjzbEb +
∑

i≤3

Ni(ziEi − zbEb)

= NjEB(∞) +
∑

i≤3

NizbEb(zibEib − 1)

= Ecoh(∞)

⎡

⎣1 +
∑

i≤3

γij(zibc−m
i − 1)

⎤

⎦ = Ecoh(∞)(1 + �B)

or

�EB(Kj)/EB(∞) =
∑

i≤3

γij(zibc−m
i − 1) = �B (1.16)

where Ecoh(∞) = NjzbEb represents the ideal situation without CN reduction. The
zib = zi/zb is the normalized CN, and the Eib = Ei/Eb

∼= c−m
i is the normalized bind-

ing energy per coordinate of a surface atom. For an isolated surface, �B < 0; for
an intermixed interface, �B may be positive depending on the strength of interfacial
interaction. Therefore, the relative change of TC(Kj) and activation energy EA(Kj) for
thermally and mechanically activated process can be expressed as

�TC(Kj)

TC(∞)
= �EA(Kj)

EA(∞)
= �EB(Kj)

EB(∞)
= �B(Kj) (1.17)

Interestingly, the critical temperature for sensoring operation could be lowered from
970 to 310 K of SrTiO3 by ball milling to obtain 27 nm-sized powders (54). The
resistivity of the SrTiO3 increases when the SrTiO3 particle size is decreased (55).
Decreasing the particle sizes of ferroelectric BaTiO3 could lower the TC to 400 K
and the refractive index (dielectric constant) and, hence, the transmittance of BaTiO3
infilled SiO2 photonic crystals, as a consequence (56,57). The suppression of the
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critical temperatures for sensoring and phase transition results and the modulation
of resistivity and refractive index could be consequences of energy densification and
cohesive energy suppression in the surface skin.

1.2.5.3. Hamiltonian Perturbation The perturbation to the energy density
in the relaxed region that contributes to the Hamiltonian upon assembly of the
nanosolids is

�H(Kj) = Vcry(r, n, Nj)

Vcry(d0, n, Nj)
− 1

=
∑

i≤3

γij

�v(di)

v(d0)
+ δkj

=
∑

i≤3

γij(c
−m
i − 1) + δkj

where

δkj = nV(Kj)

N2
j v(d0)

(1.18)

With the perturbation, the Ĥ ′ in Eq. 1.4 becomes Ĥ ′(�H) = Vcry(r)[1 + �H(Kj)],
which dictates the change of not only the EG width, but also the core-level energy:

�EG(Kj)

EG(∞)
= �Ev(Kj)

Ev(∞)
= �H(Kj) (1.19)

where �Ev(Kj) = Ev(Kj) − Ev(1). This relation also applies to other quantities such
as the bandwidth and band tails (33).

Most strikingly, without triggering electron–phonon interaction or electron–hole
generation, the scanning tunneling microscopy/spectroscopy (STM/S) measurement
at low temperature revealed that the EG of Si nanorod varies from 1.1 to 3.5 eV with
decreasing the rod diameter from 7.0 to 1.3 nm associated with ∼12% Si–Si bond
contraction from the bulk value (0.263 nm) to ∼0.23 nm. The STS findings concur
excitingly with the BOLS premise: CN reduction shortens the remaining bonds of the
under-coordinated atoms spontaneously with an association of EG expansion.

1.2.5.4. Electron–Phonon Coupling The electron–phonon (e–p) interaction
contributes to the processes of photoemission, photoabsorption, photoconduction, and
electron polarization that dominates the static dielectric constant. Figure 1.5 illustrates
the effect of e–p coupling and crystal binding on the energy of photoluminescence
and absorbance EPL and EPA. The energies of the ground state (E1) and the excited
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Figure 1.5. Mechanisms for EPA and EPL of a nano-semiconductor, involving crystal binding
(EG) and electron–phonon coupling (W ). Insertion illustrates the Stokes shift from EPA to EPL .
Electron is excited by absorbing a photon with energy EG + W from the ground minimum to
the excited state, then undergoes a thermalization to the excited minimum, and then transmits
to the ground emitting a photon with energy EG − W (58).

state (E2) are expressed in parabola forms (34):

{

E1(q) = Aq2

E2(q) = A(q − q0)
2 + EG

(1.20)

Constant A is the slope of the parabolas. The q is in the dimension of wave-vector.
The vertical distance between the two minima is the true EG that depends uniquely on
the crystal potential. The lateral displacement (q0) originates from the e–p coupling
that can be strengthened by lattice contraction. Therefore, the blue shift in the EPL

and in the EPA is the joint contribution from crystal binding and e–p coupling.
In the process of carrier formation, or electron polarization (34), an electron is

excited by absorbing a photon with EG + W energy from the ground minimum to the
excited state with creation of an electron-hole pair. The excited electron then under-
goes a thermalization and moves to the minimum of the excited state, and eventually
it transmits to the ground and combines with the hole. The carrier recombination
is associated with emission of a photon with energy EPL = EG − W . The transition
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processes (e-h pair production and recombination) follow the rule of momentum and
energy conservation, although the conservation law may be subject to relaxation for
the short-ordered nanosolid. Relaxation of the conservation law is responsible for the
broad peaks in the PA and PL.

The insertion illustrates the Stokes shift, 2W = 2Aq2
0, or the separation from EPL to

EPA. The q0 is inversely proportional to atomic distance di, and hence, Wi = A/(cidi)
2,

in the surface region. Based on this premise, the blue shift of the EPL , the EPA, and
the Stokes shift can be correlated to the CN reduction-induced bond contraction (58).

�EPL(Kj)

EPL(∞)

�EPA(Kj)

EPA(∞)

⎫

⎪

⎪

⎬

⎪

⎪

⎭

= �EG(Kj) ∓ �W(Kj)

EG(∞) ∓ W(∞)
∼=
∑

i≤3

γi[(c−m
i − 1) ∓ B(c−2

i − 1)]

= �H ∓ B�e−p

(

B = A

EG(∞)d2 ;
W(∞)

EG(∞)
≈ 0.007

1.12
≈ 0

)

(1.21)

Compared with the bulk EG(∞) = 1.12 eV for silicon, the W(∞) ∼ 0.007 eV obtained
using tight-binding calculations (59) is negligible. One can easily calculate the size-
dependent EPL , EPA, and EG = (EPL + EPA)/2 using Eq. 21. Fitting the measured
data gives the values of m and A for a specific semiconductor.

1.2.5.5. Mechanical Strength The mechanical yield strength is the strain-
induced internal energy deviation that is proportional to energy density or the sum
of bond energy per unit volume (17). Considering the contribution from heating, the
strength (stress, flow strength), the Young’s modulus, and the compressibility (under
compressive stress) or extensibility (under tensile stress) at a given temperature can
be expressed by

Pi(zi, T) = −∂u(r, T)

∂V

∣

∣

∣

∣

di ,T
∼ Niη1i(Tm,i − T)

dτ
i

βi(zi, T) = − ∂V

V∂P

∣

∣

∣

∣

T

= [Yi(zi, T)]−1 =
[

−V
∂u2−1

(r, T)

∂V2

∣

∣

∣

∣

∣

T

]−1

= dτ
i

Niη1i(Tm,i − T)
= [Pi(zi, T)]−1 (1.22)

β is an inverse of dimension of the Young’s modulus or the hardness. Nj is the total
number of bonds in dτ volume. If calibrated with the bulk value at T and using the
size-dependent specific heat, melting point, and lattice parameter, the temperature,
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bond nature, and size-dependent strength and compressibility of a nanosolid will be

P(Kj, T)

P(∞, T)
= Y(Kj, T)

Y(∞, T)
= β(∞, T)

β(Kj, T)
= η1(Kj)

η1(∞)

(

d(∞)

d(Kj)

)3

× Tm(Kj, m) − T

Tm(∞) − T
(1.23)

The bond number density between the circumferential neighboring atomic layers does
not change upon relaxation (Ni = Nb). Equation 1.23 indicates that the mechanical
strength is dictated by the value of Tm(Kj) – T and the specific heat per bond. At T far
below the Tm, a surface or a nanostructure is harder than the bulk interior. However,
the Tm drops with size Kj, and therefore, the surface or nanosolid become softer
when the Tm(Kj) – T value becomes smaller. This relation has led to quantification
of the surface mechanical strength, the breaking limit of a single bond in monatomic
chain, and the anomalous Hall–Petch relationship in which the mechanical strength
decreases with size in a fashion of D−0.5 and then deviates at the order of 10 nm from
the Hall–Petch relationship (49).

1.2.6. Summary

If one could establish the functional dependence of a detectable quantity Q on atomic
separation or its derivatives, the size dependence of the quantity Q is then certain. One
can hence design a nanomaterial with desired functions based on such prediction. The
physical quantities of a solid can be normally categorized as follows:

(1) Quantities that are directly related to bond length, such as the mean lattice
constant, atomic density, and binding energy.

(2) Quantities that depend on the cohesive energy per discrete atom, EB,i =
ziEi, such as self-organization growth; thermal stability; Coulomb blockade;
critical temperature for liquidation, evaporation, and phase transition of a
nanosolid; and the activation energy for atomic dislocation, diffusion, and
bond unfolding (60).

(3) Properties that vary with the binding energy density in the relaxed continuum
region such as the Hamiltonian that determine the entire band structure and
related properties such as band gap, core-level energy, photo-absorption, and
photo-emission.

(4) Properties that are contributed from the joint effect of the binding energy
density and atomic cohesive energy such as mechanical strength, Young’s
modulus, surface energy, surface stress, extensibility and compressibility of a
nanosolid, as well as the magnetic performance of a ferromagnetic nanosolid.

Using the scaling relation and the BOLS correlation, we may derive solutions to
predict the size and shape dependence of various properties. Typical samples are
given in Table 1.2 and Figure 1.6.



TABLE 1.2. Summary of Functional Dependence of Various Quantities on Particle Size and Derived Information.

Quantity Q �Q(Kj)/Q(∞) = �q(Kj) Refs. Comments

Lattice constant (d)
∑

i≤3

γij(ci − 1) 42 Only outermost three atomic
layers contribute

Bond energy (Ei)
Band gap (EG)
Core-level shift (�Ev)

∑

i≤3

γij(c
−m
i − 1) = �H 29, 33 �H —Hamiltonian perturbation

Electron–phonon coupling
energy (Stokes shift, W )

B
∑

i≤3

γij(c
−2
i − 1) = B�e−p 58 B-constant

Photoemission and
photoabsorption energy
(EPL , EPA)

�H ∓ B�e−p 58 EG = (EPA + EPL)/2

Critical temperature for phase
transition (TC); activation
energy for thermally and
mechanically activated
processes

47, 53 �B—atomic cohesive
perturbation

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

∑

i≤3

γij(zibc−1
i − 1) = �B (Ferromagnetic)

∑

i≤KC

γij

(−Vvac

VC

)

+ �B = �COH (else)

Vvac—volume loss
VC—correlation volume

(Continued)

2
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TABLE 1.2. Continued.

Quantity Q �Q(Kj)/Q(∞) = �q(Kj) Refs. Comments

Mechanical strength and Yung’s
modulus of monatomic bond
(P, Y )

61 η1—specific heat per bondη1id
3(Tm,i − T)

η1bd3
i (Tm(∞) − T)

− 1
Tm—melting point

Inverse Hall–Petch relation;
solid–semisolid–liquid
transition

49η1(Kj)d
3(Tm(Kj) − T)

η1bd3(Kj)(Tm(∞) − T)
− 1

Optical phonon frequency (ω)
∑

i≤3

γij(zibc
−(m/2+1)
i − 1) 62

Fermi level
∑

i≤3

γij(c
−2τ/3
i − 1) 63, 64

Dielectric permittivity
(χ = εr − 1)

�d − (�H − B�e−p) 65

Typical samples of consistency are shown in Figure 1.6.

3
0
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Figure 1.6. Comparison of BOLS predictions with measured size dependence of (a) Lattice
contraction of Pr2O3 films on Si substrate (66). (b) Atomic cohesive energy of Mo and W (67).
(c) Mechanical strength (Inverse Hall–Petch relationship, IHPR) of TiO2 (68) nanosolids;
straight line is the traditional Hall–Petch relationship (HPR). (d) Tm suppression of Bi (69–73)
and CdS (74); (e) TC suppression of ferromagnetic Fe3O4 nanosolids (75). ( f ) TC suppression
of ferroelectric PbTiO3 (76), SrBi2Ta2O9 (77), BaTiO3 (78), and anti-ferroelectric PbZrO3
(79) nanosolids. High-order CN reduction is considered for dipole–dipole interaction.
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Figure 1.7. Comparison of BOLS predictions with measured size dependence of (a)
EG-expansion measured using STS (80) and optical method, Data-1 (EG = EPA − W) (81),
Data-2 (EG = (EPL + EPA)/2) (82). (b) Core-level shift of Au capped with Thiol (83) and
deposited on Octan (84) shows three-dimensional features, whereas core-level shift of Au
deposited on TiO2 (85) and Pt (86) show one-dimensional pattern. (c) Raman acoustic fre-
quency shift of TiO2-a and TiO2-b (87) SnO2-a (88) nanostructures caused by interparticle
interaction. (d) Raman optical frequency shift of CeO2 (89), SnO2-1 (90), SnO2-2 (88), InP
(91). (e) Dielectric suppression of nanosolid silicon with Data 1, 2, and 3 (92); Data 4 and 5
(93); and Data-6 (94). ( f ) Temperature and size dependence of magnetization.
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1.3. EFFECT OF OXIDATION

1.3.1. Bond–Band–Barrier (BBB) Correlation

The BBB correlation mechanism indicates that it is necessary for an atom of oxygen,
nitrogen, and carbon to hybridize its sp orbitals upon interacting with atoms in the
solid phase. Because of tetrahedron formation, nonbonding lone pairs, anti-bonding
dipoles, and hydrogen-like bonds are produced, which add corresponding features
to the DOS of the valence band of the host, as illustrated in Figure 1.8 (95). Bond
forming alters the sizes and valences of the involved atoms and causes a collective
dislocation of these atoms. Alteration of atomic valences roughens the surface, giving
rise to corrugations of surface morphology. Charge transportation not only alters the
nature of the chemical bond but also produces holes below the EF and thus creates
or enlarges the EG (96). In reality, the lone-pair-induced metal dipoles often direct
into the open end of a surface because of the strong repulsive forces among the lone
pairs and among the dipoles. This dipole orientation leads to the surface dipole layer
with lowered �. For a nitride tetrahedron, the single lone pair may direct into the
bulk center, which produces an ionic layer at the surface. The ionic surface network
deepens the well depth, or increases the �, as the host surface atoms donate their
electrons to the electron acceptors. For carbide, no lone pair is produced, but the
weak antibonding feature exists because of the ion-induced polarization. However,
hydrogen adsorption neither adds DOS features to the valence band nor expands the
EG as hydrogen adsorption terminates the dangling bond at a surface, which minimizes
the midgap impurity DOS of silicon, for instance (34).

Figure 1.8. Oxygen-induced DOS differences between a compound and the parent metal
(upper) or the parent semiconductor (lower). The lone-pair polarized anti-bonding state lowers
the �, and the formation of bonding and anti-bonding generates holes close to EF of a metal
or near the valence band edge of a semiconductor. For carbide, no lone-pair features appear,
but the ion-induced anti-bonding states will remain.
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1.3.2. Experimental Evidence

1.3.2.1. Surface Potential Barrier and Bond Geometry The work function
is expressed as � = E0 − EF(ρ(E)2/3) (97), which is the energy separation between
the vacuum level E0 and the Fermi energy EF . The � can be modulated by enlarging
the charge density (ρ(E)) through lattice contraction or by raising the energy where the
DOS is centered via dipole formation (63). Dipole formation could lower the � of a
metal surface by ∼1.2 eV. (1) The work function varies from site to site with strong
localized features. However, if additional oxygen atoms are adsorbed to the surface,
the � will restore to the original value or even higher because the metal dipoles
donate the polarized electrons to the additional electronegative additives to form a
“+/dipole” at the surface (1).

Figure 1.9 shows a typical STM image and the corresponding model for the
Cu(001)–(2 × 1)–O2− phase. The round bright spots of 0.8 ± 0.2 Å in height cor-
respond to the lone-pair-induced Cu dipoles. In contrast, the protrusion for the clean
Cu(110) surface is about 0.15 Å (98). Single O–Cu–O strings are formed along the
[010] direction associated with every other row missing because of the tetrahedron
bond saturation.

Dynamic XRD and very-low-energy electron diffraction (VLEED) optimization
have led to quantification of atomic positions that are determined by the bond
geometry, such as the bond length and bond angles. A simple conversion between

Figure 1.9. STM image (98) and the corresponding models (1) for the surface atomic valencies
of Cu(1 1 0)–(2 × 1)–O2−. The STM gray scale is 0.85Å, much higher than that of metallic
Cu on a clean (1 1 0) surface (0.15Å). The single “O2−: Cudipole: O2−” chain zigzagged by
the nonbonding lone pairs and composed of the tetrahedron. See color insert.
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TABLE 1.3. Geometrical Parameters for the Cu2O Tetrahedron Deduced from the

XRD Data of O–Cu(1 1 0) Phase (99) and the Cu3O2 Paired Tetrahedra Derived from

VLEED Calculation of O–Cu(0 0 1) Surface (1 0 0). Bond Contraction with Respect to

the Ideal Length of 1.85 Å Results from the Effect of Bond Order Loss. The “:”

Represents the Lone-Pair Interaction.

Parameters O–Cu(110) O–Cu(001) Conclusion

Ionic bond length (Å) 1.675 (Cu+–O2−) 1.628 (Cu2+–O2−) <1.80
Ionic bond length (Å) 1.675 (Cu+–O2−) 1.776 (Cu+–O2−) <1.80
Lone-pair length (Å) 1.921 (Cup:O2−) 1.926 (Cup:O2−) ∼1.92
Ionic bond angle (◦) 102.5 102.0 <104.5
Lone-pair angle (◦) 140.3 139.4 ∼140.0

atomic position and bond parameters could give the bond geometry for O–Cu
examples as shown in Table 1.3.

1.3.2.2. Valence Density of States Oxygen-derived DOS features can be
detected using STS and ultraviolet photoelectron spectroscopy (UPS). The STS
spectra in Figure 1.10 for an O–Cu(110) surface (98) revealed the lone-pair and
dipole features. Spectrum A was taken from the clean Cu(110) surface, whereas B
and C were taken from, respectively, the site above the bright spot (dipole) and the
site between two bright spots along a “O2− : Cudipole : O2−” chain at the Cu(110)–
(2 × 1)–O2− surface. On the clean surface, empty DOS at 0.8 ∼ 1.8 eV above EF

are resolved and no extra DOS structures are found below EF . The STS spectra
recorded from the Cu(110)–(2 × 1)–O2− islands reveal that the original empty-DOS
above EF are partially occupied by electrons upon chemisorption, which result in
a slight shift of the empty DOS to higher energy. Additional DOS features are
generated around −2.1 eV below the EF . The sharp features around −1.4 eV have
been detected with angular-resolved photoelectron spectroscopy (ARPES) (101) and
with the de-excitation spectroscopy of metastable atoms (102). The DOS for Cu-
3d electrons are between −2 and −5 eV (103), and the O–Cu bonding derivatives
are around the 2p-level of oxygen, −5.6 ∼ −7.8 eV below EF (104). The DOS
features for Cu-3d and O–Cu bonding are outside the energy range of the STS
(EF ± 2.5 eV). The band-gap-expansion mechanism implies that it is possible to dis-
cover or invent new sources for light emission with a desired wavelength by controlling
the extent of the catalytic reaction. Intense blue-light emission from P(ZrxTi1−x)O3
ceramics under Ar+ ultraviolet (UV) irradiation could be direct evidence for this
mechanism (105).

It has been found that the crystal geometry and the surface morphology may vary
from surface to surface and from material to material; the oxygen-derived DOS fea-
tures are substantially the same in nature, as summarized in Table 1.4. The O-derived
DOS features include oxygen-metal bonding (−5 ∼ −8 eV), nonbond lone-pair of
oxygen (−1 ∼ 2 eV), holes of metal ions (∼EF) and antibonding metal-dipole states
(>EF).
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Figure 1.10. (a) STS profiles of a Cu(110) surface (98) with and without chemisorbed oxygen.
Spectra in panel (a) were obtained (A) at a metallic region, (B) on top of, and (C) between
protrusions of the “O2−: Cudipole: O2−” chain (95) on the Cu(110)–(2 × 1)–O2− surface.
(b) Oxygen-derived DOS features (shaded areas) in the valence band of O–Pd(110) (106)
and O–Cu(110) (107) surfaces. Although the microscopy and crystallography of these two
systems are different, the PES features are substantially the same. A slight difference in the
feature positions results from the difference in electronegativity. Features around −1 ∼ −2 eV
and −5 ∼ −8 eV correspond to the nonbonding lone pairs and the O sp-hybrid bond states,
respectively.
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TABLE 1.4. Oxygen-Derived DOS Features Adding to the Valence Band of Metals (unit

in eV). Holes are Produced Below EF. All the Data were Probed with Angular-Resolved

Photoelectron Spectroscopy Unless Otherwise Indicated.

Anti-Bond Lone O–M
Oxide Surfaces Refs. Methods Dipole > EF Pair < EF Bond < EF

O–Cu(001) 108,109 VLEED (1) −1.5 ± 0.5 −6.5 ± 1.5
1.2 −2.1

O–Cu(110) 101,107, STS (98) ∼ 2.0 −1.5 ± 0.5 −6.5 ± 1.5
110,111

1.3 ± 0.5 −2.1 ± 0.5
O–Cu(poly) 103 −1.5 −6.5 ± 1.5
O–Cu/Ag(110) 112 −1.5 −3.0; −6.0
O–Rh(001) 113 DFT 1.0 −3.1 −5.8
O–Pd(110) 114 −2.0 ± 0.5 −4.5 ± 1.5
O–Gd(0001) 115 −3.0 −6.0
O–Ru(0001) 116 −1.0 ± 1.0 −5.5 ± 1.5
O–Ru(0001) 117 −0.8 −4.4
O–Ru(0001) 118 Ab initio 1.5 −4 −5.5, −7.8
O–Ru(0001) 119 1.7 −3.0 −5.8
O–Ru(1010) 120 DFT 2.5 −2 ∼ −3.0 −5.0
O–Co(Poly) 121 −2.0 −5.0
O–diamond (001) 122 −3.0
(O, S)–Cu(001) 123 −1.3 −6.0
(N, O, S)–Ag 124 −3.4 −8.0

1.3.2.3. Lone-Pair Interaction A direct determination of the lone-pair interac-
tion is to measure the frequency of vibration in metal oxide surfaces using Raman and
high-resolution electron energy loss spectroscopy (EELS) (125–127) in the frequency
range below 1000 cm−1 or the shift energy of ∼50 meV. Typical Raman spectra in
Figure 1.11 show the lone pair vibration features in Al2O3 and TiO2 powders (128).
The energy of the stretching vibration of O–M in EELS around 50 meV coincides
with the energy of hydrogen bond detected using infrared and Raman spectroscopy
from H2O, protein and DNA (129). The energy for an ionic bond is normally around
3.0 eV, and the energy for a Van der Waals bond is about 0.1 eV. The ∼0.05-eV vibra-
tion energies correspond to the weak nonbonding interaction between the host dipole
and the oxygen adsorbate.

A nuclear inelastic scattering of synchrotron radiation measurement (130) revealed
that additional vibrational DOS present at energies around 18 meV and 40–50 meV
for the oxide-caped nanocrystalline α-Fe (6–13-nm sizes) compared with that of the
coarse-grained α-Fe. The 50-meV DOS corresponds apparently to the lone-pair states,
whereas the 18-meV modes could be attributed to intercluster interaction that should
increase with the inverse of particle size (Figure 1.7c).
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Figure 1.11. Low-frequency Raman shifts indicate that weak bond interaction exists in Ti
and Al oxides, which correspond to the nonbonding electron lone pairs generated during the
sp-orbital hybridization of oxygen.

1.3.2.4. Bond-Forming Kinetics The spectral signatures of LEED, STM,
PES/STS, TDS, and EELS can be correlated to the chemical bond, surface
morphology, valence DOS, and the bond strength, which enables the kinetics of oxide
tetrahedron formation to be readily understood. It has been found generally that an
oxide tetrahedron forms in four discrete stages: (1) O1− dominates initially at very
low oxygen dosage; (2) O2− hybridization begins with lone-pair and dipole formation
upon second bond formation; (3) interaction develops between lone pairs and dipoles;
and finally, (4) H-bond-like forms at higher dosages. These processes give rise to the
corresponding DOS features in the valence band and modify the surface morphol-
ogy and crystallography, accordingly. Therefore, the events of sp-hybrid bonding,
nonbonding lone pair, anti-bonding dipole, and the H-like bonding are essential in
the electronic process of oxidation, which should dominate the performance of an
oxide.

1.3.3. Summary

It is essential that an oxygen atom hybridizes its sp-orbitals upon reacting with atoms
in the solid phase. In the process of oxidation, electronic holes, nonbonding lone
pairs, anti-bonding dipoles, and hydrogen-like bonds are involved, which add corre-
sponding density-of-states features to the valence band of the host. Formation of
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TABLE 1.5. Summary of Special Bonding Events and Potential Applications of

Oxide Nanomaterials.

Events Functions Potential Applications

Anti-bonding(dipole) > EF Work function-reduction
(�φ)

Cold-cathode

Field emission
Holes < EF Band gap expansion PL blue-shift

UV detection
Nonbonding Polarization of metal

electrons
High-elasticity

(Lone pair) < EF Raman and Far-infrared
low-frequency activity

H- or CH-like bond �φ-recovery Bond network
stabilization

Bond order loss BOLS correlation charge,
mass, and energy
densification

Origin for the tunability
of nanosolids

Cohesive energy
Hamiltonian

the basic oxide tetrahedron and, consequently, the four discrete stages of bond-
forming kinetics and the oxygen-derived DOS features are intrinsically common
for all analyzed systems, although the patterns of observations may vary from sit-
uation to situation. What differs one oxide surface from another in observations
are as follows: (1) the site selectivity of the oxygen adsorbate, (2) the order of the
ionic bond formation, and (3) the orientation of the tetrahedron at the host surfaces.
The valencies of oxygen, the scale and geometrical orientation of the host lattice,
and the electronegativity of the host elements determine these specific differences
extrinsically.

Knowing the bonding events and their consequences would help us to scientifically
design the synthesis of oxide nanostructures with desired functions. The predictions
of the functions and the potential applications of the bonding events at a surface with
chemisorbed oxygen are summarized in Table 1.5. Oxidation modifies directly the
occupied valence DOS by charge transportation or polarization, in particular the band
gap and work function. The involvement of the often-overlooked events of lone pair
and dipoles may play significant roles in many aspects of the performance of an oxide.
The bond contraction is not limited to an oxide surface, but it happens at any site,
where the atomic CN reduces.

1.4. CONCLUSION

The impact of the often-overlooked event of atomic CN reduction is indeed tremen-
dous, which unifies the performance of a surface, a nanosolid, and a solid in amorphous
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state consistently in terms of bond relaxation and its consequences on bond energy.The
unusual behavior of a surface and a nanosolid has been consistently understood and
systematically formulated as functions of atomic CN reduction and its derivatives on
the atomic trapping potential, crystal binding intensity, and electron–phonon coupling.
The properties include the lattice contraction (nanosolid densification and surface
relaxation), mechanical strength (resistance to both elastic and plastic deformation),
thermal stability (phase transition, liquid–solid transition, and evaporation), and lat-
tice vibration (acoustic and optical phonons). They also cover photon emission and
absorption (blue shift), electronic structures (core-level disposition and work function
modulation), magnetic modulation, dielectric suppression, and activation energies for
atomic dislocation, diffusion, and chemical reaction. Structural miniaturization has
indeed given a new freedom that allows us to tune the physical properties that are
initially nonvariable for the bulk chunks by simply changing the shape and size to
make use of the effect of atomic CN reduction.

The effect of size reduction and the effect of oxidation enhance each other in
an oxide in many aspects such as the charge localization, band gap expansion, and
work function reduction. For instance, the enhancement of the energy density in
surface skin enlarges the band gap intrinsically through the Hamiltonian modification,
whereas charge transport from metal to oxygen enlarges the EG extrinsically by hole
production at the upper edge of the valence band (131). A theoretical calculation
(132) suggested that the band gap of nanosolid Si decreases with increasing dot size.
Furthermore, the band gap increases as much as 0.13 eV and 0.35 eV on passivating
the surface of the dot with hydrogen and oxygen, respectively. So both size and surface
passivation contribute to the optical and electronic properties of Si nanosolids. The
lone-pair-induced dipoles in oxidation will add a new DOS above the EF , whereas
charge densification due to bond contraction will intensify the DOS. Therefore, both
oxidation and size reduction could lower the work function.

We need to note that the bond contraction for under-coordinated metal atoms and
oxygen-metal bonds is general. In particular, in cases such as V, Mo, W, and other
oxides, atoms at surfaces will have double bonds and the average M–O distance will
decrease. However, at surfaces terminated by hydroxyl groups, the bond contraction is
not so clear. For example, earlier EXAFS measurements suggested an average distance
decreases in TiO2, but new results using cumulant expansion (a more sophisticated
analysis) give the opposite result (3). The bond expansion in the latter case and the
hydroxyl-terminated surface may be connected with the fact that the TiO2, CeO2, and
other “reducible” oxides have a certain quantity of oxygen vacancies and reduced
(Ti3+, Ce3+) cation states; the corresponding radii are larger than the ones of fully
oxidized states and, typically, display larger average M–O bond distances. This latter
is also observed in α- and γ-Fe2O3, but several “synthesis” details concerning the
coexistence of Fe2+/Fe3+ are still unclear. Alternative explanations indicate that
M–OH bond distances would be larger than M–O and dominate the first coordinating
distance behavior. Therefore, we could not exclude the situation of bond expansion
as observed in compound nanostructures. Both situations, e.g., distance increase and
decrease, are covered by the BOLS correlation as consequences on the bond energy
disregarding the possible origins for the bond expansion.
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It is the practitioner’s view that we are actually making use of the effect of bond
order loss in size reduction and the effect of bond nature alteration in oxidation in
dealing with oxide nanomaterials. Grasping with the factors controlling the process
of bond making, breaking and relaxing would be more interesting and rewarding.
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On Aqueous Interfacial
Thermodynamics and the Design of
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2.1. INTRODUCTION

Among the various classes of materials, metal oxides are the most common,
most diverse, and most probably the richest class of materials in terms physical,
chemical, and structural properties. Such properties include, for instance, opti-
cal, optoelectronic, magnetic, electrical, thermal, photoelectrochemical, mechanical,
and catalytic ones. As a result, numerous applications of metal oxides, such as
ceramics, (chemical-, gas-, and bio-)sensors, actuators, lasers, waveguides, infrared
(IR) and solar absorbers, pigments, photodetectors, optical switches, photochromics,
refractors, electrochromics, (electro-, photo-)catalysts and support for catalysts, insu-
lators, semiconductors, superconductors, supercapacitors, transistors, varistors, res-
onators, dielectrics, piezoelectrics, pyroelectrics, ferroelectrics, magnets, transducers,
thermistors, thermoelectrics, protective and anticorrosion coatings, fuel cells, alkaline
and lithium batteries, and solar cells, have been developed.

The diversity of such properties and applications originates from the more complex
crystal and electronic structures of metal oxides compared with other classes of mate-
rials. The main reasons are related to their variety of oxidation states, coordination
number, symmetry, ligand-field stabilization, density, stoichiometry, and acid–base
properties, which yield fascinating compounds exhibiting, for instance, insulating,
semiconducting, (supra)conducting, or magnetic behaviors with transitions among
those states.

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
Marcos Fernández-Garcia
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Within the last decade, not only the scientific community but also the whole world
has witnessed the advent of nanoscience (1–7) and its establishment as a leading
science with fundamental and applied work covering all basic physical, life, and
earth sciences as well as engineering and materials science (8–17). A major feature
of nanoscience is its inherent ability to bridge the dimensional gap between the
atomic and molecular scale of fundamental sciences and the microstructural scale
of engineering and manufacturing (18). Consequently, a remarkable amount of true
multidisciplinary fundamental and applied knowledge is to be explored and used
(19,20). Without a doubt, such a knowledge will lead to a substantial amount of in-
depth understanding of nanoscale phenomena and, thus, to the fabrication of novel
high technological devices in many fields of applications (21–24). As a result, the
level of technological advances should improve tremendously and at a much greater
rate than human history has ever experienced. However, to unfold the full potential
of nanotechnology, several crucial challenges remain. For instance, the ability and
competence to hierarchically order, connect, and integrate low-dimensional building
blocks (25) such as quantum dots (0D), quantum wires (1D), and nanosheets (2D)
in functional network, ultrathin film coatings, and three-dimensional (3D) arrays for
the fabrication and manufacturing of practical nanodevices is yet to be established
and demonstrated. Future devices based on such novel and advanced building blocks
should revolutionize materials science and engineering given that they possess the
unique properties of nanoscale as well as the ability to connect the nanoworld to the
microworld.

It goes without saying that the combinations of the variety of distinctive properties
and applications of metal oxides with the unique effects of low dimensionality at
nanoscale make the development of metal oxide nanostructures (26) an important
challenge from both fundamental and industrial standpoints.

This chapter will address the fundamental aspect of the aqueous thermodynamic
stability of transition metal oxide nanoparticles and the ability to rationally design
ordered oxide nanostructures at low cost and large scale.

2.2. CHARACTERISTICS OF THE AQUEOUS METAL-OXIDE

INTERFACE

2.2.1. Surface Charge and Points-of-Zero Charge

The surface charge developed at the water-oxide interface originates from the
ionization of hydroxyl groups (i.e., adsorption/desorption of protons), which depends
directly on the pH of the solution (27,28). Several approaches have been developed
to model the proton affinity for the water-oxide interface. Such models include, for
instance, the one site/1 pK, one site/2 pK, and the multisite complexation (MUSIC)
models (29–35) as well as electrostatic models (33,34). Most oxides are amphoteric;
that is, they can develop either positive or negative surface depending on the acidity
of the solution. The surface charge depends in sign on the pH of the solution and in
amplitude on the pH and the ionic strength of the solution (35).



2.2. CHARACTERISTICS OF THE AQUEOUS METAL-OXIDE INTERFACE 51

An important characteristic of the surface of a metal oxide is its point-of-zero
charge. As a general trend, the higher the formal oxidation state of the transition
or post-transition metal cations, the lower the point-of-zero charge (Table 2.1 (36)).
The concept of the point-of-zero charge was born in the 1950s during the studies
of flocculation of hydrophobic colloids (37–39). Points-of-zero charge have been
defined traditionally as a reference state from which to express the acid–base reactions
of hydroxyl groups on the surfaces of oxide minerals (40,41). Using straightforward
mass action descriptions of these surface reactions, it was demonstrated that the
proton concentration in aqueous solution at the “zero point of charge” was equal to the
geometric mean of two acid–base equilibrium constants (42). The zero point of charge
was then compared with the pH value at which a colloidal particle is “electrokinetically
uncharged,” i.e., the isoelectric point (IEP) (43). Nowadays, points-of-zero charge are
defined as pH values for which one of the categories of surface charge is equal to zero,
at given ambient temperature, pressure, and aqueous solution composition (44,45).
It is worth noting that variables other than pH, such as the negative logarithm of
the aqueous activity of any ions that adsorb primarily through inner sphere surface
complexation, can be used to define a point-of-zero charge.

TABLE 2.1. Point-of-Zero Charge of Most Common Metal

Oxides. A More Complete List Can be Found in Ref. 36.

Oxidation State Materials PZC

+VI WO3 ≪3
+IV SiO2 2–4
+IV+V Nb2O5 4.3
+III α-Cr2O3 4–6.7
+IV SnO2 4.2–6.6
+III γ -MnO2 5.3–5.6
+IV TiO2 5.2–7
+IV CeO2 6–11.2
+III α-Fe2O3 6.3–8.5
+IV ZrO2 6.4–8.2
+II CuO 6.9–8.5
+II+III Co3O4 7.2
+IV β-MnO2 7.3–7.7
+II+III Fe3O4 7.5–8
+IV ThO2 7.5–8.8
+II ZnO 7.5–9.8
+II NiO 7.8–9.5
+III α-Al2O3 8–9
+III γ -Al2O3 8.2–9.6
+III In2O3 9
+III Y2O3 7.9–11
+II MgO 10–12.4
+II PbO 11
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Three types of points-of-zero charge are conventionally accepted (46):

• The point-of-zero net proton (PZNPC), which is the pH value at which the net
proton surface charge is equal to zero (44,45).

• The point-of-zero net charge (PZNC), which is the pH value at which the intrinsic
surface charge is equal to zero (44).

• The point-of-zero charge (PZC), which is the pH value at which the net total
particle charge is equal to zero (44,45). At the PZC, there is no surface charge to
be neutralized by ions, and any adsorbed ions that exist must be bound in surface
complexes.

Official IUPAC nomenclature (47) requires the use of lower capitals separated by dots
(e.g., p.z.c. for PZC).

Several experimental techniques exist for the determination of the points-of-zero
charge of metal oxides. Such techniques involve the classic potentiometric titration
technique (PT) (48), the mass titration technique (MT) (49,50), the electroacoustic
(51) technique, and microelectrophoresis (ME) (52), which is used more frequently for
determining the IEP, which is equal to the PZC in cases in which no specific adsorption
takes place. Recent methodologies involve the potentiometric mass titration technique
(PMT) (53,54) and the differential potentiometric titration (DPT) (55). In the former,
the potentiometric curves are determined either for three different values of the mass
of the oxide or by recording two potentiometric titration curves: one for the blank
solution and one for a suspension of a given amount of the immersed oxide. The
latter allows the determination of the PZC of metal (hydr)oxides using only one
potentiometric curve. Other experimental and theoretical methods involve scanning
force microscopy and crystal chemistry (56,57).

2.2.2. Interfacial Thermodynamics

When two different phases (gas/liquid, liquid/liquid, gas/solid, or liquid/solid) are
in contact with each other, the atoms or molecules at the interface experience an
imbalance of forces. This imbalance will lead to an accumulation of free energy at
the interface. The excess energy is called surface free energy and can be quantified
as the energy required to increase the surface area of the interface by a unit amount
(expressed in mJ/m2 or erg/cm2). It is also possible to describe this situation as
having a line tension or interfacial tension, which is quantified as a force/length
measurement. This force tends to minimize the area of the surface, which explains
the spherical shape of liquid droplets and air bubbles. The common units for inter-
facial tension are dynes/cm or mN/m. This excess energy exists at any interface.
If one of the phases is the gas phase of a liquid being tested, the measurement is
normally referred to as surface tension. If the surface investigated is the interface
of two immiscible liquids, the measurement is normally referred to as interfacial
tension. Solid surfaces also may be described to have an interfacial tension normally
referred to as surface free energy, but direct measurement of its value is not possible
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through techniques used for liquids. Experimental methods to measure, yet indirectly,
the interfacial tension of solids do exist; they involve mainly contact angle measure-
ments and vapor adsorption by inverse gas chromatography as well as by atomic force
microscopy (58–63).

A difference between surface free energy and surface tension (typical for solids)
is shown to be the consequence of nonuniformity of chemical potential in a solid
interface. The problem of using the chemical potential of a solid in interfacial thermo-
dynamics and the anisotropy of chemical potential has been discussed by Rusanov
(64), and a generalized adsorption equation is formulated for deformable solids. Gibbs
(65) was first to formulate the principles of the thermodynamics of solids, including
interfacial thermodynamics. However, when comparing Gibbs’ thermodynamics for
fluids and for solids, one may notice that a major component of interfacial thermo-
dynamics, the Gibbs adsorption equation, is absent in Gibbs’ description of solids
because he did not apply the concept of chemical potential to solids. Chemical poten-
tials were not introduced for immobile components of a solid, i.e., for the components
forming the crystalline lattice of the solid, whereas chemical potentials were defined
as usual for mobile components able to move freely inside the solid. Gibbs stated a
difference between surface tension and surface free energy for solids, characterizing
γ as the work of creation of a new surface (per unit area) by cutting off a body. The
applicability of thermodynamic relations when passing from a fluid to a solid has been
discussed originally by Shuttleworth (66) and Eriksson (67). The surface tension or
surface free energy of solids, unlike liquids, cannot be equated with the total energy in
the surface layer—the “native” specific surface free energy plus “stress” energy (64).
By definition, the former is the work performed in forming a unit area of new sur-
face, whereas the latter pertains to the work spent in stretching the surface. To see the
difference between the two concepts, it is useful to visualize new surface formation as
a two-step process. First, the condensed phase is divided to produce the new surface,
but the molecules in the new surface are held in the exact locations (relative to the
remaining bulk phases) they occupied in the bulk. In the second step, the atoms in
the newly formed surface are allowed to relocate into their most stable configuration.
What this means, in effect, is that some units in the original (new) surface are “pulled”
into the bulk by the unbalanced forces acting on them. In a liquid system, these two
steps will occur essentially simultaneously because of the mobility of the units. In
solids, on the other hand, greatly reduced atomic or molecular mobility means that
the rearrangement will occur much more slowly, or perhaps not at all, on a reasonable
timescale. The density of units in the new solid surface will therefore be something
other than the “equilibrium” value. The surface may be compressed or stretched with
no coincident change in the surface unit density. What changes will be the distance
between units, which means a change in their interaction forces and therefore their
free energy. A mechanical model is useful for understanding exactly what is meant by
surface stress in a solid, as opposed to its surface tension. Suppose that a solid surface
is cleaved in a direction perpendicular to the surface. As pointed out, the solid units
in the new surface will not be able to relocate to attain their equilibrium positions
relative to the bulk. To “make” their positions into “equilibrium” positions, one can
think of applying some external force or lateral pressure on the surface units to hold
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them in place. The force per unit length of a new surface needed for this equilibrium
situation is the surface stress. If one takes the average surface stress for two mutually
perpendicular cuts, one will obtain the surface tension of the solid. For the cases
of liquids or isotropic solids, the two stresses are equal and the surface stress and
surface tension are equivalent. For an anisotropic solid, however, the two will not be
equal (64).

Crystallization/precipitation, that is, the formation of an “ordered” solid phase,
is obtained from a liquid phase if the chemical potential of the solid phase is lower
than that of the material in the solution. A solution in which the chemical poten-
tial of the dissolved component is the same as that of the solid phase is said to be
in equilibrium under the given set of conditions and is called saturated solutions.
For a crystallization/precipitation to occur, the equilibrium concentration must be
exceeded (supersaturation). Most important is the chemical reaction, which allows
the rational control of the size, shape, crystal phase and solubility, nucleation, growth,
and secondary ageing, processes that all depend on the interfacial tension of the
system. Control over such a pertinent parameter is the key to rational growth of
nanoparticles. Indeed, nucleation and growth processes rule the generation of solid
phases from solutions (68,69). A maximum is found for the first derivative of the free
enthalpy of nucleation with respect to the number of precursors N (which essen-
tially represents the overall size). This maximum corresponds to the nucleation
energy barrier for the system to overcome to form a solid particle. It depends on
the interfacial tension at the cubic power, therefore, reducing the interfacial tension
induces a considerable reduction of the nucleation energy barrier, which leads to the
decrease of the nanoparticle size and its distribution. Given that the interfacial ten-
sion depends on the composition of the interface and thus on the physical chemistry
of the dispersion medium, rational control over the size of nanoparticles can be
achieved by lowering the interfacial tension of a system as demonstrated in the
next section.

2.3. AQUEOUS THERMODYNAMIC STABILITY OF

METAL-OXIDE NANOPARTICLES

Divided and ultra-divided systems such as nanoparticle dispersions are generally
unstable with regard to the size and number of their constituents because the solid-
solution interfacial tension, acting as a driving force, leads to a reduction of the
surface area to minimize the dispersion free enthalpy. Such phenomenon known as
surface energy minimization induces an increase in average particle size as a result
of the decrease of the surface area at constant volume. For such a reason, these
dispersions are usually considered thermodynamically unstable. However, they can
be thermodynamically stabilized if, by adsorption, the interfacial tension of the system
becomes very low. This phenomenon, well known for microemulsions, is quantita-
tively modeled and demonstrated for transition metal-oxide nanoparticles. When the
pH of precipitation is sufficiently far from the point-of-zero charge and the ionic
strength sufficiently high, the ripening of nanoparticles is avoided and their size can
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be monitored over one order of magnitude by tailoring solution pH and ionic strength.
A model based on the Gibbs adsorption equation leads to an analytical expression
of the water-oxide interfacial tension as a function of the pH and the ionic strength
of the dispersion/precipitation medium. The stability condition, defined by a “zero”
interfacial tension, corresponds to the chemical and electrostatic saturation of the
water-oxide interface. In such a condition, the density of charged surface groups
reaches its maximum, the interfacial tension its minimum, and further adsorption
forces the surface area to expand and, consequently, the size of nanoparticles to
decrease. A general control of the metal oxide nanoparticle size when precipitated far
from their PZC is thus expected.

2.3.1. Definition and Concepts

The stability of solid nanoparticles in aqueous suspensions involves two different
aspects: the permanence of their dispersion state (i.e., aggregation), that is, the
kinetic stability; and the permanence of their division state (i.e., particle size), that
is, the thermodynamic stability. The dispersion state of nanoparticles results from
an energetic barrier, which is opposed to the approach of particles due to Brownian
motion. Such stability is called kinetic stability due to the energy barrier resulting from
the balance of attractive (van der Waals) and repulsive forces (electrostatic) between
the surfaces (70). The classic Dejarguin–Landau–Verwey–Overbeek (DLVO) theory
(71–73) as well as more recent ones (74–81) account very well for such a stability, and
thus, the domains of dispersion, aggregation, and flocculation of most nanoparticle,
colloidal, and even microbial systems are correctly predicted. On the other hand, the
thermodynamic stability originates from surface energy minimization phenomena.
Indeed, nanoparticles in suspension can undergo “spontaneous” changes in size,
shape, and/or crystal structure. Such transformations occur because nanoparticles
are formed under kinetic control during the initial steps of the nucleation and growth
processes involved in the precipitation reactions. Further changes may occur during
the ripening processes to reach a thermodynamic equilibrium of minimized surface
energy (82,83). The evolution in size, known as Ostwald ripening (84–87), involves
dissolution–crystallization processes that lead to secondary growth processes and,
thus, the overall increase of the average particle size with time. The most important
contribution of such a process originates from the difference in solubility between
nanoparticles of different sizes—the smaller they are, the more soluble they are.
Thus, the smallest dissolve and recrystallize on the larger ones. As a result, the
decrease of the total surface area of the system allows reducing the free enthalpy of
formation of the system. However, it is possible to obtain dispersions consisting of
very fine particles due to very slow ripening processes, e.g., by growth limitation due
to surfactants.Yet, the system is not in a stable state from a thermodynamical point of
view (e.g., the exposed crystal faces may not be the thermodynamically stable ones),
and consequently, the final particle size cannot generally be rationally controlled or
predicted.

This raises empirical questions concerning the thermodynamic stability of divided
and ultradivided systems (88). Is it possible to avoid the ripening of nanoparticles in
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suspension and to control their dimension by monitoring the precipitation conditions?
In other words, are highly extended water-oxide interfaces thermodynamically stable?
Indeed, thermodynamically stable dispersed systems do exist and microemulsions are
good examples. They owe their stability to a very low surface tension at equilibrium
due to adsorption phenomena (89–95). Two nonmiscible liquids, for instance, water
and oil, do not mix and minimize their surface in contact by forming two separate
phases. In the presence of an amphiphilic molecule, a tensio-active agent preferring
to be in contact with the two phases simultaneously, the emulsification, i.e., the dis-
persion of one of the phases into the other by forming nanoparticles, is spontaneous.
This implies that the free energy of the dispersion formation, �Gf = γ�A − T�S,
where �A(>0) stands for the interfacial area expansion, is negative. Such a condition
can be fulfilled because of the interfacial tension lowering due to the localization of
the tensio-active at the water–oil interface. In such conditions, the enthalpic term γ�A

does not exceed the positive entropic term and a state of thermodynamic stability can
be reached. Such conditions are fulfilled for reversible systems with steric control of
the size, but such an effect is unlikely to apply for the precipitation of metal oxides
because of strong metal–oxygen chemical bonds, a rigid crystal structure, a large
enthalpic contribution, and relatively slow kinetics due to the low solubility of oxides
in aqueous solutions.

However, metal-oxide materials usually do not spontaneously disperse in water.
The aqueous precipitation of metal cations forms clusters and ultrafine particles,
which often quickly grow to minimize the extent of their interfacial area. However,
such a phenomenon can be avoided, for instance, at high pH and ionic strength, when
the electrostatic surface charge is at maximum during the formation/precipitation of
the nanoparticles (96). This suggests that the stability results from surface thermo-
dynamics, as for microemulsions, by a lowering of the interfacial free energy. Such an
idea was theoretically proposed several decades ago by several authors, for instance,
Tolman (88), Hermans (97), Overbeek (90), and de Bruyn (98). The latter did intro-
duce the concept of a point-of-zero surface tension for slightly soluble salt, i.e., ionic
solids AB resulting from the chemical reaction of A+ and B− ions such as silver
halides (e.g., AgCl). Unfortunately, no experimental evidence supported their con-
clusions. Our results on the precipitation of magnetite (99) gave the first experimental
evidence of the existence of thermodynamic stability for metal-oxide nanoparticles
in aqueous solutions. Their growth mechanism involves “real” chemical reactions
such as olation (the formation of hydroxo bridges by elimination of water) and
oxolation (the two-step formation of oxo bridges by elimination of water) rather
than “simple” electrostatic interactions and solvation/desolvation of ions in solu-
tions involved in pure ionic crystals, such as halides, for instance. A model and its
experimental corroboration developed by the author (100) are presented to support
and demonstrate that thermodynamic stability is indeed a reality for metal-oxide
nanoparticles. A quantitative expression of the stability conditions is given, which
allows the prediction of the stability domains of metal-oxide nanoparticles in aqueous
solutions.
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2.3.2. Lowering of the Water-Oxide Interfacial Tension

Generally, the surface free enthalpy of a solid is given by

GSurf = γ A +
∑

j

μ̄in
Surf
j

In differential forms, one obtains

dGSurf = Adγ + γ dA +
∑

j

nSurf
j dμ̄j +

∑

j

μ̄jdnSurf
j

which is also given by

dGSurf = −SSurf dT + γ dA +
∑

j

μ̄jdnSurf
j

Therefore, at constant temperature, one obtains the Gibbs–Duhem equation:

Adγ +
∑

j

nSurf
j dμ̄j = 0

which, by surface area, gives the Gibbs adsorption equation:

dγ = −
∑

j

Ŵjdμj (2.1)

with Ŵj =
nSurf

j

A
and where Ŵj represents the surface density of component j. Such a

quantity can be positive or negative. If Ŵ is positive, it is called adsorption, and if Ŵ

is negative, desorption. Equation 2.2 shows that adsorption at any surface/interface
(Ŵ > 0) induces the lowering of the surface/interfacial tension (dγ < 0).

2.3.3. Modeling of the Water-Oxide Interfacial Tension

By considering metal-oxide nanoparticles in an aqueous solution containing a base
BOH and an electrolyte AB, A− and B+ are single charged and noncomplexing ions,
so that they do not participate in any chemical bonding (i.e., chemisorption) with the
oxide surface. They are acting exclusively as counter ions involved in the electrostatic
screening process. Thus, at a given ionic strength, the chemical composition of the
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interface solely depends on the pH through the adsorption/desorption of protons and
hydroxyls. The surface composition can be expressed by the electrostatic surface
charge density σ0 defined by

σ0 = F(ŴH+ − ŴOH−) (2.2)

where F is the Faraday constant; Ŵi = ni/A is the adsorption density (surface excess),
ni is the number of mole of adsorbed species i, and A is the surface area of the
adsorbent. σ0 depends on sign and magnitude on the pH and ionic strength of the dis-
persion medium, respectively. At the point-of-zero charge (101–105), σ0 = 0 because
ŴH+ = ŴOH− and/or ŴH+ = 0 and ŴOH− = 0.

Given that the surface of metal oxides holds an electrostatic charge in water due to
the presence of hydroxyl surface groups, applying Eq. 2.2 requires the introduction of
the electrochemical potential of adsorbed species: μ∗

j = μj + zjF�, where zj is the
formal charge of species j and � is the electrostatic surface potential. In addition, by
considering only protons and hydroxyl ions (no adsorption of other ions) as potential
determining ions, i.e., participating in the charging of the surface, Eq. 2.1 becomes

dγ = −
(

ŴH+dμ∗
H+ − ŴOH−dμ∗

OH−
)

(2.3)

In addition, by considering that the most commonly reported conditions of pre-
cipitation of metal oxides, hydroxides, and oxyhydroxides occurs in basic medium
(i.e., alkalinization of metal cations), ŴH can be neglected.

Introducing Eq. 2.1 into 2.3 gives

dγ = −σ0

F
dμOH − σ0d�0 (2.4)

Equation 2.4 shows that γ is maximum at pH = PZC, where σ0 and � are both equal
to zero, and that the lowering of γ by adsorption at pH greater than PZC results from
two contributions, i.e., chemical and electrostatic, respectively.

2.3.3.1. Chemical Contribution Following the argument of Stol and de Bruyn
(98), the Langmuir model of adsorption can be used because, at maximum, a mono-
layer is involved by the proton adsorption/desorption phenomena. Such a model
assumes equivalent surface sites and that the adsorption energy is independent of the
density of adsorption. Consequently, it follows that

dμOH− = RT d

[

Ln

(

θ

1 − θ

)]

(2.5)

θ is the fraction of groups from which the proton was desorbed (pH > PZC). θ has
to be evaluated as a function of σ0.
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If n− and n+ are the density of negatively and positively charged groups,
respectively, the net surface charge is given by

σ0 = F(n+ − n−) (2.6)

The relation between the surface charge density σ0 obtained at any pH and the
maximum surface charge density σmax at pH values far from the PZC can thus be easily
obtained. If nmax is the total density of charged groups, nmax = n+ + n−, the fraction

of negatively charged groups is given by θ = n−

nmax
, and therefore, 1 − θ = n+

nmax
represents the fraction of positively charged groups. Consequently, the surface charge
density σ0 is given by the following equation:

σ0 = F

A

(

n+ − n−) = F

A
(1 − 2θ)nmax = (1 − 2θ)σmax (2.7)

σ0 equals to zero when n+ = n− = nmax/2. Such an assumption only holds if the
positive and negative charges of the same surface group are equal in absolute value. It
is obviously not always verified, but such an approximation facilitates the calculation
and is not a real limitation, especially far from the PZC when σ0 is very close to σmax.

Equation 2.7 gives

θ = σmax − σ0

2σmax

and

dμOH− = RTd

[

Ln

(

σmax + σ0

σmax − σ0

)]

and Eq. 2.5 gives, finally, for the chemical contribution:

dμOH− = 2RT

[

σmax

σ 2
max − σ 2

0

]

dσ0 (2.8)

2.3.3.2. Electrostatic Contribution Assuming a double-layer model for the
electrostatic charge and considering that in the absence of specific adsorption
(chemisorption) of ions from the solution, the surface charge density σ0 is com-
pensated by the charge density of the diffuse layer σd . With an ionic strength I set by
monovalent ions, σd is given by the Grahame equation:

σ0 = −σd = 4FI

κ
sinh

(

F�0

2RT

)

(2.9)
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where �0 is the surface potential and κ−1 is the Debye length. In water at 25 ◦C,
κ = 0.329

√
I (Å−1)with I = 1

2

∑

i ciz
2
i · ci and zi are the concentration and the charge

of the ions of the electrolyte, respectively.
The relation between the water-oxide interfacial tension and the solution pH is

obtained by introducing Eqs. 2.8 and 2.9 into Eq. 2.4, which gives

dγ = −
[

2RT

F

σmaxσ0

σ 2
max − σ 2

0

]

dσ0 −
[

4FI

κ
sinh

(

F�0

2RT

)]

d�0 (2.10)

The integration of Eq. 2.10 from the PZC, where σ0 = 0, �0 = 0, and γ = γ0:

∫γ

γ0

dγ = −RTσmax

F

∫σ0

0

2σ0

σ 2
max − σ 2

0

dσ0 − 4FI

κ

∫�0

0
sinh

(

F�0

2RT

)

d�0

gives

�γ = γ − γ0 = RTσmax

F
Ln

[

1 − σ 2
0

σ 2
max

]

− 8RTI

κ

[

cosh

(

F�0

2RT

)

− 1

]

(2.11)

Moreover, assuming that the water-oxide interface follows the Nernst’s law, which is
well established in the literature for transition metal oxides over a wide range of pH
(106), the surface potential ψ0 is given as follows:

F�0

2.3RT
= PZC − pH = �pH (2.12)

One obtains, finally (100),

�γ = γ − γ0 = 25.7σmaxLn

[

1 − I

(

0.117 sinh(1.15�pH)

σmax

)2
]

− 6
√

I[cosh(1.15�pH) − 1] (2.13)

where γ is expressed in mJ/m2, I in mol/l, and σmax in C/m2.
Figure 2.1 shows the variation of the interfacial tension �γ as a function of pH,

as calculated from Eq. 2.13 for different values of the ionic strength. A negative
divergence of �γ is observed when the pH increases. The decrease in interfacial
tension takes place for a pH variation �pH = pH − PZC, which decreases as the
ionic strength increases.A large decrease in interfacial tension in the order of hundreds
of mJ/m2 (mN/m) is predicted due to the negative divergence of �γ as a function
of �pH. Such behavior is supported by experimental variations obtained for Al2O3
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Figure 2.1. Variation of �γ as a function of pH at ionic strengths of (a) 3M, (b) 1M, and
(c) 0.1M as calculated from Eq. 2.13 (PZC = 8 and σmax = 1 Cm−2) from Ref. 100 with
permission.

(106) and ThO2 (107) from the integration of experimental σ -pH titration curves at
different ionic strengths, where a similar tendency was observed (Figure 2.2). The
relative magnitude of the chemical and electrostatic contributions to the interfacial
tension decrease is illustrated in Figure 2.3. The electrostatic contribution initially
prevails at low pH (near the PZC), but the chemical contribution quickly dominates
leading to a negative divergence of the equation at higher pH values.

Figure 2.2. Variation of �γ as a function of pH at given ionic strengths for various metal
oxides as calculated from experimental σ -pH plots from Refs. 106 and 107 permission.
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Figure 2.3. (a) Chemical and (b) electrostatic contributions to the variation of �γ as calculated
from Eq. 2.13 (I = 3 M, PZC = 8, and σmax = 1 Cm−2) from Ref. 100 with permission.

Assuming an interfacial tension at pH = PZC, γ0 equals to 100 mJ/m2 (although
the actual value does not bare much importance given the negative divergence of
the equation), Eq. 2.13 shows that the interfacial tension reaches zero at reasonable
solution pH values ranging from pH ∼ 9.5 at an ionic strength of 10 M to pH ∼ 11.5
at 0.1 M (Figure 2.4). Such results suggest a logarithmic variation of the stability
conditions with the ionic strength, given that a change of two orders of magnitude in

Figure 2.4. Variation of the interfacial tension γ as a function of pH at ionic strengths of
(a) 10M, (b) 1M, and (c) 0.1M as calculated from Eq. 2.13 (γ0 = 100 mJ/m2, PZC = 8, and
σmax = 1 Cm−2) from Ref. 100 with permission.



2.3. AQUEOUS THERMODYNAMIC STABILITY OF METAL-OXIDE NANOPARTICLES 63

ionic strength (ca 10 to 0.1) yields a two pH units change in the intercept pH value
(ca 9.5 to 11.5).

Nanoparticles in dispersions are considered thermodynamically stable (at a
thermodynamic equilibrium state) if the particle size (extension of the area) does
not change with time. As for microemulsions, a true thermodynamic equilibrium is
also characterized by the modification of the particle size in response to a change of
one parameter of the precipitation, but kinetics may be a limiting factor.

In principle, the conditions for the thermodynamic stability have to be derived
from the expression of the free energy of formation (�G) of the system. However, an
exact formulation of �G is unlikely to be established because numerous effects must
be taken into consideration, such as the interactions between particles, the nonideal
behavior of colloidal dispersions, the entropic effects, as well as the surface charge
and interfacial tension dependence on the surface curvature radius (89–95, 108,109).
From a qualitative point of view, a large positive value of the interfacial tension
leads to the minimization of the surface area (growth) for any dispersed system,
whereas a negative value of γ induces a spontaneous dispersion (dissolution). Thus,
assuming a zero value of γ as the criterion of thermodynamic stability for inor-
ganic nanoparticles appears reasonable. In fact, a low, yet positive, value of γ must
correspond to the equilibrium condition because of the positive entropic contribu-
tion to �G due to the formation of a suspension. For instance, for microemulsions
formed in NaC1 aqueous solution/heptane/AOT or in other conditions, ultra-low, yet
positive, interfacial/surface tensions at equilibrium (≈10−2 to 10−3 mJm−2) have
experimentally been measured (89–95).

In fact, the exact value of the interfacial tension corresponding to the equilibrium
is of very little importance because of the negative divergence of γ correlated with
the pH increase (Eq. 2.13, Figure 2.1). Thus, it seems sufficient to consider the pH
value, for which γ equals zero, namely, the point-of-zero interfacial tension, PZIT.
From Eq. 2.11, the PZIT is indeed the pH value for which σ = σmax, that is, when
the surface is chemically and electrostatically saturated.

Equation 2.13 does not have a real zero value; therefore, an analytical expression of
the PZIT cannot directly be deduced. However, Eq. 2.13 can be simplified by neglect-
ing the electrostatic contribution because, as pointed out, the chemical contribution
induces a negative divergence of the equation. Therefore by solving the Grahame

equation (Eq. 2.9), the PZIT can be established analytically:

σmax = 0.117
√

I sinh(1.15�pH∗) (2.14)

with �pH∗ = PZC − PZIT.
Given that x = sinhy ⇒ y = Ln

(

x +
√

x2 + 1
)

, Eq. 2.14 gives

�pH∗ = 2.3

1.15
log

⎛

⎝

σmax

0.117
√

I
+
√

σ 2
max

0.1172I
+ 1

⎞

⎠ (2.15)
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As the argument of the square root is always positive and much larger than 1, one
obtains

√

σ 2
max

0.1172I
+ 1 ≈ σmax

0.117
√

I

and thus, Eq. 2.15 gives

�pH∗ = 2 log

(

2σmax

0.117
√

I

)

and finally

PZIT = PZC + 2.46 + 2 log σmax − log I (2.16)

Equation 2.16 shows that the PZIT depends on the PZC and on the maximum
surface charge σmax, which are two characteristics that are easily experimentally
measurable (cf. Section 2.2.1), and on the ionic strength, which is set experimentally
by the precipitation conditions. Accordingly, the higher the ionic strength, the lower
is the PZIT and, consequently, the greater the stability domain will be. The PZIT
values calculated from Eq. 2.16 satisfy Eq. 2.13, and are in very good agreement with
those deduced from the �γ -pH curves (Figure 2.4) for the same set of parameters.
Such an agreement justifies the approximations used in the calculations. Moreover,
the variation is indeed a logarithmic function of the ionic strength as suggested from
the calculated results reported in Figure 2.4.

Equation 2.16 shows that it is possible, with realistic and practical experimental
conditions, to reach γ → 0 for metal oxides in aqueous solutions by significantly
raising the pH and the ionic strength of the precipitation medium from the PZC.
Physically, the interfacial tension cannot become negative given that the precipitation
does occur. In fact, for pH ≥ PZIT at a given ionic strength, the surface is already
saturated and the interfacial tension cannot decrease anymore. γ must be constant with
a very low, yet positive, value. An analogous behavior arises for microemulsions. The
interfacial tension falls during the adsorption of surfactant at the interface. When the
interface is saturated, the surfactant starts to aggregate, and, because the aggregates
are not surface-active, γ remains constant. A further lowering is, however, possible
if a co-surface-active component is added (89–95).

Thus, when the precipitation of an oxide is performed at pH > PZIT, one can
expect nanoparticles to form at the thermodynamic equilibrium condition, γ =
(∂G/∂A) = 0, which leads to stable nanoparticle sizes with time and where a direct
correlation of the size with the synthesis conditions. On the other hand, if pH < PZIT,
the interface is not saturated; therefore, γ will remain at a significant positive value.
Thus, ripening and secondary growth processes would lead to the reduction of the
surface area (due to the surface energy minimization) and, therefore, to an increase
of the average particle size with time. Table 2.2 summarizes the expectations of the
model.
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TABLE 2.2. Scheme of the Model Expectation for the Stability of

Metal Oxide Nanoparticles as a Function of the pH of Precipitation

at a Given Ionic Strength.

Domain of Precipitation

Unstable Stable

Experimental condition PZC ≤ pH < PZIT pH ≥ PZIT
Surface charge σ < σmax σ = σmax
Interfacial tension γ > 0 γ ≈ 0

Figure 2.5. Influence of the precipitation medium on the average particle size of magnetite
nanoparticles observed by TEM immediately after the synthesis (◦) and after 8 days of ageing
in suspension (•) for precipitations performed at pH 12.0 and (a) I = 0.5 M, (b) I = 1.0 M,
(c) I = 1.5 M, and (d) I = 3.0 M. The PZIT is displayed as dotted lines and indicates the
limit between the stable and unstable domains as calculated from Eq. 2.16 with PZC = 8.1
and σmax = 0.84 C/m2 (such values were obtained by titration methods) from Ref. 100 with
permission.



66 AQUEOUS INTERFACIAL THERMODYNAMICS

2.3.4. Experimental Evidence

To probe and clearly establish the thermodynamic stabilization and investigate its
action on ageing phenomena, a series of experiments was conducted. A set of
experiments where the average particle size of magnetite was measured by TEM
immediately after the synthesis and after one week of ageing in suspension at room
temperature were conducted. Figure 2.5 clearly shows that two distinct domains of
pH over a large range of ionic strength can clearly be identified. A pH range where
the particle size strongly increases with time (unstable domain) and another range
where no evolution occurs (stable domain) are observed experimentally. The stable
domain clearly extends as the ionic strength increases as suggested from Eq. 2.16.
The PZIT value calculated from Eq. 2.16 corresponds to the limit between these two
domains. The model seems to account well for a stabilization effect of the nanoparticle
size, which is not from a kinetic origin. Such conclusions imply that the particle size
within the stable domain of precipitation is directly related to the synthesis conditions
as suggested by the model and confirmed in Figure 2.5 from the study of controlled
precipitation of magnetite (99,100).

2.4. AQUEOUS DESIGN OF METAL-OXIDE NANOSTRUCTURES

2.4.1. Experimental Method

A novel experimental technique has emerged recently as a simple and powerful tool
to fabricate, at low cost and mild temperatures, large areas of metal-oxide nano- to
microparticulate thin films (110). Three-dimensional arrays consisting of oriented
anisotropic nanoparticles are easily generated with enhanced control over orienta-
tions and dimensions. The synthesis involves the controlled heteronucleation of metal
oxides onto substrates from the hydrolysis-condensation of metal salts in aqueous
solutions. The most pertinent parameter to control the nucleation and growth and,
therefore, the overall design and architecture of a thin film is the interfacial free
energy of the system (111).

By applying the above-mentioned thermodynamic concepts to the thin film
processing technology, an inexpensive and effective aqueous growth technique at
mild temperatures has been developed to produce functionalized coating of metal-
oxide materials onto various substrates. Such a technique allows the generation of
advanced nano/micro particulate thin films without any template, membrane, surfac-
tant, applied external fields, or specific requirements in substrate activation, thermal
stability, or crystallinity. Given that the crystallites grow from the substrate, a large
choice of thin film/substrate combinations is offered, which provides consequently a
better flexibility and a higher degree of materials engineering and design.

This method consists of heating an aqueous solution of metal salts (or complexes)
in the presence of a substrate at moderated temperatures (below 100 ◦C) in a closed
vessel. Therefore, such technique does not require high-pressure containers and is
entirely recyclable, safe, and environmental-friendly because only water is used
as solvent. Such a process avoids the safety hazards of organic solvents and their
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eventual evaporation and potential toxicity. In addition, because no organic solvents
or surfactants are present, the purity of the materials is substantially improved. The
residual salts are easily washed out by water due to their high solubility. In most
cases, no additional heat or chemical treatments are necessary, which represent a
significant improvement compared with surfactant-, template-, or membrane-based
synthesis methods.

A full coverage of the substrate is obtained within a few hours provided that the
heat capacity of water and surface coverage control are achieved by monitoring the
synthesis time in the early stages of the thin film growth. Partial coverage is obtained
within the first hours, which may be necessary for certain applications to adjust and
tune the overall physical properties of devices (e.g., optical properties of multi-band-
gap thin films). Such a technique is a multideposition technique, and the growth
of layer-by-layer of thin films is readily obtainable. The development of multilayer
thin films of various morphologies and/or of various chemical compositions—i.e.,
composite, multi-band gap, and doped thin films—is reached. The complete thin film
architecture may thus be modeled, designed, and monitored to match the application
requirements. In most cases, it should improve the physical and chemical properties
of the devices. It also gives the capacity to create novel and/or improved thin film
integrated devices. Growing thin layers directly from the substrate does substantially
improve the adherence and the mechanical stability of the thin film compared with the
standard solution and colloidal deposition techniques such as spin-and-dip coating,
chemical bathing, screen printing, or doctor blading. Moreover, given that such mate-
rials do precipitate in homogeneous solution from molecular scale compounds (i.e.,
condensed metal complex), they will virtually grow on any substrate. It goes without
saying that the overall mechanical stability of the thin films does vary from substrate
to substrate, but in most cases, strong adhesion is observed. Scale-up is potentially
easily feasible, and this concept and the synthesis method is theoretically applicable
to all water-soluble metal ions likely to precipitate in solution. Large-scale manufac-
turing at low cost is therefore achievable with such a technique. In addition to all
these industrial-related advantages, such a technique is also potentially very interest-
ing due to the compatibility of water and aqueous solution to biological compounds.
For instance, 3D arrays of composite bio-nanomaterials have been obtained using
the aqueous chemical growth. Such concepts and thin film processing technique have
been applied successfully to oxides and oxyhydroxides of transition metals.

2.4.1.1. Structural Control In addition to the control of particle size, precipita-
tion of nanoparticles at low interfacial tension allows the stabilization of metal-oxide
and oxyhydroxide metastable crystal structures. An insight into structural control can
thus be provided. Crystal phase transitions in solution generally operate through a
dissolution-recrystallization process to comply with the surface energy minimization
requirement of the system. Indeed, when a solid offers several allotropic phases and
polymorphs, it is typically the one with the highest solubility and consequently the
lowest stability (i.e., the crystallographic metastable phase), that precipitates first. This
is understood by considering the nucleation kinetics of the solids. At a given supersat-
uration ratio, the germ size is as small (and the nucleation rate as high) as the interfacial
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tension of the system is low. Thus, given that the solubility is inversely proportional
to the interfacial tension, the precipitation of the most soluble phase, and conse-
quently the less stable thermodynamically, is therefore kinetically promoted. Due to
its solubility and metastability, this particular phase is more sensitive to secondary
growth and ageing, which leads to crystallographically more stable phases, essentially
by heteronucleation. Secondary growth and ageing processes are delicate to control,
and the phase transformations appear within a few hours to a few days in solu-
tion, whence the resulting undesired mixing of allotropic phases and polymorphs.
However, by careful consideration of the precipitation conditions (i.e., at thermo-
dynamically stable conditions), such phenomena may be avoided when nanosystems
are precipitated at low interfacial tension.

2.4.1.2. Morphological Control Moreover, when the thermodynamic stabi-
lization is achieved, not only the size and the crystal structure can be tailored but also
the shape may be tailored to a certain extent. For instance, at low interfacial tension,
the shape of nanoparticles does not necessarily require being spherical; indeed, very
often nanoparticles develop a spherical morphology to minimize their surface energy
because the sphere represents the smallest surface for a given volume. However, if
the synthesis and dispersion conditions are suitable (i.e., yielding to the thermo-
dynamic stabilization of the system), the shape of the crystallites will be driven
by the symmetry of the crystal structure as well as by the chemical environment,
and various morphologies may therefore be developed. Manipulating and controlling
the interfacial tension enables nanoparticles to grow with sizes and shapes tailored
for their applications. Applying the appropriate solution chemistry (precursors and
precipitation/dispersion conditions) to the investigated transition metal ion along with
the natural crystal symmetry and anisotropy or by forcing the material to grow along
a certain crystallographic direction by controlling chemically the specific interfacial
adsorptions of ions and/or ligand and crystal-field stabilization, one can reach the
ability to develop purpose-built crystal morphology without the use of surfactants
and other growth-limiting agents.

2.4.1.3. Orientation Control To develop the capability of growing nano- to
micro-particulate thin films from aqueous solution and controlling the orientation
of large arrays of anisotropic nanoparticles onto a substrate, one has to consider
the differences between homogeneous and heterogeneous nucleation phenomena. In
most cases, homogenous nucleation of solid phases from solutions requires a higher
activation energy barrier, and therefore, heteronucleation is promoted and energeti-
cally more favorable. Indeed, the interfacial energy between two solids is generally
smaller than the interfacial energy between a solid and a solution, and therefore,
nucleation may take place at a lower saturation ratio onto a substrate than in solution.
Nuclei will grow by heteronucleation onto the substrate, and various morphologies
and orientation monitoring can be obtained by experimental control of the chem-
ical composition of the precipitation medium. To illustrate and demonstrate such
capabilities, the example of an anisotropic building block is taken and the possibili-
ties of experimentally monitoring its orientations onto a substrate using the aqueous
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Figure 2.6. Schematic representation and scanning electron microscope (SEM) images of the
effect of heteronucleation rate on the orientation of anisotropic crystalline building blocks of
ZnO (wurtzite structure) grown onto substrates by the aqueous chemical growth technique at
90 ◦C.

chemical growth thin film processing technique are exposed hereafter and illustrated
in Figure 2.6.

• Anisotropic building blocks with multi-angular orientation onto substrates
may be generated when the number of nuclei is exceedingly limited by the
precipitation conditions (through the chemical and electrostatic monitoring of the
interfacial tension). The system will be forced to promote twinning and the pref-
erential epitaxial three-dimensional growth of the rods along their easy axis from
a very limited number of nuclei, which will induce, a type of star/flower-shape
morphology (Figure 2.6a)

• Anisotropic building blocks with a perpendicular orientation onto substrates
may be obtained when the number of nuclei is slightly limited by the pre-
cipitation conditions. The slow appearance of a limited number of nuclei will
allow the slow growth (according to the crystal symmetry and relative face
velocities) along the easy direction of crystallization. As a result, a condensed
phase of anisotropic nanorods parallel to the substrate normal will be generated
(Figure 2.6b)
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• Anisotropic building blocks with a parallel orientation onto substrates can be
obtained when the nucleation rate is enhanced by the precipitation conditions.
Indeed, the fast appearance of a large number of nuclei will result in a rapid
two-dimensional growth. The stacking of anisotropic nanoparticles with random
orientation between each other but with an overall parallel orientation with
respect to the substrate normal is therefore promoted (Figure 2.6c)

The ability to design materials consisting of anisotropic nanoparticles of different
orientations enables the experimental studies of the angular dependence influ-
ences on the physical/chemical properties and electronic structure of materials and
gives further opportunities for materials design and engineering (e.g., increased
dimensionality). The outcome allows the fabrication of innovative and functional
nano- to micro-particulate thin films of metal oxides directly onto substrates with-
out membrane, template, surfactant, undercoating, or applied external fields. Such
purpose-built nanomaterials are prepared in such a way that particle nucleation is
separated from growth, giving exquisite control of particle size. In many cases, the
differences between interfacial energies among crystal facets can be exploited to
produce controlled anisotropic shapes. In addition, because the purpose-built nanoma-
terials are fabricated at low temperature and can be deposited on almost any substrate,
it is possible to deposit one phase on another. This opens up the possibility of using
the anisotropy of one material to generate a high surface area substrate upon which
a second, active, material is deposited. In effect, this produces nanocomposites—
materials combining properties and architectures from multiple phases to achieve
results not available from any single phase.

In summary, by adjusting the experimental conditions to reach the thermodynamic
stability of a system, the nanoparticle size, shape, and crystal structure may be tuned
and optimized. It allows the functionalized design of nanomaterials and the ability to
quantitatively probe the influence of such parameters on the physical and chemical
properties of metal-oxide nanoparticles and nanoparticulate materials.

2.4.2. Major Achievements

The theoretical concepts and experimental method described in this chapter have been
successfully applied to develop a new generation of functional materials, the so-called
purpose-built materials (112–114). Indeed, when thermodynamic stabilization is
applied to heterogeneous nucleation rather than homogeneous nucleation, not only the
size of spherical nanoparticles can be controlled but also the shape and the orientation
of anisotropic building blocks onto various substrates can be tailored to build smart
nanostructures (115). Indeed, the fabrication of highly oriented crystalline arrays
of large physical area consisting of nanorods of iron oxides (116), iron-chromium
sesqui-oxide nanocomposites (117), iron oxyhydroxides, and iron metal (118) have
been successfully designed by following such ideas. In addition, ZnO nanorods and
nanowires (119), microrods (120), microtubes (121), along with other morphologies
(122), nanowires and nanoparticles of manganese oxides (123), and arrays consist-
ing of sub-monolayers of nonaggregated mesoparticles of α-Cr2O3 (124) have also
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been obtained by such method. More recently, ordered arrays of c-axis elongated
nanorods of rutile SnO2 (125) with a squared cross section have also been success-
fully fabricated following the same concept and aqueous thin film processing method.
Such purpose-built nanomaterials have been designed, for instance, to improve the
photovoltaic (126–128), photoelectrochemical (129,130), gas-sensing (131) proper-
ties of large band gap semiconductors (132). Better fundamental understanding of the
electronic structure (133) and orbital symmetry contribution (134,135) of II–VI semi-
conductor nanomaterials as well as quantum confinement effects in TiO2 quantum
dots (136) and α-Fe2O3 ultra-fine nanorods (137) have also been obtained with such
materials. Finally, the direct application of such a model allowed the demonstration
of the thermodynamic stabilization of metastable crystal phases such as hydroxides
and oxyhydroxides of transition metals in aqueous solutions (138) as well as the
fabrication of novel bio-nanocomposites by tailoring the conformation of bioactive
molecules adsorbed onto designed metal-oxide nano-arrays (139).

2.5. CONCLUSIONS AND PERSPECTIVES

In conclusion, an insight on aqueous interfacial thermodynamics of metal oxides
has been presented. Thermodynamic stabilization of metal-oxide nanoparticles was
demonstrated. A thermodynamic model illustrates the effect of acidity and ionic
strength on protonation–deprotonation equilibria of surface hydroxylated groups, on
the electrostatic charge, and consequently, on the water-oxide interfacial tension. The
resulting change in interfacial chemical composition induces a decrease of the inter-
facial tension as stated by the Gibbs adsorption equation. The surface contribution to
the free enthalpy of formation of metal-oxide nanoparticles from aqueous solutions is
substantially lowered, allowing the surface area of the system to increase and therefore
the creation of thermodynamically stable dispersion of metal oxide nanoparticles. The
stability condition is satisfied when the interfacial tension gamma is close to zero.
Such equilibrium is reversible, and thus, the average particle size is indeed directly
related to the precipitation conditions. The nanoparticle size can be stabilized and con-
trolled over an order of magnitude by precipitating the oxide nanoparticles far from
their PZC, that is, at a condition where the interface is electrostatically saturated, for
instance, at high pH and high ionic strength for spinel iron oxides.

Combining such thermodynamical phenomena occurring at the water-oxide
interface with the direct heteronucleation growth of metal oxide, the rational fab-
rication of advanced nanostructures is achievable by experimental monitoring of the
interfacial thermodynamics and kinetics of nucleation, growth, and ageing processes.
Such ability is reached by the chemical and electrostatic control of the interfacial free
energy as predicted by a model based on the Gibbs adsorption equation. Aqueous
chemical growth exploits such concepts and enables the design and the fabrication
of functional purpose-built metal-oxide thin films with well-defined textures onto
various substrates at low temperature and at low cost. Therefore, the economical
large-scale manufacturing of a new generation of smart metal-oxide materials with
extended functionality and surface nanoengineered morphology is readily available.
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Such purpose-built materials should contribute to develop novel and optimized devices
for high technological applications as well as for biological- and medical-related ones.
They also constitute chemically and structurally well-defined samples that enable
reaching better fundamental knowledge and understanding of nanostructured metal
oxides and their fascinating physical, chemical, and structural properties as well as
their unique electronic structure.
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PART II

SYNTHESIS AND PREPARATION OF
NANOSTRUCTURED OXIDES

The first requirement in any study dealing with oxide nanostructures is the synthesis
and some characterization of the material of interest. The metal elements can form a
large diversity of oxide compounds that can adopt many bulk crystal structures. Can
we obtain similar compounds and structures at the nano range? The development of
systematic methods for the synthesis of metal-oxide nanostructures is a challenge from
both fundamental and industrial standpoints. Chapter 2 described criteria, based on
thermodynamic principles, that can be useful for the preparation of oxide nanoparti-
cles from aqueous solution. In this part of the book, Chapters 3 and 4 focus on synthetic
methods based on liquid–solid and gas–solid transformations. The ultimate goal is to
produce in a controlled manner single-phase compounds with a narrow distribution
of particle sizes. Methods frequently used for the synthesis of bulk oxides may not
work when aiming at the preparation of oxide nanostructures or nanoparticles. For
example, a reduction in particle size by mechanically grinding a reaction mixture can
only achieve a limiting level of grain diameter, at best about 0.1 µm. However, chem-
ical methods can be used to effectively reduce particle size into the nanometer range.
One of the most widely used methods for the synthesis of bulk materials involves
heating the components together at a high temperature over an extended period of
time. This process is the route for the synthesis of many bulk phases of mixed-metal
oxides like SrTiO3 or MgAl2O4. Elevated temperatures (>800 ◦C) can be a problem
when using this approach for the generation of oxide nanostructures. A much better
control of the synthesis can be achieved by direct coprecipitation of the oxide com-
ponents from a liquid solution with subsequent calcination, or by using sol-gels or
microemulsions in the synthesis process. Following these approaches, one can control
the stoichiometry of the oxide nanostructures in a precise way. Such techniques are
widely used for the synthesis of catalysts and ceramics. Chemical vapor deposition is a
technique employed in various industrial applications and technologies (for example,
the fabrication of sensors and electronic devices) that can be extremely helpful in the
synthesis of oxide nanostructures. During the last decade, pulsed laser deposition has
been established as a versatile technique for the generation of nanoparticles and thin
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films of oxides. It is generally easier to obtain the desired stoichiometry for multi-
element materials using pulsed laser deposition than with other deposition techniques.
The advantages and disadvantages of these synthetic methods will be discussed in
detail in the next two chapters.



CHAPTER 3

Synthesis of Metal-Oxide
Nanoparticles: Liquid–Solid
Transformations

LAWRENCE D’SOUZA AND RYAN RICHARDS

International University Bremen, Bremen, Germany

3.1. INTRODUCTION

This chapter presents an overview of synthetic methods for metal oxides with special
attention given to recent developments in high-surface-area (HSA) (nanoscale) metal
oxides. New classes of surface-decorated or surface-modified metal oxides have also
been included.

Metal oxides can be found in the form of a single crystal (pure or defective),
powder (with many crystals), polycrystalline (crystals with various orientations), or
thin film. Various methods are available in the literature for the synthesis of metal
oxides, the selection of which is often dependent on the desired properties and final
application.

Among different categories of solid-state materials like halides, hydrides, and
chalcogenides (oxides, sulphides, etc.), oxides and sulphides have found wide
application particularly because of their nonstoichiometry, thermal and mechanical
properties, as well as catalytic activity. Early methods to synthesize solid-state mate-
rials, especially mixed-metal oxides, demanded high temperatures (1000–3000 ◦C),
and long reaction times (1 hour to 1 month). Moreover, the material formed gener-
ally possessed a very low surface area and was not suitable for many applications,
particularly for catalysis, sorption, and sensing.
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The field of nanotechnology1 has stimulated extensive research focused toward
gaining control of particle size, shape, and composition under mild conditions. The
syntheses of nanoscale materials are generally grouped into two broad categories:
“bottom-up” and “top-down.” Those preparations based on building up from atomic
or molecular precursors, which come together to form clusters, and subsequently
nanoparticles are referred to as “bottom up.” Conversely, when the nanoscale is
reached by physically tearing down larger building blocks, the process is referred
to as “top-down.” The “bottom-up” route is particularly interesting because of the
possibilities to manipulate the properties (such as size, shape, stoichiometry, surface
area, pore size, and surface decoration) of the end product and will be the focus of
this chapter.

The “bottom-up” method is broadly applicable for synthesizing new materials and
is the basis for numerous fundamental studies. In the last few decades, literature on the
synthesis of solid-state materials by “bottom-up” routes has increased dramatically.
Most recently, the trend is toward preparation of an ordered, crystalline mesoporous
nanoscale metal oxides (mono- and mixed-metal oxides) as well as surface decoration
or modification of one metal oxide on other at the atomic scale.

The insulating oxides are made up of the metals from the far left and right sides of
the Periodic Table. Typical examples of insulating oxides include MgO, CaO, Al2O3,
and SiO2. The oxides of the metals in the middle of the Periodic Table (Sc to Zn)
make up the semiconducting or metallic oxides. Typical examples include ZnO, TiO2,
NiO, Fe2O3, and Cr2O3. Additionally, the transition metal oxides, which include the
oxides of Ru, Mo, W, Pt, V, and so forth, are of particular interest for applications in
catalysis, sensor materials, and other potential applications.

Because metal oxides are generally ionic, their physical and chemical properties
are dictated by defects. Among the defects possible, the high proportion of surface-
to-bulk atoms in nanoscale materials most dramatically influences their properties. In
spherical nanoparticles, for example, at a size of 3 nm, 50% of the atoms or ions are
on the surface allowing the possibility of manipulation of bulk properties by surface
effects and allowing near-stoichiometric chemical reaction (1). When strong chemical
bonding is present, delocalization can vary with size; this in turn can lead to different
chemical and physical properties (2).

The formation of the ultra-small particles is facilitated due to the refractory nature
of most metal oxides (2). The ionic nature of some materials, especially MgO, Al2O3,
ZrO2, and TiO2, allows the formation of many stable defect sites, including edges,
corners, and anion/cation vacancies. The materials prepared via aerogel methods
usually possess very low densities, can be translucent or transparent, have low thermal
conductivities, and unusual acoustic properties. They have found various applications,
including as detectors for radiation, superinsulators, solar concentrators, coatings,
glass precursors, catalysts, insecticides, and destructive adsorbents. The very high

1When the size of these materials is brought down to the nanometer regime, several size-dependent prop-
erties arise primarily due to surface chemistry. This field of nanoscience is facilitated by the fact that many
systems of interest have been extensively studied in the bulk form and therefore provide ready comparisons
with the nanoparticulate systems.
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surface areas of nanoscale particles gives rise to several defect sites. Several techniques
have been used to in an attempt to clarify the types of defect sites that can exist in the
case of MgO (3–7). The most common defect is coordinatively unsaturated ions due
to planes, edges, corners, anion/cation vacancies, and electron excess centers.

3.2. STRUCTURE AND BONDING

Determining the exact nature of structure and bonding in nanomaterials is particularly
difficult because generally these materials are made of very small crystallites or are
amorphous. Recent advances in crystallography for powders and crystals employing
X-ray, electron, and neutron diffraction have provided insight into the structures of
metal oxides (see Chapter 5). Metal oxides crystallize in a variety of structures, and
bonding in these materials can range from ionic (MgO, Fe1−xO) to metallic (TiO2,
ReO3) (8).

An understanding of not only the crystal structure and bonding but also the local
microstructures that are due to defects is necessary to understand the structure of
complex transition metal oxides. Of course, on the nanometer scale, the number of
defects due to edges, corners, “f” centers, and other surface imperfections is greatly
enhanced by the large surface area (see Figure 3.1).

The pursuit of an understanding of the structure/property relationship is integral
to the understanding of the unique properties observed on the nanoscale.

In bulk structures, five types of crystals can be defined based on bonding consid-
erations: covalent, ionic, metallic, molecular (Van der Waals), and hydrogen bonded.
These structures are also present on the nanoscale; however, one must also consider
the number of atoms at the surface when examining the structure of nanoscale materi-
als. Ionic crystals are formed when highly electronegative and highly electropositive

Figure 3.1. A representation of the various defects present on metal oxides (adapted from
Ref. 9).
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elements are combined in a lattice. It has been found that the ionic model is a poor
approximation for crystals containing large anions and small cations (e.g., oxides and
sulfides), where the covalent contribution to bonding becomes significant (8). Van
der Walls interactions play a crucial role in many transition metal oxides, especially
those with layered structures. In many oxide hydrates or hydroxy oxides, hydrogen
bonding also contributes to the cohesive energy. In most transition metal oxides, the
bonding is only partly ionic; however, several examples are primarily ionic such as
MgO and CaO. In other words, there is a considerable overlap between the orbitals of
the cations and the anions. Many transition metal oxides also exhibit metallic prop-
erties. Inorganic compounds of the formula AB can have the rock salt (B1), CsCl
(B2), ZnS (B3), Wurtzite (B4), or NiAs (B8) structure (10). Alkaline earth metal
oxides, such as MgO and monoxides of 3d transition metals, as well as lanthanides
and actinides, such as TiO, NiO, EuO, and NpO, exhibit the rock salt structure with
the 6 : 6 octahedral coordination.

3.3. SYNTHESIS

One of the areas of fundamental importance to the understanding and development of
nanoscale materials is the development of synthetic methods, which allow scientists
control over such parameters as particle size, shape, size distributions, and compo-
sition. Although considerable progress has taken place in recent years, one major
challenge to scientists is the development of a “synthetic toolbox” that would afford
access to size and shape control of structures on the nanoscale and conversely allow
scientists to study the effects these parameters impart to the chemical and physical
properties of the nanoparticles.

“Bottom-up” preparation methods are of primary interest to chemists and materials
scientists because the fundamental building blocks are atoms or molecules. Gaining
control over the way these fundamental building blocks come together and form par-
ticles is one of the most sought after goals of synthetic chemists. Therefore, these
methods will be the focus of this section. Interest in “bottom-up” approaches to
nanoscale oxides and other materials is clearly indicated by the number of reports
and reviews on this subject (11–26). There are, of course, numerous “bottom-up”
approaches to the preparation of nanoscale materials, and metal oxides are no excep-
tion. Gas–solid (wet chemical) and liquid–solid (physical) transformations are two
different ways for synthesizing nanomaterials by “bottom-up” preparation methods.
Several physical aerosol methods have been reported for the synthesis of nano-size
particles of oxide materials. These methods include gas condensation techniques (27–
32), spray pyrolysis (30,33–36), thermochemical decomposition of metal-organic
precursors in flame reactors (32,37–39), and other aerosol processes named after the
energy sources applied to provide the high temperatures during gas–particle conver-
sion. The most common and widely used “bottom up” wet chemical method for the
preparation of nanoscale oxides has been the sol-gel process. Other wet chemistry
methods, including novel microemulsion techniques, oxidation of metal colloids, and
precipitation from solutions, have also been used.
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The methods of sample preparation are of course the determining factors in produc-
ing different morphologies (40). For example, burning Mg in O2 (MgO smoke) yields
40–80-nm cubes and hexagonal plates, whereas thermal decomposition of Mg(OH)2,
MgCO3, and especially Mg(NO3)2 yields irregular shapes often exhibiting hexa-
gonal platelets. Surface areas can range from 10 m2/g (MgO smoke) to 250 m2/g for
Mg(OH)2 thermal decomposition, but surface areas of about 150 m2/g are typical. In
the case of calcium oxide, surface areas can range from 1 to 100 m2/g when prepared
by analogous methods, but about 50 m2/g is typical. In the following discussion,
different methods for the synthesis of metal oxides by liquid–solid transformation
will be the focus.

3.4. COPRECIPITATION METHODS

One conventional method to prepare nanoparticles of metal oxide ceramics is the
precipitation method (23,41–46). This process involves dissolving a salt precursor,
usually a chloride, oxychloride, or nitrate, such as AlCl3 to make Al2O3, Y(NO3)3
to make Y2O3, and ZrOCl2 to make ZrO2. The corresponding metal hydroxides
usually form and precipitate in water by adding a basic solution such as sodium
hydroxide or ammonium hydroxide to the solution. The resulting chloride salts, i.e.,
NaCl or NH4Cl, are then washed away and the hydroxide is calcined after filtration
and washing to obtain the final oxide powder. This method is useful in preparing
composites of different oxides by coprecipitation of the corresponding hydroxides in
the same solution. One disadvantage of this method is the difficulty to control the
particle size and size distribution. Very often, fast (uncontrolled) precipitation takes
place resulting in large particles.

As an example, we highlight the zirconia system for further discussion on this
topic because of its interesting properties and applications.

Zirconia has very interesting properties as an acid–base catalyst, as a promoter
for other catalysts, (47) as an inert support material, and so on. It has been widely
employed in various heterogeneous catalytic reactions and in ceramic production.
Sulfated ZrO2 is of great interest on account of its high activity in alkylation as a
solid acid catalyst, whereas ZrO2 has also been found to act as a photocatalyst, due
to its n-type semiconductor nature.

Traditionally, zirconia has been limited as a support for heterogeneous catalysis
due to its thermal stability. Amorphous zirconia undergoes crystallization at around
450 ◦C, and hence, its surface area decreases dramatically at that temperature. At
room temperature, the stable crystalline phase of zirconia is monoclinic, whereas the
tetragonal phase forms upon heating to 1100–1200 ◦C. For several applications, it is
desirable to have the tetragonal phase with a high surface area. However, prepara-
tion protocols are needed to obtain the tetragonal phase at lower temperatures. Many
researchers have tried to maintain the HSA of zirconia by several means. Usually
the ZrO2 is mixed with CaO, MgO, Y2O3, Cr2O3, or La2O3 for stabilization of the
tetragonal phase at low temperature. Zirconia and mixed-oxide zirconia have been
widely studied by many methods, including sol-gel process (48–55), reverse micelle
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TABLE 3.1. Literature Review: Surface Area Obtained at Different Calcination

Temperatures and Techniques by Other Groups for Neat ZrO2 Samples (Adapted

from Ref. 66).

BET Surface Area, m2/g at Different
Calcination Temperatures

Preparation Method 400 ◦C 500 ◦C 650 ◦C 700 ◦C

Alcothermal, SCFD (67) 270 206 – –
Alcothermal, SCFD (68) – – 26–85 18–62
Pre. and dig. (53) – 54 – –
Pre. and dig. (69, 70) – 100–277 – –
Pre. and dig. (55) – 30 8 –
Pre. and dig. (71) 91–125 70–94 – –
EISA and NH3 treatment (72) 406 297 – 154

Abbreviations: Pre. = precipitation, dig. = digestion, calc. = calcinations, SCFD = supercritical fluid
drying, EISA = evaporation-induced self-assembly.

method (56), coprecipitation (57,58) and hydrothermal synthesis (59), functionaliza-
tion of oxide nanoparticles and their self assembly (60), and templating (61). Bedilo
and Klabunde (62,63) have prepared HSA sulfated zirconia by a supercritical drying
technique and found that the resulting material was active toward alkane isomeriza-
tion reactions (64,65). Recently, Chane-Ching et al. (60) reported a general method
to prepare high-surface-area materials through the self-assembly of functionalized
nanoparticles. This process involves functionalizing the oxide nanoparticles with
bifunctional organic anchors like aminocaproic acid and taurine. After the addition of
a copolymer surfactant, the functionalized nanoparticles will slowly self-assemble
on the copolymer chain through a second anchor site. Using this approach, the
authors could prepare several metal oxides such as CeO2, ZrO2, and CeO2–Al(OH)3
composites. The method yielded ZrO2 of surface area 180 m2/g after calcining at
500 ◦C, 125 m2/g for CeO2, and 180 m2/g for CeO2–Al(OH)3 composites.

Table 3.1 shows the literature data for zirconia obtained by different processes and
the resulting surface area obtained at different calcination temperatures (53,55,66–
72). The product obtained is referred to as a xerogel when drying is achieved by
evaporation under normal conditions. Aerogel powders usually demonstrate higher
porosities and larger surface areas as compared with analogous xerogel powders
because the solvent is removed rapidly in a supercritical drying process that protects
the porous structure. Aerogel processing has been very useful in producing highly
divided powders of different metal oxides (73–79).

Table 3.2 gives the results obtained by the Richards group by the TMACl stabiliza-
tion route (66). The data indicate that digesting the material in the presence of TMACl
and ammonia provided higher surface areas. Moreover, surface area and thermal sta-
bility were found to depend on digestion time. In their study, digestion at 110 ◦C for
100 h provided high thermal stability and the highest surface area of 370 m2/g; the
same sample when calcined at 700 ◦C possessed a surface area of 160 m2/g, which
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TABLE 3.2. Physical Characteristics of ZrO(OH)2–TMACl/NH3 Samples at

Different Temperatures (Adapted from Ref. 66).

T (hr) Tcal (◦C) SBET (m2g−1) Dave(Å) Vp (cc g−1)a %Wl Tc(
◦C)

0 110b 167 10.93 0.083 27.85 465ex
24 110b 331 12.18 0.085 27 607ex

200 258 12.38 0.08 – –
400 147 12.84 0.047 – –
500 100 12.94 0.033 – –
600 84 13 0.026 – –

48 110b 359 13.05 0.099 22.01 635ex
200 327 13.1 0.089 – –
400 271 13.17 0.088 – –
500 200 13.2 0.061 – –
600 132 13.35 0.041 – –

100 110b 370 12.32 0.11 16.95 648ex
200 353 12.51 0.107 – –
300 330 12.23 0.083 – –

400 308 – 12.55 0.094 – –
500 226 12.72 0.059 – –
600 217 11.22 0.05 – –
700 160 11.39 0.055 – –

aTotal pore volume (Vp) is for pores smaller than 13.6 Å in diameter.
bDried at that temperature.
Abbreviations: Tc = temperature of crystallization, %Wl = total mass loss, Tcal = calcination tempera-
ture, Ex = exothermic peaks, Dave = pore average diameter, and T = duration of digestion.

was the best value obtained thus far. Zirconia samples that were digested more than
100 h had high thermal stability, but no increases in surface area were observed.
The same samples that were dried by applying supercritical techniques did not yield
better results, which indicates that the material achieved crystallinity during the diges-
tion period, which was supported by X-ray diffraction studies. The crystallinity in
the sample after 160 h of digestion was much higher than that of samples digested
for 24, 48, and 100 h (diffraction patterns not shown). Obviously, the crystalline
nature overcomes the stickiness of the particles irrespective of the drying method for
the hydroxide samples. One possible reason this approach yields high-surface-area
materials is the fact that digestion minimizes defect sites (Oswald ripening), which
hinder grain growth during sintering. Hence, the crystallite remains smaller even after
conversion to oxide, resulting in the high surface area. As the monoclinic phase is
thermodynamically stable for zirconia, if this phase forms or predominates, surface
area is usually lower because monoclinic crystallites are bigger than tetragonal (70).

It has also been demonstrated (80) that thermally stable mesoporous tetragonal
zirconia with high surface area can be prepared using readily available and inexpensive
materials such as zirconyl chloride and ethylene diamine (ED). ED plays multiple
roles: as a precipitating agent for zirconia, a colloidal-zirconia protecting agent, as
well as a binder between zirconia and Pt nanoclusters (see Figure 3.2b). Digesting
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Figure 3.2. (a) TEM picture of sample TEM of undigested ZrO(OH)2-ED matrix (half of the
image was color inverted using Scion Image software for better contrast) and (b) schematic
representation of ethylene diamine encircled zirconia matrix (adapted from Ref. 80).
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the zirconia material minimizes the defect site in the crystal lattice and hence gives
thermal stability. Because chlorine vapor is known to retard ZrO2 densification, (81)
it is suspected that there is some dependence of oxygen vacancy density with chloride
ion concentration while digesting the sample. Elemental analysis results show the
presence of nearly 0.7–0.9% of chlorine in the ZrO2 sample. Karapetrova et al. have
also observed the presence of chlorine in the ZrO2 sample prepared from ZrOCl2
precursor (82). Matsui and Ohgai observed that change in crystalline structure of
ZrO2 with the increasing chlorine content at the preparation stage (83). It is not
certain whether chlorine replaces lattice oxygen or just adsorbs on the surface. If it
replaces oxygen, then there should be a zirconia vacancy [Schottky defect (58)] in the
resulting sample, similar to the oxygen vacancy created during alkaline-earth metals
(CaO, MgO, etc.) doping to replace zirconia. Doping ZrO2 with low valent oxides like
Y2O3, CaO, or MgO results in stabilization of the tetragonal phase at low temperature
(82). However, an oxygen deficiency has been observed in the sample sintered in air
at 1000 ◦C for 3 h, which is in accordance with literature (82).

The data indicate that digesting the material in aqueous media results in a thermally
stable material with HSA. Moreover, these factors were found to depend on digestion
time (80). The crystallinity in the sample after 150 h of digestion was much higher
than that of samples digested for 48 h. One possible reason why this approach yields
HSA materials is the fact that digestion minimizes defect sites, which hinders grain
growth during sintering. The ethylene diamine-protecting agent acts as a steric barrier
for the growth of the particles during the digestion process. Hence, the crystallites
maintain the original shape and size during digestion, which results in HSA after
drying.

The N2 adsorption–desorption isotherm for the zirconia obtained from the ethylene
diamine-directed method as well as the calcined samples indicate a type IV isotherm
with an H2 hysteresis loop based on IUPAC classifications (84). This type of hysteresis
is associated with capillary condensation in mesopores; and a limiting uptake over a
range of high P/P0. The H2 loop indicates that the pores are of an inkbottle shape.
Digestion of the sample for longer times did not alter the hysteresis shape, indicating
that pore shape has been maintained after the digestion process.

The sample exhibits a broad pore size distribution in the mesoporous range. Fig-
ure 3.3II shows the pore size distribution for the 150 h digested, 110 ◦C dried, and
500 ◦C calcined ZrO(OH)2-ED samples. The calcination in air or vacuum at a tem-
perature of 500 ◦C results in substantial loss of the textural porosity of the zirconia
aerogel. Further examination of the texturology by nitrogen adsorption/desorption
isotherm data indicates that the average pore diameter lies between 20 and 50 Å with a
mean at 35 Å in the mesoporous range (Figure 3.3II) and 10 Å in microporous region
(Figure 3.3I). The results also show that pore size increases and pore distribution
broadens with calcination.

A diffraction pattern for 48 h digested and 1000 ◦C calcined neat ZrO(OH)2-ED
samples exhibited only the tetragonal phase (JCPDS no. 42-1164, major peaks appear
at 2θ ≈ 30, 33.9, 34.8, 49.4, 50, 58.27, and 59.37) at all stages of calcination and there
was no indication of monoclinic phase (JCPDS no. 37-1484, major peaks appears at
2θ = 28.17, 31.46, 34.15, 34.38, 35.3, and 40.72).
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Figure 3.3. Pore size distribution of 150-hour digested ZrO(OH)2-ED sample, (I) microporous
region for the material calcined at 500 ◦C; (II) in mesoporous region (A) dried at 110 ◦C and
(B) calcined at 500 ◦C (adapted from Ref. 80).

3.4.1. Crystal Structure Refinement of ZrO2

The refinement of the crystal structure ZrO2 was performed using powder diffraction.
A set of experimental data of diffraction reflections was recorded with a Siemens,
Germany D5000 diffractometer with Cu Kα radiation operated at 40 kV and 40 mA.
The zirconia structure of ZrO2 (space group P 42/n m c (137) (85)) was used as a model
for the refinement. The simultaneous refinement of profile and structural parameters
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Figure 3.4. Experimental and calculated XRD patterns and corresponding difference pattern
for the ZrO2 compound (adapted from Ref. 80).

of the chosen model led to a satisfactory value of Rf factor. The X-ray diffraction
diagram calculated from the obtained data agrees well with the experimental diagram
(Figure 3.4).

Nanophase powders ofYxZr1−xO2−x/2 have also been prepared from a mixture of
commercially available ZrO2 and Y2O3 powders (86). It was found that depending
on the starting powder mixture composition, the yttrium content in the nanophases
can be controlled and the tetragonal or cubic phases can be obtained. Tetragonal
or a mixture of tetragonal and cubic were observed for low yttria content (3.5%
mol yttria) and cubic for higher yttria contents (19, 54, and 76 mol% yttria). These
powders were found to have a most probable grain radius of about 10 to 12 nm, and
the grains appeared as isolated unstrained single crystals with polyhedral shapes. The
grain shapes appeared to be polyhedral and not very anisotropic. Lattice fringes were
parallel to the surfaces, demonstrating that (1 0 0) and (1 1 1) faces dominate.

3.4.2. Sonochemical Coprecipitation

The principle of sonochemistry is breaking the chemical bond with the application
of high-power ultrasound waves usually between 20 kHz and 10 MHz. The phys-
ical phenomenon responsible for the sonochemical process is acoustic cavitation.
According to published theories for the formation of nanoparticles by sonochem-
istry, the main events that occur during the preparation are creation, growth, and
collapse of the solvent bubbles that are formed in the liquid. These bubbles are in the
nanometer size range. The solute vapors diffuse into the solvent bubble, and when
the bubble reaches a certain size, its collapse takes place. During the collapse, very
high temperatures of 5000 –25,000 K (87) are obtained, which is enough to break
the chemical bonds in solute. The collapse of the bubble takes place in less than
a nanosecond (88,89); hence, a high cooling rate (1011 K/s) is also obtained. This
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high cooling rate hinders the organization and crystallization of the products. As the
breaking of bonds in the precursor occurs in the gas phase, amorphous nanoparti-
cles are obtained. Although the reason for formation of amorphous products is well
understood, the formation of nanostructures is not. The possible explanations are as
follows: The fast kinetics does not stop the growth of the nuclei, and in each col-
lapsing bubble, a few nucleation centers are formed whose growth is limited by the
collapse; and the precursor is a nonvolatile compound and the reaction occurs in a
200-nm ring surrounding the collapsing bubble (90). In the latter case, the sonochem-
ical reaction occurs in a liquid phase and the products could be either amorphous
or crystalline depending on the temperature in the ring region of the bubble. Sus-
lick has estimated the temperature of the ring region as 1900 ◦C. The sonochemical
method has been found useful in many areas of material science starting from the
preparation of amorphous products (91,92), insertion of nanomaterials into meso-
porous materials (93,94), to deposition of nanoparticles on ceramic and polymeric
surfaces (95,96).

Sonochemical methods for the preparation of nanoparticles were pioneered by
Suslick in 1991 (87). He prepared Fe nanoparticles by sonication of Fe(CO)5 in
a decaline solution, which gave him 10–20-nm-size amorphous iron nanoparticles.
Sonochemical decomposition methods have been further developed by Suslick et al.
(97) and Gedanken et al. (98–100) and have produced Fe, Mo2C, Ni, Pd, and Ag
nanoparticles in various stabilizing environments.

If the same reaction is carried out in the presence of oxygen, the formation of the
product will be an oxide. NiFe2O4 has been synthesized by sonicating the mixture
of Fe(CO)5 and Ni(CO)4 in decaline under a 1–1.5 atm pressure of oxygen (101).
ZrO2 was synthesized using Zr(NO)3 and NH4OH in aqueous phase under ultrasonic
irradiation, followed by calcinations at 800 ◦C to induce the tetragonal to monoclinic
phase transformation (102). Nanocrystalline La1−xSrxMnO3 was prepared in a sim-
ilar manner (103). Recently, the method has been successfully applied to synthesize
Ni(OH)2 and Co(OH)2 nanoparticles (104) and iron (III) oxide (105).

Chalcogenides are commonly synthesized by this method. The metal sulphides
syntheses have been carried out in ethanol (106), water (107), and ethylenediamine
(108) whereas the sources of metal ions have been acetates (106,108) or the chlorides
(107). The precursor for sulphur is usually thioacetamide or thiourea.

3.4.3. High-Gravity Reactive Precipitation (HGRP)

This is a new method for synthesizing nanoparticles introduced by Chen et al. (109)
that was originally applied for the preparation of metal carbonates and hydroxides.
Using this method, they could control and adjust the particle size of CaCO3 particles
in the region of 17–36 nm by adjusting the reaction parameters such as high-gravity
levels, fluid flow rate, and reactant concentrations. The synthesis of nanofibrils of
Al(OH)3 of 1–10 nm in diameter and 50–300 nm in length as well as SrCO3 with a
mean size of 40 nm in diameter was also demonstrated by the same group using this
technique.
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HGRP is based on Higee technology (110); it consists of rotating a packed bed
under a high-gravity environment. This technology is a novel technique to inten-
sify mass transfer and heat transfer in multiphase systems. The rate of mass transfer
between a gas and a liquid in a rotating packed bed is one to three orders of magnitude
larger than that in a conventional packed bed. This is very helpful in the generation
of higher supersaturated concentrations of the product in the gas–liquid-phase reac-
tion and precipitation process. Due to the high shear field experienced by the passing
fluid, formation of fine droplets, threads, and thin films takes place in the rotat-
ing packed bed. This effect facilitates the intense micromixing between the fluid
components (109).

The experimental apparatus for synthesis by high-gravity reactive precipitation is
shown schematically in Figure 3.5. The key part of the RPB (Higee machine) is a
packed rotator (6). The inner diameter of the rotator is din = 50 mm, and the outer
diameter is dout = 150 mm. The axial width of the rotator is 50 mm. The distributor (5)
consists of two pipes (10 and 1.5 mm), each having a slot of 1 mm in width and 48 mm
in length, which just covers the axial length of the packing section in the rotator. The
rotator is installed inside the fixed casing and rotates at the speed of several hundred

Figure 3.5. Schematic of experimental setup. 1. Stirred tank, 2. Pump, 3. Valve, 4. Rotor
flow meter, 5. Distributor, 6. Packed rotator, 7. Outlet, 8. Valve, 9. Rotor flow meter, 10. Inlet
(adapted from Ref. 109).
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to thousands of rpm. Liquid (including slurry) is introduced into the eye space of the
rotator from the liquid inlet pipe and then sprayed by the slotted pipe distributor (5)
onto the inside edge of the rotator. The liquid on the bed flows in the radial direction
under centrifugal force, passing through the packing, and emerges outside the space
between the rotator and the shell, finally leaving the equipment through the liquid
exit (7) and collects in 1. The gas is introduced from an outside source (gas cylinder)
through the gas inlet (10), flows inward counter currently to the liquid in the packing
of the rotator, and finally goes out through the gas exit under the force of pressure
gradient.

This technique has thus far been relatively limited in application and has not been
extended to any other metal-oxide systems.

3.5. SOL-GEL PROCESSING

Sol-gel techniques have long been known for the preparations of metal oxides and
have been described in several books and reviews (15–19, 21, 25, 76, 111–121). The
process is typically used to prepare metal oxides via the hydrolysis of metal reactive
precursors, usually alkoxides in an alcoholic solution, resulting in the corresponding
hydroxide. Condensation of the hydroxide molecules by giving off water leads to
the formation of a network of metal hydroxide. When hydroxide species undergo
polymerization by condensation of the hydroxy network, gelation is achieved and a
dense porous gel is obtained. The gel is a polymer of a three-dimensional skeleton
surrounding interconnected pores. Removal of the solvents and appropriate drying of
the gel is an important step that results in an ultra-fine powder of the metal hydroxide.
Heat treatment of the hydroxide is a final step that leads to the corresponding ultra-
fine powder of the metal oxide. Depending on the heat treatment procedure, the final
product may end up in the form of a nanometer scale powder, bulk material, or
oxygen-deficient metal oxides.

The chemical and physical properties of the final product are primarily determined
by the hydrolysis and drying steps. Hydrolysis of metal alkoxides (M(OR)z) involves
nucleophilic reactions with water as follows:

M(OR)y + xH2O ←→ M(OR)y−x(OH) + xROH (3.1)

The mechanism of this reaction involves the addition of a negatively charged HO−

group to the positively charged metal center (M+). The positively charged proton is
then transferred to an alkoxy group followed by the removal of ROH. Condensation
occurs when the hydroxide molecules bind together as they release water molecules
and a gel/network of the hydroxide is obtained as shown in Scheme 3.1.

The rates at which hydrolysis and condensation take place are important parameters
that affect the properties of the final product. Slower and more controlled hydrolysis
typically leads to smaller particle sizes and more unique properties. Hydrolysis and
condensation rates depend on the electronegativity of the metal atom, the alkoxy
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group, solvent system, and the molecular structure of the metal alkoxide. Those
metals with higher electronegativities undergo hydrolysis more slowly than those
with lower electronegativities. For example, the hydrolysis rate of Ti(OEt)4 is about
five orders of magnitude greater than that of Si(OEt)4. Hence, the gelation times
of silicon alkoxides are much longer (on the order of days) than those of titanium
alkoxides (seconds or minutes) (34). The sensitivity of metal alkoxides toward hydro-
lysis decreases as the OR group size increases. Smaller OR groups lead to higher
reactivity of the corresponding alkoxide toward water and, in some cases, result in
uncontrolled precipitation of the hydroxide.

Because alcohol interchange reactions are possible, the choice of solvents in sol-gel
processes is very important. As an example, when silica gel was prepared from
Si(OMe)4 and heated to 600 ◦C, when ethanol was used as a solvent, the surface
area was 300 m2/g with a mean pore diameter of 29 Å. However, when methanol was
used, the surface area dropped to 170 m2/g and the mean pore diameter increased to
36 Å (17).

The rate of hydrolysis also becomes slower as the coordination number around
the metal center in the alkoxide increases. Therefore, alkoxides that tend to form
oligomers usually show slower rates of hydrolysis and, hence, are easier to control
and handle. n-Butoxide (O–n–Bu) is often preferred as a precursor to different oxides,
including TiO2 and Al2O3, because it is the largest alkoxy group that does not prevent
oligomerization (122).

Careful handling in dry atmospheres is required to avoid rapid hydrolysis and
uncontrolled precipitation because most metal alkoxides are highly reactive toward
water. For alkoxides that have low rates of hydrolysis, acid or base catalysts can
be used to enhance the process. The relatively negative alkoxides are protonated by
acids creating a better leaving group and eliminating the need for proton transfer in the
transition state.Alternatively, bases provide better nucleophiles (OH−) for hydrolysis,
however; deprotonation of metal hydroxide groups enhances their condensation rates.

Developments in the areas of solvent removal and drying have facilitated the
production of nanoscale metal oxides with novel properties. When drying is achieved
by evaporation under normal conditions, the gel network shrinks as a result of capil-
lary pressure that occurs and the hydroxide product obtained is referred to as xerogel.
However, if supercritical drying is applied using a high-pressure autoclave reactor at
temperatures higher than the critical temperatures of solvents, less shrinkage of the gel
network occurs, as there is no capillary pressure and no liquid–vapor interface, which
allows the pore structure to remain largely intact. The hydroxide product obtained
in this manner is referred to as an aerogel. Aerogel powders usually demonstrate
higher porosities and larger surface areas as compared with analogous xerogel pow-
ders. Aerogel processing has been very useful in producing highly divided powders
of different metal oxides (15,123–125).

Sol-gel processes have several advantages over other techniques for the synthesis
of nanoscale metal oxides. Because the process begins with a relatively homogeneous
mixture, the resulting product is a uniform ultra-fine porous powder. Sol-gel process-
ing also has the advantage that it can also be scaled up to accommodate industrial-scale
production.
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Figure 3.6. TEM micrograph of the nanostructure ofAP–MgO (supercritical solvent removal).
Here the porosity is formed by the interconnected cubic nanocrystals of MgO (adapted from
Ref. 125).

Numerous metal-oxide nanoparticles have been produced by making some modi-
fications to the traditional aerogel method. One modification involved the addition of
large amounts of aromatic hydrocarbons to the alcohol-methoxide solutions before
hydrolysis and alcogel formation (Figure 3.6). This change was done to further reduce
the surface tension of the solvent mixture and to facilitate solvent removal during the
alcogel–aerogel transformation (1,125,126). The resulting nanoparticles exhibited
higher surface areas, smaller crystallite sizes, and more porosity for samples of MgO,
CaO, TiO2, and ZrO2 (127,128).

The mesoporous TiO2 sphere is a better candidate for applications in catalysis,
biomaterials, microelectronics, optoelectronics, and photonics. Recently, Zhang et al.
(129) put forward a new method to synthesize mesoporous TiO2 as well as hollow
spheres using titanium butoxide, ethanol, citric acid, water, and ammonia. The meso-
porous solid and hollow spheres are formed with the same reactants but adding them in
a different order. The TiO2 possessed a mesoporous structure with the particle diame-
ters of 200–300 nm for solid spheres and 200–500 nm for hollow spheres. The average
pore sizes and BET surface areas of the mesoporous TiO2 solid and hollow spheres are
6.8, 7.0 nm, and 162, 90 m2/g, respectively. Optical adsorption studies showed that
the TiO2 solid and hollow spheres possess a direct band gap structure with the optical
band gap of 3.68 and 3.75 eV, respectively. The advantage of this route is that it does
not use surfactants or templates as is usual for synthesizing mesoporous materials.
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Figure 3.7. Schematic illustration of the formation mechanisms for the mesoporous TiO2
hollow and solid spheres (adapted from Ref. 129).

The proposed mechanism is (see Figure 3.7), that along the preparation path, the
ammonium citrate will form and plays a key role in the formation of the meso-
porous solid (129). The formation of mesoporous TiO2 solid or hollow spheres
was highly dependent on the extent of TiO2 condensation present at the onset of
ammonium citrate crystal growth. That is, mesoporous solid spheres form when
the TiO2 condensation process takes place with the formation of ammonium citrate
crystals simultaneously; mesoporous hollow spheres are produced when the nucle-
ation and growth of ammonium citrate crystals occurs before the TiO2 condensation
process.

Only a few transition metals exhibit metal-alkoxide chemistry amenable to sol-gel
synthesis. Cerda et al. prepared BaSnO3 (130) by calcining a gel formed between
Ba(OH)2 and K2SnO3 at pH ≈ 11. The material possessed a particle size of 200–
500 nm and contained BaCO3 impurity, which can be eliminated by high-temperature
calcination. O’Brien et al. (131) synthesized samples of monodisperse nanoparticles
of barium titanate with diameters ranging from 6 to 12 nm by the sol-gel method. The
technique was extended by Meron et al. (132) to synthesize colloidal cobalt ferrite
nanocrystals. This synthesis involves the single-stage high-temperature hydrolysis
of the metal alkoxide precursors to obtain crystalline, uniform, organically coated
nanoparticles that are well dispersed in an organic solvent. They were also able to
form Langmuir–Blodgett films consisting of a close-packed nanocrystal monolayer.
The structural and magnetic properties of these nanocrystals possessed the same
behavior of similarity to bulk Fe3O4 with a very high coercivity at low temperatures.

Other oxides such as V2O5 (133,134), MoO3 (133), and MnO2 (135,136) aerogels
have also been prepared. Nanocomposites of RuO2–TiO2 (137) are of particular inter-
est because of their supercapacitor properties. Nitrides and sulphides of Ti, and the
sulphide of Nb have also been prepared by sol-gel methods. TiN (138) was prepared
by thermal decomposition of a titanium alkoxy hydrazide precursor. TiS2 (139) and
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NbS2 (140) were prepared by reaction of Ti(OiPr)4 or Nb(OEt)5 with H2S in benzene
and acetonitrile solution, respectively. The reaction of metal propoxide with H2S
results in the formation of metal alkoxy sulfides, which was calcined at 600–800 ◦C
subsequently to obtain the metal sulfides.

Sol-gel processes have also been used to synthesize nanocomposites like one com-
posed of nanoparticles of transition metal(s) and nanoparticles of magnetic ferric oxide
(141), Au–SiO2, luminescent SnO2-based supercapacitors (142),Y2O3/Fe2O3/TiO2
(143), SiO2–TiO2 (144), Si–SiO2 (145), Au–SiO2 (146), FeCo–SiO2 (147),
Fe-SiO2 (148), Ag–SiO2 (149), Ni–SiO2, NiO–SiO2 (150), Ti–Si mixed oxide (151),
PbE-ceramic composite materials (152), and so on.

3.6. MICROEMULSION TECHNIQUE

Microemulsions or micelles (including reverse micelles) represent an approach based
on the formation of micro/nano-reaction vessels for the preparation of nanoparticles,
and they have received considerable interest in recent years (153–159). A literature
survey depicts that the ultra-fine nanoparticles in the size range between 2 and 50 nm
can be easily prepared by this method. This technique uses an inorganic phase in water-
in-oil microemulsions, which are isotropic liquid media with nanosized water droplets
that are dispersed in a continuous oil phase. In general, microemulsions consists of,
at least, a ternary mixture of water, a surfactant, or a mixture of surface-active agents
and oil. The classic examples for emulsifiers are sodium dodecyl sulfate (SDC) and
aerosol bis(2-ethylhexyl)sulfosuccinate (AOT). The surfactant (emulsifier) molecule
stabilizes the water droplets, which have polar heads and nonpolar organic tails. The
organic (hydrophobic) portion faces toward the oil phase, and the polar (hydrophilic)
group towards water. In diluted water (or oil) solutions, the emulsifier dissolves and
exists as a monomer, but when its concentration exceeds a certain limit called the crit-
ical micell concentration (CMC), the molecules of emulsifier associate spontaneously
to form aggregates called micelles.These micro-water droplets then form nanoreactors
for the formation of nanoparticles. The nanoparticles formed usually have mono-
disperse properties. One method of formation consists of mixing of two microemul-
sions or macroemulsions and aqueous solutions carrying the appropriate reactants to
obtain the desired particles. The interchange of the reactants takes place during the
collision of the water droplets in the microemulsions. The interchange of the reactant
is very fast so that for the most commonly used microemulsions, it occurs just during
the mixing process. The reduction, nucleation, and growth occur inside the droplets,
which controls the final particle size. The chemical reaction within the droplet is
very fast, so the rate-determining step will be the initial communication step of the
microdroplets with different droplets. The rate of communication has been defined
by a second-order communication-controlled rate constant and represents the fastest
possible rate constant for the system. The reactant concentration has a major influence
on the reduction rate. The rate of both nucleation and growth are determined by the
probabilities of the collisions between several atoms, between one atom and a nucleus,
and between two or more nuclei. Once a nucleus forms with the minimum number
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of atoms, the growth process starts. For the formation of monodisperse particles, all
nuclei must form at the same time and grow simultaneously and with the same rate.

A typical method for the preparation of metal-oxide nanoparticles within micelles
consists of forming two microemulsions, one with the metal salt of interest and
the other with the reducing or oxide containing agent and mixing them together.
A schematic diagram is shown in Figure 3.8 (160).

When two different reactants mix, the interchange of the reactants takes place
due to the collision of water microdroplets. The reaction (reduction, nucleation, and
growth) takes place inside the droplet, which controls the final size of the particles.
The interchange of nuclei between two microdroplets does not take place due to the
special restrictions from the emulsifier. Once the particle inside the droplets attains
its full size, the surfactant molecules attach to the metal surface, thus stabilizing and
preventing further growth.

Reverse micelles are used to prepare nanoparticles by using an aqueous solution
of reactive precursors that can be converted to insoluble nanoparticles. Nanoparticle
synthesis inside the micelles can be achieved by different methods, including hydro-
lysis of reactive precursors, such as alkoxides, and precipitation reactions of metal
salts (161,162). Solvent removal and subsequent calcination leads to the final product.
A variety of surfactants can be used in these processes, such as pentadecaoxyethy-
lene nonylphenylether (TNP-35) (162), decaoxyethylene nonylphenyl ether (TNT-10)

Figure 3.8. Proposed mechanism for the formation of metal particles by the microemulsions
approach (adapted from Ref. 160).
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(162), poly(oxyethylene)5nonylphenolether (NP5) (163), and many others that are
commercially available. Several parameters, such as the concentration of the reac-
tive precursor in the micelle and the weight percentage of the aqueous phase in the
microemulsion, affect the properties, including particle size, particle size distribution,
agglomerate size, and phases of the final oxide powders. There are several advantages
to using this method, including the preparation of very small particles and the abil-
ity to control the particle size. Disadvantages include low production yields and the
need to use large amount of solvents and surfactants.

This method has been successfully applied for the synthesis of metals, metal oxides,
alloys, and core-shell nanoparticles. The synthesis of metal oxides from reverse
micelles is similar in most aspects to the synthesis of metal oxides in aqueous phase
by the precipitation process. For example, precipitation of hydroxides is done by addi-
tion of bases like NH4OH or NaOH to a reverse micelle solution containing aqueous
metal ions at the micelle cores. This method has been also used to synthesize mixed
metal iron oxides (164):

M2+ + 2Fe2+ + OH−(excess)
�,O2−−−−→ MFe2O4 + xH2O ↑

where M = Fe, Mn, or Co. The resultant particles obtained are of the order of 10–20 nm
in diameter. The cation distribution in the case of spinels depends on the temperature
used in the reaction (165). If the transition metal cation is unstable or insoluble in
aqueous media, nanoparticles of those metals can be prepared by hydrolysis of suitable
precursors; for example, TiO2 has been prepared from tetraisopropyl titanate (166) in
the absence of water. The hydrolysis occurs when a second water-containing solution
of reverse micelles is added to the solution of the first micelle containing the metal
precursor. Adjusting the concentration of reactants can change the final crystal form,
i.e., amorphous or crystalline. The reaction can be gives as follows:

Ti(OiPr)4 + 2H2O −→ TiO2 + 4(iPr−OH)

Microemulsions have also been employed to prepare precursors that decompose
during calcinations, resulting in desired mixed metal oxides. A series of mixed-metal
ferrites have been prepared by precipitating the metal precursor in the H2O–AOT–
isooctane system and calcining the products at 300–600 ◦C (167). A superconductor
material YBa2Cu3O7−δ with 10-nm particles has been prepared by combining the
micellar solution of Y3+, Ba2+, and Cu2+ prepared in an Igepal CO-430–cyclohexene
system with a second micellar solution containing oxalic acid in the aqueous cores.
(Note: Igepal CO-430 is a surfactant with chemical name “Nonyl phenol 4 mole
ethoxylate”). The precipitate was subsequently calcined to 800 ◦C to remove oxalic
precursors (168). Other metal oxides, which are prepared in a similar method are
tungsten and tungsten oxide nanoparticles (169), ASA CexBa1−xMnAl11Oy (170),
Ni–Fe spinel (171), Al2O3 (172), LaMnO3 (173), BaFe12O19 (174), Cu2L2O5 (L =
Ho, Er) (175), and LiNi0.8Co0.2O2 (176), and BaFe12O19 (177).
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Solvothermal techniques have also been used to synthesize metal oxide (67,178–190)
and chalcogenide2 (191–203) as well as semiconductor chalcogenides nanoparticles
(197,204–209).

The metal complexes are decomposed thermally either by boiling the contents in
an inert atmosphere or by using an autoclave. A suitable capping agent or stabilizer
such as a long-chain amine, thiol, and trioctylphospine oxide [TOPO] is added to
the reaction contents at a suitable point to hinder the growth of the particles and,
hence, provide their stabilization against agglomeration. The stabilizers also help in
dissolution of the particles in different solvents.

The decomposition of metal alkoxides for the synthesis of TiO2 (210) nanopar-
ticles, TOPO capped autoclave synthesis of TiO2 by metathetic reaction (211),
decomposition of metal N-nitroso N-phenyl hydroxylamine complex to get metal
oxide (212,213), synthesis of CdE (E = S, Se,Te) nanoparticles using an organometal-
lic precursor in TOPO (214) as solvent, and toluene (193) as solvent in nujol (215)
are some important innovations in recent years.

Nanoscale TiO2 was prepared using an aqueous TiCl4 solution by hydrothermal
synthesis; it was found that acidic conditions favored the rutile, whereas basic con-
ditions favored anatase (216). It was also found that higher temperature favors the
highly dispersed product and that grain size can be controlled by the addition of min-
erals such as SnCl4 or NaCl, but the presence of NH4Cl leads to agglomeration of
particles. The approach was extended and revealed that phase purity of the products
depends primarily on concentration, with higher concentrations of TiCl4 favoring the
rutile phase, whereas particle size depends primarily on reaction time (217).Yin et al.
produced 2–10-nm crystallites of monodispersed, phase-pure anatase by using citric
acid to stabilize the TiO2 nanoparticles and treating the precursors hydrothermally in
the presence of KCl or NaCl mineralizers (218).

Masui et al. reported the hydrothermal synthesis of nanocrystalline, monodispersed
CeO2 with a very narrow size distribution (219). They combined CeCl36H2O and
aqueous ammonia with a citric acid stabilizer and autoclaved the solution in a sealed
teflon container at 80 ◦C. The CeO2 nanoparticles exhibited a 3.1 nm average diameter.
Inoue et al. (220) were able to reduce the particle size of CeO2 produced by a similar
approach to 2 nm by autoclaving a mixture of cerium metal and 2-methoxyethanol
at 250 ◦C and coagulating the particles with methanol and ammonia. The higher
reaction temperature resulted in increased particles size.

Metal oxides can also be synthesized by the decomposition of metal-Cupferron
complexes, MxCupx (Cup = C6H5N(NO)O−) (212). Seshadri and co-workers were
able to replace the amine-based solvents with toluene and prepared ≈10-nm-diameter
γ -Fe2O3 and ≈7-nm CoFe2O4 by hydrothermal processes (213). They synthe-
sized maghemite γ -Fe2O3 nanoparticles from a FeIII-cupferron complex and spinel

2Compounds containing a chalcogen element, that in-group 16 of the Periodic Table, and excluding oxides
are commonly termed chalcogenides. These elements are sulfur (S), selenium (Se), tellurium (Te), and
polonium (Po). Common chalcogenides contain one or more of S, Se, and Te, in addition to other elements.
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CoFe2O4 nanoparticles starting from a CoII-cupferron complex and FeIII-cupferron
complex. The authors, however, found that, the presence of at least trace quantities
of a strongly coordinating amine was necessary to act as a capping agent and pre-
vent aggregation. They could also synthesis of nanoparticulate ZnFe2O4 by a similar
approach (221).

3.8. TEMPLATED/SURFACE DERIVATIZED NANOPARTICLES

In recent years, varieties of porous materials have been obtained by templated tech-
niques. Generally two types of templates have been used in the literature, soft template
(surfactants) (222) and hard template (porous solids such as carbon or silica). In the
case of hard templates, the formation of porous material takes place in a confined space
formed by the porosity of the template. Two types of hard templates have been made
use of in the template synthesis: active carbon (223) and mesoporous silica materials
(224–227). Commercial active carbons were used as a template to prepare different
types of HSMO (228), monodisperse and porous spheres of oxides, and phosphates
(229). However, the use of active carbons as templates has certain limitations because,
at the high treatment temperature employed during the synthesis, infiltrated salts and
the carbon may react with each other destroying the intended material. Moreover, if
the heat treatment is performed in air, the carbon may be rapidly oxidized (ignition)
even at a relatively low temperature due to the catalytic effect of infiltrated salts. On
the other hand, some metallic salts may end up as metal instead of metal oxide as
carbon is a good reducing agent at high temperature under inert temperature.

Mesostructured silica materials (MSMs) have been employed for the fabrication
of ordered porous inorganic materials (i.e., metal oxides, sulphides) (224,225). In this
method, retention of surface silanol groups is very important for effective impregna-
tion of metal salts inside the porosity. Surface silanol groups within the silica pores are
usually affected during the removal of surfactant templates used for the synthesis of
MSMs. A recent and special technique called microwave digestion (Figure 3.9) helps
to overcome this problem. Using this technique, Tian et al. (224) have prepared various
metal oxides such as NiO, Co2O3, MnxOy, In2O3, Fe2O3, and Cr2O3 (Figure 3.10).
Table 3.3 give the textural properties of various nanostructured metal-oxide wires and
spheres obtained by this method (224).

Although, the procedure proposed by Tian et al. (224) yields HSA metal oxides, it
requires the use of expensive surfactants as templating agents for the synthesis of MSM
and a sophisticated method to remove the surfactant. An inexpensive approach to syn-
thesize high-surface-area metal oxides (HSMOs) was introduced by Fuertes (226). In
this method, porous silica templates (silica xerogel) were synthesized without employ-
ing the surfactants (i.e., silica gels). The xerogel is obtained from a synthesis mixture
formed exclusively by a silica source (sodium silicate), HCl, and water. Furthermore,
because the templated material is obtained without the aid of structure-directing agents
(i.e., surfactants) and the synthesis takes place at a moderate temperature (100 ◦C), the
surface silanol groups can easily be preserved. This method had been demonstrated
for Fe2O3, Cr2O3, NiO, CeO2, Mn2O3, Co2O3, andAl2O3 (see Figure 3.11). Table 3.4
gives the physical characteristic of these samples (226).
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Figure 3.9. Schematic diagram of the synthesis procedure for the ordered crystallized
metal-oxide nano-arrays with mesostructured frameworks. (A) microwave digestion, (B) infil-
tration with inorganic precursors, (C) calcination, and (D) etching by HF or NaOH. The
magnified image indicates the abundance of the silanol groups on the cavity surface (adapated
from Ref. 224).

Although Feurtes’ method is simple and inexpensive, the product obtained is not
an ordered nanorod as it is when using the SBA template (224), but it is in the form
of aggregates of nanoparticles and/or three-dimensional solid-containing confined
pores. The Feurtes’ method can also be used to synthesize metal sulphides as well as
mixed metal oxides.

A recent method proposed by Chane-Ching et al. (60) to synthesize various nano-
structured metal oxides from surface-modified nanoparticle building blocks by using
a liquid-crystal template is very simple and versatile. This process involves function-
alizing the oxide nanoparticles with bifunctional organic anchors like aminocaproic
acid and taurine. After the addition of a copolymer surfactant, the functionalized
nanoparticles will slowly self-assemble on the copolymer chain through a second
anchor site. By using this approach, authors could prepare several metal oxides like
CeO2 (Figure 3.12), ZrO2, and CeO2–Al(OH)3 composites. The method yields ZrO2
of surface area 180 m2/g after calcining at 500 ◦C, 125 m2/g for CeO2, and 180 m2/g
for CeO2–Al(OH)3 composites. The ZrO2 obtained by this method possessed solely
the monoclinic crystal phase. For example, SAXS patterns of the as-synthesized
nanostructured CeO2 materials, after calcination at 500 ◦C for 6 h, showed a peak
centered at 10 nm (Figure 3.13) (60). TEM images show that the material is meso-
porous and possess large, well-ordered channels organized in hexagonal arrays. The
dSAXS peaks can be indexed to a hexagonal cell with a unit-cell dimension of 11.5 nm.
The N2 desorption curves suggested that the material possess pores with a size of
5.5 nm.
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Figure 3.10. TEM images of ordered metal-oxide nanowires (obtained from MWD-SBA-15)
arrays with crystallized mesoporous frameworks. (a) Cr2O3 nanowires depicted on the (100)
plane and the (011) plane (inset A1); inset A2 is the SAED of A. (b) MnxOy nanowires depicted
on the (100) plane; inset B1 showing the (100) plane with larger magnification; inset B2 is the
SAED of B1. (c) Fe2O3 nanowires depicted on the (100) plane and the (011) plane (inset C1);
SAED of C is shown in inset C2. (d) Co3O4 nanowires, (100) plane and the (011) planes (inset
D1); SAED of D is shown in D2. (adapated from Ref. 224).

TABLE 3.3. Textural Properties of Various Nanostructured Metal Oxide Wires

and Spheres (Adapted from Ref. 224).

Pore Size Pore Volume
Composition Template Morphology BET, m2/g [nm] [cm3 g−1]

Cr2O3 MWD-SBA-15 nanowires 64.9 3.6 0.34
MnxOy MWD-SBA-15 nanowires 103.2 3.4 0.39
Fe2O3 MWD-SBA-15 nanowires 137.1 4 0.43
Co3O4 MWD-SBA-15 nanowires 82.4 3.4 0.37

MWD-SBA-16 nanowires 92.1 6.5 0.33
NiO MWD-SBA-15 nanowires 56.4 3.5 0.38
In2O3 MWD-SBA-15 nanowires 70.3 3.5 0.36

MWD-SBA-16 nanowires 122.6 6.1 0.34
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Figure 3.11. (Top) Nitrogen sorption isotherm, pore size distribution (upper left), and TEM
image (lower right) for the silica xerogel used as template. (bottom) TEM images of the various
synthesized metallic oxides: (a) Fe2O3 (ferrihydrite), (b) Co2O3, (c) Al2O3, and (d) NiO
(adapted from Ref. 226).
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TABLE 3.4. Structural Properties of High-Surface Area Metal Oxides (Adapted from

Ref. 226).

Structural PorosityProduct SBET Vt Crystallite
(XRD) (m2 g−1) (cm3 g−1)a Vs (cm3 g−1)c Pore Size (nm)d Size (nm)b

Fe2O3 – –
Ferrihydrite 270 0.45 0.32 6.5 –
Maghemite 176 0.44 0.32 11 –

Cr2O3 118 0.57 – – 17
NiO 96 0.39 0.12 6.9 11
CeO2 141 0.35 0.04 4.6 7
Mn2O3 117 0.26 0.08 4.6 18
Co2O3 98 0.21 0.14 8.6 10
Al2O3 53 0.78 – – –

aTotal pore volume from N2 adsorption at p/po = 0.99.
bEstimated from XRD peak broadening by using the Scherrer formula.
cVolume of structural pores.
dMaximum PSD for the structural pores.

In a recent method (230) to synthesize one-dimentional transition metal oxide-
nanocrystals, metal chlorides such as WCl4/MnCl2/TiCl4 were dissolved in oleic
acid and oleylamine and heated to 350/270/290 ◦C. After 60/20/2 min, the reac-
tion was quenched using toluene and treated with acetone to precipitate dark brown
flocculates of W18O48/MnO2/TiO2, respectively, which can be separated by cen-
trifugation. The resulting powder was dispersed in a hydrophobic solvent like toluene
and dichloromethane. By this route, the authors obtained well-defined rod-shaped
W18O48 nanocrystals of 4.5 ± 0.6 nm in width and 28.3 ± 5.1 nm in length. X-ray
studies revealed that these nanorods were anisotropically grown along the b-axis of

Figure 3.12. TEM image of the CeO2 nanostructured material after calcination at 500 ◦C
(adapted from Ref. 60).
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Figure 3.13. (a) XRD pattern of the CeO2 nanostructured material after calcination at 500 ◦C
for 6 h. (b) The SAXS pattern of the CeO2 nanostructured material after calcination at 500 ◦C
for 6 h (adapted from Ref. 60).

the monoclinic structure of W18O48. The HTTEM study (Figure 3.14) indicates that
the W18O48 single crystallinity in the monoclinic structure and the lattice fringes that
orient in the (010) direction with an interplanar distance of 3.78 Å reveal the nanorod
is elongated along the (010) lattice plane (230). TEM and HRTEM images of MnO2
nanocrystals revealed that they are one-dimensional with a width of 3.1 ± 0.3 nm and
a length of 8.4 ± 1.2 nm, with the aspect ratio of ∼3. It was also found that control
of the aspect ratio is possible by changing the growth temperature.

Similar studies for TiO2 nanocrystal revealed that they are highly anisotropic with
the aspect ratio of ∼7. XRD analysis showed that they have a tetragonal anatase
structure. The HRTEM image of the TiO2 nanorods showed that these nanocrystals
have single crystallinity and are preferentially grown along the (001) direction with
an interplanar distance of 2.4 Å. In summary, this method is versatile, reproducible,



108 SYNTHESIS OF METAL-OXIDE NANOPARTICLES: LIQUID–SOLID TRANSFORMATIONS

Figure 3.14. (a) TEM and (b) HRTEM of tungsten oxide nanorods. Inset: magnified HRTEM
image showing lattice fringes of W18O49 nanorods (adapted from Ref. 230).

and simple, and therefore, it can be used as a new protocol for a one-dimensional
metal-oxide nanocrystal. But applicability for other metal oxides has yet to be tested.

3.9. SPECIFIC PROPERTIES

As mentioned, the properties of nanoparticles are usually size dependent and in the
case of metal oxides are primarily dictated by defects and the coordinatively unsat-
urated surface. When prepared in nanometer size particles, these materials exhibit
unique chemical and physical properties that are remarkably different than those of
the corresponding bulk materials. The study of physical and chemical properties of
nanoparticles is of great interest as a way to explore the gradual transition from atomic
or molecular to condensed matter systems.

As the size of a particle decreases, the percentage of atoms residing on the surface
increases. As an example, a study of different samples of MgO nanoparticles has
revealed that for particles ∼4 nm in diameter, ∼30% of the atoms are surface atoms
(15). Of course, surface atoms/ions are expected to be more reactive than their bulk
counterparts as a result of coordinative unsaturation. Because of this and the fact
that the surface-to-volume ratio is large, it is not unusual to see unique behavior
and characteristics for nanoparticles. This particle size effect is a characteristic of
different nanomaterials, including metal oxides. Chapters 11–13 in this book discuss
in detail some selected properties of nanophase metal oxides, which have significant
size dependence.

3.10. CONCLUSION

Nanoscale metal oxides have turned out to play an important role in different fields of
nanoscience from biology, chemistry, physics, and material science to electronics.
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Depending on the application of metal oxides as well as the quantity of mate-
rial required, one could choose different methods of synthesis as mentioned here.
Although in-depth exploration of this field often requires sophisticated and expensive
instrumentation, many innovative breakthroughs have been realized and the future
seems to hold a great deal of potential.

Nanoscale metal oxides are of considerable importance to both the fundamental
understanding of size-dependent properties and the numerous applications. Although
in many cases a basic understanding of the bonding and structure present in these
systems has been determined, there is still a great deal of work to be done.Additionally,
the methods for the preparation of oxide systems are a continually evolving area of
science. Finally, developments in the areas of synthesis, instrumentation, and mod-
eling will aid scientists to understand the relationships between physical, electronic,
and chemical properties.
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CHAPTER 4

Synthesis of Metal-Oxide
Nanoparticles: Gas–Solid
Transformations

S. BUZBY, S. FRANKLIN, and S. ISMAT SHAH

This chapter describes the formation of nanoparticle and thin-film oxides by gas–
solid transformations. The first part of the chapter will review the chemical vapor
deposition (CVD) technique where solid particles are created from the reaction of
volatile chemical precursors with reactive gases. Part two of the chapter will focus on
the technique called pulsed laser deposition (PLD) in which a solid precursor target
is ablated to form vapors by a high-energy laser pulse.

4.1. PART ONE—CHEMICAL VAPOR DEPOSITION

4.1.1. Introduction

CVD is a general term applied to the deposition of solid materials from chemical
precursors in the vapor phase. The CVD process for compound formation involves
reaction between a volatile precursor of the material to be deposited with other reac-
tive gases. The process may employ various gaseous, liquid, or solid chemicals as
sources of the elements of which the film is to be made. The reaction results in the
production of a nonvolatile solid that deposits on an appropriately placed substrate to
form either particles or a thin film. CVD processes have been used in various indus-
trial applications and technologies such as the fabrication of electronic devices, the
manufacture of cutting tools, and the formation of nanoparticles.

In this section, several topics related to the CVD process will be explained, includ-
ing reaction types, system design, growth mechanisms, and examples of reactions.

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
Marcos Fernández-Garcia
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This section is divided into the following subsections:

1. Types of CVD processes

2. CVD systems and requirements

3. Particle growth mechanism

4.1.2. Types of CVD Processes

Due to the great variety of materials that can be created by CVD, a large number of
processes and systems have been designed and constructed. The various processes can
be characterized and described by such terms as low or high temperature, atmospheric
or low pressure, gaseous or liquid precursors, and hot-wall or cold-wall reactors and
by incorporation of physical techniques such as plasma or light sources to assist in
ion formation. The following CVD processes are commonly used for the formation
of nanoparticles (1,2):

CVD—chemical vapor deposition (thermally activated or pyrolytic)
MOCVD—Metalorganic CVD
PACVD—Plasma-assisted CVD
PCVD—Photo CVD

4.1.3. Thermally Activated CVD

Thermal CVD processes are initiated only with thermal energy (resistance heating,
RF heating, or infrared radiation). They are usually performed at normal or low pres-
sure down to ultra-low pressure. High-temperature CVD is the best way to achieve
the growth of high-quality epitaxial thin films. It is used extensively for metallurgical
coatings and for in situ calcinations to obtain the desired crystalline phase. The reac-
tors used can be divided into two main types: hot-wall and cold-wall reactors. Hot-wall
reactors are usually tubular in shape and are heated externally by use of resistance-
heating elements. Multiple temperature zones are essential for the efficient transport
of matrix as well as dopant atoms. By carefully controlling gas flow rates and temper-
atures, the composition, doping levels, and particle size of the nanoparticles can be
manipulated. In a cold-wall reactor, the substrate is inductively heated while the non-
conductive reaction chamber walls are either air or water cooled. Cold-wall reactors
are used almost exclusively for the deposition of epitaxial Si films (1–3).

4.1.4. MOCVD

MOCVD is also a thermal CVD processes, but the sources differ in that they are
metalorganic gases or liquids. Metalorganic compounds are organic compounds that
contain a metal atom, particularly compounds in which the metal atom has a direct
bond with a carbon atom (e.g., Titanium tetraisopropoxide, Ti[OCH(CH3)2]4). With
the availability of pure metalorganic precursors, their use offers significant advantages
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in the practical aspects of delivering the reactants to the substrate surface. The greatest
advantage of using metalorganics is that they are volatile at a relatively low temper-
ature, which makes it easier to transfer the precursor to the substrate. As all of the
reactants are in the gas phase, it is possible to achieve precise control of the flow
rates and partial pressures of the gases allowing for efficient reproducible deposi-
tions. However, due to the organic nature of the precursors, carbon contamination
becomes a problem, making it difficult to produce high-purity samples (4–8).

4.1.5. PACVD and PCVD

PACVD uses plasma to ionize and dissociate the gases used for the deposition. The
most common method for creating the plasma discharge is the use of a radio-frequency
(RF) field. The reactor can be coupled either inductively with a coil or capacitively
with electrode plates to form plasma. The plasma formed has sufficient energy to
decompose gas molecules into electrons, ions, radicals, and so on. PCVD uses light
(lasers) to enhance the reaction rate. The effect of the radiation is either a local heating
of the substrate to decompose the gases above it or a photochemical reaction where
the energetic photons directly decompose the gases. The generated species are highly
reactive and their use enhances the particle growth rate, allowing for deposition at
much lower temperatures than in thermal CVD. Therefore, previously impossible
reactions, such as high-temperature reactions on temperature-sensitive substrates,
may now be carried out (9,10). The CVD processes are summarized below in Table 4.1.

4.1.6. Comparison of CVD with Other Deposition Techniques

The advantages of the CVD technique consist of producing uniform, pure,
reproducible particles, and films at low or high flow rates. However, when compared
with other deposition techniques, the CVD processes are perhaps the most complex
to use. Unlike growth by physical deposition techniques, such as evaporation, this
method requires multiple test runs to establish the growth parameters to be used, espe-
cially for single-crystal growth. The complexity of this method results from several
factors. First, CVD generally uses multiple reactant species in the chemical reactions

TABLE 4.1. Summary of CVD Processes.

Energy Pressure Used
Process Used (torr) Source Advantages

CVD Thermal 10−5–760 Inorganic High-quality epitaxial
growth

MOCVD Thermal 10–760 Metalorganic Precise control;
Reproducible

PACVD Plasma 0.01–10 Both Lower temperature
PCVD Light/Laser 10–760 Both Lower temperature;

Selected control
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compared with single sources for PVD or PLD. Second, CVD reactions generally
produce intermediate products, with the growth occurring in more consecutive steps
rather than directly forming the product as in physical methods (i.e., evaporation).
Finally, the growth has numerous independent variables (flow rate, partial pressures,
system pressure, etc.), and all must be monitored and controlled. Other disadvantages
to the CVD process are the chemical hazards associated with the toxic, explosive,
inflammable, or corrosive gases used and that not all materials have a precursor that
can be economically and commercially viable (1,2).

4.1.7. CVD System Requirements

Each process described above uses a different system. However, regardless of the
process type, most CVD systems have many components in common. A CVD system
must have the ability to deliver and control the reactant gases into the reactor, usu-
ally accomplished by using mass flow controllers. A reaction chamber is equipped
with a substrate holder where the reactant gases combine to form particles that are
collected on the substrate. The reaction chamber is typically tubular in shape and
constructed of stainless steel, glass, pyrex, and quartz, depending on the reaction
conditions (temperature, pressure, reactivity, etc.). The system must also contain a
heating arrangement with temperature control to supply heat to the reactor and sub-
strate. The heat is necessary to ensure that the reaction can proceed efficiently and
provides the energy to dissociate the gases in CVD and MOCVD processes. For
PACVD or PCVD, there is in addition to the heat source a plasma generator or light
source (laser) present to assist in the dissociation. Finally, vacuum pumps are used
for maintaining the system pressure and for the removal of reaction byproducts and
depleted gases (1,2,7). A schematic drawing of a MOCVD system for the synthesis
of TiO2 nanoparticles is shown in Figure 4.1.

4.1.8. Particle Growth Mechanism

The formation of oxide nanoparticles can be divided into three basic stages. The first
step in the process is the introduction of the metal precursor gas or vapor and oxygen

Figure 4.1. Schematic of an MOCVD system.
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into the reaction chamber. The two most important steps in the formation of oxide
nanoparticles by CVD are the reaction and condensation steps as they determine the
composition and size of the nanoparticles formed (3,4). It is known that particle size
and distribution are determined by growth temperature and deposition rate that, in
turn, relies on the flow rate of the metal precursor (4,6). The selection of the precursor
used determines the method and ease of introducing the precursor into the reaction
chamber. Gaseous precursors may be regulated and added directly to the chamber by
use of mass flow controllers. However, many of the precursors used for the formation
of oxide nanoparticles are liquids, and so additional steps are required to convert them
to gases before they can be used. The equilibrium concentration of a vapor over a
liquid is known as the vapor pressure of the substance. The free energy change in going
from the liquid to the gaseous state determines the concentration of the gas (11,12).

Aliq −→ Agas

[Agas]
[Aliq]

= exp(−�G/RT)

As can be seen from the equation above, by heating the liquid precursor, it is possible
to increase the concentration of precursor vapor introduced into the system resulting
in higher reaction rates. The precursor transport rate may also be increased by the use
of a carrier gas. An inert gas (i.e., N2 or Ar) is bubbled through the liquid precursor
carrying the precursor molecules into the reaction chamber. For oxidation reactions
below 500 ◦C, oxygen is used as oxidant, whereas above 500 ◦C, carbon dioxide or
nitrogen oxides are added to oxygen to reduce the flammability risk.

Second is the reaction of the precursor with oxygen to form metal-oxide monomers
(4,6). The equilibrium state of any chemical system—the concentrations of reactants
and products that will be present if you wait long enough—occurs when the free
enthalpy G (Gibbs free energy) has reached its minimum value. This is equivalent to
saying that the change in free energy due to any reaction (involving a small number
of moles) at the equilibrium concentration is zero. For any single reaction,

aA + bB −→ cC + dD

We can then find the equilibrium state of the reaction from the equilibrium constant
(11,12):

[C]c[D]d

[A]a[B]b
= exp(−�G/RT)

The overall CVD reactions can be classified by examining the standard enthalpy of
reaction. Reactions for which the change in free energy (�G) is modest are potentially
reversible, with the actual reaction being a balance between deposition and etching
of the products, depending on the experimental conditions used:

SiH4 ←→ Si + 2H2 �G = −57 kJ/mole
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Reactions involving very large changes in free energy have essentially no reactants
left when equilibrium is reached. They are completely irreversible and lead only to
deposition. This is the case with oxide formation when the concentration of reactants
is essentially zero at equilibrium:

SiH4 + 2O2 ←→ SiO2 + H2O �G = −1307 kJ/mole

Finally, consider the reaction for the reduction if titanium(IV) chloride:

TiCl4 + 2H2 −→ Ti + 4HCl �G = +287 kJ/mole

This reaction is not thermodynamically possible at room temperature because the
free energy change (�G) is positive (1,2). The only way this reaction can be made to
proceed is by heating it to 1000 ◦C. This is why Ti CVD is very difficult.

Finally the monomers condense to form larger clusters by homogenous nucle-
ation in the gas phase and the subsequent collection of the oxide nanoparticles on the
substrate (4,6).As mentioned, the size and distribution of the particle formed are deter-
mined by the reaction temperature and the oxide deposition rate. The total precursor
concentration can be controlled by varying the flow rate of the carrier gas, the liquid
precursor temperature, or the system pressure. The reaction temperature effects the
precursor concentration due to thermal expansion of the gas (6). The total concentra-
tion of the gas decreases as the temperature increases, and because the flow rate of the
gas is kept constant, this reduces the time the precursor spends in the condensation
region of the reactor. The lower concentration coupled with the lower residence time
will cause the mean free path of the oxide monomers to increase, thereby reducing
the size of the particles formed. Figure 4.2 shows the steps formation of particles in
the CVD process.

Figure 4.2. Steps of particle formation in the CVD process.
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4.1.9. Conclusions

CVD techniques are vapor deposition techniques based on homogeneous and/or
heterogeneous chemical reactions. These processes employ various gaseous, liquid,
and solid chemicals as sources of the elements of which the film is to be made.
Compared with other deposition techniques, the CVD method is perhaps the most
complex. Unlike growth by physical deposition such as evaporation, this method
requires numerous test runs to reach suitable growth parameters. The complexity of
this method results from the facts that (1,2):

1. It generally includes multicomponent species in the chemical reactions.

2. The chemical reactions generally produce intermediate products.

3. The growth has numerous independent variables.

4. The growth includes more consecutive steps than in physical methods.

The CVD production has several advantages (7):

1. High purity particles.

2. Size control to produce uniform, reproducible particles.

3. Control over the crystal structure of the particles.

4. Particles may be produced rapidly and continuously.

4.2. PART TWO—PULSED LASER DEPOSITION

4.2.1. Introduction

During the last decade, PLD has been established as a simple, versatile, and
contamination-free deposition technique. Nanoparticles and thin films of a wide
variety of materials (metals, dielectrics, semiconductors, oxides, nitrides, etc.) have
been deposited using the PLD technique (12). Conceptually, PLD is a very simple
technique. A laser beam enters a vacuum chamber through a window and impinges
on the target material that is to be deposited. The basic setup is shown in Figure 4.3.

Figure 4.3. A typical setup for pulsed laser deposition of thin films.
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The laser pulse with pulse durations ranging from 30 ns to a few femtoseconds is
focused to an energy density of 1–10 J/cm2 vaporizing a few hundred angstroms of
surface material. The evaporated flux contains neutral atoms, positive and negative
ions, electrons, molecules, molecular ions, and free radicals of the target material in
both their ground and excited states. These vapors absorb incoming radiation as a
result of which the particles acquire kinetic energy of 1–5 eV and move in the direc-
tion perpendicular to the target. The particles then deposit on a substrate generally
heated to allow for crystalline film growth (13).

Laser beam–solid interaction is a complex phenomenon. Energy of the laser-photon
beam is absorbed by the solid surface leading to electronic excitation. As thermal
conductivity of the target solid is far too low to dissipate energy in the short period
of the laser pulse, photon energy is converted into thermal and chemical energy. As a
result, temperature of the order of 3500 ◦C is reached in a small volume of the target,
leading to instantaneous evaporation, ionization, and decomposition of the material.
The moving front of such a collection of particles constituting plasma is called a
plume. The plume expands rapidly having high pressure and deposits on the substrate
forming a film.

4.2.2. PLD

The laser evaporation method was first used to deposit thin films in 1965 (14), but
only after successful fabrication of as-deposited 90K YBa2Cu3O7 (YBCO) epitaxial
films giving 106-A/cm2 critical current during late 1987 and early 1988, the rapid
development of this method (15,16) was possible.

PLD or laser ablation deposition (LAD) is now used on a worldwide basis to
produce films of various kinds of materials [semiconductors, high Tc superconductors,
ceramics, ferroelectrics, metal and metal compounds, polymer, biological material,
and refractive material (17–20)]. In particular, PLD is used to deposit materials and
combinations of materials that either cannot be deposited by other methods or their
deposition is greatly problematic by other methods (17–27). Recently, PLD has been
used to synthesize nanotubes (28), nanopowders (29), and quantum dots (30). The
versatility of PLD is that there are almost no restrictions on the target material to be
used. PLD with liquid target materials has been illustrated (31), and even PLD of solid
nitrogen and methane has been probed experimentally (32). Several modifications of
conventional PLD has led to the processing of thin films of not only inorganic solids
but also organic polymers and biomaterials that were earlier damaged irreversibly due
to interaction with lasers (33).

4.2.3. PLD Advantages

The main advantage and the reason for the enthusiastic research in LAD is the preser-
vation of the stoichiometry during the film production process. LAD can be used to
deposit films of any material irrespective of their optical properties and stoichiometry.
PLD relies on a photon interaction to create an ejected plume of material from any
target. The actual physical processes of material removal are quite complex; how-
ever, one can consider the ejection of material to occur due to rapid explosion of



4.2. PART TWO—PULSED LASER DEPOSITION 127

the target surface due to superheating. Unlike thermal evaporation, which produces a
vapor composition dependent on the vapor pressures of elements in the target mate-
rial, the laser-induced expulsion produces a plume of material with stoichiometry
similar to the target. It is generally easier to obtain the desired film stoichiometry for
multi-element materials using PLD than with other deposition technologies.

Another important aspect of PLD is that the introduction of background gas is
easily possible, and it allows the opportunity to control the stoichiometry further.
PLD has high versatility with regard over this criterion (P ≤ 300 mTorr), whereas
other techniques generally only incorporate lower pressures of background gas. The
kinetic energy of highly energetic and directed fluxes can be usefully controlled by
introduction of (reactive or nonreactive) background gas (by reactions or thermaliz-
ing collisions). On the other hand, if the deposition flux does not have high kinetic
energy and directionality, it will be scattered by background gas collisions. In such
cases, the deposited film thickness drops precipitously as either the source-substrate
distance or the pressure. When depositing from multicomponent targets, the inten-
tional introduction of background gas can enhance the film quality or can even enable
the production of the multicomponent film (oxides or nitrides) from a monocompo-
nent target and the appropriate reactive background gas (e.g., oxygen or nitrogen).
Numerous examples can be given from the field of laser ablation, for example, abla-
tion of graphite in a nitrogen atmosphere under standard conditions gives rise to CN
species (34), which are easily observed from their violet emission in the ablation
plasma, and lead to production of CN films with a nitrogen content that is related to
the background pressure of nitrogen. A second example is the deposition via ablation
of PbZrTiO3 (35).

4.2.4. Comparison of PLD with Other Deposition Techniques

Compared with conventional film deposition techniques [thermal evaporation (TE),
molecular beam epitaxy (MBE), sputtering (S), chemical vapor deposition (CVD),
etc.], PLD has many advantages. This technique is very reliable and permits great
experimental versatility, simple, contamination-free, inexpensive, and fast. It also
allows for the production of multicomponent films and low processing temperatures.
Among the drawbacks are the appearances of particulates within films (22) and their
nonuniformity in thickness (22), which are now being overcome by modifying the
deposition techniques like movement of target and or laser beam (36,37) and off-axis
deposition (38,39). Appearance of particulates can be used beneficially in the pro-
duction of nano- and micrometer-sized particles, ultra-fine powders, nanocomposites,
and thick coatings and films with a distribution of nanometer-sized clusters (40–42).
Several optoelectronic applications require such films (43,44).

4.2.5. PLD Process/Mechanism

The fundamental processes, occurring within the laser-produced plasmas, are not fully
understood; thus, deposition of novel materials usually involves a period of empiri-
cal optimization of the deposition parameters. However, this optimization requires
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a considerable amount of time and effort. Much of the early research into PLD
concentrated on the empirical optimization of deposition conditions for individual
materials and applications, without attempting to understand the processes occur-
ring as the material is transported from target to substrate. Significant work has been
done on modeling the phenomenon of laser ablation and deposition (45–50). For
explaining the plume expansion dynamics in an ambient gas, a shock wave model
is sometimes used. In the shock wave model, a rapidly expanding plume behaves
as a piston that generates a shock wave in the ambient gas (51). The ambient gas is
compressed into a thin shell between the shock and the plume front. The conditions in
the compressed region (high temperature, high pressure) can be suitable for reaction
between ambient gas and ablated species, and formation of oxides, nitride, and their
clusters could take place in that region (52). A schematic of a PLD system is shown
in Figure 4.3.

4.2.6. Reactive PLD

When PLD is conducted in the ambience of a chemically reactive gas, the ablated
substance enters into a chemical reaction ending with the formation of a compound
that is eventually deposited onto the surface of the collector (53). This process is
usually known as reactive PLD (RPLD). RPLD has been established as a flexible,
simple, and controllable method for producing stoichiometric deposition of mul-
ticomponent high-quality thin films of metallic oxide (54). RPLD is shown to be
a promising technique for compound thin-film synthesis (55–58). In comparison
with PLD, which consists of the stoichiometric mass transfer from the target to the
substrate, the compound synthesis by reactive PLD is obtained by ablation of a tar-
get in a chemically reactive gas. This method has been used to deposit nitrides or
oxides of metals, semiconductors, and other materials by ablating pure elemental tar-
gets in an appropriate atmosphere (59–61) or ablating oxides of elements in oxygen
ambient to get the required stoichiometry (62). Oxide films were first deposited by
Fogarassy et al. in 1990 (53). The growth of oxide thin films (PbO, Ce2O on Si,
MgO) is discussed by Beeach et al. (63). Thin films of SiO2 (56), GeO2 (64), and
other oxides have been successfully grown. Some of the highest quality oxide lay-
ers for optical coatings have been grown by PLD (65). The optical materials ZnO
and CeO2 on glass and silicon substrates have been grown by excimer laser abla-
tion in oxygen ambient (66). Metal films and their multilayers can be grown by the
ablation of an oxide in hydrogen atmosphere. Tungsten metal film can be made by
ablating WO3 in hydrogen. Growth of metal carbides is performed by the ablation of
metal carbides or metal oxides or pure metals in methane or ethane (67). Growth of
binary and ternary nitride films is a distinct possibility. Besides making PLD films
from stoichiometric nitrides, ablation of oxides in ammonia atmosphere can lead to
metal nitride and metal oxynitride films. This process follows from the ammono-
lysis of oxides into nitrides. Deposition of nitrides is less efficient by PLD as only
a few elements such as Ti or B allow the growth of nitride films by reactive PLD
(59,68). The main problems are the nitrogen deficiency in the deposit and the oxygen
contamination.
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4.2.7. RPLD Mechanisms

To optimize the deposition of thin films’ understanding of the fundamental
mechanisms of mixing of ambient gas and ablated species is required. Depending
on the conditions existing in the gas phase, formation of compounds can take place
in the gas phase and the deposited thin film will be consisting of the compound. The
formation of compound also depends on the ambient gas mass, the ablated particle
energy, and the binding energy of the compound. For ablation of pure elemental targets
in low-pressure ambient gas, it is observed that oxide formation takes place depend-
ing on the mass of the target atom. For example, SiO, SiO+, AlO, and MgO were
detected by emission spectroscopy during the ablation of pure targets in O2 or H2O
low-pressure atmospheres (69–71). Contrary to these studies, Vega et al. (72) and
Gonzalo et al. (73) did not observe any GeO or BaO and TiO emission bands during
the ablation of Ge or BaTiO3, respectively, in low-pressure oxygen. For reactive PLD
of nitride thin films, the observation of nitride diatomics in the gas phase was mostly
limited to CN during ablation of graphite in N2 or other nitrogen-containing atmo-
spheres (74). Most reports in the literature mention much higher densities of oxides
than nitrides when ablating the same targets in O2 and then in N2 under otherwise
identical conditions (75).

Hermann and Dutouquet (75) performed time- and space-resolved emission spec-
troscopic measurements during the ablation of Al, C, and Ti targets in either O2 or N2
low-pressure atmospheres. The spectra show that the interaction between the ablated
material vapor and O2 ambient gas leads to strong oxidation in the gas phase for all
target materials, whereas nitration in an N2 atmosphere was found to occur only for
the case of carbon. These results support the hypothesis that the formation process
of molecular species strongly depends on the binding energy of the reaction product
with respect to the dissociation energy of the ambient gas molecule. Thus, oxidation
is an exothermic reaction for the three target materials, whereas nitration is generally
strongly endothermic, except for carbon. The binding energy also affects the distance
from the target at which the reaction takes place. Products having higher dissocia-
tion energies are formed in plasma regions of relatively high temperature. Lighter
atoms undergo reactions near the target surface, whereas heavier atoms, which have
to undergo collisions to reduce their energy, react at greater distances.

As the pressure of the ambient gas increases, conditions for the formation of a
shock wave are satisfied and a compressed region between the expanding plume and
the ambient is created. Some plasma material is also transported inside the compressed
region, and because the temperature of the shocked region is high, the particles inside
the shock can undergo physical and chemical changes. Strong chemical reactions can
occur at the oxygen rich boundary of the plume when the ambient gas is oxygen (52),
allowing one to obtain metal oxides from ablated metal targets.

It is established that the shocked region at the edge of the plume reaches high
enough temperatures to initiate chemical reactions (52). This indicates that for films to
be oxygen rich, the position of the substrate relative to the target surface is an important
parameter. Misra et al. (61) have discussed the PLD of Al2O3 thin films that are
important for magnetic and optical packaging applications. They have shown that
optimum deposition occurs when the substrate is placed near the shock region and that
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Figure 4.4. Schematic diagram showing positions of various substrates for thin-film deposition
via laser ablation.

substrates not placed in the shock region show minimum deposition. Figure 4.4 shows
a schematic diagram for substrate placement for optimum deposition of compounds
via RPLD.

During growth of oxides, the use of oxygen is often inevitable for achieving a suf-
ficient amount of oxygen in the growing oxide film. The amount of reactive oxygen
created should be sufficient to help reduce the number of oxygen vacancies. Further-
more, the density of laser-created plasma decreases with the axial distance from the
target and the energy of the particles emerging from the target becomes very low at
the high pressures of ambient oxygen required to create enough reactive oxygen. For
instance, for the formation of perovskite structures at high substrate temperatures in
a one-step process, an oxygen pressure of about 0.3 mbar is necessary (15).

Mitra et al. (76) discussed the PLD of ZnO films by laser ablation of ZnO target
in oxygen atmosphere. ZnO is a direct band gap II–VI semiconductor and a novel
photonic material with a crystal structure similar to that of GaN. The size of the
ZnO nanocrystallite decreases at lower ambient pressures, implying that the ambient
pressure can control the size of the deposited nanocrystallite. They predicted that at
higher pressure, the compressed plasma plume will lead to the nucleation of larger
ZnO clusters.

4.2.8. RPLD Advantages

RPLD has a great advantage in the possibility of stabilizing transition metals in higher
oxidation states. Stabilization of Cu in +2 and +3 oxidation states is the main reason
for the success of PLD in obtaining as deposited 90KYBCO films. Oxides like PrNiO3,
NdNiO3, and so on can be synthesized only at high oxygen pressure. But films of these
oxides can be grown at PLD conditions (77). Furthermore, these films are grown from
mixed-oxide pellets instead of stoichiometric-oxide pellets. Thin films of transition
metal oxides having monodispersed nanopartices can be deposited by laser ablation



REFERENCES 131

of oxide targets in an inert ambient atmosphere (78). Zbroniec et al. (78) have shown
that the size of the nanoparticles can be controlled by the ambient pressure.

Most oxides grown into films by PLD are perovskite-related oxides. Therefore,
to grow these oxide films, lattice-matched single-crystal substrates are necessary.
Commonly used substrates are SrTiO3, LaAlO3, MgO, ZrO2, and sapphire, which
can be cut in the [100], [110], or [111] direction. If the thermal expansion coefficients
of the oxides are close to those of the substrates, the deposited oxide films on the
substrates do not crack. With silicon being a covalent material, the sticking probability
of ions is low due to the lack of ionic bonding between the Si and the oxides and the
large thermal mismatch. Therefore, growing epitaxial films on single-crystal silicon
substrates has not been successful.

The properties of thin films deviate from those of their bulk samples due to changes
in the structure of the films. One important cause of such a change originates from
the lattice mismatch of the growing material with the substrate. When oxide films
are deposited on a substrate with a lattice parameter smaller or larger than the film
materials, they grow under strain. A detailed investigation of PrNiO3 films by varying
the thickness has confirmed the critical thickness that undergoes strain on the substrate
(78). This is analogous to the external pressure and increases the bond angle of
Ni–O–Ni in turn increasing the bandwidth.

4.2.9. Conclusions

PLD is thus a versatile technique to obtain thin films of multicomponent oxide mate-
rials and, therefore, has become a standard experimental method to prepare films
in general and high-quality epitaxial films in particular for research purposes. It is
important to note thatYBCO is grown in situ under oxygen partial pressure. Reaction
between oxygen and metal ions takes place in the plume. Similar reaction between
molecules such as dinitrogen, hydrogen, ammonia, methane, acetylene, and diborane
can induce reactions leading to formation of compounds other than oxides. This aspect
of PLD is open to research.
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PART III

STUDY AND CHARACTERIZATION OF
NANOSTRUCTURED OXIDES

As described in Chapters 3 and 4, nanostructured solids are nowadays generated
by a series of different physical and chemical preparation methods. Although such
synthetic methods have reached significant advances in terms of homogeneity in
the structural/electronic properties of the particles forming the solid, as well as in
the size distribution, much work is still needed to obtain full control of the synthe-
sis variables and their influence in the final metal-oxide solid prepared. Problems
related to oxide stoichiometry and metal oxidation state (commonly at surface layers)
or the presence of impurities and amorphous phases coexisting with the crystalline
one are often encountered. A glimpse into these problems would indicate that the
structural and electronic properties as well as the primary particle size distribu-
tion are strongly dependent on the preparation method, and at the state-of-the-art,
a first goal is to perform a detailed and full characterization of the particular solid
yielded by the specific preparation method used. To do such a study in a systematic
way, one needs a diverse array of experimental techniques (X-ray diffraction and
scattering, microscopies, vibrational and electron spectroscopies, etc.) and theoreti-
cal methods (ab initio and semi-empirical quantum-mechanical calculations, Monte
Carlo simulations, molecular dynamics, etc.). An important issue is the correct inter-
pretation of the experimental and theoretical results. To help in reaching this goal,
in this part of the book, a series of experimental techniques is presented that allows
the investigation of the structural (Chapter 5) and electronic (Chapter 6) proper-
ties of oxide nanomaterials. This is followed by chapters that describe theoretical
approaches that are useful for studying oxide nanoparticles and are based on post-
Hartree–Fock formalisms or density-functional theory (Chapter 7), semi-empirical
or parametric quantum-chemical methods (Chapter 8), and atomistic models with
molecular dynamics (Chapter 9).
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5.1. TECHNIQUES FOR THE STUDY OF

STRUCTURAL PROPERTIES

The evolution of our understanding of the behavior of oxide nanostructures depends
heavily on the structural information obtained from a wide range of physical methods
traditionally used in solid-state physics, surface science, and inorganic chemistry
(1,2). In this chapter, we describe several techniques that are useful for the character-
ization of the structural properties of oxide nanostructures: X-ray diffraction (XRD)
and scattering, X-ray absorption fine structure (XAFS), Raman spectroscopy, trans-
mission electron microscopy (TEM), scanning tunneling microscopy (STM), and
atomic force microscopy (AFM). The ultimate goal is to obtain information about the
spatial arrangement of atoms in the nanostructures with precise interatomic distances
and bond angles. This may not be possible for complex systems, and one may get
only partial information about the local geometry or morphology.
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5.2. XRD AND PDF

Since the 1910s, X-ray crystallography has been a valuable tool for obtaining
structural parameters of metal oxides (1). X-ray diffraction powder patterns come
from the interference pattern of elastically dispersed X-ray beams by atom cores and,
in the case of materials with moderate-to-long-range order, contain information that
arises from the atomic structure and the particle characteristics (for example, size
and strain) (1,2). The effect of atomic structure on peak positions and intensities is
described in textbooks (1), and the effect of particle characteristics on peak shape
has been recently reviewed (3). This technique is frequently used for studying the
structural properties of non-amorphous oxide nanoparticles (2).

Alternatively, the radial distribution of the materials can be determined by the
appropriate Fourier transform of the diffraction pattern independent of any require-
ment of long-range coherence. This is an advantage in the study of nanoparticles or
nanostructures where there is reduced long-range order. Egami et al. have applied this
technique to metal oxide particles and obtained information about the structure and
its defects (4). Finally, low-angle X-ray diffraction (5–7) can be used to determine
the structure of nanoparticles.

5.2.1. Particle Characteristics from Whole Powder Profile Fitting

Recent analyses of particle characteristics rely on least-squares refinement of the
whole powder diffraction profile, although several useful approximations give some
of these characteristics from individual peaks. The pattern is represented as a super-
position of peaks where the peak position depends on the cell parameters, and the
peak width is a sum of instrument parameters, particle size parameters (τ ), and strain
related parameters (ε). The particle size peak width is given by

βτ = Kλ/τ cos θ (5.1)

whereas the strain peak width varies as

βε = 4ε tan θ (5.2)

with λ representing the wavelength and θ the diffraction angle. The fact that the
strain broadening follows a tan θ function, whereas the crystallite size broadening
has a 1/ cos θ dependence, allows the separation of these effects in whole-profile
fitting through a range of θ (8). Here, the strain (ε) can be the result of a nonuni-
form application of stress in the lattice of the nanoparticles and reflects variations
in cell dimension within the sample. Obvious variations are present at the surface of
the material with respect to bulk because local symmetry and distances are differ-
ent. Additionally, oxygen vacancies and the different types of defects (9) shown in
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TABLE 5.1. Possible Imperfections in Crystals.a

Type of Imperfection Description of Imperfection

Point defects Interstitials Extra atom in an interstitial site
Schottky defect Atom missing from correct site
Frenkel defect Atom displaced to interstitial site creating

nearby vacancy
Line defects Edge dislocation Row of atoms marking edge of a

crystallographic plane extending only part
way in crystal

Screw dislocation Row of atoms about which a normal
crystallographic plane appears to spiral

Plane defects Lineage boundary Boundary between two adjacent perfect
regions in the same crystal that are slightly
tilted with respect to each other

Grain boundary Boundary between two crystals in a
polycrystalline solid

Stacking fault Boundary between two parts of closest
packing having alternate stacking sequences

aFrom Ref. 9.

Table 5.1 can lead to strain in the lattice of a nanoparticle. The relative importance of
each type of defect depends on the size of the nanoparticle and the chemical nature
of the oxide.

Additional structural features can be obtained from diffraction. In some cases,
the refinement of the powder pattern can include structural parameters for the ther-
mal motion of the atoms, the fractional occupancy, and the positions. The quality
of these refinements can be greatly improved with high-energy X-rays where the
absorption correction is negligible, and a larger range of Q (4π sin(θ)/λ) can be
measured (10).

5.2.2. Local Structure from Fourier Analysis of Whole Pattern

The local structure from amorphous nanoparticles can be determined from the diffrac-
tion pattern in a manner similar to techniques that have been used to determine the
structures of liquids and glasses (11). As an example, we describe the determination
of the atomic pair distribution function (PDF) of amorphous quartz. Figure 5.1 shows
the diffraction pattern from a quartz capillary. The local structure g(r) is defined as
the probability of finding an atom at a distance r from a reference atom and is derived
from G(r):

G(r) = 4πr[ρ(r) − o0] ρ(r) = ρ0g(r) (5.3)

where ρ(r) is the pair density function and ρ0 is the average pair density.
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Figure 5.1. (a) The diffraction pattern for a quartz capillary. (b) The G(r) obtained from the
data in (a).

G(r) is also the Fourier transform of the total structure factor S(Q):

G(r) = (2/π)

∫
Q[S(Q) − 1] sin(Qr)dQ (5.4)

Q = 4π sin(θ)/λ (5.5)

The structure factor S(Q) is related to the elastic part of the diffraction intensity
(Iel) as follows:

S(Q) = 1 +
[

Iel(Q) −
∑

ci | fi(Q)|2
]/
∣

∣

∣

∑

ci fi(Q)

∣

∣

∣

2
(5.6)

where ci is the fraction of species i and fi(Q) is the atomic scattering factor of species
i. The Iel is obtained from the total scattering after subtraction of background and
corrections for Compton scattering, absorption, and multiple scattering. The calcu-
lated G(r) is shown in Figure 5.1b. In this figure, we clearly see the Si–O, O–O, and
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Si–Si distances and some longer distances. The number of interatomic distances has
decreased to nearly zero by the distance of 10 Å.

The real space resolution obtained in the PDF is directly dependent on the Q range
measured, and it is therefore a necessity to measure data to high Q, with adequate
counting statistics, to obtain well-resolved peaks in the PDF (12). Generally, the data
are collected at synchrotrons where high energy (short wavelength) and high intensity
facilitate the above requirement. When the PDF technique is applied to crystalline
materials, it has the advantage that the diffuse scattering data in the “background”
(not under Bragg diffraction peaks) region contributes to the PDF. The obvious dis-
advantage of having a one-dimensional result is partly compensated for by refining
three-dimensional models of the one-dimensional data (13).

The PDF analysis of nanoparticles of ceria is another good example of the applica-
tion of this tool to nanostructures of oxides (14). In this case, data of neutron diffraction
was used in the analysis. The neutron scattering cross sections from cerium and oxy-
gen are nearly equal, whereas X-ray diffraction scattering by oxygen is much less
than cerium, and consequently, neutron diffraction provides a more reliable determi-
nation of the oxygen structural features. However, a recent experiment on nano-ceria
using high-energy X rays (λ = 0.15) obtained similar results (15). Frenkel defects of
the oxygen atoms in ceria were observed using this technique. Recent PDF studies
(16) of Zr-doped ceria have show that the oxygen storage capacity can be related to
interfacial domains between the zirconium and the cerium-rich domains.

In addition to nano-CeO2 and Ce1−xZrxO2, several structures of nano-crystalline
metal oxides have been elucidated using the PDF technique (17–19). In these systems,
the Bragg peaks were very broad and there was very limited long-range order. The
short-range structures were solved by matching the observed G(R) to related bulk
structures. Nano-tubes of V2O5 have a very well-defined structure based on double
layers of pyramidal/octahedral vanadium-oxygen units derived from the structure of
BaV7O16.nH2O (17). In a similar way, the structure of a V2O5–nH2O Xerogel was
shown to consist of square pyramidal V2O5 at the nanometer length scale (18). In
addition, the structure of hydrated lithium manganese oxide was found to contain
layers made up of edge shared MnO6 octahedra encapsulating K and Li atoms with
the hydrous sample and Li and Mn atoms within the anhydrous sample (19). This
result indicates that the improved electrochemical performance of the water-based
nano-crystalline lithium manganese oxide could be attributed to its unique structure
with well-separated MnO layers leaving Li atoms ample room to move in and out
during the charge–discharge process (19).

5.2.3. In Situ Time-Resolved Powder Diffraction

Investigations at Brookhaven National Laboratory and other institutions have estab-
lished the feasibility of conducting subminute, time-resolved XRD experiments under
a wide variety of temperature and pressure conditions (−190 ◦C < T < 900 ◦C;
P < 45 atm) (20–22). This is made possible by the combination of synchrotron radi-
ation with new parallel data-collection devices. Using time-resolved XRD, one can
follow structural changes during the preparation of nanoparticles and under reaction



142 TECHNIQUES FOR THE STUDY OF THE STRUCTURAL PROPERTIES

Figure 5.2. Time-resolved XRD data for the heating of Ce0.9Zr0.1O2 nanoparticles in air.
Heating rate = 4.8 ◦C/min, λ = 0.8941 Å (taken from Ref. 23).

conditions. Figure 5.2 shows time-resolved powder diffraction results for Zr-doped
nano ceria (Ce0.9Zr0.1O2) during heating from 25 ◦C to 925 ◦C in air (23). The sinter-
ing of the nanoparticles produces a sharpening of the diffraction peaks at temperatures
above 600 ◦C. This type of approach can also provide information of changes in cell
dimension or lattice strain with temperature.

Recently, the PDF technique has been extended/modified to allow the rapid acqui-
sition of the necessary data. Time-resolved PDF measurements of nano-catalysts
under reaction conditions are now in progress (24).

5.3. XAFS

The XAFS acronym refers to the oscillatory structure observed in the absorption
coefficient [μ(E)] just above or close to the absorption edge of an element constitut-
ing the sample. X-ray absorption spectroscopies are, essentially, synchrotron-based
techniques that measure the absorption coefficient as a function of the X-ray energy
E = hω. A typical absorption spectra [μ(E) vs. E] show three general features. The
first one is an overall decrease in μ(E) with increasing energy that, sometimes, also
contains well-defined peaks at specific energies called pre-edge transitions. The sec-
ond is the presence of the edge, which roughly resembles a step function with a sharp
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rise at the corresponding edge energy and reflects the ionization of an inner shell (or
core) electron of the element under study. The third component appears above the
edge and corresponds to the oscillatory structure that can be roughly described as
a periodical function, progressively damped as evolves from the edge energy. Being
absorption techniques, XAFS spectroscopies are element-specific. On the other hand,
the deep penetration of X rays in the matter makes them to probe the whole system,
being only surface sensitive by performing specific detection schemes, will be briefly
discussed below.

The XAFS spectrum χ(E) is defined phenomenologically as the normalized oscil-
latory structure of the X-ray absorption, e.g., χ(E) = (μ(E) − μ0(E)/μ0(E)), where
μ0(E) is the smooth-varying atomic-like background absorption. Essentially, the
XAFS spectrum involves the quantum-mechanical transition from an inner, atomic-
like core orbital electron to unoccupied bound (pre-edge transition) or unbound,
free-like continuum levels. The oscillatory structure therefore reflects the unoccu-
pied part of the electronic bands/structure of the system in the presence of a core-hole
(25–29). Note that this differs from the initial, ground state by physical effects induced
by the fact that the core hole is not infinitely long lived but must decay as a function
of time and distance from the photoabsorber atom (22–26). The latter is a point to
stress here as their short-range order character makes these techniques particularly
suitable to analyze nanostructured materials that, frequently, do not posses or have a
strongly disturbed long-range order.

Historically, it was controversial to recognize the local nature of the XAFS tech-
niques [see Lytle for a recent discussion (30)] but now the theoretical description of
the techniques is reasonably well settled (24,25). The absorption of X rays by matter
is described in many textbooks (31). The treatment of the radiation as an electric
field without practical spatial variation on a molecular/local scale and eliminating
magnetic parts leads to the Fermi Golden Rule for the X-ray cross section:

μ(E) = K[〈φf /e · r̄/φi〉]2δEf−Ei+hγ (5.7)

The intensity of the absorption process is then proportional to the square of the
transition matrix element connecting the initial (φi) and final (φf ) states times a
delta function that ensures the fulfillment of the conservation energy theorem. The
elimination of the spatial dependence of the electric field corresponds to a series
expansion of its e2πz/λ dependence up to the first term (linear dependence in rj,
Eq. 5.7); this yields the dipole approximation of the interaction energy between the
atom electronic cloud and the X-ray radiation field. Better approximations will include
quadrupole, octupole, and so forth terms. However, except in a few cases, some of
them here detailed, the dipole approximation gives quantitative analysis of the X-ray
absorption near-edge spectroscopy (XANES) shape.

An important approximation is to assume that the matrix element can be rewrit-
ten into a single-electron matrix element. This is based in the sudden approximation
that the transition element in Eq. 5.7 is reordered in terms of a overlap term of the
N − 1 “inactive” electrons, which is roughly independent of energy, and the men-
tioned single-electron matrix element connecting wave functions of the unbound and



144 TECHNIQUES FOR THE STUDY OF THE STRUCTURAL PROPERTIES

inner core electrons (32). The validity of the sudden approximation depends primarily
on the photo-excited electron kinetic energy and has been the subject of many studies
(23,27,29). All electron rearrangements (interatomic and mainly extra-atomic relax-
ation of valence electrons) in response to the core-hole creation are thus neglected;
the series of delta functions corresponding to different final states identifies with the
local density of states (ρ) (33), and the corresponding X-ray absorption cross section
becomes

μ(E) = K[〈ϕf /e · r̄/ϕi〉]2ρ (5.8)

where ϕi, f correspond to the mentioned initial and final mono-electronic wave func-
tions. The dipole matrix element dictates that the local density of states has an orbital
moment that differs by 1 from the core state (�L = ±1), whereas the spin is con-
served (�S = 0). If the electric quadrupole radiation is considered, the selection rules
change and are (�L = 0, ±2; �S = 0; ±1, ±2).

There are two XAFS techniques: XANES and extended X-ray absorption fine
structure (EXAFS). They differ in the energy of the final electronic state sampled,
which is limited to a maximum of about 40–50 eV for XANES and above that point
for EXAFS (Figure 5.3). Intuitively, it is obvious that pure electronic information
(e.g., chemical bonding information) is only enclosed in the low-lying extended states
and is thus confined to the XANES region. This will be discussed in Chapter 6. On
the other hand, at high energy in the continuum of electrons participating in EXAFS,
the effect of neighboring atoms becomes small and electron states approximate to
spherical waves that are simply scattered by such atoms. The information extracted
is thus of geometrical local character.

Figure 5.3. Ce LIII absorption spectrum of fluorite CeO2. Inset: Fourier transform of the
EXAFS spectrum.
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As a general rule, Eqs. 5.7 and 5.8 can be solved by using modern quantum-
mechanical methods. Two general approaches are discerned. The first one employs
ab initio or DFT methods to calculate the initial and final wave functions of the
electronic transition. The second reformulates the Schorodinger equation in terms of
the scaterring theory and the absorption equation is expressed as a correlation function.
This latter is particularly useful for EXAFS analysis of nanostructured materials as
they can be treated as clusters for calculations that, in turn, can be performed in steps
of growing size, showing the effect of introducing different coordination spheres.
Detailed accounts for the multiple scattering EXAFS theory can be found in Refs. 34
and 35. Using this theoretical framework, the EXAFS formulas can be written as

χ(E) = S2
0

∑

i

NiF(k)

kR2
i

e−2R/λ(k)e−2DW sin(2kR + φ(k)) (5.9)

This was originally proposed by Sayers et al. (36), based on a single-scattering
formulism, but can be generalized to represent the contribution of N equivalent
multiple-scattering contributions of path length 2R (33). It can be thus considered
the standard EXAFS formulas, providing a convenient parameterization for fitting
the local structure around the absorbing atoms. The dependence of the oscillatory
structure on interatomic distance and energy is reflected in the sin(2kR) term. The
decay of the wave due to mean free path or lifetime (including intrinsic core-hole and
extrinsic inelastic losses) is enclosed in the exponential 2R/λ, which is largely respon-
sible for the relatively short range probed by EXAFS in a material. As recognized in
Ref. 34, the sinusoidal nature of the EXAFS phenomenon allows a Fourier analysis
of the signal, yielding key information to give initial guesses for the fitting param-
eters. In fact, for each shell contributing to the EXAFS signal, we may have a peak
in the Fourier transform spectrum. The strength of the interfering waves depends on
the type and number (N) of neighboring atoms through the backscattering amplitude
[F(k)], which largely dictates the magnitude of the signal. The phase function [φ(k)]
reflects the quantum-mechanical wave-like nature of backscattering, which depends
on both the absorber and the scatterer atom properties and accounts for the difference
between the measured and the geometrical interatomic distances (which is typically
of 0.3–0.4A for low atomic number (Z) backscatterers and lower for the rest of the
atoms) displayed in the Fourier transform (26,28).

Another important factor is the exponential Debye–Waller (DW) term. This
accounts for thermal and static disorder effects concerning the movement/position
of atoms around their equilibrium/averaged position. A point to stress is that the
nature of this term is different than the counterpart term in XRD (37). As vibrations
increase with temperature, EXAFS spectra are usually acquired at low temperature
to maximize information. Spectra at different temperatures may, on the other hand,
allow us to decouple thermal and static contributions to DW. The DW term smears
the sharp interference pattern of the sinusoidal term and cuts off EXAFS at suffi-
ciently large energy beyond ca. 20A−1. Important to stress is that the DW factor
is in fact a complex mathematical function and has a natural cumulant expansion
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in powers of k. The amplitude of the Debye–Waller term contains even moments
DW(k) = 2C2k2 − (2/3)C4k4 + . . . , whereas odd moments contribute to the EXAFS
phase φ(k) = 2c1k − (4/3)C3k3 + . . . (38). Although the fitting of bulk systems
makes use up to the squared term of the k-series expansion, the point is that the
k3 behavior (third cumulant) is important for “disordered” systems; as surface atoms
have a less symmetric environment with respect to bulk ones and correspond to a
significant part in nanostructured materials, the cumulant expansion needs to be con-
sidered in analyzing EXAFS data. Inclusion of the third cumulant would mainly
influence coordination distance, whereas the fourth would influence coordination
number and/or (second-order) Debye–Waller factor.

5.3.1. Effect of Nanostructure

EXAFS analysis of oxides as a function of size is scarce and mainly devoted to study
Ti (39–41), Zn (42), Y (43), Zr (43,44), and Ce (45–47) containing systems. A point
to stress is that, as mentioned throughout the text, nanocrystalline phases prepared
by chemical methods are commonly accompanied by amorphous ones (45,48), and
different techniques may in fact be selective to one of them (XRD), whereas others
(as XAFS) inform over the whole system. Although EXAFS studies of dispersed
surface species are not the main target of this review, it can be mentioned here that
revisions of related papers can be found in Refs. 49 and 50. Surface species can have
isolated or oligomeric structures, differing in their local order from the surface ter-
mination of nano-particulated materials by effect of the oxide anion sharing between
support and surface components. In this case, there are an infinite number of possible
local arrangements as a function of the support nature, oxides like alumina, silica,
or carbon-containing materials (surface-modified carbon using oxygen-containing
groups, nanotubes, etc.) and morphological properties (surface area and face exposed
to the atmosphere) and the loading of the surface species.

Analysis of the EXAFS data of nanostructured oxides that account for the relative
asymmetric (anharmonic) pair distribution of bond distances is even more scarce and
exclusively devoted to Ti and Ce oxide systems (51,52). This, however, has been
frequently worked out for nanostructured chalcogenides (53) and has been studied
in detail for nanostructured fcc metals (54). As metal oxides display a multitude
of different crystal structures, no general correlation between EXAFS coordination
numbers of the three or four first shell coordination numbers and average particle
size/morphology has been published. This can be found for fcc metals (55) and might
be generalized to certain oxide cubic structures. It can be, however, noted that first
shells display coordination numbers (CN) rather close to bulk ones, differing typically
by less than one unit as under-coordinated atoms complete their first coordination shell
at surfaces by using hydroxyl groups (see below). Second and further shells display
CNs departing from bulk values, but their analysis is structure and shape dependent.
A point to mention is that in some case, like ZrO2 oxides, the coexistence of two
crystalline (or one amorphous) phases can lead to destructive interference effects and
misleading interpretation of results (56).
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For titanium oxides, the studies usually identify the presence of fivefold-
coordinated species in the nanostructured anatase and rutile surfaces, with a shortening
of the Ti-O first shell bond distance (39,40), which in some cases is identified as a
result of the presence of Ti hydroxyl groups at the surface (39). Note, however, that
the inclusion of the third cumulant for studying mesoporous (amorphous by XRD
but with a surface local structure similar to nanostructured anatase) titania suggests a
larger Ti-O average first coordination distance with respect to the rutile/anatase phase
(52). The presence of surface hydroxyl-coordinated centers has been also mentioned
in ZrO2 but detected by using other techniques (44). The case of cerium-containing
nanostructured oxides is still under study because the series of samples with increasing
size is obtained by calcining at progressively higher temperatures solids from Ce(III)
precursors, and this influences the presence and concentration of two oxidation states
Ce(III)/Ce(IV) in materials with small particle size (45,46).

Geometrical information is also enclosed in the XANES spectrum. The energy
position of the peaks corresponding to electronic transitions to final quasibound,
continuum states (called continuum resonances, CRs, in solid-state physics) depends
on both electronic and geometrical factors (25,31,57). Electronic factors are analyzed
in Chapter 6. Geometrical factors are summarized in the so-called 1/R2 rule, which
states that the quantity�E × R2 is a constant, where�E refers to the energy difference
between the CR energy position and the zero electron kinetic energy and R is the
nearest neighbor distance. This rule has been used fruitfully in solid-state studies, but
an article by Kizler (58) demonstrates limitations in its applicability. Essentially, this
rule can be used with generality only for CRs dominated by scattering from first or
second nearest neighbors.

5.4. RAMAN SPECTROSCOPY

Raman spectroscopy is a powerful tool to analyze structural/morphological properties
of solid oxides at a local level, given the strong sensitivity of the phonon character-
istics to the crystalline nature of the materials (59). The theoretical basis for the
application of this technique to the study of the properties of extended crystals as
well as of individual molecular complexes present at the surface of oxide materials
is out of the scope of this work and can be found in different textbooks or review
articles (60,61). Raman spectroscopy is a bulk-sensitive technique, but the use of
excitation frequencies allowing charge-transfer band absorption (resonance Raman)
allows some surface sensitivity. Essentially, the theoretical background for the study
of nanocrystalline (considered as a whole as crystalline materials) oxides as well as
the spectral consequences observed by Raman is provided by the phonon confinement
model that will be briefly analyzed in a first part; complete details of this model can
be found elsewhere (62–64). The study by Raman spectroscopy of other properties
that can in some cases be linked to the nanoscopic nature of the oxide materials, like
the existence of a disorder associated with the presence of lattice defects (see also
Section 5.1) or surface phonons, will be described later.
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5.4.1. Phonon Confinement Model

The model employed for analyzing the features observed in the Raman spectra of
nanocrystalline materials is the so-called “phonon confinement” (or “spatial correla-
tion”) model (66). Within such a model, nanocrystalline materials can be considered
as an intermediate case between that of a perfect infinite crystal and that of an amor-
phous material. Thus, in a perfect crystal, conservation of phonon momentum (q)
during phonon creation or decay upon interaction with the external radiation field
requires that, in first-order Raman scattering, only optic phonons near the center of
the Brillouin zone (q ≈ 0) are involved. In amorphous materials, due to the lack of
long-range order, the q vector selection rule does not apply and the Raman spectrum
resembles the phonon density of states. In the intermediate case of nanocrystalline
materials, due to the uncertainty principle, a range of q vectors of the order �q ≈ 1/L

(where L is the particle size) can be involved in the Raman process (62–65). The
approach employed in the phonon confinement model follows from the work by
Richter et al. (62), which shows that the relaxation of the conservation of phonon
momentum selection rule arises from substitution of the phonon wave function in
an infinite crystal by a wave function in which the phonon is confined in the vol-
ume of the crystallite. In their approach, which is employed to explain the first-order
Raman spectrum of microcrystalline spherical silicon particles, it is used as a Gaussian
function to impose the phonon localization. Later, Campbell and Fauchet extend the
model by using other confinement functions and considering different shapes for the
nanocrystallites (spherical, columnar, or thin films) (64). They found that the Raman
spectrum of different semiconductor nanocrystals is best explained by using a Gaus-
sian confinement function similar to the one employed by Richter et al., although
with lower amplitude at the boundaries. By using this model, the first-order Raman
spectrum is, considering the general case of a Gaussian confinement function with
phonon amplitudes at the borders depending on a confinement parameter β (62–65),
given by

I(ω) ∼=
∫

BZ

d3q exp(−q2L2/8β)

(ω − ω(q))2 + (Ŵ0/2)2 (5.10)

where the integration is carried out over the entire Brillouin zone in the corresponding
symmetry directions, ω(q) is the phonon dispersion curve, and Ŵ0 is the natural line
width. In the case of an infinite crystal (L → ∞), I(ω) is a Lorentzian centered at
ω(0) (the Raman frequency) with a line width of Ŵ0. Application of Eq. 5.10 to any
given Raman line of the perfect crystal results, as experimentally observed (62–64)
in frequency shifts and asymmetric broadenings that increase with decreasing the
particle size of the nanocrystal, and of a sign and magnitude that depends on the form
and dispersion of the ω(q) function. Thus, a negative/positive dispersion in ω values
as q increases is expected to produce asymmetric low/high-frequency broadening
and a red/blue shift of the peak.

Examples on the application of the phonon confinement model to the analysis of
Raman lines in nanosized TiO2 and SnO2 materials (62,67) are shown in Figure 5.4
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Figure 5.4. Experimental values (points) and values calculated according to the phonon
confinement model (lines) for the Raman shift with respect to the large crystal value for peaks
at 142 cm−1 of anatase TiO2 (Eg mode) and 638 cm−1 of rutile SnO2 (A1g mode) as a func-
tion of the particle size. The evolution of the corresponding peaks widths is shown in the inset
(experimental: points; calculated: lines); as inferred from the model, a high/low-frequency
asymmetry was also observed with decreasing the particle size for the 142/638-cm−1 peaks.
The figure was constructed with data extracted from Refs. 64 and 65.

similar analyses successfully applied to the study of Raman lines in ZrO2 or ZnO
nanoparticles are found in the literature (67,68). In the general case, a qualitative
approach to the model is used to explain the evolutions of Raman peaks with decreas-
ing the size of the nanoparticles. In this sense, it must be considered that in addition
to the uncertainty in the choice of the confinement function and phonon dispersion
curves (in the absence of precise theoretical or experimental results by neutron inelas-
tic scattering), the presence of nonuniform particle size distributions or of imperfect
crystallites (further confining the phonons by the microdomain boundaries or defects)
often leads us to resort to empirical correlations for the analysis (66–74). Some exam-
ples of application of the confinement model for qualitative interpretation of Raman
results in a series of nanostructured oxides like anatase TiO2, CuO, Cr2O3, ZrTiO4,
or manganese oxides can be found elsewhere (69–75).
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In some cases, refinement of the model by including effects of defects or more
precise consideration of particle size distributions leads to closer approaches to the
experimental results, as shown by Spanier et al. for CeO2 nanoparticles (65). Thus, the
analysis of the three-fold degenerated F2g peak at 465 cm−1 (the only one allowed in
first order) in CeO2 nanosized samples with multidisperse size distributions requires
consideration of both the effects of the presence of the vacancies (proposed to increase
with decreasing particle size, at least for sizes below ca. 2 nm) (76) and the associ-
ated change in lattice dimensions. Although the former, according to experimental
evidence, is expected to give rise to blue shifts of the peak, this is compensated by
the red shift produced upon lattice expansion (�a), in accordance with the equation:

�ω = −3γω0(�a/a0) (5.11)

where ω0 is the F2g frequency in pure stoichiometric CeO2, a0 is the CeO2 lattice
constant, and γ = (B/ω) dω/dP is the Grüneisen constant with B the bulk modu-
lus and dω/dP the linear shift of the frequency with hydrostatic pressure (77). The
result is that the red shift and broadening observed in the Raman line is significantly
larger than expected from the phonon confinement model and that adequate fitting
of the experimental spectra is only obtained when jointly considering the effects of
inhomogeneous strain (associated with the dispersion in lattice constants as a con-
sequence of the presence of vacancies and reduced cerium centers) (76) and phonon
confinement (65). A similar approach has been employed to explain qualitatively the
shifts observed in the main band of Ce–Tb or Ce–Cu mixed-oxide nanoparticles as
a function of the Tb or Cu content (78,79). Another effect of the presence of oxygen
vacancies in the CeO2 nanoparticles is the appearance of a new broad peak at ca. 600
cm−1 that can be related to a second-order phonon or a local mode centered on the
vacancy positions (65,77,80). The presence of second-order peaks associated with
nanostructured configurations has been also reported for ZrO2 (81).

5.4.2. Observation of Acoustic Modes

Another possible consequence of decreasing the particle size in the nanosized oxides
is the appearance of low-frequency bands associated with acoustic modes.An example
is the study performed on SnO2, which for particles from 3.7 nm to 9.5 nm of average
size, displays a peak from ca. 15 cm−1 to 60 cm−1 that shifts to higher frequency and
becomes less intense and broader with decreasing the particle size (Figure 5.5 shows
the spectrum obtained under a typical backscattering geometry of the spectrometer;
note that correction of the Bose–Einstein phonon occupation factor required for the
analysis is not included) (82). Analysis of such a peak considers the vibration of
the nanoparticle as a whole. Thus, the nanoparticle is considered an elastic body of
spherical shape with two types of vibrational modes: spheroidal and torsional. Then,
after considering different boundary conditions (rigid or stress free), one arrives at
expressions for estimating the frequency of the vibration as a function of the particle
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Figure 5.5. Acoustic modes observed in the Raman spectra of SnO2 nanoparticles as a function
of the particle size (courtesy of Dr. A. Diéguez).

size of the type (82):

ω = Sl,tvl,t

Lc
(5.12)

where vl,t is one of the two sound velocities (vl for spherical or longitudinal and
vt for torsional or transversal vibrations) in the bulk of the oxide, Sl,t is a coeffi-
cient that depends on the sound velocities, and c is the vacuum light velocity. As an
interesting application of this analysis, nondestructive estimation of the particle size
distribution can be done with this model after selecting the most adequate theoreti-
cal condition and applying it to deconvolute the experimental spectrum (82). Similar
analyses have been applied to explain the presence of acoustical phonon modes in
ZrO2 nanoparticles (83).

5.4.3. Other Spectral Consequences of Nanostructure

An obvious consequence of decreasing the particle size is that a relatively large
fraction of atoms in the nanoparticle reside on the surface, and as a result, surface
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optical phonons can also be observed with measurable intensity and analyzed by
Raman spectroscopy (in addition to high-resolution electron energy loss spectroscopy
and helium atom scattering techniques, most typically used for this purpose).An inter-
esting application for this purpose is the use of resonant Raman spectroscopy tuned to
the surface region, taking advantage of the different band structures of bulk and surface
(84). The appearance of new vibrations (ascribed to surface phonon modes) different
than those observed for the bulk material and increasing their relative intensity with
decreasing the particle size has been observed in different oxide systems (82,85). A
classic model is usually employed to analyze such surface phonons. According to the
classic optical dispersion theory, each vibrational motion is characterized by an inde-
pendent harmonic electric dipole oscillator with the corresponding transverse optical
(TO) and longitudinal optical (LO) phonon modes. The frequency corresponding to
the surface phonon modes must lie between νTO and νLO of any determinate TO–LO
pair and satisfies the following condition:

ν2 = ν2
TO

[

ε0 + εm(1/Lk − 1)

ε∞ + εm(1/Lk − 1)

]

(5.13)

where ε0, ε∞, and εm are dielectric constants for the material (static and high-
frequency ones) and the surrounding medium and Lk are depolarization factors that
depend on the particle shape. Full details of this theoretical approach and its successful
application to the analysis of SiO2 surface modes can be found elsewhere (86).

5.5. TEM AND STEM

TEM is one of the most powerful and versatile techniques for the characterization
of nanostructured systems. Its unique characteristics allow us to achieve atomic
resolution of crystal lattices as well as to obtain (with the assistance of energy
dispersive X-ray spectroscopy—EDS—and electron energy-loss spectroscopy—
EELS—complementary techniques) chemical and electronic information at the
sub-nanometer scale. Numerous monographs have addressed technical or theoreti-
cal aspects involved in modern TEM microscopy employed for characterization of
nanostructured systems as well as particular applications in different fields (see, for
instance, Refs. 87–96 and references therein). The vast extension of the field pre-
cludes giving an exhaustive treatment here, and only a brief outline of the fundamental
aspects of the TEM application to characterization of nanostructured systems will be
thus attempted. As it is well known, the interaction of an electron beam with a solid
specimen results in several elastic or inelastic scattering phenomena (backscatter-
ing or reflection, emission of secondary electrons, X rays or optical photons, and
transmission of the undeviated beam along with beams deviated as a consequence
of elastic—single atom scattering, diffraction—or inelastic phenomena). The TEM
technique is dedicated to the analysis of the transmitted or forward-scattered beam.
Such a beam is passed through a series of lenses, among which the objective lens
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mainly determines the image resolution, in order to obtain the magnified image. In
low-resolution TEM, the objective aperture will be adjusted for selection of the central
beam (containing the less-scattered electrons) or of a particular diffracted (or scat-
tered in any form) beam to form the bright-field or dark-field image, respectively. In
high-resolution TEM (HRTEM), which is usually performed in bright-field mode, the
image is formed by collecting a few diffracted beams in addition to the central one.

Analysis of contrasts observed in the experimental TEM images when using the
central beam by intercepting the electrons scattered through angles larger than a
selected objective aperture is usually done on the basis of amplitude (or scattering)
and mass-thickness or atomic number contrast theories (87,88). Figure 5.6 shows a
typical example of a bright-field image collected in this mode (97,98). The higher con-
trast resolution usually attained in dark-field with respect to bright-field images can be
most useful to analyze particle size or shape of the nanoparticles; an interesting exam-
ple in this sense has been shown in a work by Yin and Wang in which the tetrahedral
shape of CoO nanoparticles is assessed from contrast analysis in dark-field images
(99). On the other hand, interference between the scattered and the incident wave at
the image point is usually analyzed in terms of the phase contrast theoretical approach,

Figure 5.6. Bright-field TEM picture of a Ag/Al2O3 catalyst. The darkest zones (some of
them marked with arrows) appear as a consequence of the higher scattering power of silver and
are attributed (on the basis of analysis with other techniques) to oxidic silver nanoparticles (2).
Thickness contrast is also revealed by comparing contrast in different zones in the picture.
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which is employed for interpretation of HRTEM images (87–91). As a result of inter-
action with the specimen, the incoming electron wave is modified into a transmitted
electron wave whose function ψ(x, y) contains information [the electron wave exiting
from the specimen can be approximated as ψ(x, y) = exp[iσVp(x, y)], with Vp(x, y)

being the electrostatic potential of the specimen projected in the x, y plane and σ an
interaction constant) (87–91) on the structural details of the sample. Extraction of
such information by formation of an image at the detector requires further interaction
of the transmitted beam with the series of lenses constituting the microscope optics,
in such a way that the observed image intensity distribution (I(x, y) = |ψm(x, y)|2)
is correlated with ψ(x, y) through a function T that contains instrumental parameters
(like apertures, wave attenuations, defocus and spherical aberration coefficient of the
objective lens, etc.), according to (87–91).

ψ̂m(u, v) = ψ̂(u, v)T(u, v) (5.14)

where ψ̂m(u, v) represents the Fourier transform of the wave function after the lenses,
ψ̂(u, v) is the Fourier transform of ψ(x, y), and u, v are coordinates of the reciprocal
space vector.

To take into account the influence of the different parameters affecting the contrasts
observed in the experimental images (electron scattering by the sample—particularly
influences of irregular, columnar, etc. disposal of the scatterers—lens imperfec-
tions, microscope instability, etc.), HRTEM quantitative analysis is usually based
on matching experimental and calculated images, for which various computational
methods have been developed (87,89,93,94,100,101). Figure 5.7 shows an example
of application of simulated images to resolve geometrical aspects in a supported oxide
system (93).

Resolution limits of the TEM technique and schemes to achieve sub-angstrom
resolution have been analyzed in detail by Spence (89). The highest structural resolu-
tion possible (point resolution) when the obtained images can be directly related
to the projected structure of the specimen is given by the Scherzer expression
Rs = 0.66λ3/4C

1/4
s , where λ is the electron wavelength and Cs is the spherical aber-

ration coefficient (89). From this expression and considering the de Broglie formula,
higher resolution is achieved upon use of high-voltage instruments (acceleration volt-
ages higher than 0.5 MeV). Enhanced radiation damage, which may have stronger
effects for nanostructured materials (91), must, however, be considered in that case.
Aberration correction has in turn allowed us to achieve sub-angstrom resolution with
microscopes operating at lower voltages (typically 200 KeV) and to resolve oxygen
atoms in oxides materials (89,93). On the other hand, considering that high resolu-
tion is achieved in TEM as the result of electron wave interference among diffracted
peaks, a limitation to structural resolution can also arise from decreasing the num-
ber of atoms in the nanoparticle (101). This also can pose limitations to routinely
employed determination of particle size distributions, particularly in cases when con-
trast differences between various sample components are not clearly resolved, as
may occur for supported catalysts (101). Considering that such estimations are both
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Figure 5.7. HRTEM image of a Nd2O3/MgO catalyst and simulation (left bottom) of the
Nd2O3 nanoparticle appearing in the experimental image (marked with an arrow). The best
match is observed to correspond to a rounded, unstrained, monolayer raft of cubic Nd2O3
in [001] orientation grown under parallel orientation over a (001) MgO surface (courtesy of
Dr. J.J. Calvino).

microscope and sample dependent, calculations are generally required to establish
limitations in contrast resolution in each particular case (101,102).

As mentioned, information on chemical and electronic characteristics of the
nanocrystals at a high spatial resolution is also achievable with TEM instruments.
The use of scanning transmission electron microscopy (STEM) in which a fine con-
vergent electron probe is scanned over the sample (the resolution being related to the
probe size that can be as small as ≈0.1 nm) (95) is particularly useful for this purpose
(87,89,92,100,103). The electrons kinetic energy losses or the X rays emitted as a
consequence of inelastic scattering processes during electron–specimen interaction
can be analyzed by EELS and EDS techniques, which are the two most commonly
used in chemical microanalysis. Due to EDS limitations in detection of light ele-
ments, EELS is most employed for the analysis of oxide materials. In addition to
elemental information, the EELS spectra provide information on the electronic struc-
ture, bonding, and nearest neighbor distribution of the specimen atoms. Among the
different loss regions, the one most useful for this purpose is the high-loss one, related
to electrons that have interacted with inner shell or core electrons of the specimen
atoms. Thus, the information obtained is similar to that given by XAS (see above);
i.e., K-, L-, M-, etc. ionization edges of the elements present in the sample appear
in the EELS spectrum (near edge and extended energy-loss fine structure—ELNES
and EXELFS—regions being defined within them). A generally higher energy res-
olution is, however, achieved with EELS, which comparatively facilitates analysis
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of the states present in a determinate band (91). An interesting example of the high
spatial resolution that can be achieved with this type of instruments is provided by
a recent TEM study of ceria nanoparticles (3–20 nm in diameter) in which EELS
spectra can resolve between valence states of cerium at the edge in comparison with
the center of the particles (104). Thus, even though as shown in a joint XPS–XANES
study, this phenomenon is still subject to some debate (105), such a TEM–EELS study
nicely shows the valence reduction of cerium with decreasing the particle size and
the preferential reduction of cerium at the surface of the nanoparticles (104).

In connection with this, TEM images can be also formed with electrons that have
lost a specific energy with respect to a determinate energy threshold of the atomic
inner shell, giving rise to energy-filtered TEM (EF-TEM). A chemical mapping at the
nanoscale can be obtained in this mode, which allows us to resolve the location of
the corresponding elements in the samples, being most useful in cases when small
contrast differences between different sample components are observed in the bright-
field images; in addition, differences observed in the EELS spectra as a function of
the valence state of a determinate element can be exploited by EF-TEM for getting
valence state distributions across the specimen (91,99).

On the other hand, collecting the electrons scattered at high angles in a STEM
instrument (by means of a high-angle annular dark field detector—HAADF) has
proven most useful to obtain images (by the so-called Z-contrast imaging) of small
clusters in catalysts or even single (relatively heavy) atoms or point defects (95,96).
Considering the Mott formula for the electron scattering factor of a single atom
( fe(s) = e[Z − fx(s)]/16π2ε0s2, with s = sin θ/λ, fx the X-ray scattering factor of
the atom, θ the scattering angle, and λ the electron wavelength), it is inferred that the
electrons collected at high angles give significant information directly related to the
atomic number. Another application of high utility in the analysis of materials, and
in which significant progress has been achieved during the last years, is in situ TEM
(95,106,107). Recent advances in this field are collected in the review of Wang (95).

5.6. STM AND AFM

Since the 1980s, STM- and STM-derived local probe methods have experienced a
remarkable development. The seminal ideas behind these microscopies can be traced
back to the early 1970s with the invention of the topografiner (108,109). Ten years
later, Binnig and Rohrer established the basic principles for STM (110,111). For this
important contribution, they received the 1986 Nobel Prize in Physics. In an STM,
the sample surface is scanned with a sharp tip located at a distance of less than a
few nanometers (112). The tip is mounted on a piezoelectric positioner. A voltage
is applied between the sample and the tip, generating a tunneling current that varies
exponentially with separation (110,112). The tunneling current is then measured, and a
feedback control system compares the actual tunneling current with a (user-adjustable)
“set current.” If the actual current is too large or too small, the feedback control system
moves the tip back or forward (respectively). In a first approximation, the movement
of the tip represents variations in the position of the atoms in the surface of the
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sample. The two-dimensional array of numbers representing the surface “height” at
each point is recorded in a computer, displayed in the computer screen, and then
stored on a magnetic or optical device for subsequent analysis (112).

Several approaches have been proposed for the analysis of STM images (113–118).
In general, there is a relationship between the STM image and the geometric and
electronic properties of the surface of a sample. A precise interpretation of the image
at an atomic scale can be a problem (111,117,118) because the image is not at all
a steric representation of the surface but is a view of its electronic structure at the
Fermi level energy. In most cases, it is therefore not possible to directly and simply
relate the bumps and shapes of the STM image to the actual lateral positions of atoms
(118). One must establish how the structural parameters affect the tunneling current
and formation of the image (119,120). A good knowledge of the electronic structure
of the surface and tip is a prerequisite for the calculation of the tunneling current.
To obtain this electronic structure, different quantum mechanical approaches can be
used ranging from the extended Hückel method to calculations based on density
functional theory (113,118). Various levels of approximation have been proposed for
the calculation of the tunneling current (113–119).

Many methods used to calculate the current rely on perturbation theory (121–125).
Following this formalism, the current between two electrodes (represented by μ and
ν) can be described as (112).

I = (2π |e|/h)
∑

μ,ν
[ f (Eν) − f (Eμ)]|Mμν |2δ(Eν + |e|V − Eμ) (5.15)

In this equation, f (Eν) represents the Fermi–Dirac distribution function (the first
factor in the summation reflects the fact that electrons must tunnel from an occupied
electronic state to an unoccupied electronic state); Mμν represents the tunneling matrix
element between state μ on the sample and state ν on the tip. The δ-function term
reflects energy conservation during the tunneling process. The calculation of Mμν is
not trivial (112,113,118). In the early work of Tersoff and Hamann, an s-wave was
assumed for the tip (114), but in subsequent studies, tunneling matrix elements have
been calculated with p and i states as tip orbitals (112). A single metal atom and
clusters have been used to model the tip (121–125).

When using perturbation theory, the tip and the surface are treated separately,
neglecting any interaction between them. Technically, this is valid only in the limit
of large tip-to-surface distances. Methods have been proposed for the calculation
of the tunneling currents that take into account interactions between the tip and the
sample through a scattering theory formalism (126,127). In principle, the tunnel event
is viewed as a scattering process (118): Incoming electrons from the sample scatter
from the tunnel junction and have a small probability to penetrate into the tip and a
large one to be reflected towards the sample. Multiple scattering events can affect the
current (128,129). Tip-induced localized states and barrier resonances seem to play
an important role in the conductance (130,131).

Although it may not be easy to obtain structural parameters from STM images, this
microscopy can be used in a straightforward way to study the shape or morphology



158 TECHNIQUES FOR THE STUDY OF THE STRUCTURAL PROPERTIES

Figure 5.8. STM images recorded before and after oxidizing Mo nanoparticles on a Au(111)
template. Image size: 190 × 190 nm2 (taken from Ref. 138). See color insert.

of oxide nanostructures as a function of temperature and under reaction conditions
(132–137). Figure 5.8 illustrates how useful this technique can be (138). Initially, Mo
nanoparticles are present on a Au(111) substrate. There is Au–Mo intermixing, and
the nanoparticles are tri-dimensional. Upon oxidation and formation of MoO3, the
STM image shows a radical change in the morphology of the system. There is no
more Au–Mo intermixing, and two-dimensional aggregates of MoO3 spread out over
the Au(111) substrate (138).

The dependence of STM images on applied bias can be used as the basis for a
true atomic-resolution tunneling spectroscopy (135). The effects of the voltage on the
tunneling current depend on the electronic properties of the sample, and thus, infor-
mation can be obtained about local density of states and band gaps (139). Tunneling
spectroscopy data can be compared directly with area-averaging probes of electronic
structure such as photoemission and inverse photoemission spectroscopies (140,141).
As the tunneling data can be acquired with atomic resolution, one could be able to
directly visualize the spatial distribution of individual electronic states (140,141).

In AFM, a tip is mounted on a cantilever (112,113). Forces exerted by the sample
on the tip bend the cantilever, and this deflection is used in a feedback system in a
manner analogous to the tunneling current in the STM. The forces relevant to AFM
are of electromagnetic origin (142). In the absence of external fields, the dominant
forces are van der Waals interactions, short-range repulsive interactions, adhesion,
and capillary forces (142). The interaction between the tip and the sample can be
operated on either the attractive or the repulsive parts of the interatomic potential
curve. Most experiments for contactAFM are performed on the steeply rising repulsive
part of the potential curve (112). Operation in the attractive region is intrinsically
more difficult because it involves weaker interactions and requires the measuring
of both the force and the force gradient (112). However, true atomic resolution is
easier to achieve using attractive-mode contactAFM (112,113). Images obtained with
repulsive-mode contact AFM may show atomic periodicity while not truly achieving
atomic resolution.
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In the last decade, ATM has experienced a significant transformation by using
a vibrating probe to explore the surface morphology (142). Dynamic or noncon-
tact AFM methods are emerging as powerful and versatile techniques for atomic
and nanometer-scale characterization (112,113,142). In dynamic AFM, there are two
major modes of operation (143–145): amplitude modulation and frequency modu-
lation (AM–AFM and FM–AFM, respectively). Using FM–AFM, images with very
good atomic resolution have been obtained for semiconductors and insulator sam-
ples (146–148). Because AFM does not involve the induction of a tunneling current
between the probing tip and sample, it can be applied to study oxide systems that
have a low conductivity (insulators or wide band-gap semiconductors) (149–150).

To obtain structural parameters from AFM images, one must model the movement
of the cantilever over the sample in an accurate way (112,142). To gain insight into
the tip motion, several authors have considered the cantilever-tip ensemble as a point-
mass spring, and thus, the movement can be described by a nonlinear, second-order
differential equation (151–153).

mÏ + kI + (mωo/Q)İ = Fts + Fo cos(ωt) (5.16)

where Fo and ω are the amplitude and angular frequency of the driving force. Q, ωo,
and k are the quality factor, angular resonance frequency, and the force constant of
the free cantilever, respectively. Fts contains the tip–surface interaction forces. In
the absence of tip–surface forces, Eq. 5.15 describes the motion of a forced harmonic
oscillator with damping (142). The mathematical expressions for Fts in general can be
complex and contain terms for long-range attractive interactions, short-range repulsive
interactions, adhesion, and capillary forces (142).
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6.1. INTRODUCTION

The electronic structure of a solid is affected by size and altered from the continuous
electronic levels forming a band, characteristic of bulk or microsized solids, to
discrete-like or quantized levels. This is drastically observed when the particle size
goes down to the nanometer range and is the origin of the so-called “quantum confine-
ment” terminology referring to this phenomenon. From a solid state point of view,
electronic states of confined materials can be considered as being a superposition
of bulk-like states with a concomitant increase of the oscillator strength (1). The
valence/conduction bandwidth and position observables of a solid oxide are func-
tions of the crystal potential, and this, in turn, is perturbed by the effect of the size
in two ways: a short-range effect induced by the presence of ions with a different
coordination number and bond distance, and a large-range one, induced by changes
in the Madelung potential of the oxide. Theoretical analyses for oxides show a redis-
tribution of charge when going from large periodic structures to small clusters, which
is roughly considered small for ionic solids and significantly important for covalent
ones (2,3). Chapter 1 describes the most recent theoretical frameworks employed to
deal with these physical phenomena, whereas here we will describe their influence in
physico-chemical observables obtained by spectroscopical techniques.

In brief, natural consequences of these size-induced complex phenomena are band
narrowing and change of band energy (1,4). The thermodynamic limit (at 0 K) for a
chemical step/reaction that can be carried out with charged particles (electron or holes
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located in electronic levels) is given by the position of the band edges, the so-called
flat band potential. Both size-induced band-related changes modulate the onset energy
where absorption occurs, e.g., the band gap energy, changing also the Fermi level of the
system and the chemical potential of charge carrier species hosted by these electronic
levels. An additional consequence of nanostructure when speaking of semiconductor
or insulator oxides is the presence of new electronic states located in the bulk band
gap. As is well known, perfect crystals do not display such electronic features and
are thus directly or indirectly related to a finite size in the nanometer range. Such
mid-gap states are sometimes called “surface states” as the main structural sources of
their origin are the presence of a different local symmetry at the surface and/or the
presence of additional defects, among which the most typical in nano-oxides are of
a punctual nature (oxygen vacancies or interstitial ions) located at/near the surface
(3,5,6). The energy distribution of vacancy-related mid-gap energy levels has been
experimentally obtained (7–9), allowing the comparison between different samples.
Roughly speaking, donor levels are energetically near the conduction band, whereas
acceptor ones are located near the valence band and create Gaussian-like distributions
with a width proportional to the two-thirds power of the number of defects (10).
Such electronic levels display distributions ranging from 0 to a few tens (ca. 0.7)
of electronvolts from the corresponding flat band potential with maxima (or depths)
located sometimes at 0–100 meV (7,11) and others well above such energies (3,10,12).
Both types are phenomenologically differentiated in shallow and deep (mid-gap)
electronic levels and display distinctive features when charged particles (electrons or
holes) interact with them (13). One last general point to mention here is the absence
in nano-particulate materials of band bending under contact with the external media
in a heterogeneous chemical reaction (14). This infers an important property to all
nanostructured oxides under light excitation, as it facilitates the presence of both
charge carrier species, electron and holes, at the surface of the particle, ready to
be involved in subsequent chemical steps. This contrasts with the situation of bulk-
like semiconductors where one of the charge carriers is typically depleted from the
surface area.

These electronic implications of size are mainly studied by using three different
techniques based on the interaction between photons and the solid phase. The first
one uses (soft and hard) X-ray photons to excite internal or core electrons and to
analyze the absorption coefficient as a function of the incident photon energy; this
is the so-called X-ray absorption near-edge structure (XANES), which allows the
scanning of the (locally projected, see below) density of unoccupied electronic states.
A second type of technique is based on optical absorption of visible/ultraviolet pho-
tons with an energy that allows to study intra-atomic (typically d– d transitions in
transition elements) and charge transfer (near or band gap energies) excitations; they
are frequently used to study (optical) band gap energies and unoccupied localized
states at the band gap of nanometer solids. A third type of technique, photo-emission,
is used to analyze the density of occupied states of solids and may give information
about the valence band as well as more inner levels. Several emission optical tech-
niques may also provide information about the electronic properties of solid oxides,
but usually they do not add additional input to the main electronic characteristics
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as studied by the three techniques mentioned above. A main problem when dealing
with nanoparticulated solid oxides, which is present in all results obtained with these
spectroscopical techniques, comes from the broad size distribution typically obtained
during the synthesis of the material, significantly larger than those characteristic of
other types of materials. This obscures the detailed investigation of the electronic
properties in many occasions.

6.2. XANES

As discussed in Chapter 5 for XAS techniques, XANES spectroscopy probes the elec-
tronic state of an absorbent atom of the X-ray radiation. The two XAS techniques are
sensible to local order, making them specially suitable for analyzing nanostructured
materials, but they differ in that XANES is essentially not affected by thermal effects;
in the absence of vibronic or specific (nonfrequent) cases of spin-orbit coupling,
the recording temperature does not affect the XANES shape (15–18). Recent work
on XANES concerning nanostructured oxides has been published for Al (19), Mg
(20), Ti (21–25), V (26), Fe (27–29), Ni (30), Zn (31), Sn-In (32) and Ce (33–37)
containing systems, whereas older work is summarized in Refs. 18 and 38. These
studies showed that bulk XANES shape is typically reached by clusters of around
80–100 metal atoms, and thus, solids with a typical dimension below 4 nm show a char-
acteristic, distinctive XANES shape. This happens because, in terms of the scattering
theory, the different continuum resonances (CRs) are dominated by contributions cor-
responding to different coordination shells and may not be present or display variations
in energy/intensity with respect to the bulk material in the corresponding XANES
spectrum of a size-limited material (19,21,28–30). At the moment, not precise infor-
mation is available concerning differences between surface species present in nanos-
tructured and two-dimensional (2D)-infinite surfaces. A general feature shared by all
nanostructured oxide materials with size typically below 10–15 nm is that they dis-
play broader CRs with respect to well-crystallized references (19,21,24–26,31,33,39).
This can be observed in the inset of Figure 6.1; the derivative spectra give evidence of
a larger overlap between CRs. The reason for this can be understood in terms of the
f -rule (40). This rule implies that the total absorption over all edges and energies is a
constant independent of the final state nature; therefore, disorder, inherent to nanos-
tructured materials, broadens the spectrum without altering the overall intensity (22).
The large overlap of CRs usually limits information concerning electronic effects of
nanostructure, but some details are still available/resolved when analyzed low-energy
(below 1 KeV) absorption edges, even for nearly amorphous materials (41,42).

A strong influence of size can be also found in the 1s → d pre-edge transition
present at K absorption edges (1s absorption spectra; see Figure 6.1a) of transition
metal cations inserted in an oxide matrix. Other elements do not present this pre-edge
as they have a fully occupied d band. Both a direct 1s to nd quadrupole transition and
dipole transitions to states with (n + 1)p character hybridized with the nd sub-band
are possible (18). Typically, the matrix element of a dipole transition (see Eq. 5.8 in
Chapter 5) is about two orders of magnitude larger than quadrupole ones, but on the
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Figure 6.1. (a) Ti K-edge XANES spectra of bulk and nanostructured TiO2 samples. (b) Ce
LIII-edge XANES spectra of bulk and nanostructured CeO2 samples. Inset, derivative spectra
of bulk (dot line) and 5-nm size (full line) specimens.

other hand, the amount of d character at or immediately below of the Fermi region is
by far larger than the p one in transition metal ions. Depending on the particular system
we are dealing with, the contributions from dipole and quadrupole can be equivalent or
one can be neglected. In particular, for centro-symmetric systems, like cubic systems,
only a very small admixture of p states is allowed into the nd sub-band, whereas in
non-centro-symmetric systems, p/d mixing is symmetry allowed. It is obvious that
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corners, edges, and in general, surface positions are non-centro-symmetric and can
be therefore differentiated in the case of many oxides.

The 1s → d transition can be composed by several peaks, depending on the
symmetry and oxidation state of the metal ion constituting the oxide. Reviews of
the literature can be found in Refs. 18 and 43. The electronic fine details enclosed in the
pre-edge structure are, however, masked by resolution problems when working with
most of the ions of chemical interest (transition or lanthanides), but the recent setting-
up of resonant inelastic X-ray scattering may soon eliminate such a problem while
working with hard X-rays, which allow us to characterize the system in essentially
any experimental condition (e.g., in situ) (44). In the first transition row, with current
setups, three/two peaks can be observed from Ti to Fe cations in centro-symmetric
positions due to the (s)p-d mixing of the absorbent/central cation orbitals as well as
to the presence of quadrupole transitions to d-like states of neighboring atoms. For
some low oxidation states, low spin configurations, and non-centro-symmetric posi-
tions of the above-mentioned cations as well as from Co- to Cu-containing oxides, a
single (most often dominant but not unique as is accompanied by shoulders) peak is
obtained. As an example, Figure 6.1a displays the presence of a characteristic peak
at the left of the vertical line, indicative of five-fold-coordinated surface Ti ions, not
present in the bulk of the material, which therefore, allows us to investigate the char-
acteristics as well as the quantity of surface species in Titania. Data on the second
and third transition row are more scarce and usually less well defined due to poor
energy resolution coming from the large core-hole lifetime inherent to the high pho-
ton energy used (above 17 KeV) (18). As mentioned, this may change in the near
future with the removal of the lifetime broadening in XANES spectra by standarizing
detection schemes using low-medium energy X-ray photoemission, emission decay,
or Auger channels (44,45). Of course, this will be able to give larger resolution in
the complete XANES spectrum, enhancing the electronic information extracted by
using this technique but at the expense of a strong decrease in signal intensity. On the
other hand, a detection scheme based in X-ray emission, like, for example, using the
1snp fluorescence channel, would open a window to site-selective XANES and the
corresponding speciation of species by chemical, surface/bulk, or other interesting
properties (44).

XANES can be used for the characterization of oxide nanoparticles under reaction
conditions, varying pressure or temperature as a function of time (3,18). This is illus-
trated by the Ce LIII-edge XANES data shown in Figure 6.2. This figure compares
spectra from a Ce0.8Cu0.2O2 nanocatalyst under the water gas shift (WGS) reac-
tion (CO + H2O → CO2 + H2) at different temperatures (37). As mentioned, the Ce
LIII-edge is frequently used as a “fingerprint” to characterize the electronic proper-
ties of ceria-based materials (18). The electronic transitions behind these XANES
features are complex. In pure stoichiometric CeO2, the Ce LIII-edge exhibits two
clear peaks frequently labeled B1 and C (18). A third peak, with lower photon energy
than B1, can be obtained by curve fitting (18). Included in Figure 6.2 is the spec-
trum for a Ce(NO3)3 · 6H2O reference, in which the cerium atoms are trivalent
(Ce3+). The two main peaks in the spectrum of the Ce0.8Cu0.2O2 sample at room
temperature are separated by approximately 7 eV, in agreement with results for pure
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Figure 6.2. Ce LIII-edge XANES spectra collected for Ce0.8Cu0.2O2 during the WGS reaction
at different temperatures. Included for comparison is the spectrum for a Ce(NO3)3 · 6H2O
reference, which contains only Ce3+ cations (taken from Ref. 37). See color insert.

CeO2 nanoparticles (37). Based on a comparison of the intensities of the spectra
near the Ce3+ position, one can confirm that oxygen vacancies and Ce3+ cations are
formed during the WGS reaction. The amount of oxygen vacancies and Ce3+ is seen
to increase with the raise of the reaction temperature up to 300 ◦C, but decreased at
higher temperatures, especially above 400 ◦C. This type of information is essential
for establishing the mechanism of the chemical reaction and studying the behavior
of the Ce0.8Cu0.2O2 nanoparticles as catalysts (37). In many technological applica-
tions (catalysts, sorbents, sensors, fuel cells, etc.), the electronic properties of oxide
nanoparticles undergo important changes during operation and XANES can be a very
useful technique to follow these changes in situ (15,18,37,41).

6.3. OPTICAL ABSORPTION

Optical techniques can be devoted to the analysis of metal-oxide electronic structures.
As a major part of oxides are semiconductors or insulators, we will first detail such
cases. The absorbance α(λ) of a solid semiconductor can be calculated by using the
relation:

T = (1 − F)2 exp−α(λ)δ

1 − F2 exp−2α(λ)δ
(6.1)

where T is the measured transmittance, F is the reflectance, and δ is the optical
path length (46). Metal oxides can be direct or indirect semiconductors depending
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on whether the valence to conduction band electronic transition is dipole allowed or
forbidden. In the latter case, the electronic transition is vibrationally allowed through
vibronic coupling and phonon assisted. The intensity of the corresponding electronic
transition is several orders of magnitude lower for indirect with respect to direct
band gap semiconductors (47). Indirect band gap semiconductors thus display a step
structure at the absorption onset originated from the momentum-conserving optical
phonon absorption and emission and a general stronger dependence of the absorption
coefficient with energy near the edge (46,47). The absorption coefficient dependence
of energy is stated in Eq. 6.2, where n equals one half or 2 for, respectively, direct
and indirect semiconductors:

α(λ) = B(�ν − Eg)
n(�ν)−1 (6.2)

where B is a constant and Eg is the band gap energy.
As mentioned in Section 6.1, the nanostructure has a strong impact on the elec-

tronic structure of oxides producing the so-called quantum size of confinement effects.
From a solid-state point of view, nanostructured oxides have discrete, atom-like
electronic levels that can be considered as being a superposition of bulk-like states
with a concomitant increase in oscillator strength (4,48). Electronic effects related to
quantum confinement potentially visible by optical absorption are the shift in band
gap energy as a function of primary particle size as well as the discretization of
the absorption, presenting a well-defined structure instead of the featureless profile
typical of bulk solids (4,48). In metal oxides, however, the influence of nanostruc-
ture in optical spectroscopy data is mostly confined to the absorption onset energy
as inhomogeneous broadening resulting from the particle size distribution induces
broadening of the spectrum and limits the study of the shape of the optical absorption
spectrum.

The onset of the optical absorption spectrum occurs at the so-called first exciton
(electron-hole pair created after light absorption) or optical band gap energy. The
most widespread, simple theoretical framework to study the influence of confinement
effects and, particularly, the primary particle size influence in exciton energy, is the
so-called effective-mass approximation (EMA) (4,48). Other theories as the free-
exciton collision model (FECM) (49) have been implemented and although are much
less used may become alternatives in the near future for massive use. The EMA
theory assumes parabolic energy bands, infinitely confining potential at the interface
of the spherical semiconductor particle, and limits main energy terms to electron-
hole interaction energy (Coulomb term) and the confinement energy of electron and
hole (kinetic term). For experimental work, it is customary to identify three different
energy regions as a function of the average crystalline radius (R) of the semiconductor
particle:

(1) R > aB, where aB is the exciton Bohr radius of the extended/bulk semicon-
ductor, defined as aB = ae + ah, where ae and ah are the electron and hole
Bohr radii, respectively. This is the regime of weak confinement, and the dom-
inant energy is the Coulomb term; a size quantization of the motion of the
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exciton occurs (electron-hole pair is treated as a quasi-particle). The energy
of the lowest excited state is a function of R as

E(R) = Eg + �
2π2

2M R2 (6.3)

where Eg is the band gap energy of the extended/bulk semiconductor and
M is the mass of the exciton (M = m∗

e + m∗
h; m∗ being the effective mass of

electron and hole). This indicates a blue shift of E(R) as a function of R−2.

(2) R < aB or strong confinement region, where the Coulomb term can be treated
as a perturbation and electron and holes are treated as confined independent
particles, so the exciton is not formed and separate size quantization of electron
and hole is the dominant factor. In this case, E(R) for the lowest excited state
of a spherical cluster is given by

E(R) = Eg + �
2π2

2R2

(

1

m∗
e

+ 1

m∗
h

)

− 1.786e2

ε2R
+ 0.248ER (6.4)

where the first corrective term to Eg is the confinement term, the second is the
Coulomb correction with ε2 the dielectric constant of the bulk semiconductor,
and the third is the spatial correlation energy correction, being ER the exciton
Rydberg energy (4,48,50). As is well known, this formula overestimates the
E(R) energy and is being corrected by using an effective bond-order model
(EBOM) to construct the hole Hamiltonian, include spin-orbit coupling, and
finite confining potential (51), or by introducing the effect of shape distortion
from a spherical particle model (52).Alternative methods including these novel
points in the framework of the tight-binding (53) or pseudopotential (54,55)
theories have been also published. An important additional challenge to these
theories is to develop consistent theoretical estimates of the ε2 dependence
with R (48).

(3) The region between weak and strong confinement has not been thoroughly
investigated but has deserved some attempts for specific semiconductors
(56). The intermediate regime is precisely defined as the region where Re >

RB > Rh, and here the hole is quasi-localized and the absorption spectrum
comes from the oscillation movement of the hole around the center of the
nano-crystal, suffering an average potential corresponding to the much faster
electron movement (48).

From the above discussion, it can be thus concluded that metal-oxide semiconduc-
tors would present, as a first rough approximation, an optical band gap energy with
an inverse squared dependence of the primary particle size if quantum confinement
dominates the energy behavior of the band gap. Figure 6.3 shows that this happens
to be the case for (direct band gap) Fe2O3 (57) or (indirect band gap) CdO (58) but
not for Cu2O (59), CeO2 (36,60), ZnO (61,62), and TiO2 (63,64). Limited deviations
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Figure 6.3. Optical band gap energy as a function of the inverse-squared primary particle size
for several metal oxides.

from the R−2 behavior, as observed for ZnO in Figure 6.3 or SnO2 (65) can be based
on the known fact that the theory (Eqs. 6.3 and 6.4) overestimates the blue shift and
can be justified with a proper calculation of electronic states by using simple quan-
tum mechanical methods, whereas marked deviations are usually based on several
chemical/physical phenomena not accounted for in the previous discussion. In the
case of Cu2O (59) or CeO2 (36,60,66), it appears to be directly related to the pre-
sence of Cu2+ (remarkably for very low particle size) and Ce3+ ions at the surface
of the nanostructured materials. At the moment, it is not clear whether the presence
of these oxidation states are intrinsic to the nanostructure or result from the specific
procedure of preparation. The case of WO3 also shares some difficulties pointed out
above. Kubo et al. were able to show that the band gap of this oxide decrease with
size from ca. 3.0 to 2.8 eV as a function of R−1 (67), but the presence of a variable
number of oxygen defects, reduced W redox states, and mid-gap electronic states
with size makes this an open question (68). Besides electronic modifications, alien
ions, like Cu2+ and Ce3+ above, induce strain effects and concomitant structural dif-
ferences in atomic positions with respect to bulk positions. The influence of strain
in the absorption spectrum has been nicely demonstrated in the work of Ong et al.
for ZnO (69), showing the splitting of the first exciton peak for large values of com-
pressive strain. Strain effects are inherent to nanostructured materials (3,70) and may
comprise general, ambiguous term of “surface” effects usually claimed to account for
significant deviations from Eqs. 6.3 and 6.4. Surface effects related to the preparation
method and particularly important for very low particle size are sometimes observed
for certain oxides, as SnO2 (71) or ZrO2 (72).
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TiO2 is the other example included in Figure 6.3 having a band gap energy behavior
with marked differences from that expected from Eqs. 6.3 and 6.4. Although bulk
TiO2 is an indirect semiconductor, nanostructured TiO2 materials are likely direct
ones (63,73). This may be a general result. As discussed in Ref. 74, the confinement
of charge carriers in a limited space causes their wave functions to spread out in
momentum space, in turn increasing the likehood of radiative transitions for bulk
indirect semiconductors. This may also be the case of NiO (75). The indirect nature
of the absorption onset would complicate the analysis of the optical band gap energy
due to the above-mentioned step structure of the absorption onset (which includes
phonon-related absorption/emission features) (76). Despite this complication, the
steady behavior shown in Figure 6.3 cannot be accounted for by small variations in
the absorption onset and should be grounded in other physical phenomena. For small
primary particle sizes, below 3–4 nm, this has been claimed to be based on a fortuitous
cancellation effect between the kinetic/confinement and Coulomb terms in Eq. 6.4,
but electronic grounds for this phenomenon still need to be understood. For indirect
band gap semiconductors, recent theoretical results (54) suggest the presence of a red
shift instead of a blue one with a primary particle size decrease, but recent careful
experimental data corroborate the existence of the blue shift qualitatively described
by Eq. 6.4 (76).

The nanostructure not only affects the band gap energy, but at the long wavelength
of the charge transfer or main absorption band, a weak exponential absorbance decay
can be observed. At a given temperature, this region can be modeled following the
Urbach empirical formula, yielding an energy parameter describing the width of this
exponential absorption edge (77). In certain oxides, the width of Urbach tails has been
correlated with the degree of crystallinity, giving thus a quantitative tool to compare
this property on structurally similar samples (78).

As happens with the absorption, the emission spectrum followed by photo-
luminiscence or fluorescence from nanostructured samples has specific characteristics
with respect to bulk systems (4,48). However, they do not usually add further insights
into the main electronic structure of metal oxides and will not be treated here. A last
word in this section can be said concerning semi-metallic or metallic metal oxides (as
VO2 at T > 373 K). Although a metal-to-insulator transition is expected as a function
of size (1,4), this has not been analyzed in detail. Therefore, as a rough picture, we may
expect the discretization of electronic levels and presence of well-defined transitions,
which however, would be typically broadened by the “size distribution” effect.

6.4. VALENCE- AND CORE-LEVEL PHOTO-EMISSION

The roots of core- and valence-level photo-emission can be traced back to the famous
article of Einstein explaining the photo-electric effect (79). For a solid, the relationship
between the kinetic energy of the photoemitted electron (Ek) and the energy of the
incident radiation (hω) is given by the equation:

Ek = hω − EB − WF (6.5)
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where EB is the binding energy of the electron in the solid and WF is the system “work
function” (a catch-all term whose precise value depends on both the sample and the
spectrometer) (80). Equation 6.5 assumes that the photo-emission process is an elastic
process between matter and the external electric field. The photo-emission process is
the dominant de-excitation channel for atoms with atomic number Z lower than 30/50
for K/L edges, whereasAuger electrons dominate de-excitation for Z > 30/50. Thus,
each characteristic excitation energy (hω) will give rise to a series of photo-electron
peaks that reflect the discrete binding energies of the electrons (with energy lower or
equal than the excitation one) present in the system (80). The intensity of the peak
is essentially an atomic property and thus allows the quantification of the absorber
atom at the surface and near the surface layer (80).

In the period of 1950–1970, pioneer work by the groups of Siegbahn (81), Turner
(82), and Spicer (83) showed that spectra with well-resolved ionization peaks could
be obtained when using high-resolution electron energy spectrometers combined
with X-ray or ultraviolet radiation for photo-excitation. The typical experiments
of X-ray photoelectron spectroscopy (XPS) use Mg Kα (1253.6 eV) or Al Kα

(1486.6 eV) radiation to excite the electrons (80). He I (21.21 eV) and He II (40.82 eV)
are photon energies frequently used in ultraviolet photoelectron spectroscopy (84).
Synchrotrons are a very valuable tool for performing photo-emission experiments
(85–87). Electrons orbiting in a synchrotron emit radiation that spans a wide spec-
tral region and is highly collimated and polarized. Using the facilities available at
synchrotrons, one can get photo-emission spectra that have simultaneously a very
high resolution and excellent signal-to-noise ratio (77,78). The acquisition of spectra
can be very fast, and chemical transformations can be followed as a function of time
(88–90).

6.4.1. Valence Photo-Emission

Depending on their energy, the levels occupied by the electrons in a nanoparticle can
be labeled as core (>50 eV), semi-core, or valence (<20 eV) (80). In the valence
region, the electrons occupy de-localized or bonding orbitals. The spectrum in this
region consist of many closely spaced levels giving rise to a band structure (91–94).
For large oxide nanoparticles, valence bands similar to those of the bulk materials
are expected. As the size of the nanoparticles decreases, unique features could appear
in the valence region (95,96), and eventually the valence bands could break down
into discrete levels in the case of small oxide clusters (97). In their bulk states, some
oxides can have metallic character, but most frequently these systems behave as
semiconductors or insulators and have a significant gap between the valence and the
conduction bands. Due to size effects, a nanoparticle could have a band gap energy
differing from that of its bulk state (see Section 6.3 for a detailed analysis), and
this could be detected in valence photo-emission (96–98). This technique is also very
useful to verify the presence of O vacancies in an oxide nanoparticle. Electronic states
associated with O vacancies usually appear above the valence band of the oxide in
the band gap (99,100).
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6.4.2. Core-level Photoemission

The discovery, during the early days of XPS (80,81), that nonequivalent atoms, either
by symmetry or oxidation state, of the same element in a solid gave rise to core-level
peaks with different binding energies had a stimulating effect on the development
of the field (80). Core-level photo-emission can be very sensitive to changes in the
oxidation state of an element in an oxide nanoparticle (3). Thus, different oxides of
the same metal element in many cases have substantially different core-level binding
energies (101). Figure 6.4 illustrates the utility of core-level photo-emission for the
characterization of oxide nanoparticles. These XPS data were acquired in experiments
similar to those that produced the STM images of Figure 5.8 in Chapter 5 (102). MoO3
and Mo2O5 were prepared by the oxidation of Mo nanoparticles present on a Au(111)
substrate. Initially, there is intermixing of Mo and Au. The formation of the MoOx
nanoparticles induces migration of Mo from inside the Au substrate to the surface,
and thus, there is a big increase in the intensity of the signal for the Mo 3d core levels
(102,103). A Mo → MoO3 transformation is accompanied by a shift of ∼4.3 eV in
the Mo 3d levels. At small concentrations of molybdenum (∼0.05 monolayer), the

Figure 6.4. Left-side panel: Mo 3d photo-emission spectra taken from 0.05 monolayer (ML)
of Mo deposited on a Au(111) substrate: (a) before oxidation of the Mo nanoparticles, (b) after
oxidation at 500 K, and (c) upon heating the sample to 700 K. Right-side panel: Mo 3d spectra
taken for a Au(111) substrate covered by 0.10 ML of molybdenum: (a) before oxidation, (b)
after a first oxidation at 500 K, (c) after a second oxidation at 500 K, (d) upon heating the
oxidized sample to 700 K, and (e) after final heating to 800 K (taken from Ref. 102).
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Mo nanoparticles can be fully oxidized (left-side panel in Figure 6.4, spectrum b).
On the other hand, after oxidizing a larger concentration of molybdenum (∼0.10
monolayer), photo-emission shows a mixture of MoO3 and Mo2O5 (right-side panel
in Figure 6.4, spectra b, c, and d) (102).

Core-level binding-energy shifts constitute one of the most widely used diagnostic
tools for routine chemical analysis in industrial laboratories (104). A lot of effort
has been focused on the interpretation of these shifts (80,104). A core-level binding
energy is fundamentally a difference in total energy between the ground and the
unbound continuum excited states of a system. This difference can have initial- and
final-state contributions (104). To induce a core-level shift with respect to a well-
defined reference, one can modify the initial or final state. Thus, a change in the
oxidation state of an element can lead to a shift in its core-level binding energies
(initial state effect), but a core-level shift also can be produced by a variation in the
screening of the hole left by the emitted electron (final state effect) (104). A priori,
it is not easy to evaluate final-state contributions to core-level binding-energy shifts
(80,104).

Several models, based on physical simplifications of the photo-emission process,
have been proposed for the analysis of core-level shifts in oxide compounds (104–
111). The physical basis for a core-level shift can be illustrated by a simple charge
potential model (80,81):

Ei = ER
i + kqi + �3qi/rij (6.6)

where Ei is the binding energy of a particular core level on atom i, Ei
R is an energy

reference, qi is the charge on atom i, and the final term of Eq. 6.6 sums the potential at
atom i due to “point charges” on surroundings atoms j. The last term can be expressed
as Vi = �3qi/rij. Then, the shift in binding energy for a given core level of atom i in
two different chemical environments is (80)

E
(1)
i − E

(2)
i = k(q

(1)
i − q

(2)
i ) + (V

(1)
i − V

(2)
i ) (6.7)

The first term, k�qi, indicates that an increase in binding energy accompanies a
decrease in the valence electron density on atom i. The second term depends on the
charge distribution of the whole system, is related to the Madelung potential of the
oxide, and has an opposite sign to �qi in Eq. 6.7 (80,81). For highly ionic oxides,
the effects of the Madelung potential can be quite strong and dominate the overall
direction of the core-level shifts (80,104). Thus, Hartree–Fock self-consistent field
calculations for BaO clusters show that the removal of two s electrons leads to an
increase of the core-level binding energies in Ba2+ over neutral Ba (as expected), but
this increase is offset by the Madelung potential and the XPS measurements show a net
negative core-level shift. The dominance of these two electrostatic effects in the core-
level shifts of all alkaline-earth oxides was also demonstrated (106). From Eq. 6.7,
it is clear that one can have a core-level shift in an oxide nanoparticle by changing
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the oxidation state of atom i, by modifying the Madelung potential, by the creation
of O vacancies, or by just moving the atom i to a nonequivalent position (like surface
ones) within the structure of the system. It is important to take into consideration that
the Madelung potential of a nanoparticle or nanostructure of an oxide can be different
from that of the bulk material and affect not only the position but also the intensity
of the peaks in an XPS spectrum (112,113).

Equation (6.7) is a first approximation to the problem of core-level shifts and
in general should be used only in qualitative terms (80,104). A major simplifica-
tion of the charge potential model is that it neglects relaxation effects; e.g., it does
not take into account the polarization effect of the core hole on the surrounding
electrons, both intra-atomic (on atom i) and extra-atomic (on atoms j) (80,104). A
precise interpretation of core-level binding energy shifts frequently requires the use
of quantum-mechanical calculations (105,106,111). This is the best way to separate
contributions from initial and final state effects (114–116). Initial state effects are
frequently calculated by the Koopman’s theorem, which essentially depends on the
“sudden approximation,” explained in Section 5.3, to describe the photo-emission
process as being realized by one electron, whereas the remaining N − 1 electrons
of the system are “frozen.” The use of the full electron (final-state) wave functions
yields the core-hole energy. Note that several final-state wave functions correspond-
ing to a localized/delocalized nature of the hole and the existence of hole-induced
charge transfer (M(n+1)+ − L−1) are usually possible. The latter typically produces
the presence of secondary peaks, close to the main but with lower intensity, for transi-
tion metals oxides having d holes in the final state. The difference between these two
quantities, e.g., the initial state and the core-hole energies, is the relaxation energy
(80,104). The relaxation energy may vary from one oxide to another and with the size
of the particle, because it is affected by the Madelung potential and this changes with
size (104,113).

Charging is a phenomenon that can occur when the conductivity of the oxide
nanoparticles or nanostructures is too low to replenish the photo-emitted electron
(80,104). This means that a significant net positive charge accumulates in the sys-
tem and eventually produces a shift in the binding energy position of the core and
valence levels. Unfortunately, a fully satisfactory solution to charging problems is
not yet available. Several approaches have been proposed (80,104). A flood gun is
one of the easiest and most common solutions to charging problems. It produces
a huge increase in the concentration of low-energy electrons. One must verify that
these “extra” electrons do not induce any structural or chemical transformation in the
sample. Whenever possible, it is highly advantageous to deposit the oxide nanoparti-
cles on a conducting support (117,118). During the photo-emission process, electrons
spill from the support and neutralize the charging effects. The data in Figure 6.4 show
how effective this approach can be (102).

The low-pressure conditions in which XPS spectra are taken (<10−7 Torr) can
induce the loss of O2 gas and formation of O vacancies in oxide nanoparticles (112).
This can become a serious problem if the oxide system is easy to reduce. For example,
measurements of XPS for ceria nanoparticles give a concentration of Ce3+ cations
that is much larger than that detected with XANES (112).
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7.1. INTRODUCTION

This chapter provides a unified point of view of the different theoretical methods used
in the study of electronic structure and a survey of recent representative application on
oxide particles. Depending on the computer power, these methods can be applied to a
wide number of systems, although applications to oxide nanoparticles are still scarce.
This chapter focuses on two families of methods broadly used in computational mate-
rial science. Both families are based on the principles of quantum mechanics. On the
one hand, one has the so-called ab initio methods of electronic structures aimed to
obtain accurate electronic wave functions and, on the other hand, the methods based
on the modern density functional theory are especially well suited to describe very
large systems. The general “first principles” term is used to refer to these methods,
although the “ab initio” term is usually reserved for wave function methods. In the
forthcoming discussion, the focus lies mainly on the mathematical foundation and
physical significance of these methods rather than on the technical aspects of com-
puter implementation. Details of the methods outlined in this section can be found in
specialized references, monographs (1), and textbooks (2,3).

Finally, we would like to point out that one of the main goals of the computational
methods described below is to explore potential energy surfaces and, thus, determine
geometries of stable molecules, clusters, or nanoparticles but also of intermediates,
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transition state structures, energy barriers and thermochemical properties. This means
that often one does not only need to compute accurate energies but also energy gradi-
ents and second derivatives with respect to nuclear displacements. Energy derivatives
are not trivial, and some methods offer special technical advantages when gradients
or higher order derivatives have to be computed. In addition, the proper interpretation
of electronic spectra requires simultaneously handling of several electronic states and
not only the ground state. The choice of a particular computational method largely
depends on the problem to be solved and the computer power at hand. In any case,
there is always a compromise between accuracy and feasibility.

7.2. QUANTUM MECHANICS AND WAVE FUNCTIONS

We start this description of methods of electronic structure widely used in either
quantum chemistry or solid-state physics by recalling the fundamental aspects of
quantum mechanics that are relevant to this purpose; for a deeper insight, see Refs. 4–6.
The postulates of quantum mechanics establish that, at a given time t, the state of every
physical system is completely described by a state or ket vector, |�i〉, belonging to a
well-defined vector space, i.e., the Hilbert space denoted by H.A complete description
of the Hilbert space is beyond the scope of this work; we will just mention that H is
a vector space defined on the complex numbers set; it has an inner or scalar product
defined, infinite dimension and is complete. This last property is especially important
and means that, for any ket vector |�i〉 ∈ H, a family of, in principle, infinite and
complex numbers, {cki}, and an infinite family of ket vectors, {|�k〉}, exist such that

|�i〉 =
∑

cki|�k〉 (7.1)

This state is also called a pure state. As the dot or inner product is well defined in the
Hilbert space, the {|�k〉} set can be chosen as an orthonormal set

〈�k|�l〉 = δkl (1 for k = l, and 0 otherwise) (7.2)

without any lack of generality. Now, notice that a simple relationship for cki can be
found by multiplying Eq. 7.1 by |�k〉 on the left and assuming that the basis forms
an orthonormal set:

〈�k|�i〉 = cki (7.3)

We notice that Eq. 7.1 defines the well-known superposition principle of quantum
mechanics. Strictly, the sum on Eq. 7.1 must extend up to infinite because the
resolution of the identity in the Hilbert space, within an orthonormal basis, requires

∑

|�i〉〈�i| =
∑

|�i〉〈�i| = 1̂ (7.4)
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Later on, we will discuss the practical way in which computational methods of the
electronic structure, either in quantum chemistry or in solid-state physics, overcome
the infinite summation. Now, let us just recall that the goal of any such computational
method is to obtain approximate solutions to the eigenvalue problem defined by the
Schrödinger time-independent equation

Ĥ|�i〉 = Ei|�i〉 (7.5)

where Ĥ = T̂ + V̂Ne + V̂ee is the electronic Hamiltonian that is a hermitic operator
defined in H. In the framework of density functional theory (vide infra), the second
term is referred to as the external potential. In this way, the first and third term of
the electronic Hamiltonian only depend on electronic coordinates. Another important
remark is that the electronic Hamiltonian only contains one- and two-body operators,
whereas |�i〉 contains information about the N electrons in the system. Therefore,
one can obtain the total energy by making use of the one- and two-particle density
matrices only, which are obtained by integrating over all coordinates of N − 1 and
N − 2 electrons, respectively (7,8). The one- and two-particle density matrices can
be obtained from the N-electronic wave function. However, density functional theory
provides a wonderful and practical alternative in which only the one-particle density
matrix is needed. Both wave function- and density functional-based methods will be
described in the forthcoming subsections.

Clearly, solving Eq. 7.5 for |�i〉 is equivalent to finding the family of—in principle
infinite—{cki} coefficients in Eq. 7.1, and this in turn requires the knowledge of
the N-electron basis. Recalling that the eigenstates of a system of N noninteracting
electrons supply a basis of the same Hilbert space to which the eigenstates of a system
of N interacting electrons belong provides a way to the construction of the N-electron
basis. Rigorously speaking, the Hilbert space of a two-electron system, interacting
or not, can be constructed as a tensor product of the Hilbert spaces of the individual
electrons

H(1, 2) = H(1) ⊗ H(2) (7.6)

and the particular vectors of H(1, 2), which can be written as a tensor product of
eigenstates of H(1) and H(2)

|�ij(1, 2)〉 = |�i(1)〉 ⊗ |�j(2)〉 = |�i(1)�j(2)〉 = |�i�j〉 (7.7)

are eigenstates of the Hamiltonian for two noninteracting electrons

Ĥ(1, 2) = Ĥ(1) + Ĥ(2) (7.8)

with eigenvalues

Eij(1, 2) = Ei(1) + Ej(2) (7.9)
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as expected for noninteracting particles. The one-electron states are generally known
because the Schrödinger equation, Eq. 7.5, for one-electron systems can be analyt-
ically solved. In the case of one-electron atoms or ions, the resulting one-electron
states are the well-known atomic orbitals. Now, one realizes that the set of vector
states described in Ref. 8 are also a basis set for the states of the two interacting
electrons. Therefore, following the superposition principle, Eq. 7.1 may written as

|�k〉 =
∑

cij,k|�i�j〉 (7.10)

which clearly shows that the general form of a two-electron state is a superposition of
all possible vector states that can be constructed by choosing a particular one-electron
state for each electron in the system. This is generally known as a configuration
interaction state because every particular choice of one-electron state for each electron
identifies an electronic configuration. The generalization to N-electron states is trivial.

However, the discussion so far has ignored the fact that electrons are fermions,
identical indistinguishable particles with one-half spin. To ensure that expectation
values that are always the predicted results for a measure are independent of the
labels given to identical particles, the vector states must fulfill the Pauli principle.
Hence, vector states describing an N-electron system must be antisymmetric with
respect to the permutation of the individual states of any pair of electrons. This is

P̂ij|�k〉 = −|�k〉 ∀i, j (7.11)

a condition easily achieved by using a basis of antisymmetric states constructed as

det |�i�j〉 = |�i(1)�j(2)〉 − |�j(1)�i(2)〉 (7.12)

which defines the well-known Slater determinants. Finally, we are led to the very
important configuration interaction, CI, which forms a general two-electron vector
state. Again, the generalization to N-electron states is straight and the CI resulting
ket is a linear combination of all Slater determinants that can be constructed by
distributing the N-electrons in the one-electron states, included in the, in principle
infinite, one-electron basis, in all possible ways:

|�k〉 =
∑

cij,k det |�i�j〉 (7.13)

The only remaining point concerns the representation of the one-electron states in
a given basis. Without entering into the details of the theory of representations of
quantum vector states, we just mention that the usual approach consists in using
the so-called position representation. This choice leads to the usual definition of the
wave function in terms of electron coordinates, x̄; thus finding the key one-to-one
correspondence between quantum vector states and quantum wave functions:

|�k〉 ←→ �k(x̄) (7.14)
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and between the Hilbert vector space and the space of quadratically integrable wave
functions; both spaces are therefore isomorphous. This one-to-one correspondence
extends to the eigenvalue equations

Ĥ|�k〉 = Ek|�k〉 ←→ Ĥ�k(x̄) = Ek�k(x̄) (7.15)

which, as commented above, can be exactly solved for one-electron problems, pro-
viding a simple way to obtain one-electron basis sets. From this one-electron basis
set, the N-electron basis set can be constructed through Refs. 8 and 13.

Here, we must add that one-electron wave functions that provide adequate basis sets
are not limited to those arising from Ref. 16 applied to a given one-electron problem.
Any one-electron wave function belonging to the H space of quadratically integrable
wave functions can be included in a basis set to construct the N-electron basis, i.e., to
construct the set of Slater determinants. Here, we quote that, in nonrelativistic quantum
mechanics, one-electron wave functions are always written as (tensor) product of
space r̄ and spin ω parts. For the space part, different choices are possible (9–11), use
of Hydrogen-like orbitals, Slater type orbitals (STOs), Gaussian type orbitals (GTOs),
plane waves (PWs), or even different numerical representations. In practice, a usual
but not unique strategy consists in defining a set of contracted GTOs (CGTOs) as

χi(r̄) =
∑

dpigp(r̄) (7.16)

where the dpi coefficients are obtained from atomic calculations. The next step is to
write atomic/molecular orbitals in terms of CGTOs

φk(r̄) =
∑

arkχr(r̄) (7.17)

and, as stated above, spin orbitals, or one-electron functions, are written as a (tensor)
product of a spatial orbital and a spin, α(ω) or β(ω), wave function

�k(r, ω) = φk(r̄)α(ω) or �k(r, ω) = φk(r̄)β(ω) (7.18)

Now, Slater determinants can be constructed from the spinorbital set and the two-
electron CI wave function given by Eq. 7.13 is fully determined. The extension to
N-electron CI wave functions is now straightforward.

7.2.1. From Quantum Mechanics to the Computational Method of

Electronic Structure

To solve the eigenvalue problem outlined by Eqs. 7.5 or 7.13 requires dealing with
complicated differential equations. However, Eq. 7.5 can be transformed to a simpler
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matrix eigenvalue problem by just multiplying Eq. 7.5 on the left by any |�k〉 and
using Eq. 7.3

∑

〈�k|Ĥ|�j〉cji = Ei cki ∀k (7.19)

or defining 〈�k|Ĥ|�l〉 = Hkl, one has

∑

Hkjcji = Ei cki ∀k (7.20)

or

HC = CE (7.21)

which is the general matrix equation to be solved in any electronic structure problem
provided an orthonormal set is used.

Transforming the Schrödinger equation to the matrix form given by Eqs. 7.20
or 7.21 reduces the problem of solving differential equations to a simpler eigenvalue
problem. However, finding a solution for this matrix equation is impossible in practice
for N-electron problems because the matrices involved in the secular problem in
Ref. 21 are of an infinite dimension! To convert this equation into a practical working
equation two important problems have to be solved. First, one needs to avoid the
infinite dimension of the matrices in Eq. 7.21. This problem can be circumvented
by projecting this equation into a subspace S of finite dimension defined by the
appropriate projection operator

P̂S =
∑

k∈S

|�k〉〈�k| (7.22)

This permits us to define the restriction of the Hamiltonian to S as

ĤS = P̂SĤP̂S (7.23)

and, consequently, to project the matrix Eq. 7.21 on S, namely

HSCS = CSES (7.24)

which provides the matrix equation that needs to be solved in any practical appli-
cation. We must point out that solving Eq. 7.24 exactly is equivalent to the linear
variational method using a trial function belonging to S and, hence, the eigenvalues
of Eq. 7.24 are upper bound to the exact eigenvalues in Ref. 6. As the subspace S

can be systematically improved (not necessarily by simple increase of the dimension
of that subspace), the procedure we have just outlined permits us to systematically
improve the accuracy of a computational result up to the required accuracy, or to
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the computational limit. This approach is the basis of the ab initio CI methods and,
more precisely, of the full configuration interaction (FCI) approach because all pos-
sible configurations within the S subspace are explicitly included in the FCI wave
function. The FCI leads to the exact solution on a given subspace. All ab initio wave
function-based methods of quantum chemistry intend to approximate the FCI solu-
tion because, in practical computations, the FCI matrix can only be diagonalized for
rather small systems and using special numerical techniques as commented in the
next subsection. Notice that the dimension of the FCI matrix in Ref. 24 grows as N!
This fact is a natural consequence of the procedure used to construct an appropriate
basis, {|�k〉}, of N-electron states and the reason for its limited practical use.

7.2.1.1. Wave Function-Based Computational Methods The preceding
discussion made it clear that the best attainable approximation to the wave func-
tion and energy of a system of N-electrons is given by the FCI approach. In fact,
this is the exact solution in a given finite subspace, and it is independent on the
N-electron basis used provided the different N-electron basis considered expands the
same subspace. This is the case if the different N-electron basis sets are all constructed
from a one-electron basis that are in turn built up from the same primitive set as, for
instance, in Eq. 7.16. The invariance of the FCI energy with respect to the N-electron
basis is a very important property because it means that the total energy and the final
wave function are independent of whether atomic or molecular orbitals are chosen
as a one-electron basis to construct the Slater determinants. However, use of atomic
orbitals leads to valence bond (VB) theory (8), whereas use of molecular orbitals leads,
of course, to the molecular orbital configuration interaction (MO-CI) theory (2). The
VB wave functions are relatively easy to interpret (12–14) because the different Slater
determinants can be represented as resonant forms. Usually only the valence space
is considered within a minimal basis description. The reason for the use of such a
limited space is that these VB wave functions are difficult to compute because of the
use of a nonorthogonal basis set (15). On the other hand, the MOs are usually taken
as orthonormal, a choice that permits us to carry very large CI expansions and to use
extended basis sets (16–18). Notice that once a finite set of “2m” atomic/molecular
spinorbitals is given, the dimension of the N-electron Hilbert subspace is also given.
This is because from N electrons and “m” spin orbitals, m ≥ N , the number of Slater
determinants that can be constructed is

dim FCI =
(

2m

N

)

or, more precisely dim FCI =
(

m

Nα

)(

m

Nβ

)

(7.25)

if the system contains Nα and Nβ electrons with alpha and beta spin, respectively.
The dimension of the FCI problem, dim FCI, grows so fast that practical computa-
tions can be carried out for systems with a small number of electrons. Therefore, the
FCI method is often used to calibrate more approximate methods (19).

The simplest N-electron wave function that one can imagine is a single Slater
determinant. In this case, there is no eigenvalue problem and the energy is computed
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as an expectation value. Of course, constraining the wave function to just one Slater
determinant largely reduces the variational degrees of freedom of the wave function.
In fact, the energy is uniquely defined by the one-electron basis used to construct this
particular Slater determinant. The one-electron basis set can be chosen in such a way
that the energy expectation value is the lowest possible, i.e., variationally. In practice,
one usually chooses

|�0〉 = 1√
N !

det |�i�j, . . . , �N 〉 (7.26)

with spin orbitals defined by Ref. 18 and orbitals defined by Ref. 19, which is
the well-known MO-LCAO method originally designed by Roothaan (20). The
MO-LCAO scheme permits us to work in a finite subspace from the very beginning.
The variational problem reduces to finding the ari coefficients with the constraint that
the spin orbitals remain orthonormal. Mathematically this is equivalent to finding the
extreme of a function of the {ari} set with a constraint. This leads to a set of Euler
equations that in turn lead to the Hartree–Fock (HF) equations, finally giving the φk

set, although in an iterative way because the HF equations depend on the orbitals
themselves. This dependency arises from the fact that the HF equations are effective
one-electron eigenvalue equations

f̂φi = εiφi (7.27)

where f̂ is the well-known one-electron Fock operator, sum of the kinetic energy,
nuclear attraction energy, and the Coulomb and Exchange effective potential opera-
tors. These effective potentials average interaction with the rest of electrons, which, of
course, is given by the orbitals themselves. The final optimum orbitals are, therefore,
those for which the effective average potential used to construct the Fock operator is
exactly the same as that will be obtained using the solutions of Eq. 7.27 and the effec-
tive potential is self-consistent. The optimum orbitals are then named self-consistent,
and HF is synonymous of the self consistent field. Solving Eq. 7.27 is not simple,
especially for molecules, and Eq. 7.27 is transformed to a matrix form by expand-
ing the orbitals as in Eq. 7.17 and using the same procedure to convert Eq. 7.5 into
Eq. 7.21; this leads to

FA = SAε (7.28)

where ε is a diagonal matrix containing the so-called orbital energies, A is the matrix
grouping the coefficients in Eq. 7.17, and S is the overlap matrix now appearing
because the orbitals in Eq. 7.17 are centered in different nuclei and, hence, are not
orthogonal. The matrix Eq. 7.28 is also solved iteratively, and the whole procedure
is termed the HF-SCF-LCAO method. An important remark here is that, because a
variational approach is used, the HF scheme is aimed to approximate the ground state
(of a given symmetry) wave function only. Once the SCF process converges |�HF〉 =
|�0〉 and the HF energy is obtained as an expectation value; i.e., EHF = 〈�HF|Ĥ|�HF〉.
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The difference between EHF and the FCI energies is known as the electronic correlation
energy. In principle, one should extrapolate the electronic correlation to the infinite
basis set limit.

The resolution of the HF equations leads to “2m” spin orbitals but only N , i.e., the
occupied orbitals, are needed to construct the HF determinant in Eq. 7.26. The rest of
spin orbitals, unoccupied in the HF wave function, also termed virtual orbitals, can
be used to construct additional Slater determinants. A systematic way to do it is sub-
stituting one, two, . . . , N , occupied spin orbitals by virtual orbitals leading to Slater
determinants with one-, two-, N-substitutions with respect to the HF determinant.
The determinants thus constructed are usually referred to as single-, double-, . . . ,
N-excitations and including all possible excitations leads to the FCI wave function.
Clearly, the FCI wave function is invariant with respect to the orbital set chosen
to construct the Slater determinants. However, using the HF orbitals has technical
advantages because, at least for the ground-state wave function, the HF determinant
contribution to the FCI wave function as in Eq. 7.13 is by far the dominant term. The
fact that the electronic Hamiltonian includes up to two-electron interactions suggest
that double excitations would carry the most important weight in the FCI wave func-
tion; this is indeed found to be the case. Therefore, one may design an approximate
wave function in which only the reference HF determinant plus all double excited
determinants are included. The result is called the doubly excited CI (DCI) method
and is routinely used in ab initio calculations. The practical computational details
involved in DCI are not simple and will not be described here. Adding single excita-
tions is important to describe some properties such as the dipole moment of CO (2),
this leads to the SDCI method. Extensions of SDCI by adding triple- or quadruple-
excitations (SDTQCI) are also currently used, although the dimension of the problem
grows very rapidly.

The truncated CI methods described above are variational, and finding the energy
expectation values requires the diagonalization of very large matrices. An alternative
approach is to estimate the contribution of the excited determinants by using the
Rayleigh–Schrödinger perturbation theory up to a given order. This is the basis of
the widely used MP2, MP3, MP4, . . . , methods, which use a particular partition, the
Möller–Plesset one, of the electronic Hamiltonian and an HF wave function as a
zero-order starting point (21,22). A disadvantage of perturbation theory is that the
perturbation series may converge very slowly or even diverge. However, the MP(n)
methods have a special advantage over the truncated CI expansions. In the DCI and
related truncated CI methods, the relative weight of the different excitations differs
from the one in the exact FCI wave function because of the normalization of the
truncated wave function. This normalization effect introduces spurious terms, and
as a result, the energy of N-interacting molecules does not grow as N . This is the
so-called size consistency problem and is inherent to all truncated CIs (2). On the other
hand, it can be shown tht the MP series is size-consistent order by order. Successful
attempts to render truncated CI expansions size consistent have been reported in the
past few years (23). However, the resulting methods are strongly related to a family
of methods based on the cluster expansion of the wave function (24). The coupled
cluster (CC) form of the wave function can be derived from the FCI one as in the case
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of the DCI method, although here the terms included are not selected by the degree
of excitation with respect to the HF determinant only. The additional condition is
that the different terms fulfill the so-called linked cluster theorem (24). The resulting
system of equations is complicated and is not usually solved by diagonalization but
by means of nonlinear techniques, and the results are not variational (25–27).

The truncated CI and CC (and QCI, which may be viewed as an approximate CC)
methods perform well when used to approximate the ground-state wave function,
because the HF determinant provides an adequate zero-order approach. However, this
is not necessarily the case, especially when several excited states are to be studied.
The logical extension of the truncated CI expansion is the so-called multi reference
CI (MRCI) approach, where excitations, usually single and double, for a set of ref-
erence determinants are explicitly considered (28,29); the method is referred to as
the MR(SD)CI method. Energies and MRCI wave functions are obtained by solving
the secular Eq. 7.24. Again the concept is quite simple, but solving the eigenvalue
problem is not a simple task, especially for excited states (30), and the different
computational approaches involve very smart ideas and specialized codes coupled to
vector, parallel, or vector-parallel processors (31). For problems of chemical interest,
the dimension of the MRCI problem is so large that often a small block of Eq. 7.24
is diagonalized and the effect of the rest is taken up to second order by means of per-
turbation theory in different partitions. The reference space can be constructed either
by selecting important determinants or important orbitals. The first idea is used in
the CIPSI (32–34) method, whereas the second one is the basis of CASMP2 (35) and
CASPT2 (36–38) methods where CAS stands for complete active space, the active
space being defined once a subset of orbitals is chosen and it is complete because an
FCI is performed within this orbital space. A general efficient code combining these
strategies has been reported recently by Neese (39).

Except for the simplest HF approach, the logic of the methods that we have dis-
cussed is based on solving the secular problem in a finite subspace defined by the
one-electron, orbital, basis chosen or in finding suitable approximations. In all cases,
the orbital set is fixed and, usually, obtained form a previous HF calculation. Then, the
contribution of the different Slater determinants in Eq. 7.24 or the cluster amplitudes
in the CC methods are obtained either variationally, i.e., the different CI methods,
through perturbation theory, i.e., the MP series and related methods, or by mixed
approaches, i.e., the CIPSI method. Nothing prevents one to use the variational method
to optimize the orbital set and the configuration contribution at the same time. This is
the basis of the multiconfigurational self-consistent field (MCSCF) methods, which
are the logical extension of HF-SCF to a trial wave function made as a linear com-
bination of Slater determinants (40). The mathematical problem is conceptually very
similar to that of the HF-SCF approach, namely finding an extreme of a function
(the energy expectation value) with some constraints (orbital orthonormality). The
technical problems encountered in MCSCF calculations were much more difficult
to solve than those of the single determinant particular case. One problem faced by
the earlier MCSCF methods was the poor convergence of the numerical process and
the criteria to select the Slater determinants entering into the MCSCF wave func-
tion. The first problem was solved by introducing quadratically convergent methods
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(41,42) and the second one by substituting the determinant selection by an orbital
selection and constructing the MCSCF wave function using the resulting CAS. The
resulting MCSCF approach is known as CASSCF and turned to be a highly efficient
method (43–45). The CASSCF wave function is always precisely the zero-order wave
function in CASMP2 and CASPT2 methods and in CIPSI if desired. The CASSCF
wave function has some special features that are worth mentioning. It is invariant
with respect to rotations (linear combinations) among active orbitals. When the CAS
contains all valence orbitals, the CASSCF wave function is equivalent to the wave
function obtained by the spin-coupled VB method (46–48) when all resonant forms
involving valence orbitals are included. Before closing this section, we would like
to mention that, in practice, configuration state functions (CSFs) are commonly used
instead of Slater determinants. A CSF is simply a linear combination of determinants

with coefficients fixed so as to have an eigenfunction of Ŝ
2
, the total square spin

operator. The fixed coefficients are often obtained with the assistance of group theory
(49). This choice ensures that truncated CIs be spin eigenfunctions and reduces the
dimension of the secular problem.

We end this short review on ab initio wave function-based methods by noting that
all of them can be applied to molecules and nanoparticles, whereas only HF can be
extended to account for periodic symmetry (50).

7.2.1.2. Density FunctionalTheory-Based Computational Methods The
Schrödinger equation—Eqs. 7.5 or 7.15—provides a way to obtain the N-electron
wave function of the system and the approximate methods described in the previous
section permit reasonable approaches to these wave functions. From the approximate
wave function, the total energy can be obtained as an expectation value and the dif-
ferent density matrices, in particular, the one-particle density matrix, can be obtained
in a straightforward way as

ρ0(�x) = N

∫
�∗

0 (�x1, �x2, . . . , �xN )�0(�x1, �x2, . . . , �xN )d�x2
, . . . , d�xN

(7.29)

where the integration is carried out for the spin and space coordinates of all electrons
but one.

In 1964, Hohenberg and Kohn proved a theorem that states that the inverse of this
proposal also holds (51). They proved that for a nondegenerate ground state, the one-
electron density determines (up to an arbitrary constant) the external potential and
hence the electronic Hamiltonian, the ground-state energy, and the electronic wave
function. Here a caveat is necessary because one usually forgets that in nonrelativistic
quantum mechanics, the spin coordinates and spin operators are added ad hoc to fulfill
the Pauli principle (52). Therefore, stating that the electronic Hamiltonian defines the
electronic wave function is not rigorously correct, except for the exact solution in
the Hilbert space. This is because the exact Hamiltonian commutes with all spin
operators and, hence, a complete set exists of wave functions that are simultaneously
eigenfunctions of the Hamiltonian and of the spin operators. However, this does not
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hold in general for the approximate wave functions. Nevertheless, from the Hohenberg
and Kohn theorem, it follows that a universal functional exists so that the ground-state
total energy is a functional of the density; i.e., given a density, there is a mathematical
rule that permits one to obtain the exact ground-state energy. The resulting theoretical
framework is nowadays referred to as density functional theory or simply DFT. As
the functional is unknown, one may think that DFT is useless. However, Hohenberg
and Kohn also have proven a variational theorem stating that the ground-state energy
is an extreme (a minimum) for the exact density, and later, Kohn and Sham proposed
a general framework that opened the way for the practical use of DFT.

The Kohn–Sham formalism assumes that there is a fictitious system on N non-
interacting electrons experiencing the real external potential and that has exactly
the same density as the real system. This reference system permits us to treat the N-
electron system as the superposition of N one-electron systems and the corresponding
N-electron wave function of the reference system will be a Slater determinant Eq. 7.12.
This is important because in this way, DFT can handle discrete and periodic systems.
Once the reference system is defined, it is possible to obtain a trial density and all
one needs to do is to compute the energy of the real system. Here it is where a model
for the unknown functional is needed. To this end, the total energy is written as a
combination of terms, all of them depending on the one-electron density only:

E[ρ] = Ts[ρ] + Vext[r] + Vcoulomb[ρ] + VXC[ρ] (7.30)

the first term is the kinetic energy of the noninteracting electrons, the second term
accounts for the contribution of the external potential, the third one corresponds to the
classic Coulomb interaction of noninteracting electrons, and finally, the fourth term
accounts for all remaining effects. These last term must take into account the contri-
bution to the kinetic energy because electrons are in fact interacting, the exchange part
is due to the Fermi character of the electrons, and the correlation contribution because
electron densities are correlated. Obviously, the success of DFT is strongly related to
the ability to approximate EXC in a sufficiently accurate way. Now, Eq. 7.30 plus the
Hohenberg–Kohn variational theorem permits one to vary the density by varying the
orbitals that are now referred to as Kohn–Sham orbitals. In addition, the Kohn–Sham
orbitals can be expressed in a given basis set as in Eq. 7.17; when a CGTO basis is
used, one has the LCGTO-DF methods (53,54). The orbital variation must preserve
the orthonormality of the orbitals in the Kohn–Sham reference system to maintain
constant the number of electrons. The overall procedure is then very similar to HF and
the orbitals defining the density minimizing the energy in Eq. 7.30 while preserving
orthonormality are those satisfying a one-electron eigenvalue problem similar to that
expressed as in Eq. 7.27, but here the one-electron operator also explicitly contains
the exchange and correlation effective potentials and indeed as local one-electron
operators. Mathematically the exchange and correlation potentials entering into the
Kohn–Sham one-electron equations are the functional derivative of the corresponding
energy contributions in Eq. 7.30. Once EXC[ρ] (or more precisely EX[ρ] and EC[ρ]) is
known, the effective potentials are also known and solving the Kohn–Sham equations
is similar to solving the HF equation with the important difference that here one may
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find the exact solution if the EXC[ρ] is the exact one. Notice that there is no guarantee
that the final electron density thus obtained arises from a proper wave function of
the corresponding Hilbert space through Eq. 7.29. This is the famous representability
problem, it does not affect the practical use of DFT and will not be further discussed
here, and the interested reader is addressed to the more specialized literature (7).

Several approaches to EXC[ρ] have been proposed in the last years with increasing
accuracy and predictive power. However, in the primitive version of DFT, the corre-
lation functional was ignored and the exchange part approximated following Slater’s
ρ1/3 proposal; the method was known as SCF-Xα. In 1980, Vosko et al. (55) suc-
ceeded in solving the electron correlation for a homogeneous electron gas and in
establishing the corresponding correlation potential. The resulting method includ-
ing also the exchange part is nowadays known as the local density approximation
(LDA) to DFT and has been successful in the description of bulk metals and in
describing metal surfaces. However, LDA has experienced enormous difficulties in
the description of molecules and ionic systems; for instance, LDA incorrectly pre-
dicts NiO to be a metal (56,57). This is a general problem of DFT; it is critical
for the LDA functional but also appears in the GGA approaches, and only hybrid
approaches including a part of nonlocal Fock exchange seem to be able to repro-
duce the main features of the electronic structure of this kind of system (58). The
Kohn–Sham equations were initially proposed for systems with a closed shell elec-
tronic structure and hence suitable to study closed-shell singlet electronic states.
It has been proposed to apply DFT to open-shell systems by using a spin unre-
stricted formalism. In this case, different spatial orbitals are used for alpha- and
beta- spin orbitals in Eq. 7.18. In the case of LDA, the resulting formalism is
known as the local spin density approximation (LSDA) or simply local spin den-
sity (LSD). This is similar to the well-known unrestricted Hartree–Fock (UHF)
formalism and suffers from the same drawbacks when dealing with open-shell sys-
tems (2). This is especially important when attempting to study magnetic systems
with many open shells, the unrestricted Kohn–Sham determinant corresponding
necessarily to a mixture of the different possible multiplets compatible with the
electronic configuration in the electronic configuration represented by the Kohn–
Sham determinant. Spin-resctricted formulations of DFT for open shells have been
proposed recently (59,60), although for a few simple cases only. Indeed these new
approaches have shown inconsistencies in the currently used exchange-correlation
potentials (52).

Despite the inherent simplifications, LDA (and LSDA) predictions on molecu-
lar geometries and vibrational frequencies are surprisingly good. However, bonding
energies are much less accurate and require going beyond this level of theory. This
is also the case when dealing with more difficult systems such as biradicals or more
delicate properties such as magnetic coupling in binuclear complexes (61) or ionic
solids (58,62,63). The DF methods that go beyond the LDA can be grossly clas-
sified in gradient corrected (GC) and hybrid methods. In the first set, the explicit
calculation of the EXC[ρ] contributions involves not only the density ρ but also its
gradient ∇ρ. The number of GC is steadily increasing, but among the ones widely
used, we quote the Becke exchange functional (64) (B) and the Perdew–Wang (65,66)
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(PW) exchange correlation functional, the latter is usually referred to as the gener-
alized gradient approximation (GGA) and is particularly used in condensed matter
and material science. Another popular gradient-corrected correlation functional is the
one proposed by the Lee–Yang–Parr (LYP) correlation functional (67) based on the
work of Colle and Salvetti on the correlation factor (68). In some cases, one uses
B for the exchange and PW for the correlation part—this is usually referred to as
BP—or B for the exchange and LYP for the correlation part giving rise to the BLYP
method. Some of the more recent revisions of the GC methods aimed to increase the
accuracy of predicted chemisorption energies are PBE (69), rPBE (70), and RPBE
(71). The term “hybrid functionals” is used to denote a family of methods based on
an idea of Becke (72). This approach mixes DF and Fock exchange and local and
GC correlation functionals in a proportion that is obtained from a fit to experimental
heats of adsorption for a wide set of molecules. The most popular hybrid method is
B3LYP, where the number indicates that three parameters are fit to experiment. For
a more detailed description about GC and hybrid methods, the reader is referred to
general textbooks (73) or to a more specialized literature (7,74).

Aside from the great advances in the development of new exchange-correlation
functionals, the question of which functional provides the best chemical accuracy is
still under discussion. In the wave function-based methods, it is possible to check
the accuracy of a given level of theory by systematic improvement on the basis set
used to expand the one-electron functions and on the level of treatment of electron
correlation. Unfortunately, this is not completely feasible in the framework of DFT.
One can improve the basis set, but there is no way to systematically improve the
EXC[ρ]. Therefore, one needs to establish the accuracy of the chosen approach by
comparing several choices for EXC[ρ]. For many systems, this choice is not critical and
the use of several functionals permits us to add error bars to the computed quantities.
However, in other cases, such as the description of the transition metal-oxide interface,
the choice of the functional has been shown (75,76) to be crucial. An extreme case
is that of Cu adsorption on MgO: The reported adsorption energies range from a
practically unbound Cu atom at the HF level to a moderate adsorption, 0.35–0.90 eV,
at the gradient-corrected DF level, to strong adsorption, about 1.5 eV, using the LDA.
Ranney et al. (77) have extrapolated the adhesion energy of a single copper atom on
MgO from their microcalometric measures of the heat of adsorption and have found a
value of 0.7 eV. The comparison of this value with the computed adsorption energies
of Ref. 75 indicates that, among the currently used approximation of the exchange-
correlation functional, the pure DF ones seem to provide the best answer, whereas
the hybrid functionals slightly underestimate the adsorption energy.

7.2.1.3. Quantum Monte Carlo-Based Computational Methods The wave
function and DFT methods described in the previous subsections are by far the most
widely used in practical applications, including the study of metal-oxide clusters
discussed in the next section. However, it is also important to keep in mind that other
methods that are currently being developed may become competitive, especially with
the ever increasing computer power. A family of methods that deserve a few words is
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that described by the general Quantum Monte Carlo term. The name comes from the
fact that numerical Monte Carlo techniques are used to evaluate integrals involving
quantum wave functions. In these methods, one starts from a given reliable trial
quantum wave function (78), and in general, the associated energy is obtained by
direct integration as a Hamiltonian expectation value. A more detailed discussion can
be found in the recent literature (79).

7.3. METAL-OXIDE CLUSTERS: REVIEW OF FIRST PRINCIPLES

CALCULATIONS

The theoretical study of oxide nanoparticles and clusters is more recent than that of
corresponding clusters of metal elements. This is, in part, due to the intrinsic com-
plexity of oxide electronic structures where the metal oxidation state, the average
coordination, the particle size and morphology, the presence of defects and local-
ized electrons (in particular in the d shells of transition metal atoms), and so on,
are all elements that make the theoretical description of these systems much more
complicated than that of simple elemental nanoparticles and clusters. Just to give
an idea of the complexity of the problem, consider the question of the stoichiom-
etry of a small cluster or nanoparticle. If one is dealing with a metal, the only
parameters to take into account in the calculation are the number of atoms and the
particles shape. Then, the main question becomes that to determine the number of
low-lying isomers and their relative stabilities. If one deals with a cluster compound
of comparable size, the preferred structures do not necessarily have the same stoi-
chiometry of the corresponding bulk phases. Furthermore, the position of the cations
and anions in a nanoparticle can be completely different from that assumed in an
extended crystal. The number of possibilities is enormous, and a structural analy-
sis solely based on a computational effort is simply not possible, except for very
small aggregates containing few atoms. Even in this case, the number of structures
is very large, making an exploration of the potential energy surface with first prin-
ciple methods difficult. For this reason, the number of theoretical studies dedicated
to the structure and properties of oxide nanoparticles and clusters is comparatively
small with respect, for instance, to that of computational studies dedicated to oxide
surfaces and films. In the following, we provide a brief review of theoretical stud-
ies on oxide nanoclusters, with the aim to show which kind of properties can be
deduced from these calculations, the methods that are most used and the problems
that can be encountered. The reader will realize that most of these studies are per-
formed at the DFT level and are restricted to cluster compounds containing at most
20 atoms.

The list of papers reported is probably far from being exhaustive, but it provides
a general overview of where the field is at the moment. For convenience, we have
grouped the studies according to oxide type, starting from the simple element oxides
with closed d shells, like alkaline–earth oxides and silica, to move then to transition
metal oxides.
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7.3.1. Simple Metal Oxides

7.3.1.1. Alkaline–Earth Oxides Not surprisingly, alkaline–earth-oxide clusters
have received more attention than other oxides. This is due mainly to the relatively
simple electronic structure of these oxides compared with transition metal oxides.

The structures and relative stabilities of neutral stoichiometric (MgO)n and (CaO)n

(n = 3, 6, 9, 12, 15, 18) clusters and of doubly charged non-stoichiometric (CaO)n

(n = 1–29) cluster ions have been studied by the ab initio perturbed ion plus polariza-
tion calculations (80); this is essentially a HF method. The results have been compared
with alkaline metal halide clusters, finding substantial structural differences between
alkali metal halide and alkaline–earth oxide cluster ions, contrary to what is suggested
by the similarities in the experimental mass spectra. The structures of the doubly
charged clusters are similar for the two materials, MgO and CaO, whereas the study
of the neutrals has revealed interesting structural differences between MgO and CaO.
This shows how nanoparticles of these materials can differ from the corresponding
bulk counterparts.

The behaviors of bond distances and binding energies for small alkaline–
earth-oxide clusters, have been studied by Bawa and Panas employing the DFT-
B3LYP approach (81). Here a validation of the applicability of DFT was made on
selected clusters by also performing MP4 calculations. It was found that for CaO, it
is necessary to include at least two d-polarization functions for a proper description
of the cluster binding energy.

The electronic structures of a series of (MgO)n (n = 2–16) clusters cut out from
MgO solid have been calculated by means of DFT with the B3LYP hybrid func-
tional. The convergence of the electronic properties and the adsorption properties of
(MgO) clusters containing up to 16 MgO units has been investigated by Lu et al. (82)
(Figure 7.1). The results demonstrated a good correlation of topologic parameters
with the stability of clusters. This is important to set up a good model of a given
cluster size without paying the high cost of preliminary calculations.

The structure of various gas-phase isomers of MgO clusters have been studied
by ab initio perturbed ion calculations (83). For the MgO isomers containing up to
7 MgO units, a full geometrical relaxation was considered. Correlation corrections
were included for all cluster sizes using the Coulomb–Hartree–Fock model proposed
by Clementi (84), and it was concluded that the inclusion of correlation is crucial to
achieve a good description of these systems. The results were used to interpret the
experimentally observed magic numbers. Variations in the cluster ionization potential
with the cluster size were also studied and related to the structural isomer properties.

The same problem of structure and stability of (MgO)n clusters with n = 13 was
addressed in an ab initio molecular orbital calculations by Recio et al. (85). Here
cube-like clusters were considered and the relative stabilities were studied by ana-
lyzing binding energies and dissociation energies involved in the evaporation of a
neutral MgO monomer. The calculated magic numbers were found to be in very good
agreement with the abundance maxima observed in the mass spectra. The study also
analyzed the size-dependence of structural, energetic, and electronic properties of
the clusters, finding different rates to reach the corresponding bulk limit. The same
group also studied singly ionized stoichiometric clusters of MgO containing up to
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Figure 7.1. Size dependence of the calculated properties of (MgO)x stoichiometric clusters
(x = 4d, 6c, 8c, 9b, 10c, 12b, 16a). (a) RHF; (b) energy of the HOMO level; (c) energy gap
�G; (d) width of the O2p band. Reprinted from Ref. 82 with permission.

26 atoms (86). Geometrical parameters of the neutral clusters were optimized at the
Hartree–Fock level, whereas for the ionized clusters, the vertical approximation was
used. Correlation corrections in the clusters with 2–12 atoms have been included by
means of MP2 calculations. The structures based on the (MgO)3 subunit were found
to be preferred in comparison with cube-like configurations, although the energy
difference decreases with increasing cluster size. The relative stability of neutral and
single-ionized clusters was then investigated, and the calculated “magic numbers” for
the charged clusters, (MgO)+n , were found to be also in agreement with the abundance
maxima observed in the mass spectra.

In the context of charged MgO clusters, we mention the combined experimental–
theoretical study of Gutowski et al. (87) (Figure 7.2) on MgO cluster anions.
Photoelectron spectra of (MgO)−n (n = 1–5) reveal a surprising trend, namely the
electron binding energy decreases from n = 1 to 4, and then increases from 4 to 5.
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Figure 7.2. Structures of the minimum energy of the negatively charged (MgO)x (x = 1–5)
clusters. The single occupied molecular orbitals are also plotted with a 0.02 contour spacing.
Reprinted from Ref. 87 with permission.

DFT-B3LYP and MP2 calculations suggested that this pattern is related to the elec-
trostatic interaction between the extra electron and the charge distribution of the
neutral cluster. This study shows the important role of the cluster dimensionality in
determining important properties like electron trapping energies.

Very few studies have addressed the properties of heavier alkaline–earth oxides. A
DFT–LDA calculation has shown that the electronic properties of a BaO cluster are
strongly correlated with its equilibrium structure (88). The ground-state structures of
Ba nOm clusters have been be classified into four categories: (1) compact, (2) dangling
state, (3) F-center, and (4) stoichiometric. The compact cluster is metallic, as almost no
energy gap exists between the highest occupied and the lowest unoccupied molecular
orbitals. The energy gap for the dangling state cluster is larger than that for the F-center
cluster, whereas the stoichiometric cluster has the largest energy gap. Here, a caveat
is also necessary because LDA band gaps are consistently underestimated to the point
that insulators such as NiO are erroneously predicted by the LDA to be metals (56,57).
Despite this flaw of the LDA, it is likely that the trend described above for the Ba nOm

clusters is qualitatively correct.
Also the lighter member of the series, beryllium oxide, has received little attention.

The atomic structure, stability, and electronic structure of, and interatomic interac-
tion in, the (BeO)4, (BeO)12, and (BeO)16 nanoclusters have been investigated by
ab initio Hartree–Fock and DFT calculations using the discrete variational method
(89). Their properties have been analyzed as a function of cluster geometry and
compared with those of wurtzite-like BeO. Among the beryllium oxide clusters, the
polyhedral (fullerene-like) clusters are most stable.

The last study considered here is not based on ab initio quantum-mechanics, but it is
still interesting in the context of exploring relatively large nanoparticles. This is based
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on the application of a genetic algorithm for optimizing the geometries of stoichio-
metric and nonstoichiometric MgO clusters, bound by a simple Coulomb-plus-Born–
Mayer potential (90). The genetic algorithm is shown to be efficient and reliable
for finding the global minima for these clusters. The variation of the structures of
MgO clusters was investigated as a function of the formal charges q on the ions,
ranging from q = 1 to q = 2. Lower charges are found to favor compact, rocksalt-
like cuboidal clusters, whereas the higher formal charges favor hollow pseudo-
spherical structures. Hexagonal stacks are also found to be stable for small (MgO)
clusters.

7.3.1.2. Aluminium-Oxide Clusters Compared with studies on alkaline–
earth-oxide clusters, the studies on alumina clusters are scarce, despite the importance
of this oxide as a support in catalysis. Fernandez et al. (91) have studied the geo-
metrical and electronic structure of (Al2O3)n clusters with n ≤ 15 by means of
DFT calculations, norm-conserving pseudopotentials, and numerical atomic basis
sets. They determined equilibrium geometries and discussed trends obtained for the
atomic arrangements (structural isomers, coordination numbers, “amorphous” versus
“ordered” structures, etc.) as well as a number of electronic properties (binding ener-
gies, HOMO–LUMO gap, density of levels, dipole moments, and Mulliken population
charges).

Two other studies have been dedicated to the interaction of alumina clusters with
adsorbed molecules. In the first one (92), HF, MP2, QCISD(T), and DFT-B3LYP cal-
culations were used to investigate properties of complexes formed from the association
of CH4 with Al2O3, Al4O6, and Al8O12 alumina clusters. Methane attaches to a sur-
face Al atom of the cluster, but the rotational motion for methane in these complexes
is highly fluxional. Extrapolated interaction energies (using the so-called G2MP2 for
the various methane–alumina cluster complexes) are between 14 and 21 kcal/mol,
respectively. The electronic structure of the three alumina clusters are very similar,
with a charge on the surface Al atom of +2.2 to +2.3. The results of this study suggest
that the adsorption energy for alkane molecules binding to alumina materials depends
very strongly on the structure of the binding site. In the second study, using previous
results for the equilibrium geometries of stoichiometric (Al2O3)n clusters, Fernandez
et al. (93) obtained from a DFT approach the corresponding relaxed structures of
the complexes with water for (Al2O3)n with n ≤ 7. Depending on the initial position
of the water molecule relative to the cluster site, the complex evolves to different
equilibrium structures, with or without dissociation of H2O, which energetic, bond
lengths, and charge transfer trends depend on the morphology and size of the initial
cluster. Dissociation of H2O with OH− bound on top of an Alatom and the proton
H+ bound to the second nearest neighbor O, is the dominant process for the reaction
(Al2O3)n + H2O.

7.3.1.3. Silica Clusters Silica is probably the most extensively studied oxide
either in the form of small clusters or nanoparticles by first principle electronic struc-
ture calculations. This is in part related to the importance of amorphous silica in
various applications; from optical fibers to microelectronics. Small silica particles
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may have common features with amorphous silica more than with crystalline forms
of this material.

Pereira et al. (94) performed DFT–LDA calculations on the energies and confor-
mations of complex silica-based clusters. They reported calculated structures, charge
distributions, and energies of the noncyclic four- and five-silicon chains, the branched
trimer and tetramer rings, the double trimer rings, the tetramer plus trimer rings, and
the five- and six-silicon rings. The total condensation energy (from the monomer) to
form a silica cluster in the gas phase depends essentially on its structure and size. The
results show that the stability of the noncyclic clusters decreases with the degree of
branching, as observed experimentally.

Magic number silica clusters [(SiO2)nO2H3]− with n = 4 and 8 have been
observed in the XeCl excimer laser (308 nm) ablation of various porous siliceous
materials. The structural origin of the magic number clusters has been studied by
DFT calculation at the B3LYP level (95,96), with a genetic algorithm as a sup-
plementary tool for global structure searching. The theoretical calculations predict
that the first magic number cluster, (SiO2)4O2H4, and its anion will most probably
take pseudotetrahedral cage-like structures. The DFT calculations predict the second
magic number cluster, (SiO2)8O2H4, and its anion are most probably a mixture of
cubic cage-like structural isomers with an O atom inside the cage.

Via another global optimization lead study, the ground-state clusters of silica clus-
ters (SiO2)N N = 6−12 have been determined by DFT at the B3LYP level (97). This
study predicted an extremely energetically favorable structure of the (SiO2)8 ground-
state cluster and a particularly unusual and very symmetric (SiO2)10 non-ground-state
cluster [also reported in (Ref. 98)]. These structures are predicted to have highly
localized frontier orbitals at the nonbridging oxygen atoms, unique IR spectra, and a
propensity to assemble into a variety of higher dimension structures. These structures,
if synthesized, are expected to provide not only new porous materials, but also to have
potential applications, particularly in surface technology.

Using DFT–GGA theory, the equilibrium geometries, binding energies, ionization
potentials, and vertical and adiabatic electron affinities of SinOm clusters (n ≤ 6,
m ≤ 12) have been calculated (99). It was found that the bonding in SinOm clusters
is characterized by a significant charge transfer between the Siand Oatoms and is
stronger than in conventional semiconductor clusters. The bond distances are much
less sensitive to cluster size than seen for metallic clusters. Similarly, calculated
energy gaps between the highest occupied and the lowest unoccupied molecular orbital
(HOMO–LUMO) of (SiO2)n clusters increase with size, as it should be expected for
an insulator. The HOMO–LUMO gap decreases as the oxygen content of a SinOm

cluster is lowered, eventually approaching the visible range. This study shows that the
photoluminescence and strong size dependence of optical properties of small silica
clusters could thus be attributed to oxygen defects.

Silica nanoclusters based on two- and three-membered-ring units have also
been studied through DFT calculations (100,101). These nanoclusters may present
well-defined stoichiometric chain, ring, porous (tubular), and cage-like structures.
It was shown that the rings are more favorable than the chains for (SiO2)N

N ≥ 11. The calculations also demonstrate that cage-like structures are energetically
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Figure 7.3. Geometries of (SiO2)n clusters as predicted by the B3LYP/6-31G∗ level of theory:
(a) 2MR-based chain for n = 10; (b) molecular ring based on 2MRs for n = 10; (c)–( f )
3MR-based molecular rings for n = 8, 10, 12, and 14; (g)–( j) elongated structures for n = 9,
10, 11, and 12, respectively; and (k)–(n) tetrahedral-like structures for n = 9, 10, 11, and 12.
Reprinted from Ref. 102 with permission.

favorable structural models of larger silica nanoclusters. They possess distinctive IR
spectra, characterized by a sharp peak at the vicinity of 1050 cm−1 for the clus-
ters with nonbridging oxygen (NBO) defects and by two strongest peaks at the
950–980 cm−1 and 1030–1050 cm−1 regions, respectively, for the fully coordinated
structures.

The energetically favorable configurations of silicon monoxide clusters (SiO)n for
n ≥ 5 have been studied again by DFT methods (102) (Figure 7.3). These clusters
facilitate the nucleation and growth of silicon nanostructures as the clusters contain
sp3 silicon cores surrounded by silicon-oxide layers. The frontier orbitals of (SiO)n

clusters are localized to a significant degree on the silicon atoms on the surface, pro-
viding high reactivity for further stacking with other clusters. It was found that the
oxygen atoms in the larger clusters prefer to migrate from the center to the exterior
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surfaces, leading to the growth of sp3 silicon cores. Atomically well-defined discrete
fully coordinated spherical and elongated nanocages constructed from SiO2 were
shown, via DFT calculations, to be structurally stable (103). Generally the spherical
nanocages are energetically preferred over the elongated nanocages. With increasing
size, both types of nanostructures have been shown to be increasingly thermodynami-
cally stable with respect to known terminated silica nanostructures and bulk quartz. A
structural model of silica clusters (SiO2)n based on linked three-membered rings has
been proposed based on first-principle DFT calculations (104). The three-member
ring structures contain cage units of larger sizes and have relatively smaller electronic
energy gaps, highly localized frontier orbitals at the exterior atoms, a high thermal
stability, a low intrinsic internal strain, and a good extendibility to three-dimensional
networks. Using Si2O2 rhombuses and Si3O3 rings as building blocks, Lu et al. (105)
have investigated the structures of medium-sized silicon-oxide clusters by perform-
ing DFT calculations on a series of Si8On and Si12On clusters with different growth
motifs. They proposed a new form for medium-sized silicon-oxide clusters in a form
of wheel-like structure composed of Si3O3 rings. Clearly, the possibility to study with
realistic first principle methods large clusters of oxide materials is limited by the size
of the computations involved. The problem has been addressed by Zhang et al. (106)
who employed a simple basis set to determine reliable atomic and electronic struc-
tures of the silicon-oxide system. The calculations were performed at the HF, MP2,
and B3LYP levels. They found that binding energies determined with a single-point
energy calculation using a high-level basis set on the geometric structures optimized
with the economic basis set provide reasonable agreement with other high-level cal-
culations. The approach has enabled the computation of silicon-oxide clusters as large
as containing 16 atoms with considerabe accuracy and using an acceptable level of
computation resources.

7.3.1.4. Antimony Oxides The formation of positively charged antimony-oxide
clusters has been investigated using time-of-flight mass spectrometry and MP2 cal-
culations as a function of oxygen partial pressure (107) (Figure 7.4). Oxygen-rich
clusters gain in stability with increasing cluster size and increasing oxygen partial
pressure. To obtain information about structures and general building principles of
these clusters, ab initio quantum chemistry calculations for the series of neutral and
charged (Sb2O3)n, clusters have also been performed. Except from a defect center
in the cationic series, antimony atoms are trivalent and oxygen atoms divalent. Open
structures with terminal oxygen atoms or with Sb–Sb bonds were found to be very
high in energy, expressing a principle of the formation of a maximum number of
Sb–O bonds. It was also found that characteristic building blocks in the neutral
and in the cationic series are eight-membered rings, which are also found in the
bulk antimony(III)oxide modification senarmonite, as well as Sb4O5 units bridged by
oxygen atoms.

7.3.1.5. Zinc Oxides First principle calculations on gas-phase ZnO clusters or
nanoparticles do not seem to exist. However, a few studies have been performed
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Figure 7.4. The n = 6 Sb12O18 structures. Structures (a) and (b) correspond to minima,
structure (c) corresponds to a second-order saddle point on the potential energy surface. Elon-
gation along the coordinates defined by one of the normal modes with imaginary frequency and
subsequent geometry optimization gives the folded-up ring isomer (d), which is a real minimum
on the potential energy surface (see Ref. 107). Reprinted from Ref. 107 with permission.

with simplified Hamiltonians or even classic potentials. AM1 and MNDO semiem-
pirical electronic calculations, which are simplified forms of the SCF method, have
been carried out for (ZnO)n (n = 11–44) clusters (108). In the second study molec-
ular dynamics simulations of ZnO clusters have been performed (109). At certain
magic numbers of atoms, the clusters spontaneously form spheroids reminiscent of
fullerenes. Molecular orbital calculations confirm that the spheroids are stable.

7.3.2. Transition Metal Oxides

7.3.2.1. Vanadium Oxides We consider now transition metal oxides with par-
tially filled d shells. These systems are notoriously difficult to describe because of the
problem of electron and spin localization in this class of materials. For instance, it has
already been commented that NiO, a magnetic insulator with an anti-ferromagnetic
ground-state ordering, is predicted to be a metal in the DFT–LDA approach (56–58).
This has limited the investigation of oxide clusters of transition metals to elements at
the left of the Periodic Table, where the d orbitals are more diffuse and the problem of
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localization less severe. Among these systems, vanadium oxides have attracted a lot
of interest, also in connection with the use of this material in oxidation catalysis.

Reactivities and collision-induced dissociation of vanadium-oxide cluster cations
have been investigated experimentally using a triple quadrupole mass spectrome-
ter coupled with a laser vaporization source and theoretically with HF calculations
(110). VO2, VO3, and V2O5 units are the main building blocks for most of these
clusters. The reaction pathways observed for these vanadium-oxide clusters include
molecular association, cracking, dehydration, and oxygenation of the neutral hydro-
carbons with the reactivities of specific clusters differing from species to species. A
more extended analysis of the selectivity of VxO+

y clusters in reactions toward ethy-
lene due to the charge and different oxidation states of vanadium for different cluster
sizes was shown in a subsequent paper (111). DFT calculations were performed
on the reactions between VxO+

y and ethylene, allowing us to identify the structure-
reactivity relationship. The oxygen transfer reaction pathway was determined to be
the most energetically favorable one available to V2O+

5 and V4O+
10 via a radical-cation

mechanism. Investigation of reactions involving gas-phase cationic vanadium-oxide
clusters with small hydrocarbons are suitable for the identification of reactive centers
responsible for selectivity in heterogeneous catalysis.

The formation of novel vanadium-oxide cluster molecules by oxidative two-
dimensional evaporation from vanadium-oxide nanostructures on a Rh(111) metal
surface has been studied experimentally and theoretically (112). The structure and
stability of the planar V6O12 clusters and the physical origin of their 2D evaporation
process have been investigated by high-resolution scanning tunneling microscopy
(STM) and DFT calculations. The surface diffusion of the clusters has been fol-
lowed in elevated-temperature STM experiments, and the diffusion parameters have
been extracted, indicating diffusion by hopping of the entire surface-stabilized
cluster units.

7.3.2.2. Titanium Oxides Surprisingly, titania nanoclusters have not been stud-
ied by many groups, different from the corresponding rutile and anatase surfaces for
which several theoretical investigations exist. The electronic and structural properties
of TiO2 species of various sizes, charges, and stoichiometries, ranging from TinOq

m

clusters (n = 1−3, m − n = 0, 1, q = −1, 0, +1) to bulk rutile and its (110) surface,
have been obtained by total energy calculation based on the DFT in the LSDA (113).
The results have been interpreted based on a Bader-type analysis of the total elec-
tronic density. Attention was focused on the electron distribution to better understand
how the iono-covalent character of the Ti–Obonding and the screening properties
vary as a function of the size of the system, the atomic coordination, and the surface
orientation.

First-principles quantum chemical calculations at the HF, MP2, and B3LYP levels
were used to explore the potential energy hypersurfaces of ionic titanium oxide clus-
ters of molecular dimensions (114). The energetics of all topomers corresponding
to global or local minima and saddle points in the potential energy hypersurfaces
were computed at the more sophisticated QCISD(T) level. This is one of the few
examples of oxide clusters treated with such a sophisticated computational method.
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The computed structural, energetic, and spectroscopic properties of the clusters were
found to be in line with available experimental results.

In a joint experimental–theoretical study, the niobium–titanium-oxide cluster com-
pound Ti2Nb6O12 was synthesized from NbO, NbO2 and TiO2 (115). It was found
that this system crystallizes in an original structure type based on octahedral cluster
units (Nb6O12). The cluster connectivity pattern in Ti2Nb6O12 and intercluster metal-
metal distances are similar to those found in the “Chevrel phases,” and band structure
calculations indicated that the lowest unoccupied band in Ti2Nb6O12 resembles the
conduction band in the superconducting “Chevrel phases.”

Finally, it is worth commenting that a very recent study by Hamad et al. (116)
studied the global minima in the potential energy surface of TinO2n clusters with
n = 1−15. The search was carried out using a novel combination of simulated anneal-
ing and Monte Carlo basin hopping simulations together with genetic algorithm
techniques, with the energy calculated by means of an interatomic potential. The
minina structures are then refined by using DFT. The agreement between the inter-
atomic potentials and DFT is found to be good for large particles (n = 9−15). The
calculated global minima consist of compact structures in which the Tiatoms tend
to reach high coordination with increasing n. In particular, for n ≥ 11, the particles
have at least a central octahedron surrounded by a shell of surface tetrahedra, trigonal
bipyramids, and square base pyramids. Hamad et al. (116) point out that the use of
these methods opens new possibilities for the study of larger TiO2 particles and of
other oxides.

7.3.2.3. Manganese, Iron, Cobalt, and Nickel Oxides We consider here
nanoclusters of magnetic oxides, like MnO, FeO, CoO, and NiO. They are all char-
acterized by a complex distribution of the d electrons and various possible ferro-,
anti-ferro, or ferri-magnetic ordering of the spins—ab initio calculations based on
DFT calculations carried out at the GGA level have revealed many unusual features
of stoichiometric (MnO)n (n < 9) clusters that contrast with their bulk behavior (117).
The clusters are ferromagnetic and carry atomic-like magnetic moments ranging from
4 µB to 5 µB per MnO unit, and the moments are localized at the Mnsites. The (MnO)8
cluster, in particular, exhibits nearly degenerate ferromagnetic and atypical antiferro-
magnetic solutions with the ferromagnetic structure carrying a net moment of 40 µB.
It was also found that (MnO)2 and (MnO)3 clusters are unusually stable and form the
basis for further growth.

The magic iron-oxide cluster Fe13O8 was discovered by using a reactive laser
vaporized cluster source (118), and the equilibrium geometry has been determined
from DFT calculations—carried out with the GGA functional and a plane-wave basis
set—to be of D4h symmetry. Comparing with Fe13O6, Fe12O9, and Fe14O7, Fe13O8
has a closed electron configuration, a large HOMO–LUMO gap, and a large binding
energy, which suggest that it is most stable, in agreement with the experimental
observation (Figure 7.5). The main interaction between oxygen and iron atoms in the
cluster is the hybridization between O-2p and Fe-3d orbitals. The electronic structure
and magnetic properties for this magic iron oxide cluster are discussed in detail in
Ref. 118.
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Figure 7.5. Optimized structure of Fe12O9. Reprinted from Ref. 118 with permission.

The M9O6 (M = Fe, Co, Ni) oxide clusters have been produced by using reactive
laser vaporized cluster source; their structure has been investigated by Sun et al. (119)
using also DFT calculations within a plane-wave basis set. The possible equilibrium
geometries for these three oxide clusters have a skeleton composed of nine metal
atoms with the O atoms capping the triangular faces. In Fe9O6 and Co9O6 clusters, the
oxygen atoms are antiferromagnetically polarized, whereas they are ferromagnetically
polarized in Ni9O6, which is similar to the case of O atoms adsorbed on the Ni(110)
surface.

7.3.2.4. Molybdenum and Tungsten Oxides Photoelectron spectroscopy
(PES) and ab initio calculations have been combined (120) to investigate the electronic
structure of negatively charged MO−

n clusters (M = W, Mo; n = 3–5). Similar PES
spectra were observed between the W and Mo species. A large energy gap between
the first and the second PES bands was observed for MO−

3 and correlated with a stable
closed-shell neutral cluster. The experimental results have been compared with exten-
sive DFT and ab initio CCSD(T) calculations, which were performed to elucidate the
electronic and structural evolution for the tungsten oxide clusters. WO3 is found to
be a closed-shell, nonplanar molecule with C3v symmetry. WO4 is shown to have
a triplet ground-state with D2d symmetry, whereas WO5 is found to be an unusual
charge-transfer complex.

Two doubly charged polyoxoanions, Mo6O2−
19 and W6O2−

19 , have been observed
in the gas phase using electrospray ionization. Their electronic structures have been
investigated using photoelectron spectroscopy and DFT calculations with relativistic
effective core potentials (121). Each dianion was found to be highly stable despite
the presence of strong intramolecular Coulomb repulsion, which was estimated to be
about 2 eV for each system. The valence detachment features originate from electronic
excitations involving oxygen lone-pair-type orbitals, and their observed energies have
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been found to be in excellent agreement with the theoretical vertical detachment
energies calculated using time-dependent density functional theory.

7.4. CONCLUSION

In this chapter, we have provided a brief description of the foundations and key
features of the methods of electronic structure. These methods are commonly used
to approach a variety of problems in molecular chemistry and solid-state physics but
are also starting to be used to study oxide nanoparticles. The main difficulty in the
application of these sophisticated methods lies in the high computational cost and on
the very large number of structures to be explored. In this sense, the combined use of
genetic algorithms and ab initio calculations seems to open a promising way.

From the examples discussed in the previous section, one can readily see that
the field is in its infancy with many references being published just in the last five
years. Nevertheless, some general conclusions are already apparent. First, one must
realize that the structure of oxide nanoparticles can be completely different from
that of the common crystal polymorphs with concomitant new sites for chemistry.
Second, magic numbers appear as in the case of metal clusters discovered long ago.
However, the interplay between size and stoichiometry leads to a largely increased
complexity. Finally, some oxide nanoparticles described above seem to have very
special properties that make them good candidates for new technological applica-
tion. The systematic search for such kind of nanoparticles faces important problems
because of their structural and chemical complexity. A successful research will obvi-
ously require a strong collaboration between theory and experiment, and in each case,
many different strategies will have to be used simultaneously.
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CHAPTER 8

Parametric Quantum Methods in
Modeling Metal Oxide Nanoclusters
and Surfaces
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Laboratorio. de Química Computacional, IVIC, Apartado. 21827, Caracas 1020-A, Venezuela.

8.1. INTRODUCTION

The field of nanoscale particles in science semiconductor physics and catalysis
has a rapid development without precedent during the beginning of this century.
Small feature sizes result in an increased functionality, faster speed, lower costs in
microelectronic processing power, dimension of dynamic memories, and catalytic
selective activity. These subjects are of paramount importance because technologi-
cal achievements of the present and future times are in the research on nanoscopic
dimensions.

Techniques for the development of nanodevices in the electronic industry and
catalysis involve several experimental preparation procedures (physical and chemical
methods; Chapters 3 and 4) and the possibility to carry out theoretical modeling to
predict properties such as magnetism, structure, reactivity, conductivity, hardness,
chemical selectivity, nucleation, and growth processes. Systematic studies regard-
ing structure-performance relationships are difficult to carry out experimentally, and
therefore, here is a spot where theoretical modeling may play an important role.
Several recent reviews about preparation and characterization of nanoparticles (1–3)
indicate the complexity and importance of this very active new area of scientific
research.

Many theoretical methods have been employed to model metal-oxide clusters
depending on the desired accuracy and the size of the system. Normally modeling
nanoparticles requires a considerable amount of atoms and involves very expensive
computational tasks, depending on the level of theory employed. In a recent work (4),

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
Marcos Fernández-Garcia
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the complexity of catalytic processes, together with a survey of the most recent and
relevant computational ab initio works, showed that parametric quantum methods
(PQMs) are an alternative for modeling these systems. It is expected that in the same
way as quantum modeling has had a great impact on drug-development technologies,
its use in the field of nanoscience should have a great future in the prediction of
properties for nanometer-sized structures of metal oxides.

The word “semiempirical” means partly from experiment. In practice, this denomi-
nation has a limitation because different approaches for parameterization are totally
based on data obtained from more sophisticated theoretical methods. For example,
the extension of PQMs to bimetallic systems is almost impossible due to the lack of
molecular experimental data. This is also true for metallic nanoclusters in which their
geometry (bond distance, angles) and energetic binding energy are unknown. There-
fore, ab initio calculations are fundamental to obtain the molecular data to perform
parameterization. In this sense, the term “parametric quantum method” (PQM) (based
on parameters) is a more universal manner to design semiempirical approaches.

The challenge of modeling nanoparticles is to establish predictability for the
new chemical and physical properties of these novel materials that are in the fron-
tier between solid-state physics and molecular chemistry. Microscopic modeling of
metal-oxide particles properties is a challenge of great importance in microelectron-
ics, catalysis, magnetic materials, corrosion, semiconductor devices, environmental
chemistry, bioengineering, combustion, lasers, solar cells, sensors, and so on. In this
sense, a recent review by Fernández-García et al. (1) presents a selection of experimen-
tal techniques and theoretical methods to examine the characterization and behavior
of nanostructured metal-oxide particles in chemistry.

The reactivity of nanoscale systems for catalytic applications depends on the
adsorption energy and dissociation barrier of gas molecules on their surfaces. This
is mainly dominated by quantum-size effects that govern the electronic spectra of
clusters (active orbitals in reactivity), by the geometrical dynamical fluxionality (struc-
tural transitions) and by composition, such as impurity-doping effects (the atomic
coordination at the surface depends on their chemical neighborhood).

Qualitative information is very important from a practical point of view. As men-
tioned by Reynolds (5), “Many industrial problems are simply too large for timely
solutions using large-scale ab initio calculation. Industrial chemists are often more
interested in trends than absolute numbers.” The efficiency of PQMs was evaluated by
Bredow and Jug (6) by comparison of a benchmark test of the PQM MSINDO-CCM
(cyclic cluster model, CCM) and ab initio CRYSTAL-SCM (supercell model) using
the PWGGA exchange correlation potential and HF method showed that the PQM is
3000 time faster than the ab initio ones. In a similar way, Clark (7) talking about the
quo vadis of semiempirical MO-theory pointed out that PQM is far from dead, if one
considers a factor of 103–104 faster than DFT calculations.

Several developments of great importance have been recently extended to PQMs to
give them greater flexibility, potentiality, and the inclusion of an extensive set of tools
to aid in the study of molecular structure, electronic properties, and chemical reactions
in complex systems: (1) Corrections in PQMs for describing H-bonded systems (8).
(2) Combination of quantum mechanics ab initio and DFT with PQM (QM/SE) using
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different approaches (9). (3) Extension to very large systems using PQM/molecular
mechanics and applications of QM/MM to complex systems (10–13). (4) The use
of molecular similarity to build more precise semiempirical structure theories, which
have been proposed by Janesko and Yaron (14). (5) Parallel programs for evalua-
tion of large systems (NANOPACK) using PQMs, which have been implemented by
Berzigiyarov et al. (15). (6) Detecting anomalies in reported enthalpies of formation
of organic compounds using PQMs, which has been reported by Stewart (16). (7) A
multi-reference configuration interaction algorithm (MRCI) in an effective valence-
shell Hamiltonian, which has been given by Strodel and Tavan (17). (8) Transferability
of parameters for a sequential derivation of molecular mechanics using strictly local
geminal wave functions, which has been proposed Tokmachev and Tchougréeff (18).

In Section 8.2, we present the theoretical foundations of PQMs, indicating the
prominent future of these techniques based on the unexplored field of elementary
parametric functionals (EPFs). In addition, a review of PQM applications, over
the last six years (2000–2005), is carried out to evaluate properties of metal-oxide
nanoparticles. Applications of PQMs to metal oxides are less frequent than to organic
systems, because of the complexity of the former and the fact that few methods
have been parameterized for metallic elements. Different methods are considered
here: MSINDO, tight-binding, CATIVIC, INDO/S, ZINDO, MNDO, AM1, and
PM3. Finally, some comments and conclusions of this survey are presented in the
last section.

8.2. GENERAL FOUNDATIONS OF PARAMETRIC QUANTUM

METHODS

Although this chapter is related to applications of PQMs, in this section, a highlight
of their fundamental aspects are presented to show the prominent future of these
methods in molecular and materials modeling. We do not emphasize the analytical
structure of the EPFs that represents basic interactions, because this topic deserves a
special chapter due to the multiple variety of these functionals reported in the literature
for different methods (6,19,20). Instead, a presentation of the general fundamental
formalism is presented to establish a solid PQM theory that supports the systematic
improvement of these methods.

Functional analysis can be used to establish the basis of ab initio quantum mechan-
ics (21–25) and PQM approaches (26,27). Minimax and variational principles (21)
can be set up in terms of accurate simulated analytical energy functionals Eexa by
parametric energy functionals Epa. The optimal Epa can be expressed in terms of a
set of EPFs { fpa} that belong to a family set of parametric functionals (Fpa) that are
associated with intra- and inter-molecular interactions. The minimax principle for the
stable state (EI , I = 0) corresponds to the variational principle (27):

E0
pa[Hpa(R), S] = min

fpa(R)∈Fpa
{

D
0,a
μν

}

Epa

(

{D0,a
μν }, { fpa}, R

)

(8.1)
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where D0,a
μν = da

μd∗a
ν ; da

μ is the coefficient of an element μ of a basis set {φ}, in
the expansion of the orthonormal ath molecular orbital (MO) expressed as χa =
∑

μ da
μφμ, and R is the set of molecular coordinates. In Eq. 8.1, the parametric total

energy functional (Epa) is minimized with respect to sets of coefficients {D0,a
μν } and

EPFs { fpa}. The basis set {φ} belongs to a subspace M of the Hilbert space H. Fpa
is a family of parametric functionals that must obey the same algebraic properties of
a set of analytical functionals { f }({ f } = {(φμ, hi(R)φν), (φμφν , Gij(R)φλφσ )}). The
dependence with respect to the basis set is considered by a family F of functionals
generated by a set of one- and two-center operators 	 = {hi(R), Gij(R)} from the
exact Hamiltonian operator H(R) applied on the set {φ}, φ ∈ M ∈ H. It is important
to emphasize that the set { fpa} must come from simulation of a set { fopt} obtained
from an optimal basis set {φ}opt. This basis set is unknown, and it is denoted with
the acronym OTMBS (optimal transformed minimum basis set) (26,28) that belongs
to a subspace Mopt ∈ H. The OTMBS is associated with inter- and intra-molecular
interactions over the set of intervals {[RX–RY ]} for X and Y atoms. Several ortho-
gonality and localization conditions related to this basis set have been established
(26). The OTMBS concept is rationalized by considering different auxiliary basis
sets for dissimilar local environments in which electronic interactions are embodied.
Note that functionals { fopt(R)} and { fpa(R)} depend on {φ}opt and R. It means that
once a functional is selected, there is implicitly a {φ}opt for all R in the set of intervals
{[RX–RY ]}.

The set of EPSs associated with nuclear–nuclear, electron–nuclear, and electronic–
electronic interactions is evaluated by using simulation techniques of effective
Hamiltonians, as has been early proposed by Durand and Malrieu (29) and later
by Primera et al. (30). For example, a molecular system M = WlXmYn, with N atoms
(N = l + m + n) requires the best representation of X , Y , and W atoms and X–X,
W–W, Y–Y, X–Y, W–X, and W–Y energy component interactions.

In practice, PQMs are based on parametric expressions related to bond energy
functionals (BEpa), such as dissociation energy or heat of formation, that are also
defined by means of simulation techniques:

min
BE

MI
pa ∈BE

(

∑

M

∑

I

∣

∣

∣
BEMI

exa − BEMI
pa

∣

∣

∣

2
)1/2

(8.2)

where BE
MI
exa and BE

MI
pa are the exact and parametric bonding energies of the M

molecule in the Ith molecular electronic state, respectively. BE
MI
exa values are obtained

experimentally or theoretically as accurate as possible, for example, configuration
interaction (28,31) or other less-accurate methods, such as DFT. Parameters of BE

MI
pa

are calculated not only to reproduce BE
MI
exa but also geometrical, electronic, spectro-

scopic, and mechanical properties, depending on the research of interest (6,19,20).
BE is a family set of parametric binding energy functionals. BE

MI
t (t = exa, pa) is

defined as follows:

BE
MI
t = E

MI
t −

NM
∑

X

EX
t (8.3)
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where EMI and EX are total energies of the M molecule in state I and of the atom X

of the M molecule, respectively.
For PQMs, the total energy for a molecular system can be easily divided in diatomic

(EXY ) and monoatomic (EX) energy terms:

EM =
∑

X

EX +
∑

X>Y
X,Y∈M

EXY (8.4)

Monoatomic contributions to the total energy depends on EPFs that belong to the X

atom, such as hXμXμ and γXμXν , which correspond to core Hamiltonian and electron–
electron interactions (Coulomb and exchange), respectively. The diatomic energy can
also be expressed in terms of EPFs that depend explicitly on RX−Y distance, such as

EXY = f ({hXμYν}, {γXμYν}, {VXμYν}, {EC
XY }) (8.5)

where hXμYν , γXμYν , VXμYν , and EC
XY correspond to resonance, electron–electron

repulsion, electron–nucleus attraction, and core–core repulsion functionals, respec-
tively. Differences between PQMs depend on the way EXY and EX functionals
have been defined in terms of EPFs and in the manner that parameterization is
performed.

Parametric functionals for molecular and atomic systems may be optimized by
nonlinear techniques to find optimal parameters that correspond to a global minimum
of an expression that include other properties, such as bond distance and angles. Simu-
lated annealing (SA) (32), evolutionary algorithms (EAs) (33), tabu search (TS) (34),
neural network (NN) (35), and ant colonies (AC) (36) techniques can be used to locate
a global minimum in nonlinear complicated multivariable functions by minimizing
the differences between theoretical multiparametric functionals and experimental data
for several properties. The potentiality of PQM methods depends on the feasibility of
finding well-defined EPFs with their corresponding parameters.Very few applications
of nonlinear optimization techniques to find optimal parameters in PQM methods have
been reported in the literature (37–39).

The following considerations for parametric methods may be ascertained: (1) Inte-
gral calculations are little time consuming because the number of them decreases with
the application of neglect differential overlap (NDO) approach, and most of them are
evaluated from EPFs; therefore, these methods are faster than the rest of the QC meth-
ods. (2) The main drawback is the troublesome parameterization process and a correct
selection of parametric functionals to ensure accuracy. (3) Programs for optimization
of parameters and functionals are not available to users, contrarily to standard ab

initio methods where the optimizations of basis sets, active space, and configuration
selection are customary tasks. (4) Small molecules can be calculated with relatively
high accuracy and short time by ab initio methods, and on other hand, PQM can be
employed to model large complex systems. For this reason, we assert that parametric
and ab initio methods may be considered complementary.
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8.3. APPLICATIONS OF PQMS METHODS TO METAL-OXIDE

SYSTEMS

In this section, we analyze the potentiality of several PQMs with applications to model
surface reactions and properties of nanoparticles and solids. We select the most used
methods for applications to metal-oxide systems: MSINDO, tight binding, MNDO,
AM1, PM3, INDO/S, and CATIVIC.

8.4. MSINDO METHOD

Karl Jug’s group has created perhaps the most successful PQM for the first to
the fourth row of elements in the Periodic Table with applications to metal-oxide
surface processes. Two versions of the symmetrical orthogonalized INDO method
(SINDO1) (40–43) and more recently an improved version of SINDO1, modified
SINDO (MSINDO) (44–47), have been developed. Several general features charac-
terize the last method: (1) Orthogonalization transformation corrections (48) into the
Hartree–Fock (HF) equations to improve the simulation of Hcore matrix elements;
(2) different set of atomic orbitals for the inter- and intra-atomic interactions; (3)
extended basis set for hypervalence compounds of third (Al–Cl) and four (Ga –Br)
periods (46); (4) Zener’s pseudopotential is incorporated for including the effect of
inner orbitals; (5) zero-point energy corrections for the evaluation of heat of for-
mation; and (6) an extension to the first row transition elements (Sc–Zn) (47). This
information is presented in more detail in a recent review of parametric methods given
by Bredow and Jug (6).

Numerous applications of MSINDO to the surface properties of metal oxides
have been carried out in recent years by Jug et al. (49–65). Several works related
to adsorption and properties of MgO surfaces (49–51), for example, H2Omolecules’
adsorption on a defective MgO(100) surface modeled by clusters of Mg162O162,
Mg144O144, Mg200O198, and Mg200O200 (49). Results of adsorption energy show that
MSINDO values are close to experimental findings and reveal that the dissociative
adsorption of water mostly occurs on surface-defect sites. They found a very high-
energy formation of defects that is compensated with H2 formation. On the other hand,
Tikhomirov and Jug (50) studied several water molecules adsorbed on MgO(100) to
simulate a monolayer coverage. They reported that the most stable arrangement is a
(2 × 2) overlayer structure with water molecules tilted on the surface. Formation of
strip and bands occur with Mg–OH2 and lateral O–H interactions between different
H2O molecules. Comparison of the MSINDO adsorption energy (−13 kcal/mol) with
the temperature programmed desorption (TPD) experimental value (−16 kcal/mol)
shows very close agreement.

Formation of Cun clusters (n = 2–6, 16, 20, 32, 36, and 52 atoms) on a MgO
surface modeled by a (8 × 8 × 3) Mg96O96 cluster were performed by Geudtner et al.
(51) Comparison with DFT calculations is quite reasonable and shows that this PQM
can describe correctly interactions of Cu clusters on the modeled MgO(100) surface.
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The results predict the formation of a single double layer and then the construction
of islands, in agreement with experimental results.

Janetzko et al. (52) investigated the formation of single oxygen vacancies in Al2O3
by using the cyclic cluster model (CCM) (53) incorporated to MSINDO and by the
supercell model (SCM) employing DFT and HF methods. MSINDO results for cohe-
sive energy of the corundum crystal are in better concordance with experimental data
than HF and DFT results. The relaxation process is explained by repulsion between
nearest neighbor atoms that form the vacancy.

Some studies for adsorption of small molecules (NO, NH3, and H2O) on vanadium-
and titanium-oxide surfaces were completed by Homann et al. (54,55). The TiO2
anatase (100) surface was modeled with (TiO)n (H2O)m (n = 33–132, m = 17–48)

clusters using OH and H as saturation groups. In a similar manner, V2O5(001) was
simulated with (V2O5)n(H2O)m (n = 24–54, m = 20–40) clusters. Comparison of
experimental adsorption energies (Eads) of NO (−21 kcal/mol) and NH3 (−31,
36 kcal/mol) on anatase(100) with theoretical values of (−18 to −20) and (−37
to −38 kcal/mol), respectively, are very close. The order found was |Eads(NH3)| >

|Eads(HO2)| > |Eads(NO)|. In the case of a V2O5(001) surface, results are in good
agreement with DFT and experimental data; i.e., the extrapolated bulk binding energy
925 kcal/mol compares very well with the experimental value of 909 kcal/mol, and
adsorption energies are in reasonable agreement with DFT calculations. All of these
features suggest that the MSINDO method can be a qualitative and, in some cases,
semiquantitative tool to model surface reactions in nanoclusters.

Other multiple applications of MSINDO are molecular dynamics simulations to
surface and catalysis by Nair et al. (56) in the interaction of vanadia clusters on a
titania (anatase surface) catalyst. They also study the interaction with small molecules
VxOyHz (x = 1, 2; y = 4, 7; z = 3, 4) on a TiO2 support (57). The stability of different
structures of V2O7H4 and VO4H3 was studied for adsorption on (101), (001), and
(100) clean surfaces represented by different nanoclusters of TiO2 (Ti36O72). The
results show different structures of V2O7H4 and VO4H3 depending on the crystalline
exposed surface.

The high potentiality of PQMs is reflected in calculations by Steveson et al. (58)
for the chemical modeling of the structure of aluminum doped anatase and rutile tita-
nium dioxide. They used 29 models of TixAlyOz (x = 53–56, 86–90; y = 1, 2, 4; z =
111, 112, 180) obtained from the clusters shown in Figure 8.1, by the inclusion of Al
or the substitution of Ti by Al. Results suggested that the replacement of Ti–O–Ti by
twoAl generates the most stable defect structure in anatase. The following most stable
defect corresponds to a single replacement of Ti byAl.An inverse order is obtained for
the rutile structure. One important fact is that the relaxation process is very important
in the stability of the defects. The Al-doping of anatase clusters is thermodynamically
favored as compared with rutile. From these results, they concluded that Al doping
favors the rutile–anatase transition.

Investigations for metallic compounds with metal oxides have been carried by
Janetzko and Jug (59) with MSINDO, for example, the miscibility of ZnO and ZnS
using the Zn48O48 cluster as a model. Results show a good agreement between the-
oretical findings and experimental data. In a similar way, structural and electronic
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Figure 8.1. Cluster models Ti56O112, anatase (top), and Ti90O180, rutile (bottom), used for the
MSINDO calculations. The clusters were embedded in arrays of 1992 and 1134 pseudo-atoms,
respectively (not shown). Titanium atoms are shown in black and oxygen atoms in white. From
Ref. 58.

properties of Li2B4O7 were modeled with a cyclic cluster of Li16B32O56 by Islam
et al. (60). The authors concluded that the choice of DFT approaches or MSINDO
depends on the complexity of the system and the property that is studied. For example,
MSINDO for Li2B4O7 gives a better band gap (9.7 eV ) than several DFT meth-
ods (17.68 (HF+PW), 6.76 (PWGGA), 6.3 (PWGGA-US), 6.2 eV (PWGGA-PAW))
as compared with the experimental estimated value of 9.0 eV. However, PW1PW
and B3LYP also give values close to the experimental value (8.88 and 8.85 eV,
respectively).

Finally, other applications of MSINDO to surface processes correspond to adsorp-
tion of NO, NH3, and H2O on V2O5/TiO2 (61); molecular dynamics investigation of
oxygen vacancy diffusion in rutile (62); nucleation of CuGa phases on the MgO(100)
(63); the mechanism of acidic dissolution at the MgO(100) (64); and extra-framework
gallium species in Ga/SAPO-11 catalyst and n-butane transformation (65).



8.5. TIGHT-BINDING METHOD 225

8.5. TIGHT-BINDING METHOD

Tight binding (TB) theory is a heavily parametrized extended Hückel theory with the
explicit introduction of pairwise atomic repulsion (66–70). Tight-binding methods
are broadly employed to study the electronic structure of transition metal oxides,
conductivity, magnetism, fuel cells, elastic constants, surface vacancies, doping, fonon
frequencies, band gap, optical absorption, and so on (71–101). Although the main
application is mainly on extended solids, it can be used for nanoparticles. Here, we
will show a sample of the most recent and varied applications of this technique to
metal oxides.

Miyamoto and Kubo’s group has applied the TB molecular dynamics method
(TBMD) to several systems (71–75), for example, to calculate the electronic struc-
ture of In2O3 and indium tin oxide (71). They reported band gap values that compare
well with the experimental results and underlined that this software is 5000 times
faster than the conventional first-principles quantum methods. Furthermore, this group
studied the structural and electronic properties of LixMn2O4 cathode materials for a
lithium secondary battery with TBMD (72). They found an average potential for the
reaction Li + Mn2O4 → LiMn2O4 and lattice constants for LiMn2O4 and λ-MnO2
in good concordance with the experimental values. In the area of batteries techno-
logy, the density of states for Ni/CeO2 and Cu/Ceo2 systems used as an anode in
solid-oxide fuel cells was evaluated by the same group (73). Their results using the
TBMD program explain the electron transfer from metal to oxide and the contribu-
tions of Ni and Cu orbitals to the density of states close to the Fermi level in each
cermet. They conclude that the effectiveness of the TB approach to the investigation
of complex cerment systems was proved. Other work of solid electrolyte fuel cell
was carried out by the same authors (74) to study the adsorption and dissociation of
O2 on La1−xSrxMnO3 − σ (LSM) surfaces. This TB approach has also been success-
fully applied to investigate adsorption on ultra-fine metal particles on metal-oxide
supports (75). The effect of γ-Al2O3(100) support on M13 nanoclusters (M = Ru,
Rh, Pd, Ag, Os, Ir, Pt, Au) was analyzed by the adsorption of NO. They found that
NO activation is correlated with the electron transfer from the metal cluster to NO.
In particular, the NO adsorption on Pt13 cluster is significantly stabilized by the
γ-Al2O3(100) support.

To compare the structure of free and supported metallic nanoclusters, Mottet et al.
(76) used molecular dynamics TB semiempirical potentials to describe metal–metal
interactions. Clusters of Ni, Pd, Pt, Cu, Ag, and Au with noncrystalline structures
supported in MgO(100) surface were considered. Substrate-induced modifications in
morphology and atomic structure were analyzed as a function of the cluster size of
Pd clusters and the dynamics of growth and melting of Ag clusters depended on the
epitaxial relation with the support.

The stability and changes in the bonding due to a vacancy in SnO2 crystalline
grains have been extensively studied by Mazzone et al. (77–82) using big clusters,
varying from 20 to 900 atoms; see, for example, Figure 8.2. They found that grain
stability depends on grain composition, shape, and the presence of vacancies, rather
than on its size. The studied grains are size comparable with the experimental ones,
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Figure 8.2. Three-dimensional view of a spherical and columnar nanoparticles of SnO2. Dark
and gray grains correspond to O and Sn atoms. From Ref. 81. See color insert.

and it was found that squared structures are favored over filamentary ones and that the
exploitation of nanotubes seems hampered by stability problems. Oscillatory variation
of fragmentation energy with the number of atoms is found for spherical grains but
not for squared and T-shaped grains.

The electronic structure and structural properties of CuMO2 oxides (M = Al, Ga,
In) has been studied by Jayalakshmi et al. (83). The calculated equilibrium lattice
parameters and bulk modulus are in good agreement with the experimental values.
In another context, details of the electronic structure of UO2 were calculated by
Lim et al. (84), who evaluated local and total density of states for three different
types of oxygen defects. The local d-states were calculated from the spectral rep-
resentation of Green’s functions. On the other hand, Zainullina et al. (85) studied
the monoclinic and cubic phases of Li titanate (Li2TiO3) and its protonated analogs
(Li1.75H0.25TiO3) and H2TiO3, in order to understand the effect of protons on the
electronic spectrum and bond strength. The same group also calculated the electron
structure of α-Bi2O3, β-Bi2O3, γ-Bi2O3, and γ-Bi2O3 phases (86) with the purpose
of studying the chemical bonding and oxygen ion migration.

Modeling properties related with spin and magnetism has been extensively carried
out by using TB methods. The specific properties of TiSr2CoO5 and SrCoO3 were
interpreted by Pouchard et al. (87) to compare the trivalent and tetravalent Co ions.
They found that spin transitions are coupled to metal-isolator transitions where the
spin equilibrium may lead to nonintegral oxidation state for mixed valence oxides.
In the same way, Jo (88) studied the effect of the 3d spin–orbit interaction on the
magnitude of the orbital magnetic moment in vanadium perovskites. He proposed an
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explanation for the magnetic properties based on spin and orbital coupling and Jahn–
Teller distortion in LaVO3 andYVO3 vanadates. Doublet and Lepetit (89), determined
the structure of the dominant transfer and magnetic interactions of β-AV6O15 (A = Sr,
Ca, Na) by using extended Hückel TB calculations. Their calculations explain the
optical condition and Raman spectra for Na V2O5. Magnetic and electronic properties
of the Mn site-doped perovskite oxides LaMn1−xCr xO3 were studied by Yang et al.
(90). The behavior of the total magnetic moment is explained with an amount of
Mnin the perovskite and the distortion of its crystal structure. Ohsawa et al. (91)
calculated the interlayer coupling constant of perovskite-type ferromagnetic trilayers
LaBaMnO3/LaNO3/LaBaMnO3, reproducing experimental results, and the tunnel
magneto-resistance in magnetic junctions (92). In this field, Mathon (93) evaluated
the tunneling magneto-resistance for two Co electrodes separated by a vacuum gap
and for an Fe/MgO/Fe(001) junction.

Tunneling resonance spectra have been investigated by Narvaez and Kirzenow
(94,95) of a nanoscopic-oxide-coated aluminum island. The electronic properties of
vanadium pentoxide (V2O5) nanotubes were studied by Enyashin et al. (96,97) to
compare the cylindrical zig-zag and the armchair structures. The effect of doping
In2O3 by lithium using TB methods was studied for Sasaki et al. (98). They found
that Li atoms occupied interstitial sites of the crystal and explained the increase in
the lattice constants and the decrease of the optical absorption energy. The doping
effect was also studied by Gavrichkov et al. (99) in the evolution of the band structure
of CuO2 quasi-particles. Singh et al. (100) studied similar systems to understand the
role of CuO-chains on the supercurrent density in bilayered cuprate superconductors,
such as YBa2Cu3O7. Ivanovskii and Okatov (101) studied ionic conductors in solid
solutions of ZrO2–In2O3, ZrO2–In2O3–Tl2O3, and ZrO2–In2O3–CaO systems. The
injection time of the electron transfer from an excited dye molecule to a metal-oxide–
molecule (TiO2) interface was calculated by Peterson et al. (102), and the results are
corroborated by recent experimental studies.

These applications of TB indicate the high versatility of this approach to simulate
complex systems related with problems in technology of materials and electronic
devices.

8.6. AM1, MNDO, AND PM3 METHODS

MNDO (103) and AM1 (104) are extensively used in theoretical modeling of the
molecular structure. The main difference between them is the way core–core repul-
sions are evaluated. This set of methods has its origin in the Dewar’s group and was
later improved by Stewart given PM3 (105) and by Thiel’s group with different ver-
sions of MNDO (106–111). Several reviews of these methods have been presented
in the literature (6,20,112). Application of these PQMs to metal-oxide systems is not
as much numerous as other methods, because these are more oriented to analyzing
organic and biological compound properties.

The PM3 method has been used to model surface processes, such as the Almeida
et al. work (113) to study water adsorption on MgO(001) surfaces with different
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types of vacancies (V, F, and P that correspond to sites where O, Mg, and Mg and
O are removed from the surface, respectively). They investigated the interaction of
nH2O molecules on a (MgO)16 cluster and found that F and P vacancies promote
the water coverage. There is also a decrease of HOMO, LUMO, and gap energy
with the increase of the adsorbed water molecules on vacancies. Calculations were
cross-checked with DFT calculations. The authors argued that the use of the PM3
method is very advantageous for big systems with a large number of conformations,
because it supplies the required physical insight rather than accurate numerical results.

An interesting PM3 application is reported by Cai and Sohlberg (114) for the
modeling of methanol, ethanol, propanol, and isopropanol adsorption on a γ-alumina
surface (1 1 0 C) by using an Al48O64 cluster. They found exothermic alcohols dehy-
drogenation on vacancy sites. A surface coverage study was performed with two
C2H5OH molecules, as shown in Figure 8.3. The repulsion between these molecules
is an obstacle for a second adsorption with the critical configuration that leads to
dehydrogenation. Alkoxide production by removal of the O–H proton is favored over
alkoxide formation by the C–OH scission. The alcohol is acting as a Brønsted acid,
whereas the surface Os atoms adjacent to vacancies act like Brønsted bases.

The use of PM3 for elucidating potential intermediates in the Tishchenko reaction
mechanism was carried out by Seki et al. (115). They proposed o-MOCH2C6H4CHO
(M = Mg, Al) as the active species based on theoretical calculations for the trans-
formation of o-phthalaldehyde to phthalide reaction on MgO using a (MgO)16
cluster.

Several applications ofAM1 to zeolites have been reported. Lam et al. (116) studied
the adsorption of the metronidazole drug in the lattice structure. They found that the
nature of the interaction drug-zeolite depends on the size model. The drug adsorp-
tion on the zeolite matrix could have practical importance in medicine, because it
can decrease the side effects of this drug. Kojima et al. (117,118) used AM1 to
study photochemical reactions in zeolite nanocavities. They irradiated cis- and trans-
azobenzenes in NaY, Na-mordenite, and Na-ZSM-5 zeolite to study the ratio change
between isomers. The results explain the Na+ interaction with the lone pair of one
of the N atoms and not with the N=N double bond. Kojima et al. also studied the
photooxygenation of aromatic alkenes in NaY zeolite (118). They explained the for-
mation of oxygenated products through alkene cation radicals and superoxide anions
generated by the excitation of contact charge-transfer complexes stabilized by the
strong electrostatic field in the nanocavity.

Other research of hydrocarbon reactions in zeolites was carried out by Moreau
et al. (119) using AM1, PM3, and molecular mechanics methods. They evaluated the
naphthalene alkylation with ter-butanol by using HY and H-beta zeolites. The selec-
tivity of di(tertbutyl)naphtalenes (DTBN) is analyzed in terms of energy calculations
and the kinetic diameters. These two facts explain the high selectivity of 2,6-DTBN
with respect to 2,7-DTBN. Large cluster models, such as (ZnO)60, were used by
Martins et al. (120) to study lateral interaction effects of CO and H2 adsorbed on the
ZnO surface employing the AM1 method. They found that CO interacts mainly with
the edge sites between (0001) and (1010) surfaces and that the CO binding energy
increases with the number of CO adsorbed molecules on the ZnO surface.
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Figure 8.3. Adsorption of (a) two C2H5OH molecules on Al48O64; (b) two different
configurations and (c) optimized configuration. From Ref. 113. See color insert.

Application of a new PM3 modification, named PM5 (121), to study the
precipitation of calcium carbonate (vaterite) on gallium oxide was performed
by Malkaj et al. (122) using the Ga4O6 cluster, CaCO3, and complexes of
Ga4O6 · (OH)x ·YCaHzO3 · RH2O(x = 0, 1), R = (0, 1, 2, 3), (Y = 0, 1, 2). Several
calculations of heat of formation, bond order, bond length, and partial charge on O and
Ga atoms were evaluated. Formation of two CaCO3 molecules on Ga4O6 is favored,
and it initializes the crystallization process.
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Several modifications for getting better performance of these methods have been
reported. Improvement of PM3 and MNDO has consistently been reached by Repasky
et al. (123) using pair distance-directed Gaussian modification (PDDG) that gives rise
to PDDG/PM3 and PDDG/MNDO methods applied to compounds with H, C, N, O
atoms. On the other hand, new parameterizations for transition metals complexes have
been done by Cundary et al. (37,124). Ground-state prediction for transition metal
complexes has been successful in comparison with other levels of theory MP2 and
DFT, because geometry optimization and frequency calculations typically take from
5 hours to 10 days compared with less than 10 minutes employed with PM3(tm).

8.7. INDO METHOD

The INDO method (intermediate neglect differential overlap) was proposed initially
by Pople et al. (125). Several modifications to this approach are given by Zerner’s
group (126–130) (INDO/S) to study the spectroscopic properties of transition metal
and lanthanide species presented in the ZINDO program package.

An interesting application of INDO/S to nanoparticles is reported by Hush et al.
(131–133) to analyze electrode conduction. They conclude that the INDO/S method
was capable of giving a qualitatively description of all basic electrostatic, resonance,
spin, and electronic state effects necessary to properly describe electrode–molecule–
electrode conduction; i.e., this PQM is an efficient computational scheme for the study
of a wide range of nanoparticle electronic properties.

Calculations for geometry structure and spin and charge densities of Fe(III) oxide
nanoclusters with 4 Fe and 6 O atoms, coated with acid surfactants, were carried
out by Pomfret et al. (134) using the ZINDO package. The results indicate that the
nanoparticle spin density is depending of the surfactant number and charge. They
also reported that nanoclusters are transformed from ferri-magnetic to ferro-magnetic
when the number of surfactants increases.

Another motivating application of the ZINDO/1 program is reported by Clifford
et al. (135) in the recombination dynamics of ruthenium bipyridyl, porphyrin, and
phthalocyanine dyes on nanocrystalline TiO2 films. This system is of particular inter-
est in technological applications in dye-sensitized solar cells and electrochromic
windows. They found that the most important factor is limited by the interfacial
electron-transfer reaction that depends on the spatial separation of the dye cation
HOMO from the electrode surface calculated by the PQM.

Cheng et al. (136) used INDO with single and double CI to study the third-order
nonlinear optical responses of spin chain systems A2CuO3 (A = Ca, Sr). They found
that nonlinear susceptibilities are from the Cu–O chain direction and the two-photon
allowed excited states, especially the electron-hole couple excited state within the
valence band.

Applications to surface chemistry were performed by Rodríguez et al. (137) to
study the adsorption of NO2 on periodic slabs of ZnO within the DFT approach but
in order to investigate localized charges or electronic properties of individual atoms.
They performed, however, INDO/S calculations for NO2 on ZnO clusters, because
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this method can give qualitative information about the chemisorption process (charge
transfers, atoms involved in the bond, bond strength, energy-level spectrum of the
adsorption complex) that cannot be easily performed with the DFT method.

A large number of applications with an INDO method, especially modified for
ionic/partially covalent solids (138,139), have been carried out by Eglitis et al.
(140–157). They studied a series of ABO3 perovskites (A = Ba, K), (B = Nb, Ta,
Ti) and KNbx Ta1−xO3 compounds. Several properties have been analyzed, such as
point defects, optical absorption energies, activation energies, electronic structure,
polaronic and vibronic excitons, luminescence, effects of impurities, charge transfer,
and phase transition. The results explain the basic physical mechanisms and pheno-
mena that occur in complex systems, such as ABO3 perovskites, in a qualitatively
manner.

8.8. CATIVIC METHOD

The PQM named CATIVIC (158) has been developed recently to model catalytic and
molecular systems based on simulation techniques (26–28). In the first version, he total
energy functional is obtained from basic parametric functionals (26–28,30) similar to
MINDO/SR (159), i.e., from diatomic molecules. Details of atomic and molecular
parameterization processes used in this method are presented elsewhere (38,39,158).
In addition, several theoretical tools have been implemented for evaluating the bond
strengths and analyze bond interaction: diatomic energies (DEs), diatomic binding
energies (DBEs) (160), critical points of the Laplacian density, and orbital correlation
diagrams (158,161).

The philosophy of this PQM is based on a correct representation of the most
elementary molecules [diatomic molecule (DM)] and then the extension to more com-
plex systems. The transferability to polyatomic molecules is a crucial task, because
it requires a comprehensive parameterization with a wide range of functionals and a
selected set of molecules that represent different types of bond coordination.

Several applications of CATIVIC to zeolite ZSM-5 are reported by Ruette et al. (4).
For example, the model size effect on zeolite-FeO site for NO adsorption is ana-
lyzed using different clusters: Si2O4H8AlOFe-NO (A), Si9O12H20AlOFe-NO (B),
Si31O43H44AlOFe-NO (C), and Si95O157H70AlOFe-NO (D) of 19, 46, 123, and 327
atoms, respectively. Validation of parameters is obtained by comparison between
CATIVIC and DFT calculations using a Si2AlO4H8Fecluster (162). It was found
that the NO molecule is bonded through the N atom; however, adsorption via the O
atom is also feasible. Qualitative information can be obtained from the charge changes
in different atoms of the substrate and adsorbate. The charge differences among the
A, B, C, and D models with NO adsorbed and the model A without NO indicate that in
all cases the Fe atom gains electrons with NO adsorption and that the charge change
increases with model size. These results show a significant increase of the electronic
density at the adsorption site, Fe atom. The authors conclude that the variation of
charge dissipation with cluster size has a strong significance in the reactivity of the
catalytic active site. In addition, more realistic cluster size models are convenient



232 QUANTUM METHODS IN MODELING METAL OXIDE NANOCLUSTERS AND SURFACES

because, in many cases, reaction products may be controlled by the size of the zeolite
microcavities.

Another use of CATIVIC was on the location ofAl and Fe adsorption sites in zeolite
frameworks (4). It is well known that Al and Si distribution in zeolites has a strong
influence on their catalytic properties.A model cluster of 339 atoms (AlSi79O193H66)
was employed to model the sinusoidal channel of a natural FMI zeolite known as
mutinaite. Total energy data for all 12 different T sites reveal that the most stable
tetrahedral sites for Al sitting corresponds to T6 and T2. These two sites have been
reported by other theoretical and experimental methods with controversial results.

With respect to the study of stability of Fe atoms in mutinaite on the sinuosoidal
channel, calculations were carried out for the (FeSi79O193H67) cluster of 340 atoms
with a charge-compensating cation (H+) located at the most stable place of the four
oxygen atoms bonded to Fe at each T site. A detailed study of stability of Fe atoms
in mutinaite on the sinuosoidal channel was also evaluated for a similar industrial
zeolite. Full optimization of all atoms, except edge H atoms, was carried out for the
model cluster. Results show that the H+ location is at those sites that point toward
the 10-ring channel. Calculated total energy values show that the most stable sites
correspond to T11 and T5. One of these sites has been reported by calculations of
DFT, using small model clusters.

A novel modeling of the extra-framework aluminium (EFAL) process in zeolites
was also carried out by CATIVIC (4). The formation of EFAL occurs by hydrothermal
treatment of the zeolite; therefore, the interaction of H2O molecules on the Al site
was considered. Two clusters were employed: one of 25 atoms (AlSi3O12H9) that
represents a 4-ring in a ZSM5 zeolite and the other of 265 atoms (AlSi63O152H49).
The results show the formation of a AlSi3O12H9-H2O and AlSi63O152H49-H2O
penta-coordinate. Successive water molecules (6 H2O) attack the Al-O bonds in the
AlSi3O12H9 cluster and lead to the formation of different intermediate species:

Si3O8H5(AlO4H)
H2O−−→ Si3O8H5(AlO5H3) (8.1)

Si3O8H5(AlO5H3)
H2O−−→ Si3O9H6(AlO5H4) (8.2)

Si3O9H6(AlO5H4)
H2O−−→ Si3O10H7(AlO5H5) (8.3)

Si3O10H7(AlO5H5)
H2O−−→ Si3O11H8(AlO5H6) (8.4)

Si3O11H8(AlO5H6)
H2O−−→ Si3O11H8(AlO6H8) (8.5)

Si3O11H8(AlO6H8)
H2O−−→ Si3O12H9 + Al(OH)3 + 3H2O (8.6)

Reaction 8.1 forms a penta-coordinate complex with an Al–OH2 bond. Reactions
8.2–8.4 also produce penta-coordinate complexes, but there is the scission of Al–OSi
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bonds and the formation of Al–OH2 and SiO–Hbonds. In Reaction 8.5, an hexa-
coordinate complex is produced, and finally, the sixth water molecule will form
Al(OH)3 as EFAL.

CATIVIC has also been extended to employ an embedded approach for low sym-
metry systems, such as alumina (163). It is necessary to have an alumina cluster of
enough size to avoid artifacts produced by an unsuitable selection of the catalyst
model. The growth of a Ni5 system, supported on an alumina cluster embedded into
a large group of charges, was studied. The optimal model cluster was chosen after
analyzing the variation of atomic charges and DBEs from several alumina clusters,
as shown Figure 8.4. The selected model (Al30O45Ni) was embedded into a set of
point charges (Al330O643) that correspond to a cube in the (110) plane. The embedded

Figure 8.4. Different nanoparticles of AlO3 used to study property changes with size. From
Ref. 163.
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approximation improves the modeling of complex systems, such as the effect of the
support on surface-active sites. Short- and long-range interactions employed in para-
metrical methods can be use in the embedded approach. The minimum embedded
cluster of alumina in alumina resulted in an Al20O30 system whose property varia-
tions, such as charge and DBEs, tend to converge to constant values. The effect of
the embedding on active site properties produces a decrease of Ni–Oand Ni–Nibond
energies and an increase of the positive charge of the most exposed Niatoms of the
Ni5 cluster that tends to grow in a laminar form; see Figure 8.5.

Calculations for a complex Mocatalytic system Mo2O5(NCS)2(N2C18H24)2 (1)
in a trans-configuration and the reduced species Mo2O4(NCS)2(N2C18H24)2 (2) in
a cis one were evaluated by Griffe et al. (164) to study the mechanism of hydrocar-
bon oxidation. The (1) and (2) catalyst structures and a proposed intermediate state
(3) [cis-configuration of complex (1)] were analyzed considering bonding proper-
ties and total energy. The results indicate that bipyridine ligands show a relatively

Figure 8.5. Formation of Ni5 on a Al330O643 cluster embedded in charges. From Ref. 163.
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weak Mo–Nbond (−23 kcal/mol), indicating a high lability of these ligands. Com-
plex (2) stabilization is caused by stronger M=O bonds than in the (1) system and
the formation of a bonding Mo–Mointeraction. The calculated energy barrier for the
rotation from (1) trans to the proposed intermediate (3) cis is evaluated to be about
28 kcal/mol. Electronic properties indicate that complex (3) has more unoccupied
orbitals very close to the LUMO than complex (1) at Mo and O atoms. It suggests
that the former complex should be more reactive for accepting electrons and reducing
the Mo site than complex (1); therefore, complex (3) is a convenient intermediate in
the hydrocarbon oxidation reaction. Recent calculations (165) of H 2C=CH2 interac-
tion with complex (3) confirmed that this intermediate leads to the olefin oxidation
with a very small reaction barrier. Interaction of O2 on the vacancy site created
by the hydrocarbon oxidation leads to a species with end-bonded oxygen in the
cis-configuration.

8.9. CONCLUSIONS AND COMMENTS

The development of new computer hardwares, innovative optimization techniques,
and novel softwares have helped to increase the use of sophisticated methods to study
transition metal oxides, particularly DFT and HF approaches. Nevertheless, the future
of PQMs is very promising, because they are highly competitive for calculations on
complex and amorphous systems. Multifaceted processes that require an extensive
number of steps are intractable with ab initio approaches. The main advantage of
PQMs is the small computer time employed in calculations. It is well established that
PQMs are about 103–104 faster than the standard DFT or HF methods.

From the theoretical point of view, the fundamental background of PQMs has,
until now, not been clearly explored, in particular, the characterization of EPF spaces.
In addition, nonlinear techniques for the search of atomic and molecular parameters
have not yet been completely investigated to improve the efficiency and accuracy of
PQMs.

It was found in this review that applications of tight-binding methods are very
numerous and successful for complex metal-oxide systems, particularly, for the under-
standing of magnetic, optical, and electric properties. On the other hand, in the last
years, the MSINDO method seems to be the most promising PQM software for
studying nanoparticles, surfaces, and solids. Otherwise, the INDO approach has been
extensively applied to characterize the spectroscopic properties of materials. With
respect to MNDO, AM1, and PM3, relatively few applications to clusters and metal
oxides have been reported, maybe because these methods are more oriented to organic
and biological systems.

Despite the large number of PQM applications, a lot of work is required to consis-
tently improve their use for transition metal-oxide systems. Note also that very few
PQMs have been parameterized for the second and third transition metal elements,
for instance, Rh, Ru, and Au atoms. In this sense, the CATIVIC method, used for
the study of nanoparticles in catalysis, has a great potentiality in the near future, by
considering a better definition of EPFs and parameterization for transition metals.
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CHAPTER 9

Atomistic Models and Molecular
Dynamics

D.C. SAYLE and T.X.T. SAYLE

DEOS, Cranfield University, Defense Academy of the United Kingdom Shrivenham,
Swindon, UK

9.1. INTRODUCTION

A milestone for atomistic computer simulation will be the ability to model “real”
systems, which comprise, for example, 1023 atoms. This is unlikely to be realized in the
near future, even with the almost exponential increase in computational power coupled
with grid computing (for example, see Ref. 1); currently, “only” trillions of atoms
are possible. Accordingly, the simulator must resort to a variety of mechanisms such
as imposing periodic boundary conditions or continuum descriptions of the material
away from the site of interest rather than treat every ion explicitly. Perhaps the most
important scientific field associated with the 21st century is that of nanomaterials,
which is agreeable to the atomistic simulator in that it is now possible to model every
single ion comprising the system explicitly, at least in one dimension.

In this chapter, we first describe briefly the theoretical methods, which include
the interionic potentials used to describe the interactions between the oxygen and
metal ions, together with the simulation strategies used to generate realistic atomistic
structures. We have taken the liberty of ensuring the mathematics in this chapter is
straightforward rather than rigorous. This is to help the nonexpert gain a rudimentary
understanding of atomistic simulation to help gauge its accuracy, scope, and limita-
tions without the pain of assimilating a forest of equations. We have, where necessary,
provided references that are more rigorous for the interested reader.

Equipped with these theoretical methods, we show how they can be used to
generate realistic atomistic models of oxide nanomaterials. We start with isolated
nanoparticles of MnO2 and explore how microstructural features (such as dis-
locations, grain-boundaries, microtwinning, vacancies, substitutionals interstitials,
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intergrowths, and morphology) can be introduced into the model. We next look at
CeO2 nanoparticles and investigate how the morphology of the crystal changes as one
traverses to the nanoscale. Here, the atomistic models provide insights into the possible
structures of edges and corners, which comprise a high proportion of the surface area
of the nanoparticle and are difficult to characterize experimentally. Edge and corner
sites are also likely to be more reactive compared with ions accommodating plateau
regions. At this point we take a short diversion to structural characterization and use
the atomistic models to calculate important properties. In particular, the model is used
to determine how easy it is to extract an oxygen ion from corner, edge, or plateau sites
of the nanoparticle compared with oxygen extraction from the surface of the parent
(bulk) material.

Isolated nanoparticles have three dimensions at the nanoscale, whereas supported
thin films have only one dimension—thickness—at the nanoscale. We show how
simulation can be used to generate models for oxide-supported oxide thin films. These
models can then be used to predict the considerable influence that the substrate has
in directing the structure of the thin film deposited thereon. Indeed, one can tune the
properties of the thin film, by careful choice of substrate. We illustrate this by showing
how the CeO2(110) surface can be exposed in preference to the more stable CeO2(111)
by depositing a thin film of ceria on an yttrium stabilized zirconia substrate. This is
important because the CeO2(110) surface is catalytically more active compared with
the CeO2(111).

In the final section, we investigate the structure of nanoparticles that is supported
on a substrate and consider the structural implications of encapsulating a nanoparticle
into a host oxide material.

9.2. THEORETICAL METHODS

In this section, we describe potential models that can be used to represent the inter-
actions between the ions comprising the nanomaterial, the computational codes used
to perform the simulations, and finally, the strategies for generating atomistic models
(atom coordinates) for the oxide nanomaterials.

9.2.1. Interatomic Potentials

Many oxides are highly ionic, and therefore, we can describe them accurately using
the Born model of the ionic solid (2). For nanomaterials, where a high proportion
of the ions are located at a surface or interface, the interatomic potential must be
reliable at describing ions in sites with low coordination. Clearly, the simplest way to
address this is to use the same interatomic potential models to describe surface and
interface ions as bulk ions. Indeed, this approach has enjoyed considerable success,
for example, see Refs. 3–5. Conversely, as (inevitably) systems become more complex
and the need for higher levels of accuracy arise, surface-specific potential models may
play a more significant role in the future.
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In the Born model of the ionic solid, all ions are all assigned a charge. For a
highly ionic material such as MgO, formal charges (i.e., −2 for oxygen and +2 for
magnesium) have been shown to work well. Conversely, for oxides that are less ionic,
partial charges are sometimes more appropriate. The (attractive) interaction energy
between the charge on the oxygen and magnesium ion is given by

Eattractive = qMgqO

rMg−O
(9.1)

where qMg and qO are the charges of the magnesium and oxygen ions, respectively,
and rMg−O is the distance between the two ions. Equation 9.1 suggests that the ions
would prefer to move closer and closer to each other to achieve a more stable (lower
energy) configuration. However, as the ions move closer to one another, the “electron
clouds” of the two ions start to repel each other. This short-range repulsion can be
described using various equations, one of which is given below:

Erepulsive = Aexp

(−rMg−O

ρ

)

(9.2)

Two variable parameters are associated with Eq. 9.2: A and ρ, which can be fitted
to the experimental properties. For example, if one increased the value of parameter
A, the repulsive interaction between the two ions increases and the ions would move
further apart. Thus, the A parameter used to describe MgO (aMgO = 4.2 Å) may be
smaller compared with the A parameter used to describe BaO, which has a higher
lattice parameter (aBaO = 5.5).

Setting a particular value for A might give an accurate bond distance. However,
ions are rarely at their equilibrium distance, and therefore, one needs to describe the
repulsive interaction between the two ions over a range of distances. Accordingly, the
parameters A and ρ are fitted together and to a range of experimental data. This may
include, for example, the lattice parameter, elastic constants, and dielectric constants.
This enables the potential model to accurately describe the oxide over a range of
interatomic distances and is particularly important when simulating the system at a
particular temperature, other than 0 K, where the ions are vibrating or indeed diffusing.
Gale and Rohl provide a comprehensive treatment of atomistic potentials and how
they can be derived (6).

The total energy of the system is the sum of all interactions between all pairs of
ions comprising the oxide nanoparticle:

Etotal =
∑

(Eattractive + Erepulsive) (9.3)

The energy is shown graphically for a diatomic molecule as a function of interionic
separation in Figure 9.1. The minimum of the graph corresponds to the equilibrium
bond distance where the attractive Coulombic term balances exactly the short-range
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Figure 9.1. Energy of a diatomic molecule, calculated as a function of interionic separation
(r). The force acting upon the ions at any particular interatomic separation can be determined
by calculating the gradient (illustrated in the inset).

repulsion between the electron clouds. Starting from the equilibrium distance, as
the ions move closer together, there is greater repulsion because of the electron
clouds and the energy becomes more positive (less stable). Similarly, as the ions
move further away from the equilibrium position, there is less repulsion from the
electron clouds but also the Coulombic interaction is reduced and again the energy
becomes more positive. The force F on the ions at each point can be calculated by
measuring or calculating the gradient at a particular bond distance. At distances less
than the equilibrium bond distance, the gradient (force) will be negative, indicating
that the force between the two ions tries to move them apart. Conversely, at distances
greater than the equilibrium bond distance, the gradient will be positive and the force
acts to move the ions closer together. At the minimum energy position, the force is
zero.

In nature, the ions comprising the oxide nanoparticle will exist in a low- or
minimum-energy configuration. This is not necessarily the lowest energy possible
[global minimum energy (6)] as most systems comprise, for example, defects; rather,
the ion positions are such that the system exists in a “local” energy minimum posi-
tion. For a diatomic molecule, it is easy to move the two ions into the lowest energy
position (Figure 9.1). However, for a system comprising, for example, 10,000 or
more atoms, the problem is more challenging. Indeed, there are many mechanisms
for exploring low-energy structures and five important methods are described briefly
in the following section.
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9.2.2. Simulation Strategies

9.2.2.1. Energy Minimization (6) Here, the ions are moved (iteratively) from a
particular starting configuration to a lower energy configuration. This can be illustrated
by considering the energy minimization of a diatomic molecule:

• Start with a (best guess) bond distance (Figure 9.1).
• Calculate the gradient.
• If the gradient is positive, reduce the bond distance; if it is negative, increase the

bond distance.
• This process is repeated by recalculating the gradient until the gradient becomes

zero, which corresponds to a minimum energy position.

In reality, the problem is never this simple because a nanomaterial will have 3N-6
coordinates, where N is number of atoms, and therefore, we have to minimize in
3N-6-dimensional space. However, the basic procedure is that outlined above although
there are many variations.

9.2.2.2. Monte Carlo—MC (7–9) As the name implies, the ions are moved in a
random fashion—determined by a roll of the dice—to generate a low-energy configu-
ration. For example, a starting configuration is generated and then all ions are moved
in a random direction (determined by a roll of the dice). If the new configuration
is lower in energy, the configuration is accepted. Conversely, if the configuration is
higher in energy, the configuration is rejected. However, central to this method is that
it allows the system to go uphill in energy as well as down and therefore escape from
local energy minima that do not relate to realistic structures. In particular, instead of
rejecting all structures that are higher in energy than the previous one, a further roll
of the dice is performed. It is this second roll of the dice that decides whether a higher
energy structure is indeed rejected.

9.2.2.3. Genetic Algorithms—GA (10) Here, the atomistic structures of
successive generations are constructed based on attributes from the parent that are
deemed desirable. Desirability in this sense means, for example, low energy or realistic
bond distances or chemically sound. Highly desirable configurations are assigned
a high breeding probability and will likely generate lots of “daughter structures,”
whereas undesirable structures are unlikely to “procreate.” It is probably worth noting
that daughter structures may have more than two parents!

9.2.2.4. Evolutionary Simulation (11) Here, the atomistic model is evolved in
a similar fashion to experimental synthesis. For example, molecular beam epitaxy
involves the deposition of molecules onto a substrate, which then adhere to its surface
to form a coating or thin film. To generate the analogous model, instead of placing
the whole of the thin film on top of the substrate in one go, the molecular deposition
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process is simulated. In this way, the atomistic model evolves during the simulation
and in so doing captures (hopefully) some of the structural features observed exper-
imentally. Variations on this theme, and there are many, may include simulating the
nucleation and growth of a material from solution or crystallization from a melt.

9.2.2.5. Molecular Graphics This important, powerful, and sometimes over-
looked approach provides a wealth of visualization tools to move and manipulate atom
coordinates in three dimensions (3D). It is used as a graphical user interface (GUI) to
construct chemically/physically or intuitively correct starting configurations prior to
the simulation, to animate and thus “observe” the simulation, to analyze final struc-
tures, and to help one comprehend complex (crystal) structures from experimental
data (i.e., X-ray diffraction) that are difficult to understand in two dimensions (2D).

9.2.2.6. Molecular Dynamics—MD (12) This simulation strategy enables one
to simulate the movement of the ions comprising the system at a particular temperature
and as a function of time. The method uses Newton’s laws of motion to calculate and
change the positions of all ions as they move, vibrate, or collide with one another. For
example, the force F acting upon a particular ion i at time t is given by

Fi(t) = miai(t) (9.4)

where mi is the mass of the ion and ai its acceleration.At the start of the simulation, the
positions ri(x, y, z) of all ions, comprising the nanoparticle, are defined. The forces
acting on each ion can then be calculated by adding up all pair-wise interactions
between all ions comprising the oxide nanoparticle using an interatomic potential
such as that described in Eq. 9.3. The force, which is the gradient of the energy graph,
Figure 9.1, is given by

F = dE

dr
(9.5)

First, the accelerations of the ions can be calculated by rearranging Eq. 9.4 and dividing
by the mass of the ion:

ai(t) = Fi(t)

mi

(9.6)

Once the accelerations have been calculated, the velocities can be updated after a
particular time interval δt:

vi(t + δt) = v(t) + ai(t)(δt) (9.7)

Finally, the coordinates of the atom positions can be changed based on the atom
velocities:

ri(t + δt) = ri(t) + vi(t)(δt) (9.8)
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At this point, all required information has been calculated and the cycle repeats; i.e.,
the force, Eq. 9.5, is recalculated with the new atomic coordinates.

The time interval δt used for a particular simulation has to be chosen care-
fully and must be smaller than the time required for a bond to vibrate. This is
to ensure that the energy and forces are updated before the ions have a chance
to move too near to one another. Unfortunately, a bond vibration is of the order
of 10−15 seconds, and therefore, the biggest limitation of MD simulation is the
short period of time one can run the simulation. For example, to simulate just one
second in real time would require the calculation of over 1015 cycles, which is, at
present, well beyond even the fastest computer processors. Moreover, parallelization
of the problem does not really help as the equations have to be solved sequen-
tially and therefore introducing more parallel processors only enables the number
of ions in the system to be increased, rather than facilitating any increase in the
simulation time. However, as one might have anticipated, various innovative and
imaginative methods have been introduced to help counter this somewhat debilitating
limitation.

Many computational codes have been written to allow the user to perform MD
simulations (for example, collaborative computational projects; www.ccp.ac.uk). For
most of the work described in this chapter, the DL_POLY code was used to perform
the dynamical simulations (13). This (parallel) code was developed by Daresbury
Laboratory in the mid-1990s for the molecular simulation community in the United
Kingdom. After more than 20 years since its inception, this code enjoys a world-
wide user base. Indeed, over 600 licenses have been issued. A philosophy, central
to the DL_POLY MD code, is that its source code is freely available (12), and
therefore, the users can modify, add, and share new subroutines to the code to suit
their particular simulation. As such, the code has been continually evolving since its
inception.

In practice, it is rare that any one simulation technique is used in isolation; rather,
the methods are combined (especially with molecular graphics), which results in a
more powerful technique.

In this section, we have provided a brief and necessarily simple overview of some
atomistic simulation methods and procedures. For a more in-depth and authorita-
tive treatment, we suggest that the interested reader refer to Molecular Modeling,

Principles, and Applications by Andrew R. Leach (14), which provides an excel-
lent and detailed reference source. In the following section, we describe how the
simulation techniques are applied to the study of oxide nanomaterials.

9.3. NANOPARTICLES

In this section, we describe the evolutionary simulation procedure, used to gen-
erate the atomistic models described in this chapter, in more detail and illustrate
the procedure using MnO2 as an example. Next, we explore the structure, morpho-
logy, and catalytic activity of CeO2 nanoparticles and compare it with the parent
material.



254 ATOMISTIC MODELS AND MOLECULAR DYNAMICS

9.3.1. Amorphization and Recrystallization (A&R) of MnO2

Many atomistic studies, used to investigate the structure and energetics of a system,
proceed by defining the basic atomistic structure (“by hand”), which is then simulated
using static or dynamical methods. However, for systems that comprise complex 3D
microstructures, such as nanoparticles, the starting structural models can prove chal-
lenging to generate. For example, the simulator needs to include within the atomistic
model the morphological structure, including the particular low-energy surfaces that
are exposed. And although many simulation codes are available to generate individual
surfaces (such as Ref. 15), for a nanoparticle, one also needs to consider the atom-
istic structure of edges, where a pair of surfaces meet, and vertices, where three or
more surfaces meet, together with the implications of dipolar surfaces (16). One also
requires a representation of the defect chemistry, which may include point defects that
exist within the bulk or surface regions of the nanoparticle, including both intrinsic
and extrinsic defects such as vacancies, interstitials, and substitutionals together with
clustering or segregation of these defects. For larger nanoparticles, defects such as
dislocations and/or grain boundaries are likely to be present. And although the intro-
duction and simulation of a specific and isolated grain boundary or dislocation is now
routine within the perfect “bulk” material (5,17), it remains challenging to introduce
these into, for example, a 50,000-atom nanoparticle.

These structural and microstructural features are likely to influence, or indeed
govern, the properties of the oxide nanomaterial. Accordingly, if the simulator is to
offer predictions of a nanoparticle that are both accurate and can be used reliably by
the experimentalist, the atomistic models must include the microstructural features
alluded to above. To introduce these features “by hand” is certainly a daunting, if not
intractable, prospect, and therefore, an alternative simulation strategy must be sought
to generate models with this complexity.

Materials synthesis inevitably involves some kind of “crystallization” process.
Indeed, it is the crystallization process that controls the (micro)structure and hence
the properties of the material. Moreover, by modifying the crystallization process
(whether crystallization from solution, vapor deposition, molecular beam epitaxy,
ball milling, etc.), one can exact some control over the microstructure and hence the
properties of the material. Clearly, the ideal way of capturing, within a single atom-
istic model, the microstructural features observed experimentally, is to simulate the
crystallization process. Indeed, many theoretical studies explore the crystallization
process. For example, Piana and Gale performed some highly detailed MD simula-
tions on the growth and dissolution of urea crystals (18). Similarly, Hamad et al. used
MD to explore the embryonic stages of ZnS nanobubbles (19). These outstanding
and elegant dynamical atomistic simulations capture much of the important features
associated with the nucleation, growth, and dissolution processes. Indeed, these
approaches would prove ideal in generating models for nanoparticles. Unfortunately,
they would also prove far too computationally expensive (at present) to use them
to generate models for oxide nanoparticles comprising, for example, 50,000 atoms.
An alternative approach to this problem, and one that can routinely accommodate
100,000+ atoms with the computational facilities available today, is Amorphization
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and Recrystallization (A&R) (20–22). We illustrate this evolutionary technique in the
following section by considering the example of MnO2 nanoparticles.

9.3.1.1. Microstructure MnO2 is a widely studied electrochemical material that
accommodates over 14 polymorphs (23) and comprises an internal interconnecting
tunnel structure with channel sizes commensurate with that of cations spanning H+

to Cs+. Accordingly, they can act as host lattices for the insertion, storage, and
extraction of cations and, hence, charge, which is central to their ability to store
energy. Among the several varieties of MnO2, the form known as γ-MnO2 exhibits
the best electrochemical activity. This material comprises a wealth of microstructural
features. Indeed, it has been proposed that this rich microstructure facilitates the
exemplary properties of this material. The microstructural features include: de Wolff
disorder, which is the intergrowth of domains comprising single and double channels,
microtwinning, and a variety of point defects such as cation vacancies. Clearly, the
ability of A&R to evolve, from an amorphous precursor, the crystalline MnO2 struc-
ture together with microstructural features observed experimentally is a stringent
validation of the A&R strategy and provides a useful demonstration of the tech-
nique. In the following section, we describe briefly the generation and structure of
MnO2 nanoparticles about 10 nm in diameter. Further details have been published
elsewhere (22).

9.3.1.2. Evolution of the Atomistic Model A “cube” of MnO2, comprising
about 25,000 atoms, was constructed and is shown in Figure 9.2a. The coordinates of
all ions comprising this cube were then changed to increase the lattice parameter by
36%, and MD was then performed on this system at 2000 K. The MnO2 can perhaps
be compared with an elastic band, which is tensioned and then released. As soon as
MD is applied to this tensioned configuration, the Mn and O ions “implode.” And as
they accelerate and move toward the center of the cube, they hit other ions and bounce
off. The culmination of all accelerations and collisions results in the amorphization
of the MnO2, which is shown in Figure 9.2b. Essentially, the energy introduced
into the system to tension the nanoparticle results in its amorphization. During pro-
longed MD simulation, the MnO2 nanoparticle starts to recrystallize. Snapshots of the
recrystallization are shown in Figure 9.3a–f together with the energy of the system in
Figure 9.3g: From 0–1000 ps, the MnO2 is amorphous. At about 1000 ps, a crystalline
seed evolves within the amorphous MnO2 and the Mn and O ions start to condense
onto the surface of this seed increasing its size, Figure 9.3a, b. The crystallization
front propagates from this seed to encompass the whole nanoparticle; recrystalliza-
tion is essentially complete after about 3000 ps. The energy of the system goes down
during the recrystallization with the difference in energy between the amorphous
structure and crystalline structure reflecting the latent heat of crystallization. Finally,
the nanoparticle is cooled, under MD, to 0 K. The complete simulation is computa-
tionally intensive and requires about 5 days using 96 processors of a SunFire F15K
Galaxy-class configuration supercomputer, Cambridge University, United Kingdom.
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(a)

(b)

Figure 9.2. Atom positions corresponding to (a) the starting structure and (b) the amorphous
configuration (after 500 ps of MD simulation) of the MnO2 nanoparticle. A sphere model
representation of the atoms position has been used. In (b), the atoms comprising the top half of
the sphere are represented using a smaller sphere radius to show more clearly the amorphicity
of the nanoparticle. Manganese ions are light gray, and oxygen is dark gray. Some ions are
colored white to show more clearly that the nanoparticle is spherical. See color insert.

9.3.1.3. Final Structure Inspection of the final, 0 K structure, shown in
Figure 9.4, reveals a crystalline nanoparticle, which accommodates predominantly
domains that conform to the pyrolusite structure (23)—a low-energy polymorph of
MnO2. Figure 9.4a shows a representation of the Mn and O atom positions compris-
ing the nanoparticle. The oxygen sublattice forms a close packed array and gives rise
to octahedral sites, 50% of which are filled by Mn to give the MnO2 stoichiometry.
In particular, it is the filling of these octahedral sites that gives rise to the particular
polymorph. In Figure 9.4a, a rectangle has been drawn that encompasses two oxy-
gen planes and an atomic plane of Mn sandwiched between. These three planes are
shown (plan view) in Figure 9.4b. Inspection of the filling by Mn reveals straight
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Figure 9.3. Snapshots, taken at various time intervals, of a slice cut through the MnO2 nano-
particle depicting the recrystallization: (a) after 50 ps of MD simulation; (b) after 1150 ps;
(c) after 1200 ps; (d) after 1350 ps; (e) after 1600 ps; and ( f ) after 4000 ps. The energy of the
system (106 eV), calculated as a function of time, is shown in (g) and can be usefully correlated
with the structures (a)–( f ).

single parallel lines of Mn, which correspond to the pyrolusite polymorph. These
lines also change direction, which corresponds to microtwinned domains as observed
experimentally (24); an enlarged segment is depicted in Figure 9.4c. Detailed anal-
ysis of the final structure, using graphical techniques, also reveals the presence of
vacancies, which have also been observed experimentally.
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Figure 9.4. Structure of the fully recrystallized MnO2 nanoparticle: (a) sphere model repre-
sentation of the atom positions. Two different sphere radii have been used for the atoms to aid
understanding of the figure; a slice cut through this figure (blue rectangle) is shown in plan
view in (b), which depicts the microtwinning of the MnO2. An enlarged segment is shown in
(c). Notation: (a) Manganese atoms are colored gray, and oxygen is red; (b) Manganese are
colored gray, O atoms above the plane of the paper are red, and O ions below the plane of the
paper are yellow. The manganese atoms are shown as ball-and-stick representation to show
more clearly the microtwinning; (c) manganese are shown as gray polyhedra indicating the
octahedral sites they occupy, oxygen atoms above the plane of the paper are red, and oxygen
ions below the plane of the paper are yellow. See color insert.
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In summary, A&R has been used to generate models for MnO2 nanoparticles that
are realistic in that they reflect the low-energy polymorphic configuration (pyrolusite)
and include complex microstructural features that have been observed experimentally.
Accordingly, we suggest therefore that the A&R strategy is an appropriate simulation
tool one can use to generate realistic models of oxide nanoparticles.

9.3.2. CeO2

The second isolated nanoparticle that we consider is ceria, CeO2. This material has
enjoyed much attention recently because its high oxygen conductivity, at moderate
temperatures, makes it a potential candidate as a component of a fuel cell (25). Here,
we explore its catalytic properties.

In the early 1980s, three-way catalysts (TWCs) were found to have the ability
to oxidize CO and hydrocarbons, while simultaneously reducing NOx to form less
toxic products such as CO2, H2O, and N2. These conversions are attained in a narrow
window of the air-to-fuel ratio (26). CeO2 is a common promoting component in
TWC, which has been attributed to its low Ce4+/Ce3+ redox potential and high
oxygen-defect mobility, but what are the implications for this material when one
traverses down to the nanoscale?

9.3.2.1. Morphology The atomistic structure of CeO2 nanoparticles has been
well characterized by several groups using transmission electron microscopy (27,28).
In particular, the shape of CeO2 nanoparticles, about 10 nm in diameter, can be
described as conforming to truncated octahedra. Specifically, the nanoparticles were
observed to expose {111} surfaces, truncated by {100}—within a transmission electron
microscopy (TEM) micrograph, these polyhedra project into hexagons. TEM images
of these nanoparticles are presented (with permission) in Figure 9.5b together with
a schematic illustrating the proposed morphological shape, based on the TEM
micrographs.

Atomistic simulation can be used to predict the crystal morphology by calcu-
lating the energy of low index surfaces, and this method has been shown to be
remarkably accurate. Intuitively, the more stable the surface, the more that partic-
ular surface is exposed in the morphology. Indeed, this strategy has been shown to be
a powerful simulation tool and has enjoyed much success (29), not the least because
of its inherent simplicity. The calculated energies of the low index surfaces of CeO2
are (111) > (110) > (100), and therefore, the simulation would, in accord with the
experiment, predict {111} to dominate (30). Surface energy calculations also predict
that the morphology of CeO2 should comprise more {110} than {100}. However, this
is not supported experimentally; rather the only other face observed is the {100},
which is surprising because this surface is dipolar (16).

It is inevitable that a simplistic simulation approach, such as predicting crystal
morphologies based solely on surface energy calculations, will fail in certain
circumstances. This is because crystal morphologies can be preparation dependent
(31). Accordingly, simulation strategies, used to predict crystal morphologies, must
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Figure 9.5. (a) Molecular graphics representations of the theoretical models, (b) high-reso-
lution transmission electron micrographs for CeO2 nanoparticles. (a) Graphical representation
of the atom positions comprising each nanoparticle. Top: starting configurations; middle: final
configurations; bottom: final configurations with surface rendering rather than sphere model
representation. Cerium ions are represented by light gray spheres and oxygen the dark gray
spheres. (b) HRTEM reproduced with permission from Ref. 27.

include features pertaining to nucleation and growth (32). This added complexity may
facilitate more accurate predictions but at a cost of losing simplicity of approach.

In the following section we describe how A&R can be used to predict the crys-
tal morphology of CeO2 nanoparticles. This should also prove a useful validation
of the A&R method because detailed TEM images are available to compare. It
is worth bearing in mind that the A&R method has to accommodate two unex-
pected features associated with the morphology of CeO2. First the nonexistence of
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(relatively low-energy) CeO2{110} surfaces, and second the ability forA&R to evolve
{100} surfaces and necessarily quench the dipole, which is associated with the (100)
surface.

9.3.2.2. Evolution of the Atomistic Model A&R was used to predict the
morphological shape and atomistic configuration of CeO2 nanoparticles about 8 nm in
diameter. Full details regarding the simulation can be found elsewhere (33) and follow
a very similar procedure as that described above for MnO2 nanoparticles. The mor-
phologies of the CeO2 nanoparticles, predicted using A&R, are shown in Figure 9.5a;
TEM images are also shown in Figure 9.5b, as a comparison. The theoretical models
do indeed exhibit truncated octahedral morphologies in accord with the experiment,
and in contrast to surface energy predictions, the predicted morphologies do not
(at first sight) expose {110} surfaces. However, upon closer inspection of the atom-
istic models, Figure 9.5a, we note that the edges, formed where two {111} surfaces
intersect, could perhaps be described as {110}. Also, steps on the {111} also appear
commensurate with {110}. TEM images are primarily 2D projections, and therefore,
structural features that are “3D” are difficult to identify experimentally. Accordingly,
we suggest that the atomistic models, which can be observed and manipulated in 3D
using graphical techniques, are valuable in that they can be used to help interpret
TEM images and therefore aid the experiment in characterizing the full 3D atomistic
structure of CeO2 nanoparticles.

9.3.2.3. Dipolar Surfaces Fluorite-structured {100} surfaces are dipolar and
therefore inherently unstable (34). Surface energy calculations on dipolar surfaces
have necessitated quenching the dipole prior to simulating the system with static or
dynamical methods, which is normally achieved by physically rearranging the ions
“by hand” (35). Conversely, A&R is a simulation method in which the structure/atom
positions evolve during the simulation. Accordingly, this approach does not need (or
indeed allow!) the simulator to manually move ions with an aim of quenching the
dipole. However, close inspection of the CeO2{100} at the end of the simulation
(Figure 9.6) revealed a 50% reduction in the number of oxygen ions at the {100}
surfaces. Specifically, the simulation has evolved a structure in which the dipoles asso-
ciated with the {100} surfaces have been quenched. Moreover, because these surfaces
have evolved, we suggest that they are likely to be more realistic than dipolar surfaces
that have had their dipoles quenched manually (based on chemical intuition) because
the simulated crystallization (A&R) reflects (in part) crystallization that occurred dur-
ing the experimental synthesis. However, this assumption must be tested on a system
where the real structure of the (quenched) dipolar surface is unambiguous—down
to the individual positions of the surface ions, which is, at this time, a contentious
issue (34).

9.3.2.4. Oxidation of CO to CO2 Using CeO2 Nanoparticles Once a
realistic model of the CeO2 nanoparticle has been generated, this model can be used to
predict its catalytic activity. In particular, atomistic simulation can be used to predict
whether the nanoparticle would be catalytically more or less active compared with
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Figure 9.6. (a) Sphere model representations of the atom positions comprising a slice cut
through a CeO2 nanoparticle revealing the atomistic structure of dipolar {100} surfaces. Notice
the similarity between this model structure and the experimental TEM in Figure 9.5b. The
arrows indicate the {100} surfaces. (b) Enlarged view of the full nanoparticle, showing more
clearly the dipolar surface. (c) Plan view showing the surface layer as large spheres and the rest
of the crystal as smaller spheres and shows clearly the 50% filling by oxygen of the surface
atomic layer, which is necessary to quench the dipole.

the parent material. For example, the oxidation of CO to CO2 involves extracting
oxygen from the surface of CeO2. Clearly, if one could make the surface oxygens
more facile to extraction, one can, potentially, fabricate a more active catalyst. It has
been shown previously that extracting oxygen from the step site of CeO2 is easier than



9.3. NANOPARTICLES 263

from the plateau (36,37). This seems intuitive in that an oxygen ion accommodating
a step site is lower coordinated compared with an oxygen ion at a plateau site and
therefore less strongly bound to the surface. One can then argue that if more step
sites can be generated at the surface of the catalyst, then theoretically, one should be
able to generate a more active catalyst. One way of achieving this (discussed later)
is to deposit a thin film of CeO2 on a substrate, which acts as a template in direct-
ing the CeO2 to expose a reactive surface. The other approach is to traverse to the
nanoscale.

At the risk of stating the obvious, the dictionary definition of a polyhedron is a

solid figure consisting of more than four plane faces. A pair of faces will meet along

an edge and three or more edges meet at a vertex. Accordingly, as a particle decreases
in size, the proportion of ions accommodating edge and vertex sites, compared
with those occupying plateau regions, increases. In addition, the number of surface-
to-bulk atoms also increases. Eventually, at the nanoscale, the number of edge sites
becomes commensurate with plateau sites and surface ions commensurate with bulk
ions. Indeed, one can perform a simple count of the ions in the CeO2 nanoparticle
(Figure 9.5a) to confirm this. Accordingly, the CeO2 nanoparticle should comprise a
high concentration of labile (low-coordinated) surface oxygen species.

To explore the catalysis of the CeO2 nanoparticle, we need to determine how
difficult it is to extract an oxygen ion from its surface. The simulation procedure that
can be used to calculate this is relatively straightforward. In particular, we choose
an oxygen ion to remove; we then extract this ion out of the surface and replace
two Ce4+ with Ce3+ (to accommodate for the charge imbalance). The energy of
this system is then calculated and compared with the energy of the same system but
with an oxygen ion removed from a different position. Using this procedure, one
can generate a table of oxygen location versus vacancy formation energy. However,
when one inspects the atomistic model (Figure 9.5), a daunting number of different
surface oxygen species is available for extraction; the nanoparticle comprises 15,972
ions, many of which are surface or near-surface species. Accordingly, an oxygen
vacancy formation energy “averaged” over the whole nanoparticle was calculated.
Specifically, 266 oxygens were removed from the surface of the starting (prior to
amorphization) configuration together with 532 Ce4+ species replaced by Ce3+. The
rationale underlying introducing the defects prior to the amorphization is that theA&R
will direct the vacancies and Ce3+ species into a range of low-energy configurations,
thereby providing a more realistic average reduction energy for the nanoparticle.
The nanoparticle comprises, in total, 15,972 ions, and therefore, removal of 266
oxygens results in a reduced nanoparticle with composition CeO1.95. This system
was amorphized and then recrystallized; further details pertaining to the simulation
can be found elsewhere (38). The final structure is shown in Figure 9.7.

Inspection of the reduced nanoparticle (Figure 9.7a–c) reveals an octahedral
morphology comprising {111}, truncated by {100}, which is similar to the unreduced
nanoparticle (Figure 9.5). The Ce3+ ions can be seen to decorate step and corner sites
in addition to positions on {111} terraces.A simple count revealed that 20% of the total
number of Ce3+ species occupy positions on {111} terraces, 26% decorate {111} step
(17%) or corner (9%) positions, and 11% occupy positions on {100}. The remaining
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Figure 9.7. Sphere model representation of the reduced ceria (CeO1.95) nanoparticle. (a)–(c)
Depict three different views of the same nanoparticle showing the truncated octahedral mor-
phology, similar to that of the unreduced nanoparticle (Figure 9.5). The Ce3+ ions are clearly
seen to decorate surface steps and edges in addition to plateau regions on {111} and {100}.
In (c), the atomistic structure is annotated with lines to show more clearly the surfaces. (d)
Segment cut from the reduced nanoparticle depicting an oxygen vacancy bound to an adjacent
Ce3+. (e) Structure of a Ce4+ vacancy together with two adjacent oxygen vacancies, which
have evolved to quench the charge imbalance associated with the vacancy. ( f ) A slice, cut
through the nanoparticle, showing two complex defect clusters labeled X and Y. X comprises,
using the Kroger–Vink notation, [V′′′′

Ce, 3V••
O ]2− and Y is [V′′′′

Ce, 2V••
O ]0. Ce4+ is colored white,

Ce3+ is green, and oxygen is red. See color insert.

43% of the Ce3+ species occupy positions within the bulk of the nanoparticle. We
note, however, that most of these “bulk” Ce3+ species occupy positions one or two
atomic planes below the surface rather than deep inside and near the center of the
nanoparticle. Locating oxygen vacancies is much more difficult compared with locat-
ing Ce3+ species because a vacancy is not a physical entity within an atomistic model,
and the relaxation of the lattice surrounding an O2− vacancy or Ce3+ is sometimes
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TABLE 9.1. Calculated Energies Associated with Oxidizing CO to

CO2 Using Lattice Oxygen From CeO2. Energies are Calculated in

Electronvolts. For the Nanoparticle, the Energy is an Average

(Reaction 9.1) Calculated Over all Defects.

Bulk∗ (111)∗ (110)∗ (310)∗ Nanoparticle

3.1 −0.6 −2.8 −1.9 −1.4

∗Taken from Ref. 37.

considerable. Consequently, a simple count of the vacancies, together with their loca-
tion, was not possible, although oxygen vacancies were identified to occupy step and
corner sites in addition to {111} terrace sites. In addition, oxygen vacancies were
observed to lie one oxygen subplane below the surface oxygen ions.

The energy required to extract an oxygen ion from the bulk and from the “perfect”
(111), (110), and (310) surfaces of CeO2 was calculated by Sayle et al. (36,37). From
these values, the energy associated with oxidizing carbon monoxide to carbon dioxide,
using an oxygen ion extracted from a ceria surface, was calculated as follows:

CO(g) + CeO2 −→ CO2(g) + V••
O + 2Ce′

Ce (9.1)

These values are presented, together with the average energy required to extract an
oxygen ion from the surface of a CeO2 nanoparticle to oxidize the carbon monoxide,
in Table 9.1. We note that the more negative the energy, the more labile the oxygen,
and therefore, the easier it is to remove from the lattice to promote the oxidation of CO.

The simulations suggest that it is easier to extract oxygen from the surface of a
CeO2 nanoparticle compared with the bulk parent material. In particular, the average
energy required to extract an oxygen ion from the surface of the ceria nanoparticle
is lower compared with the (most stable) CeO2(111) surface associated with the
parent material. Moreover, the average energy required to extract oxygen from the
nanoparticle is calculated to lie between those energies calculated previously for
extracting an oxygen from the bulk, (111), (110), or (310) surfaces. This we suggest is
a realistic value because Figure 9.7 reveals that O2− vacancies and Ce3+ ions populate
all conceivable positions in the nanoparticle, including bulk, terrace, and step sites
and comprise a variety of configurations spanning simple isolated defects to complex
multidefect clusters. For illustration, the atom positions showing the structure of three
defect clusters are shown in Figure 9.7d–f .

In conclusion, the simulations predict that ceria nanoparticles can offer more
reactive surfaces compared with the parent material, because of the higher propor-
tion of step/corner sites and, therefore, facile oxygen species. Accordingly, ceria
nanoparticles may help promote the oxidation of CO to CO2, which is central to the
performance of ceria-based TWCs.

9.3.2.5. Reducibility of CeO2 Nanoparticles Using Monte Carlo In 1996,
Cordatos et al. generated atomistic models for CeO2 nanoparticles CenO2n (n = 2–20
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and n = 50) using a Monte Carlo approach coupled with simulated annealing (39).
The authors found that the Ce50O100 nanoparticle exhibited the fluorite structure and
exposed the (111) surface. The reducibility of the clusters was determined from the
difference in lattice energies of CenO2n and CenO2n−1, where charge neutrality was
maintained by changing two Ce4+ ions to Ce3+. The authors concluded that the
reduction of ceria nanoparticles is structurally sensitive and that larger crystals are
more difficult to reduce.

9.3.2.6. Aggregated Nanoparticles and Grain Boundaries Experimen-
tally it is well known that during the synthesis of oxide nanoparticles, the nanopar-
ticles are not always monodispersed; rather, they aggregate together—as shown
by HRTEM—for example, see Ref. 27. The interfacial structure between the two
nanoparticles can (for example) be coherent (if perfectly aligned), can form a twin-
boundary (if they are aligned but misoriented by a particular angle) or form a more

Figure 9.8. Representations of a CeO2 nanoparticle that comprises two twin grain boundaries.
(a) Sphere model representation. (b) Surface-rendered representation. (c) Sphere model rep-
resentation with the sphere diameters reduced to show more clearly the twin grain boundaries
that run through the nanoparticle. Arrows are included to highlight the boundary planes. (d)
HRTEM of a CeO2 nanoparticle showing the twin grain-boundary plane to compare with the
theoretical models, reproduced with permission from Ref. 27.
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general and complex grain boundary structure. Examples (HRTEM) of all such grain-
boundary structures can be found in Refs. 27 and 28. The properties of a grain
boundary have been shown to differ profoundly compared with the perfect parent
material (17,40,41). Clearly, for aggregated nanoparticles, the number of grain bound-
aries will be considerable. Accordingly, if one is to make predictions pertaining to the
properties of nanoparticles, then models for nanoparticles that comprise grain bound-
aries must be generated. And using atomistic computer simulation, it is possible to
generate such structures. For example, Figure 9.8 shows a model for a CeO2 nanopar-
ticle that comprises two twin-boundaries. This nanoparticle, which comprises about
21,000 atoms, was generated using an analogous procedure as that used to generate
MnO2 or CeO2 nanoparticles, described above.

9.4. SUPPORTED THIN FILMS

Thus far, we have explored, using atomistic simulation, the structure of “isolated”
nanoparticles and find the structure and chemistry to be quite different compared with
their bulk counterparts. In the next section, we consider oxide thin films supported on
an oxide substrate. Here, in contrast to a nanoparticle, which has all three dimensions
at the nanoscale, the thin film exists at the nanoscale in only one dimension—its
thickness.

9.4.1. Ion Deposition

Atomistic models for oxide thin films with nanoscale thicknesses, supported on an
oxide substrate, can be generated by depositing those ions comprising the oxide
thin film, onto the surface of the substrate using MD. This type of approach can be
classed as evolutionary and reflects or simulates the basic operation of experimental
deposition techniques such as molecular beam epitaxy. We illustrate the technique
using CaO/MgO(001) as a model system.

9.4.1.1. CaO/MgO(100) Snapshots (taken during MD simulation) depicting the
growth of CaO deposited on MgO(100) are shown in Figure 9.9. More details pertain-
ing to this study can be found in Ref. 20. Initially, ions are fired from a source to the
surface of the MgO substrate, and as the ions hit the surface, they move, under MD,
into low-energy configurations. For example, cations and anions diffuse across the
surface via a hopping mechanism, and if they come in close contact, they are likely
to adhere to form a diatomic. Further ions “diffusing” across the surface will add pro-
gressively to this diatomic to form a larger cluster. The structure of this CaO cluster
is clearly influenced profoundly by the interactions from the underlying substrate.
Eventually, with continued deposition, a second layer will start to evolve followed
by a third and so forth. It is interesting to note that the Ca and O ions swap posi-
tions with Mg and O ions of the underlying MgO(100) substrate. This is because
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Figure 9.9. Sphere model representation of the atom positions during the simulated ion
deposition of CaO onto MgO(001): (a) at the start of the simulation; (b) after just over one
monolayer has been deposited and (c) after the deposition of just over three monolayers of
CaO onto the MgO substrate. Notice the structural changes that occur as the effective number
of monolayers deposited increases.

an energetically facile surface diffusion mechanism involves an exchange process
between the deposited ions and the ions occupying the surface atomic layer of the
substrate. This suggests that ionic materials may not be grown on a substrate with a
similar structure without significant intermixing across the interfacial regions. This
phenomenon was explored in more depth by Harris et al. (9).
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The nature of the substrate, on which the ions are deposited, also has a significant
influence on the structure of the oxide thin film deposited thereon. For example,
substrates that comprise a high concentration of surface steps provide energeti-
cally favorable nucleation sites for ions deposited thereon. This is because of the
increased coordination of an ion that adheres at a step, compared with a plateau
position. The surface(s) exposed by the substrate will also influence profoundly the
thin film because the substrate can act as a template in directing the structure of the
overlying thin film (42). This is especially relevant for films with nanothicknesses,
because the interfacial interactions will comprise a significant component of the total
energy.

9.4.1.2. Growth Rates A major limitation with MD, in the context of ion depo-
sition, is the timescale generally accessible, which using (present day) computational
resources is still only of the order of nanoseconds. If the whole of the thin-film is
deposited within this timescale, this corresponds to thin-film growth rates of at least
meters per second; experimentally, depositions are typically of the order of “atomic
layers per second.” One solution to reduce the simulated deposition speed is to increase
the temperature of the simulation. This increases the diffusivity of the ions in the sim-
ulation to levels commensurate with experiment (at a much lower and more realistic
a temperature). However, one must be cautious in using this approach because at high
temperatures, the diffusion mechanisms may change, which may result in artificial
structures. Methods for circumventing timescale issues, pertaining to MD simulation,
are receiving considerable attention at present, and various innovative strategies are
being devised—see, for example, Refs. 8 and 43.

9.4.1.3. Incommensuration Another important issue associated with simu-
lating oxide thin films with nanoscale thicknesses is the incommensurate relationship
that exists between the lattice parameter of the substrate and the thin film deposited
thereon. For example, consider the CaO/MgO system in which the lattice param-
eters of the component materials are aCaO = 4.8 Å and aMgO = 4.2 Å. To create a
model for a CaO thin film supported directly on top of the MgO substrate with all
ions in alignment (coherent interface—see Ref. 44) would require the CaO to be
compressed by about 13%. This is easily achievable for a single atomic layer because
the energetically favorable cation–anion interactions across the interface will com-
pensate for the energy required to strain a single atomic layer of CaO to bring it into
alignment with the underlying MgO substrate. However, for each additional layer
of CaO added, an extra strain energy term would also need to be added. Eventu-
ally, at a particular critical thickness (45,46), the strain energy would outweigh the
energy associated with the interactions across the interface between the CaO and
the MgO (47). Above the critical thickness, the structure and configuration of the
overlying thin film may change with respect to the underlying substrate to reduce
the strain. (Micro)structural changes include, for example, the formation of superlat-
tices, misfit dislocations, low interfacial densities, and grain boundaries (48). Clearly,
atomistic simulation must be able to reproduce these microstructural features if reli-
able predictions are to be made using these models. And in the following section,
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we describe how such microstructural features can be introduced into the atomistic
models.

9.4.2. Near-Coincidence Site Lattice (NCSL) Theory

One way of addressing the difference (incommensurate relationship) between the
lattice parameter of the thin film and that of the substrate is to use a near-coincidence
site lattice theory to predict epitaxial relationships with low associated misfits. In
the following sections, we describe how this approach is used, in conjunction with
atomistic simulation, to generate models of thin films.

9.4.2.1. BaO/MgO Sayle et al. (49) used an NCSL theory, coupled to atomistic
simulation, to predict superlattices for BaO (aBaO = 5.5 Å) thin films supported on
MgO (aMgO = 4.2 Å). For example, for the BaO(100)/MgO(100) system, 10 BaO
unit cells (55.0 Å) of the thin film are nearly lattice matched with 13 MgO unit cells
(54.6Å) of the substrate. Clearly, 54.6Å and 55.0Å are in near coincidence, and the
BaO overlayer only needs to be expanded by a small amount, from 54.6 to 55.0 Å,
to facilitate coincidence. This particular NCSL configuration is associated with a
residual misfit F calculated, to be about +0.7%, as follows:

F = naBaO − maMgO
1
2 (naBaO + maMgO)

(9.9)

where n is the number of BaO unit cells (equal to 10) and m is the number of MgO
unit cells (equal to 13). Clearly, the energy required to accommodate a 0.7% misfit
is much lower than that required to accommodate the full 27% misfit associated with
the fully coherent system (i.e., n = m = 1).

In addition to coincidences found by matching integer unit cells of the thin film
with that of the substrate, coincidence can also be found by rotating one material with
respect to the other. For the simplest case—where the thin film is the same material
as the substrate—a twist grain boundary will result (17). For the BaO/MgO system,
a configuration associated with a low misfit and favorable interfacial interactions
involves a 45◦ rotation of the BaO overlayer with respect to the MgO substrate and
was observed experimentally by Cotter et al. (50); atomistic models for this structure
have also been generated (51).

9.4.2.2. CeO2/Al2O3 When a thin film is supported on a substrate, the supported
thin film will respond structurally to the substrate to facilitate a low-energy config-
uration. This can include, for example, dislocation evolution and will influence the
defect chemistry of the system. In this respect, Sayle et al. explored how easy it was
to extract an oxygen ion from the surface of a CeO2 thin film, when supported on
an Al2O3 substrate, compared with oxygen extraction from the parent material (52).
The calculations suggested that supporting the CeO2 thin film on top of Al2O3 might
promote the migration of oxygen from the interfacial region to the surface, a process
of catalytic importance.



9.4. SUPPORTED THIN FILMS 271

9.4.2.3. NiO/ZrO2 Fisher and Matsubara extended the NCSL/atomistic simula-
tion approach to generate heterophase interfaces between materials with rectangular
surface symmetries, and used the method to simulate eight heterophase interfaces
between NiO and cubic ZrO2 (53). They observed that many interfaces were found
to comprise disordered, open structures with correspondingly high energies as a con-
sequence of the strong repulsive forces between like-charged ions in close proximity.
The exception was the NiO(111)/ZrO2(100), which was observed to exhibit good
coherency across the interphase boundary, where the NiO and ZrO2 shared an oxygen
plane. The rationale underlying this study was to demonstrate the ability of simulation-
based methods for identifying interface configurations associated with strong cohesive
forces holding the materials together for optimizing the properties of composites of
technologically important materials.

A limitation with using a “NCSL strategy” is that the simulator has to decide
which particular NCSL to construct and then use atomistic simulation (i.e., energy
minimization and/or MD) to determine whether the configuration is of low energy
and therefore likely to be structurally realistic. An alternative is to use an evo-
lutionary method to guide the generation of the interfacial configurations and
structures. These methods, which includes simulated ion deposition in Section 9.4.1,
do not require (or even allow!) the simulator to prespecify a particular interfacial
configuration.

9.4.3. Amorphization and Recrystallization

Here, the oxide thin film is placed on top of an oxide substrate and then amorphized.
MD simulation, applied to this system (amorphous thin film on top of crystalline
substrate) for long duration, results in the recrystallization of the thin film (20,21).
In contrast to the recrystallization process observed for “isolated” nanoparticles in
Section 9.3, the underlying (crystalline) substrate is central in directing the structure
of the overlaying (amorphous) thin film. In particular, the structure of the substrate
facilitates the crystallization of the thin films by acting as a pseudo-“nucleating seed.”
In addition, the simulator does not have to wait for a crystalline seed to spontaneously
evolve from the amorphous sea of ions, and therefore, the simulation time, and hence
computational cost, is reduced.

9.4.3.1. SrO/MgO(100) Snapshots illustrating the A&R process as applied to an
SrO thin film, about 1 nm thick, supported on an MgO(001) substrate, are presented in
Figure 9.10. Inspection of the final crystalline structure (Figure 9.10d), using molecu-
lar graphics, revealed that the SrO thin film generated conformed to 8 lattice spacings
for the overlying SrO thin film, lattice matched with 10 lattice spacings of the under-
lying MgO substrate (NCSL configuration). This supercell corresponds to a lattice
misfit of about −2%, based on the lattice parameters of the component materials:
aSrO = 2.57 Å and aMgO = 2.10 Å, which is much smaller than the “bulk” misfit
(+20%). In addition, mixed screw-edge dislocations, shown in Figure 9.11, were
observed to have evolved within the SrO thin film, which help both to accommodate
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Figure 9.10. Sphere model representations of the atom positions comprising the
SrO/MgO(001) system simulated using A&R: (a) start of the simulation; (b) after 0.25 ps
of MD, the SrO overlayers start to buckle under the considerable strain imposed; (c) after
0.75 ps of MD, here the SrO overlayer is completely amorphous; (d) final, 0 K, structure after
the complete recrystallization of the SrO overlayer. Oxygen is represented by the dark spheres
strontium the light spheres, and magnesium the smaller spheres. Only two layers of the MgO
substrate are shown to improve clarity of the figure.

the misfit associated between the thin film and underlying support and to remove
deleterious interfacial interactions such as cations in close proximity (54,55).

9.4.3.2. MgO/BaO(100) Figure 9.12 shows the structure of a thin film of MgO
supported on a BaO(100) substrate. Here the recrystallization resulted in the evolu-
tion of a nanopolycrystalline MgO film. The nanocrystallites range from about 200 to
2000 Å2 in size and are rotated, with respect to the underlying BaO surface normal by
various angles. The structure of the grain boundaries that are formed between neigh-
boring grains are consistent with grain boundaries observed experimentally (56,57).
An STEM image of an MgO grain-boundary is included in the figure for comparison
and has been reproduced with permission (57). Further details of this study can be
found in Ref. 55.

9.4.3.3. CeO2/YSZ In Section 9.3.2, on CeO2 nanoparticles, it was suggested
that by traversing down to the nanoscale, one is able to increase the proportion of
reactive to unreactive CeO2 surfaces simply by virtue of the fact that if one goes
small enough, then the number of oxygen ions accommodating reactive step/corner
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Figure 9.11. Stick model representations of two screw-edge dislocations that evolved within
the SrO thin film. (a) Left: part of the SrO lattice (gray) that surrounds the dislocation core,
right: dislocation core structure. (b) Another dislocation, similar to that in (a), but here the
core traverses the SrO thin film in a clockwise fashion [as opposed to anticlockwise in (a)]. (c)
Core structure, shown in red, illustrating how the dislocation core “lies” within the surrounding
lattice. Oxygen is colored red, and strontium is yellow. See color insert.
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Figure 9.12. Atom positions comprising a nanopolycrystalline MgO thin film supported on a
BaO substrate. (a) Plan view of the system showing the various nanocrystallites comprising
the MgO, which are colored to highlight the individual nanocrystallites. The MgO substrate
is not shown to maintain clarity of the figure. The inset shows a STEM image to compare
and has been reproduced, with permission, from Ref. 57. (b) Enlarged segment of (a) showing
more clearly the grain-boundary structure. (c) An enlarged segment of (b) depicting the core
structure of the grain boundary and revealing its “screw” in addition to “edge” character. See
color insert.

sites will be commensurate to oxygen ions comprising more stable positions and
therefore unreactive surfaces. An alternative strategy is to fabricate thin films with
nanoscale thicknesses. In particular, if a material, which is deposited onto a substrate,
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is sufficiently thin, then it is likely that the substrate will act as a template in directing
the structure of the thin-film deposited thereon, including the particular surface it
exposes.

For example, the (111) surface is energetically the most stable ceria surface. It is
therefore exposed preferentially compared with less-stable surfaces (58). However,
the energy required to create oxygen vacancies on the (111) surface, which is directly
linked to its catalytic activity (36,37), is higher compared with the (110) surface. One
therefore desires a mechanism for fabricating CeO2(110) in preference to CeO2(111).
One way is to traverse to the nanoscale, as described, the other is to deposit an ultra-thin
film of CeO2 on top of a substrate material. The rationale underlying the latter is that
the substrate may act as a template (42) in directing the structure of the overlying thin
CeO2 film. A simulation study was therefore performed to explore this possibility.

A CeO2 film, about 2 nm thick, was deposited on top of an YSZ(110) substrate
(YSZ: yttrium stabilized zirconia). The CeO2 was first amorphized and then recrys-
tallized. Full details of the simulation can be found in Ref. 59. It was anticipated that
the YSZ(110) exposed at the surface would direct the CeO2 thin film to expose the
(catalytically active) (110) surface also.

Figure 9.13 shows graphically the atom positions comprising the CeO2/YSZ(110)
system. Inspection of these figures revealed that the YSZ(110) substrate did indeed
influence the structure of the CeO2 thin film. However, surprisingly, although the
CeO2 exposed the (110) surface as anticipated, it exposed also the (111) and dipolar
(100). In particular, the CeO2 thin-film overlayer was observed to be nanopolycrys-
talline with each of the nanocrystalline domains exposing a particular face at the
surface—either (110), (100), or (111). It was proposed that the lattice misfit between
the YSZ substrate and CeO2 thin film deposited thereon was in part responsible for
the nanopolycrystalline structure of the CeO2 thin film.

9.4.4. Melting and Seeded-Crystallization

Similar to A&R, this evolutionary strategy involves crystallization from a melt. How-
ever, to reduce the computational time required for the system to evolve “naturally”
a crystalline seed, seeds were manually introduced into the liquid.

9.4.4.1. FeO(Nanocrystalline)/FeO A study by Phillpot et al. describe a sim-
ulation strategy for generating models for nanopolycrystalline FeO with grain sizes
of about 5 nm using MD simulation (60). In particular, the authors deposited an
ultra-thin, molten film of FeO on top of an FeO substrate. Within the molten film,
they introduced 16 randomly oriented crystalline “seeds.” The system was then cooled
gradually under MD. During the crystallization, the (molten) Fe and O ions condensed
onto the seeds propagating their structure, and because the seeds were misoriented,
the crystallization resulted in the formation of a nanopolycrystalline film with general
grain boundaries as propagated by the orientation of the seeds. Inspection of the
grain boundaries revealed them to be structurally realistic—similar to those observed
experimentally (44).
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Figure 9.13. Sphere model representation of the atom positions comprising the CeO2/YSZ
system. (a) Perspective view and (b) plan view in which the various nanocrystallites are col-
ored. The figures are annotated to reveal which particular planes—(111), (110), or (100)—are
exposed at the surface.

9.4.5. Temperature-Assisted Dynamics

Another strategy for overcoming the debilitatingly short timescales accessible using
MD simulations is temperature-assisted dynamics (TAD). This strategy is derived
from a variety of methods labeled “hyperdynamics,” which were developed by Voter
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et al. (43). The strategy involves the use of simulations, performed at high temper-
atures, to gauge the evolution of a system at a lower (realistic) temperature. For
example, the energy required for an ion to move out of the surface of a material is so
high that the probability of it happening at room temperature—and within timescales
accessible to MD—is low. Conversely, if we increase the temperature, the probability
of it occurring within the same timescale increases. Accordingly, the simulation is
run at sufficiently high a temperature to ensure the process occurs with the timescale
accessible. Once the transition is detected (i.e., the ion moves out of the surface),
the attributes of this process are recorded and characterized. This process, together
with all other related important processes, are then transferred back to a simulation
performed at a more realistic (low) temperature. For a more comprehensive treatment
of the method, see Ref. 43.

9.4.5.1. BaO/SrO Harris et al. used TAD to explore the surface diffusion and
heteroepitaxial growth of BaO on an SrO substrate. Crucially, it was found that the
surface diffusion proceeds most favorably by an exchange mechanism involving the
surface layer. For example, as a barium ion diffuses across the SrO surface, it was
found that an energetically favorable pathway, in addition to a simple hopping across
the surface, is for the barium ion to swap places with a strontium ion located within
the surface atomic layer of the underlying SrO substrate (8,9). This has severe impli-
cations for growing sharp interfaces between different oxide materials using, for
example, molecular beam epitaxy. Mixing can also lead to surface contamination
and subsequent changes in surface properties. It is likely that this phenomenon will
also occur at the surface of nanomaterials—nanoparticles and thin films, which will
present problems to applications using nanodevices.

9.5. SUPPORTED NANOPARTICLES

Thus far we have seen that changing one or more of the dimensions of a system
to the nanoscale can influence, sometimes profoundly, its microstructure and hence
properties. Clearly it is important to be able to exercise control over the structure to
fine-tune or indeed optimize desirable properties (40). To this end, one can envisage
supporting oxide nanoparticles on an oxide substrate: Indeed, it is well known that
small metal particles, supported on an oxide substrate, can be catalytically more active
compared with the parent materials (61).

9.5.1. MO/BaO (M = Sr, Ca, Mg)

Models for SrO, CaO, and MgO nanoparticles were generated by placing a rectangular
25,000-atom block of each oxide onto the surface of a BaO(100) substrate. The oxide
nanoparticles were then amorphized and recrystallized. Further details can be found
in Ref. 62. During the recrystallization, the interactions between the nanoparticle and
the underlying BaO substrate were found to have a profound influence on the structure
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of the nanoparticle. Indeed, these interactions facilitate a wealth of microstructural
features that evolve during the recrystallization.

For the SrO/BaO(100) system (“low” −7% misfit; Eq. 9.9), the SrO nanoparticle
was found to lie coherent with the underlying BaO substrate. For the CaO/BaO(100)
system (“medium” −15% misfit), only small regions of coherence were observed
between the CaO and the BaO with dislocations evolving within CaO regions that
were misaligned with respect to the underlying BaO. For the MgO/BaO system
(“high” −31% misfit), the misfit is so high that no regions of coherence between the
MgO nanoparticle and BaO substrate could be identified. This study also proposed
the existence of a critical area for dislocation; the concept of a critical thickness is
well known (62). If confirmed experimentally, this prediction may have important
implications with respect to the field of microelectronic circuits.

In Figure 9.14, the structure of the MgO/BaO(100) system is shown. Close inspec-
tion of the nanoparticle reveals a variety of microstructural features, including:

1. Morphology: The nanoparticle is not a rectangular block; rather, it com-
prises four crystallites interconnecting at various angles. The central region,
colored red, exposes the MgO(100) at the surface and at the interface, i.e.,
MgO(100)/BaO(100). The missoriented crystallites, colored yellow, blue, and
gray, emanating from this central region, appear to exhibit triangular pyramidal
morphologies. The nanoparticle exhibits a high density of surface steps.

2. Grain Boundaries: The four interconnecting crystallites are misaligned, which
gives rise to various grain-boundary structures. Inspection of these structures
in Figure 9.14a reveals that they are complex (general) and therefore difficult
to assign to a particular coincidence site lattice (CSL) description. Moreover,
bending of the lattice planes compounds this difficulty.

3. Epitaxial Configurations: The crystallites expose the MgO(100) and
MgO(111) surfaces at the interface (we note that rocksalt {111} surfaces are
dipolar). No epitaxial configuration could be identified. This is attributed to the
high misfit associated with this system.

4. Point Defects: The interfacial region (Figure 9.14b), is highly defective
and includes voids, vacancies, and cation intermixing across the MgO/BaO
boundary.

5. Decorations: Inspection of Figure 9.14a reveals that the surface of the MgO
nanoparticle is decorated with many Ba ions that have migrated from the BaO
substrate.

6. Dislocations: Dislocations were observed to have evolved within the MgO
nanoparticle; the core structure of a mixed screw-edge dislocation is shown in
Figure 9.14c.

This study provides an illustration that supporting a oxide nanoparticle, on an
oxide substrate, can influence profoundly the structure and microstructure of the
nanoparticle and is likely to modify its properties.
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Figure 9.14. (a) Perspective view, with sphere model representations, of the atom positions
comprising a 25,000-atom MgO nanoparticle supported on a BaO(001) substrate. The various
misoriented crystallites are colored. (b) Interfacial region illustrating the considerable defective
nature of the interfacial region. (c) Mixed screw-edge dislocation that was identified to have
evolved within the MgO nanoparticle. See color insert.

9.6. ENCAPSULATED NANOPARTICLES

An important area within nanoscience is the embedding of nanoparticles within a host
lattice. For example, various materials have been encapsulated within microporous
materials such as zeolites (63). More recently, materials have been encapsulated
within single and multiwall carbon nanotubes (64), leading to the fabrication of
one-dimensional materials. The intense scientific interest in these systems is hardly
surprising because with an appropriate choice of encapsulating lattice, one can
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potentially exact control over the structure and properties of the encapsulated material.
This has inspired many researchers to explore materials that might act as the host
lattice and materials that might prove suitable to be encapsulated. By mixing and
matching, an almost limitless number of possible systems can be envisaged. One can
also envisage encapsulation of a nanoparticle within a fully dense host lattice. Indeed,
Jeng and Shen have explored the structure of NiO nanoparticles encapsulated within
CaO by sintering and annealing NiO and CaO powders (65).Atomistic simulation can
also be used to predict the structure and morphology of encapsulated nanoparticles.
One such study by Sayle and Parker explored the influence of introducing an oxide
nanoparticle into the near-surface region of an oxide host (66). In particular, models
for oxide encapsulated oxide nanoparticles were generated by constructing a block of
a rocksalt-structured oxide. The surface region of this block, comprising about 25,000
atoms, was then amorphized and, a spherical nanoparticle, about 700 atoms in size,
was introduced. The whole system was then recrystallized and the system analyzed
structurally. The procedure is illustrated, for CaO encapsulation within an MgO host,
in Figure 9.15.

The introduction of the amorphous CaO nanoparticle into the amorphous MgO
substrate is shown in Figure 9.15a. Figure 9.15b shows the system after recrystal-
lization. In this figure, the CaO nanoparticle has been extracted out of the host lattice
to show more clearly the morphology of the nanoparticle and the void, within the MgO
host, it occupies. Figure 9.15c shows the system with a segment of the simulation
cell cutaway. This enables one to see more clearly the nanoparticle within the host
lattice. In Figure 9.15d, a slice cut through the system is shown to reveal that the CaO
nanoparticle rotates slightly with respect to the MgO host. The driving force for this
to occur was attributed to reducing the lattice misfit associated with the configuration,
while maximizing favorable cation–anion interactions across the (curved) interfacial
region. Careful analysis, using graphical techniques, reveals that the CaO nanoparticle
exposes {100}, {110}, and {111} facets to the MgO host at the interfacial regions. In
addition, this procedure was performed for (BaO and CaO) nanoparticles encapsulated
in MgO and (SrO and MgO) nanoparticles encapsulated in BaO.The structure of MgO,
BaO, CaO, and SrO nanoparticles, which have been extracted out of their respective
host lattices to reveal more clearly the morphology they accommodate, are shown in
Figure 9.16a–d, respectively.

The study raised several issues pertaining to the encapsulation of nanoparticles.
In particular, the nanoparticles were identified to be highly strained. For example,
the SrO nanoparticle, encapsulated within BaO, revealed that the SrO maintained full
alignment of counter-ions across the interfacial regions. The lattice misfit associated
with the SrO/BaO system is about −7%, and therefore, the SrO is tensioned to
maintain this aligned configuration. It was proposed that the energetically favorable
cation–anion interactions across the interfacial region outweighed the energetically
deleterious effect of tensioning the lattice. Clearly, if the size of the nanoparticle was
increased, then the energy required to tension the lattice, which operates effectively in
three-dimensions, would increase faster than the increase in the favorable interfacial
interactions, which is a surface phenomenon and inherently 2D. This suggests that
there is a “critical” size associated with encapsulated nanoparticles, above which misfit
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Figure 9.15. Representation of the atom position illustrating the encapsulation of a CaO
nanoparticle within an MgO host lattice. (a) Amorphous starting structure showing the CaO
nanoparticle being introduced into the MgO host. (b) Final recrystallized structure showing the
structure of the CaO nanoparticle and the void in the MgO that it occupies (the CaO nanopar-
ticle has been physically extracted to reveal the structure). (c) Perspective view with part of
the simulation cell cut-away to reveal the CaO nanoparticle encapsulated by its MgO host. (d)
Slice cut through the simulation cell to reveal more clearly how the CaO nanoparticle lies with
respect to the host. Calcium is colored light gray, magnesium is medium gray, and oxygen is
dark gray. Surface rendering has also been used to aid interpretation of the structures. Light
gray rendering is the MgO host and light/dark rendering, the CaO nanoparticle. See color
insert.
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Figure 9.16. Representations of the atom positions of oxide nanoparticles (shown) encapsu-
lated within an oxide host lattice (not shown). (a) MgO nanoparticle (in BaO host), (b) BaO
nanoparticle (in MgO host), (c) CaO nanoparticle (in MgO host), and (d) SrO nanoparticle (in
BaO host). (a), (b), and (d) are shown with surface rendering and (c) using a sphere model
representation of the atom positions.

dislocations evolve. Indeed, dislocations/commensurate structures were observed for
the other three systems, which are all associated with a higher lattice misfit. The critical
size was predicted to depend on a combination of both the nanoparticle and the host
within which it is encapsulated.

In summary, the encapsulated nanoparticles exhibited a range of morphologies,
expose a variety of facets at the nanoparticle/host lattice interface, and are observed
to rotate within the cavity in which they occupy. The structure and nature of the
nanoparticles reflect the lattice misfit between the nanoparticle and the host lattice.
Further details can be found in Ref. 66.

9.7. CONCLUSIONS

In this chapter, we have explored primarily how models of oxide nanomaterials,
with full atomistic detail, can be generated using computer simulation. These
include isolated nanoparticles, ultra-thin films supported on a substrate, supported
nanoparticles and encapsulated nanoparticles. Once a model is available, a wealth
of electronic, chemical, and mechanical properties can then be calculated and the
results used predictively to aid experiment: Properties amenable to calculation
include, for example, diffusion coefficients, ionic conductivity (41), catalytic activity
(included in this chapter), elastic constants, and bulk and shear moduli, Youngs mod-
uli, piezoelectric constants, phonons, dielectric constants, and surface energies (15).
A well-established and popular computer code for calculating a variety of properties
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using such atomistic models is the General Utility Lattice Program (GULP), which
is freely available from Ref. 6.

The atomistic models derived are also useful as starting structures for quantum-
mechanical (QM) simulations. This is because it is less expensive computationally to
generate models using atomistic simulation compared with QM.

It is tempting to think, especially when viewing the animations of MnO2 crystal-
lizing (Figure 9.3), and the resulting nanoparticle structures, that one is observing
“real” crystallization at the atomistic level. However, one must exercise caution in that
the simulation is bound by (artificial) simulation constraints implicit in the methodo-
logy, not the least by the potential models describing the interactions between the ions.
Conversely, it is very surprising that such highly complex microstructural features,
observed experimentally, such as the dislocations, grain boundaries, morphologies,
surface structures, and isolated and associated point defects, have simply evolved in a
purely artificial way within the simulations described above. Accordingly, we suggest
that the simulated A&R we have discussed in this chapter must, at least in part, reflect
crystallization that occurs in nature, and that the models generated using this approach
are realistic.

If used with a degree of caution, models generated using atomistic simulation can
help experiment unravel the rich structural complexity of nanomaterials and aid in
the fabrication of nanomaterials with improved, tunable, or indeed new properties.
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PART IV

PHYSICOCHEMICAL PROPERTIES OF
OXIDE NANOMATERIALS

The focus of Chapters 5–9 was on the study and characterization of the structural
and electronic properties of oxide nanomaterials using experimental and theoretical
methods. The special structural and electronic properties of oxide nanostructures
affect, or determine, in many cases the physical and chemical properties of these
systems. In Chapter 1, quantum theory was used to analyze some of the links that
exist among the structural, electronic, and chemical properties of oxide nanomaterials.
A decrease in the average size of an oxide particle leads to quantum confinement that
may induce new electronic states and change the magnitude of the band gap with a
strong influence in the chemical reactivity. In this part of the book, the focus is on the
physico-chemical properties of oxide nanomaterials. Many molecules interact with
oxide surfaces through acid–base reactions (Chapter 10). An oxide nanoparticle can
expose one or more types of basic anion (formally O2−) sites and acidic metal cation
(Mn+) sites.A Lewis acid–base bond arises from the asymmetric sharing of an electron
pair between a donor molecule (the base) and an acceptor (the acid): B: +A → B:A.
The relative “strength” of the acid and base sites in a nanomaterial depends on the local
surface structure, the nature of the metal counter-ion, and the type of the adsorbate–
adsorbate interactions (Chapter 10). The use of probe molecules to extract information
about the chemical properties of oxide nanostructures is a well-established and widely
practiced approach and involves the combination of simple adsorbates (CO, NO,
NO2, SO2, C2H2, C2H4, etc.) and spectroscopic techniques (FTIR, Raman, EPR,
NMR, X-Ray absorption spectroscopy, photoemission, etc.), which are sensitive to
the detection of the molecule in its adsorbed form (Chapter 11). A series of systematic
studies has investigated the adsorption of molecules on oxide nanostructures from
gas- and liquid-phase environments (Chapters 11 and 12). The enhanced chemical
reactivity of oxide nanomaterials can have a strong impact on environmental catalysis
and environmental remediation (Chapter 12). In many physico-chemical processes,
the transport properties and oxygen-handling capabilities of an oxide nanostructure
are an important issue (Chapter 13). Thus, the chemical reactivity may depend on the
existence of surface and lattice defects. The effects of the nanoscale in oxides with
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ionic and mixed ionic/electronic conductivity have given rise to the fledgling science
of “nanoionics,” encompassing applications from fuel cells and lithium-ion batteries
to sensors and catalysts. Chapter 13 presents recent experimental and theoretical
findings for the transport and oxygen-handling properties of nanoscaled oxides.
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Theoretical Aspects of Oxide Particle
Stability and Chemical Reactivity
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10.1. INTRODUCTION

Molecular-level simulation is increasingly a key complement to experiment in
the exploration of metal-oxide nanoparticle structure, composition, and reactivity.
Unlike classic, purely ionic models of oxide bonding, “first-principles” methods treat
the quantum-mechanical interactions within and between atoms explicitly, allowing
the structure and reactivity of particles and their surfaces to be simulated without
recourse to empirical parameterization and at a resolution that is often difficult
to access experimentally. Density functional theory (DFT) (1,2) in particular has
emerged as the leading tool for these studies because of its balance of theoretical
rigor and computational tractability. When properly applied, DFT simulation pro-
vides reliable qualitative and often quantitative descriptions of molecular and surface
reactivity as well as of bulk material properties. Several other chapters in this book
address the various theoretical details of first-principles simulation applied to oxides.
In this chapter, we focus on the use of these tools to describe and explain chemical
reactivity at oxide surfaces, from simple gas adsorption to redox reactivity to the
phase stability of oxide nanophases. Excellent complementary references include the
books by Henrich and Cox (3) and by Noguera (4).
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10.2. ADSORPTION ON BASE METAL OXIDES

The simplest class of oxide reactivity is surface gas adsorption, typically of Lewis
acidic or basic adsorbates. A Lewis acid–base bond arises from the asymmetric
sharing of an electron pair between a donor molecule (the base) and an acceptor
(the acid):

B: + A −→ B:A

A metal-oxide surface can expose one or more types of basic oxide anion (formally
O2−) and acidic metal cation (Mn+) sites. The relative “strength” of these acid and base
sites depends on the local surface structure, the nature of the metal counter-ion, and
the nature of the adsorbate. We take as one an example the adsorption of Lewis acids
on the oxide MgO, which has been extensively studied both experimentally (5–11)
and theoretically (7,12–16). Simple cubic MgO preferentially cleaves along the (100)
surface, exposing both Lewis acid Mg2+ and base O2− sites. Figure 10.1 shows a
typical periodic boundary condition model (or “supercell” model) (17) of an oxide
surface: Here a three-layer-thick slab of ions is included within a simulation cell that
is periodically replicated in three dimensions. This representation allows size effects
to be probed in one dimension (by varying the slab thickness), whereas the other
two dimensions are periodic and unbounded. In this particular example, the surface
bonding is highly localized and not sensitive to slab thicknesses greater than two
layers. Within this periodic description, the electronic wave functions are conveniently
described in terms of plane waves; this combined with a “pseudopotential” description

Figure 10.1. (Left) Periodic supercell model of the MgO(001) surface. (Right) Detail views of
the adsorbate DFT-calculated structures of SO2 adsorbed on MgO in both a Lewis base (left)
and acid (right) conformation (15). See color insert.
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of the chemically inert core electrons produces a highly efficient computational model
within which the adsorption of gas molecules can be probed.

Plane-wave, pseudopotential DFT calculations performed within the PW91 gen-
eralized gradient approximation (GGA) show that the Lewis acids CO2, SO2, and
SO3 all preferentially bond at MgO basic sites to form surface species that can be
qualitatively described as carbonates (CO2−

3 ), sulfites (SO2−
3 ), and sulfates (SO2−

4 )
(15,16). As shown in Figure 10.1, the adsorbate structures all adopt the geometries
expected for these ions in the bulk (e.g., approximately trigonal planar for carbonate,
approximately tetrahedral for sulfate). The relative strength of adsorption increases
with the Lewis acidity of the adsorbates and down the Periodic Table with increasing
basicity of the metal oxides (13,16), as shown in Figure 10.2.

Several factors can influence the details of this acid–base interaction. For instance,
step defects expose ions with reduced coordination number that have enhanced
basicity. DFT calculations show that SO2 adsorption at MgO step edges is increased
by approximately 20 kcal mol−1 over that at (100) terraces (15). The qualitative acid–
base nature of adsorption is unchanged, but the stronger interaction causes more
pronounced distortions of the adsorbate molecule. One convenient way to probe these
distortions computationally and to make a direct connection with the experiment is
through comparison of calculated and observed spectroscopic properties, in particular,
vibrational spectra. Distortions of adsorbates are reflected in shifts in characteristic
vibrational modes; in this example, adsorbate bonding at the surface diminishes the
internal S–O bonds and causes a red shift in their vibrational modes. The calculated
vibrational spectra of terrace- and step-bound SO2 provides a satisfactory description
of the observed vibrational spectrum of SO2-exposed MgO (15).

Figure 10.2. PW91 DFT-calculated adsorption energies of Lewis acids on the (001) surfaces
of the alkaline-earth oxides. Reproduced with permission from Ref. 16.
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Surface reactivity can also depend sensitively on the presence and concentration of
other species on that surface. One can imagine a surface to present an array of reactive
sites to a gas, with each site either vacant or occupied by an adsorbate. In the simplest
realization, the occupation of one site has no influence on the occupation of another,
and thus, the adsorption energy is the same for the first molecule to react with the
surface as it is for the last. This is essentially the Langmuir adsorption model, which
describes the physisorption and chemisorption of many gases on surfaces well (18).
Often adsorbates will interfere with one another to some extent either sterically or
electronically, causing the adsorption energy to decrease only slightly as the surface
coverage increases. Such appears to be the case for CO2 and SOx adsorption on MgO,
where the computed properties of isolated adsorbates agree well with the observed
properties of adsorbates at higher coverage. Of course, at very high exposures, oxide
surfaces evolve toward the corresponding metal salt structures, which have their own
unique reactivity patterns.

The nitrogen oxides NO, NO2, and NO3 provide one interesting counterexample
of this relatively simple Lewis acid–base model with weak coverage dependence
(14,16,19–24). These “NOx” molecules exhibit strong “cooperative” interactions
between neighbors that dramatically enhance their adsorption strength (16,23–26).
This cooperative bonding arises from spontaneous electron transfer between adsor-
bates and can only be captured in quantum-mechanical models of surface reactivity.
As with SO2, DFT calculations identify two binding modes for a single NO2 on
MgO(001), one in which NO2 acts as a donor (base) toward Lewis acid surface sites:

Basic NO2: (10.1)

and another in which NO2 acts as an acceptor (acid) toward Lewis base surface sites:

Acidic NO2: (10.2)

The left and right sides of Figure 10.3 show the lowest-energy configurations obtained
from DFT simulations for these two adsorption modes (16,23). The Mg2+ ions are
weak Lewis acids, and both isolated SO2 and the isostructural NO2 only weakly
physisorb to these sites. Unlike SO2, however, NO2 binds no more strongly to the
basic O2− sites of MgO(001). Neither the acidic nor basic configurations are consistent
with the experimentally observed formation of chemisorbed nitrite (NO−

2 ) and nitrate
(NO−

3 ) upon exposure of single-crystal MgO to NO2 (19,20).
Qualitative molecular orbital/electron counting arguments can be used to

rationalize the weak binding of an individual NO2 on MgO(001) (23,25). MgO is an
ionic and insulating main group oxide with a substantial band (or HOMO–LUMO)
gap. NO2 is odd electron and thus a much better one-electron donor and acceptor than
it is a Lewis acid or base, as reflected by its large electron affinity (52 kcal mol−1) and
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Figure 10.3. PW91 DFT-calculated adsorption geometries and qualitative molecular orbital
diagrams for isolated and adsorption of NO2 on MgO(001). Formation of the cooperative
pair from isolated adsorbates is calculated to be exothermic by 16 kcal mol−1 (16, 23). See
color insert.

moderate ionization potential (221 kcal mol−1). As shown on the left and right sides
of Figure 10.3, NO2 bound in either the basic or acidic configuration is deficient or in
excess one electron, respectively, which in electronic terms produces either a partially
filled highest occupied molecular orbital (HOMO) or lowest unoccupied molecular
orbital (LUMO) level (25). These unsatisfied valences are energetically costly, and
as a result, NO2 is weakly bound in either configuration.

As indicated in the center of Figure 10.3, the excess electron and hole can poten-
tially be satisfied by bring the two NO2 into proximity on the surface, allowing electron
transfer to occur between the two rather than just with the surface:

“Cooperative” NO2: (10.3)

Supercell DFT calculations confirm this hypothesis. The center of Figure 10.3 shows
the substantial geometric relaxations that accompany NO2 surface pairing: The basic
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NO2 relaxes toward the surface as a nitrite (NO−
2 ), and the acidic NO2 flattens and

closely approaches a surface O to form a nitrate (NO−
3 , where one of the O comes

from the MgO surface). Analysis of the distribution of electron charge around the
adsorbates is consistent with a one-electron transfer between the two NO2. The total
bonding energy of a pair of NO2 to the MgO surface is calculated to be twice that of
the two NO2 in isolation. Both energetically and structurally, then, the paired NO2
is consistent with the experimentally observed chemisorption on NO2 on MgO as
a mixed nitrite and nitrate (19,20). NO2 chemisorption on MgO(001) can thus be
described as arising from an unusual “self-cooperative” interaction.

This cooperative interaction is present not only in these extended surface models,
but also in fact, the same phenomenon is predicted to persist in MgO clusters contain-
ing 50 atoms or fewer (25,26). These small clusters provide an attractive alternative
to supercell models not only for exploring the consequences of finite particle size, but
also for the flexibility they offer in treating the electronic structure of the material.
For instance, unlike supercell models, DFT-based cluster models can treat neutral
and charged adsorbate states with equal ease. This flexibility is particularly useful for
analyzing cooperative bonding. The DFT cluster results in Figure 10.4 show that the
NO+

2 cation combines much more readily with a base site on MgO than does the NO2
neutral; similarly, the NO−

2 anion is a better base and associates more strongly with
acidic MgO sites than does the neutral (adsorption energies of the ions are increased
by 95 and 23 kcal mol−1, respectively, over neutral NO2) (25). These charged states
are unlikely to persist in isolation, but they can be paired up to form a net neutral
aggregate equivalent to a cooperative pair. A thermodynamic cycle can be used to
relate the energies of the neutral, charged, and paired adsorbates (24); the results
show that the ease with which an electron is transferred between two NO2, combined
with the considerable increase in adsorption energy of the ions over the neutrals,
accounts for the cooperative chemisorption effect on MgO.

Similar cooperative effects are observed in models of the heavier members of the
alkaline-earth oxide family, although the relative contribution of the effect diminishes
with increasing oxide basicity (16,27,28). Numerous experimental studies provide

Figure 10.4. PW91 DFT-calculated geometries of (left) NO+
2 and (right) NO−

2 adsorbed on
(MgO)n clusters (25).
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qualitative support for the cooperative model beyond MgO, including the observation
of mixtures of NOx surface species on BaO thin films (29) and mixed BaO/MgO
powders (30). In fact, complicated NOx surface species were noted in very early
work on CaO powder as an NO adsorbant (31). Outside the alkaline-earth family,
NO2 has been found to form mixtures of nitrite and nitrate species on Al2O3, TiO2,
and Fe2O3 powders (32). Perhaps most compelling, experimentally derived kinetic
models of NOx uptake on supported baria (33) bear the clear signature of a cooperative
adsorption effect that agrees nearly quantitatively with that predicted (16).

Thus, even the relatively simple alkaline-earth oxides can produce complicated
adsorption behavior. Cooperative adsorption is not expected to be restricted solely
to NOx; the thermodynamic cycle analysis suggests that any combination of readily
reducible and readily oxidizable adsorbates may exhibit the same effect (Figure 10.5).
The nitrogen oxides have very low ionization potentials and high electron affinities
that make them particularly suitable candidates for cooperative adsorption. How-
ever, many other odd-electron molecules, in particular, the halogen oxides (XOx) and
hydrogen oxides (HOx), share these characteristics and likely participate in some
form of cooperative chemisorption on oxides.

As one additional example of these concepts and models, a similar approach has
been used to determine the chemistry and structural effects of water on the low-energy,
hexagonal (0001) α-alumina surface (34,35). Figure 10.6 shows a top-view of this
surface, which like the MgO(001) surface, exposes both basic and acidic centers.
Water molecularly adsorbs at the acidic Al3+ sites. This molecular water is only
metastable, however, and is calculated to dissociate with negligible activation barrier
via at least two pathways to produce surface hydroxyls of two types:

(10.4)

Like the NO2 pairs discussed above, the stability of this dissociated state can be
considered to arise from a cooperative interaction between H and OH to make

Figure 10.5. Experimental (left) ionization potentials and (right) electron affinities of selected
odd-electron small molecules. Low ionization potentials and high electron affinities favor
cooperative chemisorption.
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Figure 10.6. DFT models of the (left) pristine (0001) α-Al2O3 surface, molecularly and disso-
ciatively adsorbed H2O at low coverage (center), and the (right) disordered, fully hydroxylated
surface (34,35). Reprinted with permission from Ref. 35.

H+/OH− pairs. One way to explore the coverage dependence of this chemistry is
through a direct dynamical simulation of a monolayer of water. The Car–Parrinello
molecular dynamics (36) (CPMD) approach is an efficient scheme for studying the
dynamics of a system using DFT. CPMD simulations of a water monolayer confirm
the ready dissociation of water and reveal additional cooperative water interactions
that further enhance the rate of water dissociation (34,35).

These alumina results are consistent with the experimentally observed coverage-
dependent adsorption energy of water on alumina (37–39). Furthermore, they lead to
the conclusion that the most stable α-alumina surface in the presence of water is in
fact fully hydroxylated, with the surface Al ions replaced with three surface H that
are both disordered and dynamic (Figure 10.6). Synchrotron experiments (40) and
subsequent calculations (41–44) confirm this picture of the water-modified alumina
surface. Recent calculations on θ-, (45) κ-, and γ-aluminas (46,47) demonstrate that
the high surface areas of these phases result directly from surface OH groups similar to
those on the α-phase. Thus, the binding of metal and especially metal-oxide particles
to alumina surfaces are most likely mediated by hydroxyls, and the hydroxylated
α-alumina surface is a good model for these interactions.

As with MgO, the interaction of H2O with finite-sized Al2O3 clusters has also
been explored, including the influence of edge effects (35). Undercoordinated edge
ions again are found to be associated with enhanced reactivity for water adsorption
and dissociation, and this behavior is expected to persist to nanoscale particles.

10.3. OXIDATION–REDUCTION REACTIONS AT TRANSITION

METAL-OXIDE SURFACES

Unlike the base metal oxides, the transition metal oxides often exhibit a variety of
phases associated with different metal oxidation states, and because of the accessibility
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of these oxidation states, their surface reactivity is not limited to the adsorption reac-
tions described above. A particularly exciting area of research today concerns the
catalytic activity of these transition metal oxides, particularly of the noble to near-
noble metals that form oxides more reluctantly than do base metals. A good example
is oxidations catalyzed by Ru; the Ru metal shows low activity for CO oxidation
under the conditions of a typical low-pressure surface science experiment, but when
exposed to more realistic oxygen pressures, the Ru surface becomes both oxidized
and activated for oxidation chemistry (48–54). Similarly, the activity of Ag catalysts
for ethylene epoxidation has been attributed to formation of a surface-oxide phase
(55), and surface oxides have been implicated in enhanced activity of Pt toward CO
oxidation (56). Thus, many metals are found to form surface oxides in situ under
conditions of catalytic importance.

Just as Pt is the prototypical model for catalytic oxidation on metals, RuO2
has emerged as a preferred model for these “environmental” oxides: It is a sta-
ble oxide phase over a wide range of temperature and O2 partial pressures, and it
has a well-characterized (110) cleavage plane that is convenient for both surface
science experiments and molecular simulations (49–52,57–61). As an example of
the redox reactivity possible on transition metal-oxide surfaces, we briefly consider
here the interaction of an oxygen atmosphere with RuO2(110). The inset to Fig-
ure 10.7 shows a supercell model of the stoichiometric (110) surface of rutile-like
RuO2, which exposes both under-coordinated Ru cations as well as two types of
O anions. Formal electron counting indicates that the exposed Ru ions are reduced
relative to the bulk, whereas the Ru ions lying between bridging O are oxidized.
This unequal charge distribution suggests that the (110) surface might be suscep-
tible both to oxidation, e.g., by addition of oxygen to the stoichiometric surface,
and to reduction, e.g., by removal of oxygen to create a sub-stoichiometric surface.
DFT calculations can be used to explore the entire range of possible stoichiometries,
and by normalizing these to the surface area, a phase diagram of surface structures
can be constructed. Reuter et al. have discussed these surface phase diagrams in
detail (53,62).

Figure 10.7 shows the results of supercell DFT calculations of the surface energy
of RuO2(110) as a function of the coverage of surface oxygen, calculated using
the plane-wave DFT code VASP with PAW core potentials (63,64). The cusp in
the plot near 1 J m−2 corresponds to the stoichiometric surface termination. Points
to the left correspond to removal of bridging O from the surface, i.e., to surface
reduction. The surface energy is seen to increase linearly with the decrease in occu-
pation of these bridging oxygen sites, corresponding to a vacancy formation energy
of approximately 60 kcal mol−1 with respect to molecular O2. By way of contrast,
an estimate of the MgO(001) vacancy formation energy using comparable methods is
140 kcal mol−1, illustrating the more ready reducibility of the transition metal-oxide
surface. Although surface reduction is endothermic, oxidation beyond stoichiometry
is found to be exothermic. Points further to the right of the cusp correspond to the
addition of extra O atoms at under-coordinated Ru sites. These excess O are bound
by approximately 20 kcal mol−1, again nearly independent of the surface coverage,
and reflect a “super-stoichiometric” surface-oxide state. The existence of these excess



298 THEORETICAL ASPECTS OF OXIDE PARTICLE STABILITY AND CHEMICAL REACTIVITY

Figure 10.7. DFT-calculated coverage-dependent oxygen binding energies on RuO2(110).
Open and filled circles indicate unoccupied and occupied O sites, respectively. Two dis-
tinct binding regimes are found, corresponding to occupation of bridging and coordinately
unsaturated Ru sites.

O have been observed experimentally (65) in TPD experiment and have been pro-
posed to compete with bridging O in the catalytic CO oxidation activity of RuO2
(49,50,53,57).

As with water dissociation on α-Al2O3, a key question in this examination of oxy-
gen reactivity at RuO2(001) is the facility of the O2 dissociation process. The surface
energies in Figure 10.7 correspond to dissociated O, but these are likely accessible
only through some O2 dissociation mechanism. DFT calculations combined with
transition state theory can be used to explore the kinetics of these dissociations.
Figure 10.8 shows the results of “nudged elastic band” (NEB) (66) calculations of
O2 dissociation across two coordinatively unsaturated Ru and between one of the
Ru and an O bridge site. These NEB calculations work by stretching a virtual “elas-
tic band” between reactant and product states; minimizing the energy of that elastic
band produces a minimum energy pathway from reactants to products. Although
the absolute magnitude of the derived activation energies calculated within DFT
must be viewed even more cautiously than absolute adsorption energies, the indi-
cations from these calculations (Figure 10.8), consistent with the experiment, are
that O2 dissociation from metastable adsorbed molecular O2 is facile across both
sites studied, with activation energies that scale with the binding energy of the
products.
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Figure 10.8. Nudged elastic band calculations of the reaction paths for dissociation of O2
across (top) two coordinatively unsaturated Ru and between a coordinatively unsaturated Ru
and (bottom) a vacant bridge site.

10.4. THE METAL-TO-METAL-OXIDE TRANSITION AT

THE ATOMIC SCALE

The alumina/H2O and ruthenia/O2 results above illustrate the interplay between
the metal-oxide surface and the surrounding environment that determines surface
structure, composition, and reactivity. Although complicated, to a large extent, these
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interactions can be understood from basic concepts of acid–base and redox chemistry.
An important question is how these phenomena translate down to the smallest oxide
particle sizes, where size effects may qualitatively alter reactivity. As an illustrative
example, we consider here the oxidation behavior of atomic-scale particles of Pt, a
metal that resists oxidation in the bulk, by examining the equilibrium between metal
and oxide:

Ptx + y/2O2 ←−−→ PtxOy (10.5)

as a function of x and y.
The power and versatility of DFT simulation makes it an ideal method for inves-

tigating metal-oxide nanoparticles. The DFT results of this section (67,68), like
most of those above, were obtained using the Vienna Ab-initio Simulation Pack-
age (VASP) (64) with a well-established and robust set of parameters, including the
PW91 exchange-correlation functional (69). A particular challenge in modeling the
thermodynamics of finite clusters is the determination of energy-optimal structures.
DFT calculations work by locating energy minima in the vicinity of some starting
structural guess; although the appropriate structures for bulk oxides are often well
established, those structures are often not applicable to small particles. Even for a par-
ticle containing just a handful of atoms, the range of possible structures to search over
is already quite large, and the situation becomes more complex with each additional
atom.

For the PtxOy clusters, a combination of manual searches over configuration space
combined with DFT-based finite-temperature molecular dynamics (70) (MD) can be
used to generate and screen structures. As an example, we consider the discrete Pt
monoxide (PtxOx) and dioxide (PtxO2x) homologs to the most stable bulk Pt oxide
phases. The formation energies of the x = 1–5 and x = 10 structures are plotted in
Figure 10.9 against the number of Pt atoms. The size dependency of the formation
energy is systematic and dramatic. Smaller Pt oxide clusters have substantially greater
formation energies than the larger Pt oxide clusters or the respective bulk oxides,
indicating that smaller Pt clusters have greater affinity for oxygen than larger clusters
or bulk Pt metal. In fact, the oxidation of a Pt atom or Pt dimer is over 1 eV/Pt more
exothermic than the formation of either bulk PtO or bulk PtO2.As the size of the cluster
(x) increases, oxidation generally becomes less exothermic, although the variations
are not always monotonic: Whereas the PtxO2x formation energy rises steadily toward
that of bulk PtO2, that of the PtxOx series reaches a minimum around x = 4 before
rising toward bulk PtO. This is an example of a quantum size effect, indicating in this
case that monoxides in the size range (Pt4O4–Pt6O6) are more resistant to conversion
to the dioxides than either smaller or larger clusters.

Oxidation substantially alters the molecular and electronic structures of the Pt
clusters, and the effect is markedly size-dependent. The close-packed structures of
the pure Ptx clusters give way to open or one- or two-dimensional shapes. The smallest
PtxOx clusters are predicted to prefer closed triangle, quadrangle, pentagon, and so on,
structures, with each Pt atom coordinated to two O atoms (forming O–Pt–O subunits)
and each O atom occupying a Pt–Pt bridge position. The PtxO2x series, on the other
hand, forms various open, curved chains, in which the middle Pt atoms are each
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Figure 10.9. DFT-calculated formation energies (with respect to Ptx and O2 gas) of PtxOx

(filled circles) and PtxO2x (open circles) clusters. Black and gray dashed lines indicate the for-
mation energies of bulk PtO (−0.54 eV) and β-PtO2 (−1.58 eV), respectively. In the structural
representations, small and large spheres represent O and Pt atoms, respectively. The pure Pt
clusters are included for comparison. Reproduced with permission from Ref. 67.

coordinated to four O atoms (forming flat Pt–4O subunits) and each terminal Pt atom
coordinated to three. As the length grows, the chain structure eventually becomes
flexible enough to form a closed loop so that the terminal Pt atoms are also fully
coordinated. The Pt–Pt distances in these small Pt monoxide and dioxide clusters are
shorter than or comparable with the GGA-PW91 calculated Pt–Pt bond length in the
bulk Pt metal, 2.83Å (the experimental value is 2.77Å). As the cluster size increases,
particularly in the PtxO2x series, the Pt–Pt distance begins to approach the bulk Pt
oxides over 3Å. Of particular note is that clusters prepared from fragments extracted
from the bulk oxide lattice are substantially less stable than these open structures.

The electronic structures of small Pt oxide clusters are also very different from large
oxide clusters or bulk oxides of the same stoichiometry, as indicated by a decompo-
sition of the electron charge into individual atomic contributions (71,72). The results
for the two series of small Pt oxide clusters are listed in Tables 10.1 and 10.2. In the
PtxOx series, the amount of charge lost by each Pt atom is always balanced by the
charge gained by each O atom. However, the extent of electron transfer from Pt to O
in molecular PtO is only about half of that in bulk PtO. The extent of electron transfer
in molecular PtO2 is also appreciably less than that in bulk PtO2. Here the positive
charge on each Pt atom in a PtxO2x cluster is twice the amount of negative charge on
each O atom. If the extent of charge transfer between the Pt and the O atoms in the
bulk oxides is taken to be the ionic limit, then the Pt–O bond in molecular PtO and
PtO2 and the other small Pt oxide clusters is appropriately described as possessing
significant covalent characters. The level of ionicity depends on cluster size: As the
cluster size increases, it converges toward the bulk level.
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TABLE 10.1. Net Spin and Bader Atomic Charges of the

PtxOx Clusters.

Cluster Spin Atom Charge (e)

PtO 2 Pt +0.48

O −0.48
Pt2O2 0 Pt +0.99, +0.36

O −0.70, −0.65
Pt3O3 2 Pt +0.77

O −0.77
Pt4O4 0 Pt +0.77

O −0.77
Pt5O5 2 Pt +0.76

O −0.76
Pt10O10 0 Pt +0.76

O −0.76
bulk PtO 0 Pt +0.96

O −0.96

Although only two stoichiometries are considered in Figure 10.9, a transition metal
particle of a given size x in a given environment could in principle adopt any stoi-
chiometry y consistent with the equilibrium (5). The thermodynamics of equation
(5) for any value of x and y can in principle be determined directly from DFT total
energy calculations of the minimum energy reactants and products. As an exam-
ple, Figure 10.10 shows the calculated minimum energy structures along the Pt2Oy

TABLE 10.2. Net Spin and Average Bader Atomic

Charges of the PtxO2x Clusters.

Cluster Spin Atom Charge (e)

PtO2 0 Pt +1.27

O −0.63
Pt2O4 0 Pt +1.30

O −0.65
Pt3O6 0 Pt +1.29

O −0.65
Pt4O8 2 Pt +1.33

O −0.67
Pt5O10 0 Pt +1.39

O −0.69
Pt10O20 0 Pt +1.41

O −0.71
bulk PtO2 0 Pt +1.70

O −0.85
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Figure 10.10. DFT-calculated minimum energy structures and 0 K formation energies of the
Pt2 oxide clusters, including dissociated O2 (filled circles) and partially associated O2 (open
circles) (68) .

series, y = 0–7, derived as above by systematically exploring a variety of structures
in search of the lowest energy configuration (68). As y increases, the O atoms are
observed to alternate between terminal and bridging positions, suggesting a bal-
ance between the preference for fully coordinating the Pt and O and the need to
avoid excessive repulsion between the O atoms. As Pt2 takes on more O atoms,
the Pt–Pt distance increases from 2.3 to 3.1Å, and at the largest values of y, the
O atoms pair up as O2 molecules. The DFT results indicate a very shallow energy
minimum around Pt2O5, which is slightly more oxidized than the Pt2O4 described
above.

To translate these 0 K DFT energies to finite temperature and pressure, further
details about the thermochemical system must be specified. One interesting and rele-
vant limit is to imagine Pt particles to be dispersed and immobile on a two-dimensional
support and in equilibrium with an ideal gaseous reservoir of O2 of temperature T

and pressure pO2 . Based on this description, a thermodynamic potential ωPtxOy can be
defined that is minimized when equilibrium is established between these immobile
PtxOy particles and the O2 reservoir. All necessary temperature-dependent quantities
can ultimately be related to the heat capacity of the particles, which can be calculated
from the DFT-derived structures and vibrational spectrum of the particles using stan-
dard statistical mechanical models (68,73). ωPtxOy is evaluated for each composition
at whatever T and pO2 that is of interest, and the lowest ω indicates the equilibrium
composition.

The results of application of this algorithm to the Pt2Oy series are shown in the form
of a T -pO2 phase diagram in Figure 10.11. The ranges of T (from 200 to 1000 K) and
pO2 (from 10−10 to 10 bar) encompass virtually all conditions of practical interest. A
cursory inspection shows that equilibrium shifts toward lower oxygen content as tem-
perature increases or pressure decreases, in line with basic physical insights. Under
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Figure 10.11. T -pO2 phase diagram for Pt2 clusters immobilized on a support. The O2 pressure
is plotted on a logarithmic scale. See color insert.

ambient conditions (room temperature and ca. 0.2 bar for pO2 ; cf. the orange circle
in Figure 10.11), the stable composition is the dioxide. At higher temperatures and
lower pressures typical, for instance, of catalytic oxidations (cf. the red ellipse in
Figure 10.11), the equilibrium O:Pt ratio decreases to Pt2O3. Only at the very highest
temperatures and lowest pressures does the fully reduced Pt2 become thermody-
namically preferred. A similar tendency toward oxidation is found for Pt3 particles,
although as indicated in Figure 10.9, the energy “gap” between monoxide and diox-
ide phases is decreased and the lower oxide phases become more stable over a wider
range of T and pO2 .

The results are primarily meant to illustrate the nonintuitive compositional behavior
that becomes possible as metal-oxide particles decrease to the nanoscale. The Pt2,
Pt3, or Pt10 particles discussed here are clearly smaller than are typically encoun-
tered in practical applications of nanooxides, and one computational challenge is to
extend the results more fully into the nanoscale. Nonetheless, the results are still
of value in interpreting experiment. For instance, Alexeev et al. recently reported
on an EXAFS analysis of Pt–Pt and Pt–O bonding and coordination in Pt par-
ticles supported on γ-Al2O3 under oxidizing and reducing conditions (74). They
found that the smallest (∼11Å) Pt particles in their experiment are particularly
susceptible to structural modification by the gas environment, including the replace-
ment of Pt–Pt coordination by Pt–O bonds upon oxidation and recovery of Pt–Pt
bonding upon reduction. Although these particles contain on the order of 25 Pt
atoms and thus are much larger than those considered here, the qualitative behav-
ior is consistent with facile oxidation and reduction expected from the smaller
particles.
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10.5. CONCLUSIONS

As we have seen, metal oxides can exhibit a wide range of reactivity patterns, and
first-principles simulation based on density functional theory provides a powerful
tool for exploring and explaining those patterns. Clearly neither all aspects of oxide
reactivity nor all available simulation tools and methods can be covered in the limited
space available here. Rather, we hope to have demonstrated several relevant exam-
ples of how these tools can be productively applied to topical problems in oxide
reactivity: to nonlinear coverage effects and cooperativity at metal-oxide surfaces,
as seen in the adsorption chemistry of NOx; to the thermodynamics and kinetics of
surface reactions and their impact on surface composition, as seen in the surface
hydration of α-alumina; to the variable surface compositions possible at redox active
transition metal-oxide surfaces, as illustrated by the reactions of oxygen with the
ruthenium oxide surface; and finally to the dramatic influence of finite size effects
on the stability of oxide particle phases, as illustrated for atomic-scale platinum
particles. In each case, we have seen how the molecular level details accessible
through simulation—molecular and electronic structures, thermodynamics, kinet-
ics, and spectroscopies—can be used to inform the experiment and to enrich our
understanding of metal-oxide chemistry. As theoretical methods and computational
capabilities continue to advance, simulation will only grow in importance as a tool in
metal-oxide research.
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Adsorption of Probe Molecules on
Nanostructured Oxides
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11.1. GENERAL INTRODUCTION

The use of probe molecules to extract information about a solid surface is a
well-established and widely practiced approach and involves the combination of a
simple, usually gaseous adsorptive and a spectroscopic technique, which is sensi-
tive to the detection of the molecule in its adsorbed form. Electronic and geometric
characteristics of the adsorption site are reflected in particular modifications to the
adsorbed molecule that are then detected by the application of an appropriate spec-
troscopic technique that is sensitive to these modifications, which may take the form
of changes in bond angles, bond distances, polarisability, dipole moment, distribution
of electronic charge and so on. By far the most commonly applied technique used
in conjunction with probe molecules is Fourier transform infrared (FTIR), although
the use of this procedure employing Raman, electron paramagnetic resonance (EPR),
nuclear magnetic resonance (NMR), and X-ray techniques is also commonplace, and
these will all be reviewed in this chapter. As the particular probes employed are, to
a great extent, technique specific, this chapter will look at each of the common tech-
niques and their associated probes in turn. Numerous existing reviews have dealt with
this particular subject matter, and we will draw the reader’s attention to these at rele-
vant points throughout the chapter. However, few, if any, to the best of our knowledge,
focus on the use of this approach to extract fundamental information specific to the
peculiarities of nanostructured oxide materials, and this will be the main objective of
this chapter.
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11.2. CHEMISORPTION, ADSORPTION MECHANISM, AND

SURFACE SITES

Unlike the situation with probe molecule chemisorption on supported metal
surfaces (1), adsorption on oxide surfaces is dominated by the ionic nature of the solid
that leads to the predominance of interactions that are acid/base and donor/acceptor in
nature (2). Adsorption may involve exposed cations that act as Lewis acid centers and
interact with probe molecules such as water or ammonia that act as donors of electrons,
whereas exposed oxide anions may exhibit basic character and accept protons after
heterolytic dissociation of the adsorbate. Oxide anions may result in oxidation of
the adsorbate with a subsequent reduction of the adsorbent. The oxidation/reduction
process may be viewed in terms of change in oxidation state of the adsorbate with
release or capture of electrons or in terms of a transfer of oxygen such as occurs
when the adsorptive is an organic molecule such as an alcohol or an aldehyde (2).
Loss of oxygen ions, which become transferred to an adsorbate as a neutral oxygen
atom, imply a localized decrease in the oxidation state of the cations in the surface.
The ability of an oxide to release oxygen is a function of the degree of coordinative
unsaturation that influences the strength to which the lattice holds an ion. Similarly,
the acidic and basic properties of the oxide are likely to be heavily modified as the
extent of coordinative unsaturation increases. This coordinative unsaturation is a key
feature to small nanocrystallites and thus is likely to play an important part in the
extent to which a probe molecule might distinguish between these types of struc-
tures and the sites on a stoichiometric low-index extended surface. The following
sections outline the sensitivity of various adsorbates to these distinguishing features
of nanostructured oxides, which we will review on a technique basis.

11.3. FTIR

As outlined, this is the most widely employed technique and is probably the procedure
that involves the greatest number of potential probe molecules (3). However, in
addition to the use of probe molecules to extract information indirectly regarding
particular characteristics of nanostructured oxide, the technique may also be used
directly to obtain information pertinent to nanostructure, particularly in the far-IR
region. Spectra of these structures are often dominated by surface mode absorp-
tions, whereas transverse optical modes corresponding to bulk absorptions are often
indiscernible. For example, in a study of NiO of particle size range 3–16 nm, weak
absorption bands in the 60–100-cm−1 region were ascribed to surface-induced trans-
verse acoustic modes (̟TA), which became infrared active due to the breakdown of
translational symmetry in the nanocrystallites (4). The use of basic probe molecules
to determine information regarding surface acid sites on oxide materials is well
established following the pioneering papers involving ammonia (5) and pyridine (6).
Similarly, extensive studies have involved the use of CO (7) and NO (8) and small
organic molecules such as methanol to determine the nature of exposed Lewis acid
and general redox properties of oxide surfaces.
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11.3.1. Carbon Monoxide

Although this molecule has found widespread use in the characterization of supported
metals surfaces when used in conjunction with FTIR (1), it has also been employed for
oxide surfaces as an effective probe to characterize cationic surface sites in terms of
their nature, oxidation state, coordination environment and coordinative unsaturation,
and location at faces, edges, or corners of microcrystallites (7). Although CO contains
a lone pair of electrons in the 5σ orbital of C, it is only a weak electron donor molecule.
The bonding of CO to transition metal-oxide surfaces is significantly enhanced by
back-donation of d electrons and adsorption strength is increased in cases where CO
can act as both a donor and an acceptor of electrons (2). Adsorption will thereby be
favored by low oxidation states in the surface of the adsorbent nanoparticulate oxide.
When applied to oxide surfaces terminated by surface hydroxyl groups, adsorbed CO
undergoes hydrogen bonding from which information may be determined using the IR
frequencies regarding the proton acid strength (7). CO may also be a reactive probe.
Although it is seldom dissociated on metal-oxide surfaces, it often reacts with adsorbed
or lattice oxygen to form CO2 gas or carbonate anions. In this respect, observations
from studies using powdered oxides often differ significantly from those involving
surfaces of defect-limited oxides with long-range ordering such as single crystals.
For example, studies of CO adsorption on single-crystal alumina surfaces by infrared
absorption reflection spectroscopy did not detect evidence for CO dissociation or
chemisorptive reaction (9). On the other hand, the formation of formate, carbonate
and bicarbonate species on powdered aluminas is well documented (10–13). As the
formation of carbonates involves a nucleophilic attack of adsorbed CO molecules
by oxygen anions, the relative basicity of an oxide may be gauged by the detection
of infrared bands due to these species. Strongly basic oxides such as baria readily
form carbonates irrespective of whether the oxide is presented as a single crystal (2)
as a complex oxide containing barium such as YBa2Cu3O7−x (2) or when presented
as nanoparticulates supported on other oxides such as silica or alumina (14,15). For
transition metals forming less basic oxides, the formation and detection of carbonate
by FTIR following CO adsorption offers a route to the study of the evolution of
basicity as a function of oxide nanoparticle size. The interaction between CO and
oxide anions of MgO is described in detail later in this chapter. On other oxides, CO2
rather than carbonate may be formed after adsorption of CO. The desorption energies
of CO2 may then be used to distinguish between release from extended, defect-free
oxide surfaces and surfaces that have a high density of defect sites. For example, on
ZnO (0001), CO2 has a binding energy of 34.4 on the former and 43.6 kJ mol−1 on
the latter (16). These may be more readily distinguished in a TPD where the former
is released at ca. 120 K, where the latter requires an additional 30 K to achieve the
same objective (17).

When CO adsorption is performed at room temperature, uptake can be low and
limited to only the strongest of Lewis acid sites. Under these conditions, the frequency
shift with respect to the equivalent vibrational mode in the gas phase (2143 cm−1)
may often be correlated with the strength of the surface Lewis acid sites (18,19).
Such an analysis allows one to compare acid strengths of exposed cations on, for
example, zirconia/sulphated zirconia and δ-alumina, where the latter were found to
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be greater (20). More importantly, in the context of the current review, it offers the
possibility to relate nanoparticulate oxide size with trends in surface Lewis acidic
properties. Adsorption at low temperatures (e.g., 77 K) reveals a series of bands in
the 2250–2150-cm−1 range, some of which can be attributed to adsorption on sites
that are unique to nanoparticulate oxide materials. For example, adsorption of CO at
77 K on three samples of tetragonal zirconia with average particle sizes of 5, 10, and
15–30 nm (21,22) gave bands at ca. 2155, 2175, and 2190 cm−1, the relative intensities
of which varied according to annealing temperature (and thus particle size). The band
at 2155 cm−1 was assigned to adsorption on bridging OH groups that were thought
to be localized at crystallographically defective sites such as steps, corners, and small
patches of high index crystal planes. These were diminished in abundance as the
crystallite size increased. Bands at 2175 and 2190 cm−1 were assigned to adsorption
on coordinatively unsaturated (cus) surface cationic Zr4+ centers that acted as Lewis
acid sites. The contrasting evolution of the relative abundance of the two species as
a function of firing temperature/particle size led the authors to assign the former
to CO adsorbed on σ-coordinated to cus Zr4+ centers localized in extended patches
of regular, low-index crystal planes constituting the “top” termination of the flat,
scale-like crystallites of t-ZrO2 (21). The 2190-cm−1 band was ascribed to similar
centers but where the sites were located at defective configurations that constituted
the “side” termination of the crystallites. This feature, representing Lewis acid sites of
greater strength, was more abundant on the sample with the smallest (5 nm diameter)
particles (21), and its greater relative strength also allowed detection at ambient (room)
temperature (23).

On some oxides such as MgO (24), CO may interact with both the cationic sites
(Mg2+) as well as the anionic surface sites (O2−). FTIR spectra of CO on MgO
show a degree of complexity that increases significantly in going from the perfect
Mg(100) surface to powdered MgO with increasing surface area. The peculiar sur-
face properties of high-surface-area MgO have been attributed to the presence of
not only (100) terraces, edges and steps but also to inverse step and corner sites
where three-, four-, and five-coordinated Mg cations are found. As the surface area
increases, the relative proportions of three-coordinated/four-coordinated and four-
coordinated/five-coordinated Mg2+ ions increases, and these are responsible for the
presence of different IR bands between 2200 and 2100 cm−1 due to different CO
adducts. The formation of (CnOn+1)

2− species that lead to the high complexity of
CO absorption spectra in the region 1650–1150 cm−1 originate from a common CO2−

2
precursor species formed by attack of CO on three and four coordinated O2− ions
present at defects sites such as kinks and edges and corners (9). The presence of three
and four coordinated Mg cations in nanoparticulate MgO (4–6 nm) leads to a CO
desorption temperature of 190 K compared with 60 K from a (100) single-crystal face
cleaved in vacuum (24). Nanoparticles of MgO or CaO may be prepared by sol-gel
methods that create nanoparticles of the oxides with polyhedral or hexagonal shapes
that produce structures with more defects than the standard cubic structure (25), thus
influencing the interactions the solid is likely to undergo with probes such as CO (26).

Much of the interest regarding interactions between nanostructured oxides and CO
is related to the need for appropriate gas-sensing devices and adequate air pollution
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monitoring in addition to a desire to produce materials that can catalytically convert
CO to CO2 at low temperatures for space shuttle and other applications. In terms of
gas-sensing devices, the adsorption of CO on an activated titania surface resulted in a
decrease in the transmitted IR energy, suggesting an increase in electrical conductiv-
ity (27). This adsorption may result in reduction of exposed titanium cations to Ti3+

centers, although this reducing effect is suppressed in the presence of water (27).
The interaction of CO with cobalt oxides has been studied owing to the high

activity of these oxides for CO oxidation as well as other reactions. Both CoO and
CoO–MgO solid solutions have received attention in terms of the activity of edges,
steps, and extended faces with CO (28–31). As observed for TiO2 (27), adsorption of
CO on Co3O4 is strongly influenced by the presence of moisture (32). An IR band at
2060 cm−1 on the dry sample due to adsorbed CO at Lewis centers was not consis-
tent with expectations for adsorption on five-coordinate Co(II). The low frequency
was attributed to back-donation of electronic density from surface states. This feature
was absent when coadsorbed with water, suggesting a similar adsorption center for
both species. Defect and step sites were thought to stabilize various oxygen species,
including CoO2 (985 cm−1), O–Co–O (974 cm−1), and O–Co–O–Co–O (934, 944,
955 cm−1) (32). The role of isolated and interacting oxygen vacancy defects is signifi-
cant here given that the CoO(100) plane is effectively inert to oxygen adsorption (33).
In the case of CoO–MgO solid solutions (29,30), these oxygen species may be stabi-
lized by surface Mg2+ ions. Given the FTIR evidence for weak adsorption of CO, yet
high CO oxidation activity over Co3O4 (32), it might be argued that the presence of
coordinatively unsaturated Mg2+ ions in a CoO–MgO solid solution would be detri-
mental for the reaction given that considerably greater adsorption strength of three-
and four-coordinated Mg cations compared with those in a (100) crystal surface (24).

11.3.2. Nitric Oxide and Other Oxides of Nitrogen

Nitrogen oxides adsorb in an even more diverse range of binding modes and central
atom oxidation states on oxide surfaces than CO. Adsorption of NO on oxide surfaces
may create the nitrosonium ion, NO+, or dissociate to yield N2O plus O. Nitrite
formation is also possible. NO2 may yield nitrate, which may coordinate to the oxide
surface in a range of structures. N2O is only very weakly adsorbed on oxide surfaces.
An understanding of the diversity of adsorbed NOx species and the interpretation of
their IR spectra may be gained through the reviews of Hadjiivanov (8) and Kung and
Kung (34). The use of NOx as an adsorption probe of nanostructured oxides using
FTIR is of considerable relevance given the use of such oxide materials in catalysts
for NOx reduction (35), N2O decomposition (36), and NOx detection for indoor
sensor applications (37). The nanoparticulate Ga–Al–Zn complex oxide is effective in
the simultaneous removal of N-containing polycyclic aromatic compounds (NPACs)
present in diesel-engine emissions and lean NOx (35). The reduction of nitrates from
solution is known to be effectively catalysed by nanoparticulate Fe/Fe2O3 (38). In the
case of NOx reduction using hydrocarbons, Chen et al. (39) have found that small
Fe2O3 particles, electron-deficient ferric oxide nanoclusters, isolated iron ions, and
oxygen-bridged iron binuclear complexes all coexist in Fe/MFI catalysts. These Fe
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species could be largely distinguished by their FTIR spectra of adsorbed NO. Small
Fe2O3 particles and ferric oxide nanoclusters could not strongly adsorb NO or NO2.
Binuclear oxo-ions were thought to be the active centers for the oxidation of NO to NO
and for the formation of nitro and NO−

3 groups. The observation that small particulates
of Fe2O3 did not strongly chemisorb either NO or NO2 is consistent with conclusions
of earlier IR studies (40,41). Joyner and Stockenhuber (42) used EXAFS to examine
Fe/MFI catalysts prepared by various ion exchange methods and found isolated iron
ions, iron oxo-nanoclusters, and microscopic iron-oxide particles coexisting in their
samples. On the basis of their quantitative extended X-ray absorption fine structure
analysis, they interpreted results in terms of iron oxo nanoclusters of an average
composition of Fe4O4. These clusters have short Fe–Fe distances, and these sites
were proposed as the active sites for the SCR of NO.

11.3.3. Water

Water is potentially a useful probe of oxide surfaces because it has a large dipole
moment and possesses a lone pair of electrons through which it may interact with
exposed metal ions (2). Strong adsorption at steps and defects may involve dissoci-
ation unlike adsorption on defect-free low-index surface planes where adsorption may
be weak (2). The sensitivity of dissociation to defect sites may offer opportunities to
determine characteristics unique to nanoparticulate oxide materials.Water is generally
found to be more strongly adsorbed at Lewis acid sites than CO (32).A study of titania
nanoparticles of dimensions 2.5–5 nm (43) showed that such small particles consisted
of a Ti2O3 overlayer covering a rutile phase core. FTIR of the OH stretching region
showed bands at 3635, 3645, and 3680 cm−1 due to tetrahedral coordinated vacancies
and a band at 3400 cm−1 due to associated hydroxyl groups. The unique features were
two strong absorbances at 3750 and 3840 cm−1, which were attributed to octahedral
vacancies and are absent in investigations of bulk rutile (44). The authors suggest that
these features are indicative of defect attributes that develop as the nanoparticle size
reduces and related these to a surface relief structure in the form of the surface Ti2O3
overlayer. Other studies of the same oxide (21-nm particles) suggest that the interac-
tions with water are sensitive to pretreatment conditions (27). The surface affinity of
titania nanoparticles is important in terms of the latter’s gas sensing properties and
FTIR of hydroxyl groups is often used to follow surface modifications, e.g., following
grafting using hexamethyldisilazane (45). The FTIR studies of the adsorption of water
on alumina nanoparticles revealed the presence of coordinatively unsaturated cations
and anions, which acted as Lewis acid and Lewis base sites, respectively (46). FTIR
studies of nanocrystalline mixed oxides such as Co0.2Zn0.8Fe2O4 (5–65 nm) appear
to show that small particles retain water until higher than expected temperatures (47).

11.3.4. N -Containing Bases

Nitrogen-containing bases such as ammonia and pyridine are widely used to
distinguish between Lewis and Brønsted acidity on oxide and supported oxide surfaces
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(5,6,34). Pyridine is often preferred as an IR probe molecule of finely divided metal-
oxide surfaces, because it is (1) more selective and stable than NH3, (2) more strongly
adsorbed than CO and CH3CN, and (3) relatively more sensitive to Lewis acid site
strength than NO (48). Unlike other bases, its molar absorption coefficients are often
determined, thus allowing quantitative analysis of site densities (49,50). Lewis acid
sites are detected by coordinated molecules, which give rise to IR-absorption(s) due
to the ν8a mode of νCCN vibrations at 1630–1600 cm−1, where the higher the
frequency, the stronger the assumed acidity of the site. Formation of protonated
species are identified by (1) an ν8a-absorption at ca. 1630 cm−1, (2) a ν19b-absorption
at 1550–1530 cm−1, as well as (3) νN+-H and δN+-H absorptions occurring at
ca. 2450 and 1580 cm−1, respectively, indicative of Brønsted acidity (48). Addition-
ally, pyridine may undergo surface reactions at temperature above 298 K that may be
used to determine the characteristics of surface base sites (OH− and O2−) that may
be involved in acid–base pair site formation. In the gas phase, from which pyridine
and ammonia are generally administered, the basicity of pyridine is less than that of
ammonia (13), although this is reversed in the liquid phase where solvation effects
are involved. Another fundamental difference between the two adsorbates lies in the
molecular dimensions, those being 0.127 and 0.313 nm2 for ammonia and pyridine,
respectively (34). Infrared bands at ca. 1450 (δ as NH+

4 ) and ca. 1610 cm−1 (δ as
NH3) are generally used to indicate the detection of Brønsted and Lewis acid sites,
respectively.

The generation of acid sites on mixed metal oxides is described by the model of
Tanabe (51) and involves charge imbalance at M1–O–M2 sites, where M1 and M2
refer to the component metal species. As the electronic properties of nanoparticulate
oxides are expected to differ from their bulk counterparts, this charge imbalance might
also be expected from single-component oxides. The relationship between particle
size and surface acidity for titania was studied by Nishiwaki et al. (52) for particle
sizes, which ranged from ca. 5 to 150 nm. They used a series of pH indicators with
pKa values ranging from 4.0 (1-phenylazo-2-naphthylamine) to −5.6 (Benzalace-
tophenone) that detected both Brønsted and Lewis acid sites. Results suggest that the
acid strength increased with decreasing particle size, suggesting the creation of new,
strong acid sites on the smallest oxide particles (5 nm). The creation of these sites was
attributed to the presence of many oxygen vacancies that generated large numbers
of dangling bonds with energy levels localized in the band-gap region between the
valence and conduction bands. The local charge imbalances discussed above were
related to electrons trapped in these levels. Divergence from the Tanabe model (51)
for mixed oxides in terms of the predicted relative proportions of Brønsted and Lewis
acid sites (50) may find some relevance in such a study.

11.3.5. Other Probes

Another feature of nanoparticulate oxides results from their small size and, conse-
quentially, high surface area. This gives rise to large adsorption capacities, normally
only found for carbons and other ultra-high-surface-area materials. However, Kahleel
et al. (53) attributed the high adsorption capacity of MgO not to a surface area effect
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(SA = ca. 350 m2g−1), but also due to enhanced surface reactivities that are due to
the unusual crystal shapes (polyhedra) with a high ratio of edge and corner surface
sites that are inherently more reactive toward incoming adsorbates. FTIR was used to
study acetaldehyde adsorption on MgO, and results were interpreted in terms of multi-
layer dissociative adsorption, which took place as a result of surface interaction with
the carbonyl bond followed by aldehydic hydrogen dissociation. Samples showed
higher adsorptive capacity than carbon or commercial magnesia. Other organic com-
pounds, including propionaldehyde, trimethylacetaldehyde, benzaldehyde, acetone,
dimethylamine, N-nitrodimethylamine, and methanol, were also investigated in a
similar fashion and found to give similar results (53).

11.4. RAMAN

In terms of application in the area of oxide nanomaterials, Raman spectroscopy is most
widely employed in studies where bulk analysis is performed rather than through its
use with probe molecules and the study of surface-specific characteristics. This is
a consequence of the technique’s high sensitivity to the phonon characteristics with
respect to the crystalline nature of the solid. The phonon confinement model is most
widely used to describe the spectral features, with the phonon momentum being of
the order of 1/d, where d is the particle diameter for nanocrystalline materials. This
leads to shifts to lower frequencies in the transverse optic (TO) vibrational features
as the size of the nanocrystals are decreased. For example, Ge crystallites of between
2.3 and 5 nm embedded in ZnO give a Raman active feature at 300 cm−1 attributed
to a Ge–Ge TO mode, which is red-shifted as the particle size is decreased (54).
Further details are given in a recent review that encompasses this subject (24).
The use of selective nanovolume Raman spectroscopy that allows spectral selec-
tion of nanoparticles would appear to be a promising approach for the study of such
materials (55).

In terms of adsorption studies, titania has been one of the more widely studied
nanoparticulate oxides with reporting of both rutile and anatase as adsorbents
(56–58). Thin layers of anatase particles deposited on gold substrates previously
roughened through electrochemical oxidation and reduction cycles can give rise to
surface-enhanced Raman scattering (SERS) effects. The electromagnetic contribution
to the enhancement extends spatially toward the first layer(s) of theTiO2 nanoparticles,
resulting in enhanced intensity, not only of the bands corresponding to bulk anatase,
but also of those corresponding to vibrations of molecules adsorbed on the semi-
conductor nanoparticles (58). Even though the authors found enhanced intensities of
features due to adsorbed phthalic acid on their anatase nanoparticles of 30 nm diam-
eter, they conclude that further benefits would be obtained by a reduction of particle
size as a consequence of the relationship between the SERS enhancement factor
and the distance from the gold surface (58). The presence of uncoordinated titanium
atoms at the surface of nanocrystalline titania facilitate the binding of adsorbates
such as tert-butylpyridine (57) through the nitrogen atom, although in the presence of
water, acetonitrile, or methanol, competition for such sites made adsorption of glycine
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unfavorable (56). Carboxylic acids in the deprotonated form were thought to bridge
two such uncoordinated Ti atoms (56).

11.5. EPR SPECTROSCOPY

EPR spectroscopy is an extremely high-sensitivity spectroscopic technique for
observing species that are paramagnetic. In the context of oxide nanomaterials,
these include transition metal ions in bulk oxide phases or as dopants substituted
into diamagnetic hosts, bulk and surface defects (trapped electrons, anion vacancies,
interstitial transition metal ions), supported transition metal ions, and adsorbed para-
magnetic molecules or ions. In this section, attention is focused on adsorbed species
that are either paramagnetic or interact with paramagnetic surface sites.

For further background on EPR spectroscopy, the reader is referred to several text-
books and review chapters (59–62).All published studies of species adsorbed on oxide
nanomaterials to date have used conventional field-swept CW–EPR spectroscopy.
Pulsed EPR techniques (63) are, however, now commercially available, and they have
been successfully applied, for example, to study adsorption at transition metal centers
in zeolites (64). The double resonance technique of ENDOR can also be extremely
powerful in probing adsorbate metal ion interactions, but it has been most successful
when applied to well-defined zeolite systems (65). This section will consider further
only the more routinely applicable CW–EPR technique.

In the conventional CW–EPR experiment, the two pieces of spectroscopic infor-
mation derived from observed spectra are the g-tensor and the hyperfine coupling
tensor. As experiments with oxide nanomaterials are inevitably performed on poly-
crystalline powders rather than single crystals, the spectra observed represent the sum
of spectra from individual crystallites, and the resulting powder patterns are never as
well resolved as single-crystal spectra. Reliable extraction of all spectroscopic param-
eters with high accuracy can therefore be difficult, although computer simulation of the
observed spectrum as a check on the reliability of the parameters extracted is usually
helpful. The g-tensor contains information about the extent of coupling between the
electron spin angular momentum and the orbital angular momentum, and hence, it
depends on the nature of the orbital containing the unpaired electron. The hyper-
fine coupling tensor describes interactions between the electron spin and nearby
nuclear spins. The g- and hyperfine tensors together should identify uniquely the
paramagnetic species being observed, and they provide information about its inter-
action with its surroundings. One particular strength of EPR as a surface technique
is its sensitivity: Surface species can be detected down to concentrations of 1014 g−1

or less. The method can also be applied in principle in an in situ manner, at least for
processes occurring at temperatures below about 573 K. However, maximum sensi-
tivity is achieved by recording spectra at as low a temperature as possible, and there
may be reasons why spectra cannot be detected at all above 77 K.

To illustrate how an observed EPR spectrum can be related to the nature of the
species concerned, we consider the superoxide ion O−

2 . This species has been observed
on many different oxide surfaces, and a comprehensive review of the older literature
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Figure 11.1. Energy level diagram and EPR spectrum of the superoxide ion O−
2 .

has been given by Che and Tench (66). In a simple ionic model of O−
2 , the unpaired

electron occupies one of two degenerate π anti-bonding molecular orbitals. When the
O−

2 is adsorbed on a surface, the degeneracy of the π orbitals is lifted, as shown in
Figure 11.1. Along the direction of the orbital containing the unpaired electron (taken
as the x-axis in Figure 11.1) there is to first order no coupling between the electron
and the orbital angular momentum, so that the position of resonance for those radicals
who have their x-axis aligned with the magnetic field is at the free-electron value:

H = hν/geβ or gxx = ge

Along the y- and z-directions however, spin orbit coupling causes the value of g

to increase. In a simple first-order treatment gyy = ge + 2λ/E and gzz = ge + 2λ/�,
where λ is the spin orbit coupling constant and � and E are the energy level separations
shown. Note in particular the sensitivity of the gzz tensor component to the splitting of
the π orbitals. Thus, radicals with their y or z axes aligned along the magnetic field will
give signals at lower magnetic field than the free electron value. In a polycrystalline
sample, all possible orientations of the radical are present, but the principal compo-
nents of the g-tensor gxx , gyy, and gzz can still be determined from the turning points
(maxima, minima, and points of inflection) in the first derivative of the absorption
spectrum.

If the unpaired electron interacts with a nuclear spin I, the EPR spectrum is expected
to show hyperfine splitting into 2I + 1 lines. In the case of powder spectra, there will
in general be a set of 2I + 1 lines associated with each of the three components
of the g-tensor, corresponding to the three principal components of the hyperfine
coupling tensor (strictly speaking, this is true only if the g- and hyperfine tensors have
coincident principal axes, which is a commonly made assumption). In the case of O−

2 ,
the naturally abundant isotope 16O has I = 0, so that no hyperfine splitting is seen. The
radical can, however, be generated with 17O-enriched oxygen; in this case, I = 5/2,
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and the spectrum of adsorbed O−
2 should show 3 sets of 11 lines if both oxygens are

equivalent (n equivalent nuclei of spin I will give 2nI + 1 lines), or 3 sets of 36 lines
(6 lines each split into a further 6) if the oxygens are not equivalent. In practice, the
spectrum will be further complicated by the presence of singly labeled and unlabeled
oxygen species if the level of enrichment is less than 100% (as is always the case).
On the other hand, the 17O hyperfine coupling tensor for O−

2 is highly anisotropic,
with large coupling only along the x-direction, so that only one set of hyperfine
lines for each species is normally resolved, centered on gxx . Figure 11.2 shows a
typical spectrum of O−

2 obtained with 17O enriched oxygen, obtained in this case by
adsorption of oxygen on a silica supported molybdena catalyst (67). This shows the
superposition of three signals from doubly, singly, and unlabeled O−

2 , respectively.
The hyperfine patterns obtained show clearly that in this case, both oxygen atoms in
the O−

2 are magnetically equivalent and interacting equally with the oxide surface.
[On other surfaces, inequivalence is attributed to a partial covalent bonding to the
surface (66)].

The EPR spectra of adsorbed radicals may show additional hyperfine coupling
resulting from interaction of the electron spin with a nuclear spin or spins on surface
ions on which the radical is adsorbed. For example, Figure 11.3 shows the spectrum
of 16O−

2 adsorbed on a 95Mo enriched MoO3–SiO2 catalyst. In this case, the surface

Figure 11.2. EPR spectrum of O−
2 generated with 17O enriched oxygen adsorbed on a

molybdena-silica catalyst. (a) observed; (b) simulated. Reprinted from Ref. 67 with permission
of the Royal Society of Chemistry.
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Figure 11.3. EPR spectrum of O−
2 generated by adsorption of oxygen on a 95Mo enriched

molybdena-silica catalyst. (a) observed; (b) simulated. Reprinted from Ref. 67 with permission
of the Royal Society of Chemistry.

site on which O−
2 is adsorbed is Mo6+. 95Mo has I = 5/2, so each of the three g-tensor

features in the O−
2 spectrum is split into 6 line, confirming the nature of the adsorption

site.
Analysis of the g- and hyperfine tensor components from spectra such as those

shown here not only identifies the particular radical formed, but also provides detailed
information about the electronic structure and the nature of any interaction with
surface sites. Signal intensities, when properly integrated and calibrated, can be used
to monitor the extent of electron transfer or other radical forming processes as a
function of experimental parameters.

11.5.1. Probes Used with Nanocrystalline Magnesium Oxide

EPR spectroscopy has been used by several groups to study surface defects and
adsorbed species on nanocrystalline magnesium oxide. Magnesium oxide has a simple
cubic structure and is highly ionic, allowing in principle an easier understanding of
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its surface structure and reactivity than might be the case for more complex mixed
or partially covalent oxides. Many studies have shown that the reactivity of oxide
surfaces in general is strongly influenced by the presence of extended and point
defects, including low coordination sites, impurity atoms, and oxide ion vacancies.
EPR studies of MgO, coupled with other spectroscopic probes and theoretical calcu-
lations, have allowed a detailed picture of the surface to be established. The reader is
referred to a comprehensive review article by Spoto et al. (68) for a full account of
the past 30 years of research on the surface properties of MgO.

The number of point defects such as low coordination sites and oxide ion vacancies
is expected to increase dramatically as the crystallite size of a metal oxide is reduced.
Evidence for low coordination sites on highly dispersed MgO crystallites comes from
ultraviolet (UV) spectroscopy and photoluminescence measurements (68). EPR spec-
troscopy of adsorbed NO has been used to probe these sites. NO is paramagnetic, so
that weakly physically adsorbed NO is expected to give an EPR spectrum (69–71).
Most adsorbed NO is dimerized, however, and not EPR visible, but low coordina-
tion metal ion sites may interact sufficiently strongly with NO to allow monomeric
physically adsorbed species to be seen. The electrostatic field due to a surface cation
will lift the degeneracy of the pi anti-bonding orbitals of NO in a similar manner to
that described above for the superoxide ion. In the case of NO, it is the high-field
g-tensor component (gzz), which is most sensitive to the electrostatic field, and this
shifts to lower field as the orbital degeneracy is further lifted. Martino et al. resolved
three distinct forms of physisorbed NO on a nanocrystalline MgO (300 m2g−1) at 77
K, which they attribute to three different exposed cation sites with different electro-
static field strengths (71). (All three have similar values of gxx ∼ 1.995, gyy ∼ 1.997,
but gzz varying between 1.89 and 1.96.)

At higher temperatures, a paramagnetic form of chemisorbed NO is seen, iden-
tified as a NO2−

2 radical formed by reaction of NO with low-coordination, highly
reactive O2− surface sites. This species is distinguished from the physisorbed NO
by having g-tensor components greater than the free electron value, and it has been
shown that this is consistent with theoretical calculations for a bent NO2−

2 species
having two nearly equivalent N–O bond lengths (70).

Dissociative adsorption of hydrogen on MgO is known from FTIR studies to
involve heterolytic H–H bond cleavage to form Mg–H and O–H species (71). When
UV light and adsorbed hydrogen are both present, at least four different paramagnetic
species have been described by Sterrer et al. (72): a so-called F+

S (H) species, which is
a trapped electron in close proximity to a surface hydroxyl group, showing 1H hyper-
fine coupling, and three different F +

S species corresponding to electrons trapped on
different sites not coupled to adjacent protons.

The trapped electron species present on pre-irradiated and/or reduced MgO are
highly reactive. For example, exposure to oxygen results in formation of the super-
oxide ion O−

2 through electron transfer. Chiesa et al. (73) have recently reported an
in-depth study of this species formed on a highly ordered nanocrystalline sample of
MgO (300 m2g−1), using 17O isotopic labeling to assist in the complete characteri-
zation. By working at low oxygen coverages, these workers could obtain significantly
better quality spectra than had been possible previously. Figure 11.4 shows, for
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Figure 11.4. EPR spectrum of O−
2 formed by adsorption of 17O enriched oxygen on MgO.

Reprinted from Ref. 73 with permission of the American Institute of Physics.

example, the spectrum obtained when 28% 17O enriched oxygen was employed.
This shows the 6-line hyperfine splitting centered on gxx expected for a singly labeled
O−

2 (at this level of enrichment, the doubly labeled species is not seen). Each 17O
hyperfine component is further split into a doublet due to a superhyperfine coupling
to nearby protons . This was confirmed by showing that the doublet splitting disap-
peared when the MgO surface was pretreated with D2 rather than H2 (the nuclear
moment for deuterium is approximately six times smaller than that of the proton).

Paramagnetic adsorbed radicals are also produced when trapped electrons on
nanocrystalline MgO are exposed to other gases. For example, the trapped electron
color centers are bleached by exposure to N2O through the reaction;

(e−)trapped + N2O −→ O− + N2

The O− radical anion formed gives a characteristic EPR signal whose g-tensor
components (particularly gperpendicular) are strongly sensitive to the local crystal field
environment. Di Valentin et al. (74) identified up to five different O− species on
a high-surface-area nanocrystalline MgO, which were attributed to quenching of
different trapped electron sites on the MgO surface. Theoretical modeling of pos-
sible surface sites using an embedded cluster model is described. The presence of
the O− species at the surface of the MgO and not in the bulk was confirmed by their
instantaneous reaction with gas phase O2 to form the paramagnetic O−

3 radical anion.
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A more unusual surface species is formed when trapped electron centers on MgO
are exposed to dinitrogen. In this case, a reversible electron transfer occurs at low tem-
perature to form the N−

2 radical anion (75). A single well-resolved signal is observed,
which the authors take to mean that only the most energetic of the trapped elec-
tron sites are capable of forming this species. As well as the expected 14N or 15N
hyperfine coupling from two equivalent nitrogen atoms, the N−

2 signal also shows 1H
superfine splitting, confirming that the adsorbed species is located in close proximity
to the F+

S (H) sites. A similar N−
2 species could also be generated on high-surface-area

nanocrystalline CaO surfaces.
Several studies have reported the formation of paramagnetic species when CO2

adsorbed on MgO is UV-irradiated. Teramura et al. (76) recently described the iden-
tification of CO−

2 and CO−
3 radical anions when CO2 adsorbed on a commercial

(100 m2g−1) MgO was irradiated. The scheme shown in Figure 11.5 was presented by
these authors to account for the formation of these species and their rapid reaction with
hydrogen or methane. They suggest that both radicals are generated from adsorbed
bidentate carbonate species (detected by FTIR spectroscopy), but that it is the CO−

2
species that is active in the photocatalytic reduction of CO2.

Nanocrystalline oxides are often prepared via a sol-gel route via alkoxide pre-
cursors. Richards et al. have shown that when nanocrystalline MgO is prepared
from a magnesium methoxide precursor, EPR spectroscopy provides evidence for
the presence of residual methoxy groups in the oxide (77). In particular, the nano-
crystalline MgO shows two EPR signals after calcination: a singlet assigned to F+

Figure 11.5. Reaction scheme for the photocatalytic reduction of CO2. Reprinted from
Ref. 76 with permission.
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trapped electron centers, and a triplet (3 lines with an intensity ratio of 1:2:1 and a
splitting of 18 gauss), which is assigned to O–CH

�

2 radicals formed from residual
methoxide groups in the sample. Both signals were observed with similar intensities
in the presence and absence of oxygen. The fact that they were not broadened in the
presence of paramagnetic gas phase oxygen suggests, however, that both species are
located within the bulk of the nanocrystals and not at the surface.

11.5.2. Probes Used with Nanocrystalline Titanium Dioxide

The widespread use of titanium dioxide as a photocatalyst has led to numerous EPR
studies of paramagnetic species formed on the titania surface, particularly under UV
irradiation. UV irradiation of TiO2 in vacuo at low temperatures produces EPR signals
characteristic of Ti3+, corresponding to trapped conduction band electrons, and O−,
corresponding to trapped valence band holes (78). In the presence of oxygen, however,
electrons are scavenged by adsorbed oxygen to form the superoxide ion. Oxygen may
also react with trapped holes (O−) to form the ozonide ion, O−

3 . Coronado et al. have
reported a comparison of adsorbed oxygen radicals formed in this way on a range
of nanostructured titania samples of different average crystallite sizes, ranging from
6 to 100 nm (79). The highest concentrations of oxygen radicals were observed on
samples having the smallest crystallite sizes. Five different signals were observed:
two different forms of trapped holes (described as Ti4+–O2−Ti4+–O− and Ti4+–
O−–Ti4+–OH− respectively), the superoxide ion O−

2 , the ozonide ion O−
3 , and a

signal assigned to the hydroperoxyl radical HO2. This latter signal did not appear to
show, however, the expected 1H hyperfine coupling for HO2, so that its identification
remains tentative. The HO2 radical (with 1H hyperfine splitting about all three g-tensor
components) has been observed on a TS-1 titanosilicate surface exposed to hydrogen
peroxide (80), whereas on TiO2, only two different superoxide species were detected.
Decomposition of H2O2 is presumed to occur via hydroxyl radicals and HO2, which
on TiO2 surfaces is deprotonated to form O−

2 :

H2O2 −→ 2HO
�

HO
� + H2O2 −→ H2O + HO2

�

HO2
� −→ H+ + O−

2

Adsorbed oxygen radicals are widely assumed to be important in the photocat-
alytic oxidation of organic molecules over titania surfaces, and EPR evidence for
this has recently been reported by Attwood et al. (81). These authors carried out UV
irradiation of a fully dehydroxylated titania surface in the presence of acetone:oxygen
mixtures and obtained the spectrum shown below in Figure 11.6. The high field signals
(g = 1.989 and g = 1.972) are due to Ti3+ signals resulting from trapped conduction
band electrons. The low field signal has an orthorhombic g-tensor, each component of
which is split into a triplet due to coupling of the unpaired electron to two equivalent
protons. The authors also reported the corresponding spectrum obtained with 17O
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Figure 11.6. EPR spectrum of the CH3OCH2OO
�

radical formed on irradiation of TiO2 in the
presence of oxygen and acetone. Reprinted from Ref. 81 with permission.

enriched O2, which showed 17O hyperfine coupling from two inequivalent oxygens
(unlike the two equivalent oxygens typically seen for the superoxide ion).

The spectroscopic evidence together with plausible mechanistic arguments was
used to assign the signal observed to the alkyl peroxy radical CH3COCH2O

�

2,
generated by hole transfer to adsorbed acetone and subsequent reaction with oxygen:

CH3COCH3 + O− −→ CH3COCH2
� + OH−

CH3COCH2
� + O2 −→ CH3COCH2OO

�

The peroxy radical was stable only at temperatures below 150 K. Its observation here
was the first direct detection by EPR of an adsorbed reaction intermediate in the
photocatalytic oxidation of a hydrocarbon.

11.5.3. Probes Used with Nanocrystalline Ceria

Cerium dioxide is an inexpensive oxide frequently incorporated into oxidation
catalysts to promote combustion of hydrocarbons and oxidation of CO. As a
semiconductor, it has a band gap of 2.94 eV (slightly less than that of anatase),
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and its potential as a photocatalyst alternative to titania has been discussed (82).
Hernandez-Alonso et al. have described recently an EPR study of radicals formed on
nanocrystalline CeO2 during the catalytic photo-oxidation of toluene (83). A reduc-
tive pretreatment of the CeO2 generates surface defects (Ce3+ cations coordinated
to oxide ion vacancies), which subsequently adsorb oxygen molecules as superox-
ide species. At least four different superoxide species were observed, the relative
concentrations of which varied according to the preparation conditions used for the
nanocrystalline ceria. Spin trapping experiments were also carried out with aqueous
suspensions of the ceria to show that, under these conditions, hydroxyl radicals are
formed (the spin trapping experiment involves reaction of short-lived unstable radi-
cals with a spin trap molecule, in this case DMPO, to form a stable-free radical that
can be identified from its EPR characteristics.) However, when the catalytic perfor-
mance of different ceria preparations for the gas-phase photo-oxidation of toluene
was compared with the yields of trapped hydroxyl radicals from the same catalysts
in aqueous suspension, no correlation was observed, leading the authors to conclude
that hydroxyl radicals do not play a role in the gas-phase photocatalytic oxidation.

11.6. X-RAY ABSORPTION SPECTROSCOPY

The techniques of extended X-ray absorption fine structure (EXAFS) and X-ray
absorption near-edge spectroscopy (XANES) are normally regarded as bulk
characterization methods, giving, respectively, local structural and electronic informa-
tion about the centers being probed. In the case of oxide nanomaterials, the fraction
of metal ion centers present at the surfaces of the nanocrystallites may be suffi-
cient, however, to allow surface coordination and reactivity to be explored. XANES
spectroscopy measures electronic transitions of core-level electrons to high lying
excited states; these occur as features immediately below the X-ray absorption edge
of the element concerned, which corresponds to photoionization of the core-level elec-
tron. EXAFS, on the other hand, measures backscattering of photoionized electrons
from neighboring atoms, which manifests itself as oscillations on the high energy side
of the X-ray absorption edge. EXAFS thus provides information about the distances,
numbers, and types of surrounding nearest neighbor atoms. References 84 and 85
should be consulted for further background on these two closely related techniques.
Fernandez-Garcia has recently written a comprehensive review of the use of in situ
XANES spectroscopy for analysis of catalyst systems under reaction conditions (86).

XAS evidence for low coordination surface atom sites in nanocrystalline titania
has been reported by several groups. Bulk (well crystalline) anatase, in which Ti4+ is
octahedrally coordinated, shows a characteristically low-intensity three-component
XANES spectrum below the Ti K-edge, which has been theoretically explained in
terms of dipole forbidden 1s to 3d transitions. Luca et al. showed that for a series
of nanocrystalline anatase samples prepared by sol-gel methods, a fourth band char-
acteristic of five-coordinate titanium appeared and increased in relative intensity as
the average crystallite size decreased (87). Rajh et al. subsequently confirmed the
assignment of this band to low-coordination surface titanium sites by showing that
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the band was removed and the original three-band XANES spectrum characteristic
of octahedral Ti4+ was restored when nanocrystalline titania surfaces were exposed
to ascorbic acid, which coordinates to Ti4+ (88).

The presence of low-coordination surface Ti4+ in nanocrystalline titania can also
be seen in the Ti K-edge EXAFS. The difficulty here is that the observed EXAFS is a
superposition of the EXAFS spectra from bulk and surface atoms, so that extraction of
quantitative data for coordination numbers and bond lengths is not easy. Figure 11.7
shows a comparison of theTi K-edge XANES and EXAFS for a 50-nm anatase sample,
a 1.9-nm nanocrystalline titania sample, and the 1.9-nm sample after adsorption of
ascorbic acid (taken from Ref. 88). The reduction in intensity of the XANES peak due
to five-coordinate Ti4+ on adsorption of ascorbic acid and the corresponding increase
in intensity of the first peak in the EXAFS due to the first coordination shell oxygen
atoms are clearly visible. It can be seen that the Ti–O nearest neighbor distance in
the nanoparticles is significantly shorter than in anatase, and this is unchanged on
adsorption of ascorbic acid. The intensities of the next nearest neighbor and more
remote Ti–O peaks in the EXAFS are greatly reduced in the nanocrystalline sample,
and this difference is also unaffected by ascorbic acid adsorption.

There are few examples of the application of XANES and EXAFS spectroscopy
to the direct observation of adsorbed molecules. The X-ray absorption edges for
light elements lie in the soft X-ray region below 4 keV, where UHV techniques must
be employed, and working with nanocrystalline powders is difficult. One recent
successful application is the study by Rodriguez et al. of mixed ceria-zirconia

Figure 11.7. Ti K-edge XANES and EXAFS spectra of nanocrystalline anatase before and
after adsorption of ascorbic acid. Reprinted from Ref. 88 with permission.
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nanoparticles (89). Figure 11.8 compares sulphur K-edge XANES spectra obtained
by adsorption of SO2 onto three different nanocrystalline ceria-zirconia oxides and
on to single-crystal surfaces. On the single-crystal surfaces, SO2 adsorbs as sulphite
and sulphate species through reaction with surface oxide ions. On the nanocrystalline
surfaces, on the other hand, there are oxide ion vacancies and metal ions exposed at
edge and corner sites that can fully dissociate SO2 to form metal sulphide species.

The increasing availability of soft X-ray beam lines with capability for handling
high-surface-area polycrystalline samples means that many more applications of this
technique for studying adsorbed probe molecules may be anticipated. A conven-
tional hard X-ray beam line has been used by Jing et al. to study the adsorption of
organic arsenic species on nanocrystalline titania (90). The arsenic K-edge occurs
at around 11.8 keV, which means that UHV methods are not required to observe
the adsorbed species. Both XANES and EXAFS data were measured to show that
monomethylarsenic acid forms bidentate surface complexes on the titania surface,
whereas dimethylarsenic acid forms a monodentate complex. The authors used these

Figure 11.8. Sulphur K-edge XANES spectra of SO2 adsorbed on nanocrystalline
ceria-zirconia and on single-crystal surfaces. Reprinted from Ref. 89 with permission from
Elsevier.
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results to build a model for multisite complexation of arsenic species present in
contaminated ground waters onto titania as a possible remediation pathway.

A recent advance in this area is the development of a combined X-ray absorption
and high-resolution X-ray fluorescence spectroscopy for the study of multicomponent
oxide catalysts by the group of Iwasawa (91). This technique is capable of observing
XANES and EXAFS with high sensitivity from elements present at low concentrations
in the presence of high-concentration elements with similar atomic numbers (e.g., V
and Ti). Reference (91) describes the use of this technique to characterize vanadium
coordination and its modification by adsorbed species in titania-supported vanadium
catalysts containing as little as 0.6wt% vanadium.
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12.1. OXIDE NANOPARTICLES: INTRODUCTION

Single-crystal surfaces provide model systems in which fundamental aspects of the
surface chemistry of oxides can be unraveled. However, oxide particles, often in
the nanometer size range, are abundant in natural and engineered environmental
systems. As reviewed by Zhang and Banfield, sulfides, oxalates, phosphates, and
oxide minerals are produced through biological pathways where microbially induced
precipitates form nanoscale minerals as a result of metabolic activity of microorgan-
isms (1). Nanoparticles formed in the environment by inorganic pathways through
precipitation or restructuring include amorphous silica, hydrous aluminosilicates,
oxides, and oxyhydroxides (1). Metal oxides because of enhanced chemical prop-
erties on the nanoscale could be important materials for environmental remediation
(2). Nanomaterials as sorbents, catalysts, or enhanced filters are possible uses for
these materials, with TiO2 nanoparticles often having the most desirable properties
(3). Because of the presence of oxide nanoparticles in the natural environment and
the use of oxide nanoparticles in environmental remediation, there is a great deal of
interest in better understanding oxide nanoparticles and the unique properties found
in oxide particles of this size range.

Because the focus of nanoscience and nanotechnology is on size effects,
Figure 12.1 shows a schematic of the relative sizes of nanoparticles of MgO and
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Figure 12.1. Schematic of the relative sizes of nanoparticles of MgO and TiO2 to its unit cells
and bulk structures. Reprinted from Ref. 4 with permission from Elsevier.

TiO2 compared with their unit cells and bulk materials (4). As discussed in several
previous book chapters and in several papers in the literature (5–8), the properties of
the oxides are found to change as a function of particle size. For example, there is
an increase in the band gap for semiconductors as the particle size decreases. These
quantum size effects will alter the reactivity and optical properties of these particles.
In addition, the melting point, magnetic moment, specific heat, morphology, and par-
ticle shape have all found to be size-dependent properties. Most interestingly from the
perspective of this chapter, is the effect of size on the surface chemistry of nanoparti-
cles. Enhanced surface reactivity is found for nanoparticles. This enhanced reactivity
is not only due to an increase in surface area with reduced size, but is also due to
inherent chemical properties of nanoparticles when compared with their micron-sized
counterparts (2,5,8).

For oxide single-crystal surfaces, there is a low number density for step edges,
kinks, and other defect sites. These sites are typically the most reactive sites where
adsorption and catalysis can occur. In the case of oxide nanoparticles, there is a
significantly greater defect site density at the surface because of the increased number
of edge and step sites and thus potentially enhanced reactivity. It is this enhanced
reactivity that makes the chemical properties of oxide nanoparticles of great interest.

12.2. OXIDE NANOPARTICLES: STRUCTURE AND COMPOSITION

Only within the last 20 years has the atomic structure of individual nanoparticles been
unraveled with the development and availability of high-resolution transmission elec-
tron microscopy (HRTEM) and scanning tunnel microscopy (STM). Two factors with
considerable importance in determining the shape and stability of oxide nanoparticles
are the balance in energy between the surface and the bulk as well as maintaining
the stoichiometry in a nano-sized particle. Particles created in the nano-sized range
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may contain several hundred to thousands of ions, many of which will be surface ions
(9), upwards of 40% for MgO (10), with incomplete coordination spheres (1,7). The
increase in the number of “exposed” surface ions relative to “unexposed” near-surface
ions and bulk ions will affect the energy of these very small particles.

Nanoparticles may undergo phase transformation to minimize their total
free energy. The dependence of phase stability on crystal size has been previously
discussed in some detail (1,8). For instance, the γ-phase of alumina is more stable
than the α-phase in the nanocrystalline size range with surface areas greater than
125 m2 g−1 (10,11). Furthermore, the thermodynamically most stable phase for TiO2
is anatase for crystal size less than 11 nm brookite for sizes greater than 11 and less
than 35 nm and rutile for sizes greater than 35 nm (12).

Another factor in stability oxide nanoparticle is maintaining the chemical stoi-
chiometry. There is a chemical gradient in ion concentration from the surface to the
core of the nanoparticle. The structure of oxide nanoparticles varies continually from
the center to the surface of the particle (6), but these differences have been difficult
to discern. It is only under ultra-high vacuum (UHV) conditions and high anneal-
ing temperatures that surfaces of metal oxides are terminated with the metal cations.
Under non-UHV conditions, metal-oxide single crystals and nanoparticles are typi-
cally oxygen terminated and metal cations tend to be fully coordinated in the bulk (7).
Such high concentrations of negative oxide ions on the surface cause surface atoms
to relax and/or react with ambient gases, e.g., water-forming hydroxyl groups (5).
Under ambient conditions, particles tend to minimize the surface energy by hydration,
protonation, and surface reconstruction. Residual hydgroxyl groups on the surface of
nanoparticles from reaction with ambient water vapor are found to persist even after
relatively high thermal treatment (5).

Under conditions that eliminate interactions with surrounding molecules, such as
vacuum and heating treatments, oxide nanoparticles are found to display crystallo-
graphic low and high index faces so as to increase the coordination of surface ions (6).
Because of the different faces found on nanoparticles, “average” surface energies are
usually measured making it difficult to determine the dominant surface face (9).
Such faceting in nanoparticles increases the edge/corner density and provides an
increase in the number of reactive surface sites (5). Although surface reconstruction
is somewhat well understood for single-crystal surfaces, it is poorly understood for
nanoparticles.

In a step toward understanding surface reconstruction on the nanoscale, Gilbert
et al. have recently combined pair distribution function and extended X-ray absorption
fine structure to better understand the structure of ZnS nanoparticles (13). They have
shown that there is strain and structural disorder throughout the particle. Electronic
properties will be affected by the disorder in the particle. This type of structural infor-
mation is important to determine as theoretical studies of nanoparticles are currently
underway. Additional information about the inherent structural nature of nanoparti-
cles and the stability of these particles is needed if the potentially unique chemical
properties associated with these materials can be truly exploited to its maximum
potential in nanotechnology.
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12.3. OXIDE NANOPARTICLES: PREPARATION

There have been several articles that summarize recent advances in the prepara-
tion methods and characterization techniques of oxide nanoparticles (2,4,14–17).
The phase of the nanoparticle can depend on the method used in its preparation.
Some preparation methods produce amorphous materials, whereas other methods
produce nanocrystalline materials. Increasing the stability and enhancing the disper-
sion of a narrow size range of the nanoparticles are primary goals in various synthetic
methods (14).

The many industrial and technological uses of magnetic nanoparticles have resulted
in the development of new synthetic routes for the production of well-crystallized iron-
oxide particles (18). In general, iron-oxide nanoparticles are stabilized by a surfactant
or polymer coating (15). In addition, different oxidation states of iron can result
depending on the nature of the synthesis and the precursor molecules used. The
oxidation of Fe3O4 to γ-Fe2O3 nanoparticles has been observed to occur as samples
age with time (15).

12.4. OXIDE NANOPARTICLE SURFACE ADSORPTION:

THERMODYNAMICS, SIZE EFFECTS, AND DEFECT SITES

Metal-oxide nanoparticles are often considered unique chemical stoichiometric
reagents for the adsorption of pollutants (5). A thermodynamic model to predict and
better understand the behavior of nanoparticle adsorption was first presented in detail
by Zhang et al. (8). The model is based on first-principles of thermodynamics for the
equilibrium constant and Gibbs free energy:

Kads = exp

(

−�G◦
ads

RT

)

(12.1)

where Kads is the adsorption constant, �G◦
ads is the standard state Gibbs free energy,

R is the gas constant, and T is the temperature. The free energy of the system is the
spontaneous driving force for adsorption onto the solid. It can also be represented
by the interfacial tension (surface tension) γo, which is taken to be independent of
curvature. Integration over the surface area A, between the solution and the particle
results in

�G◦
ads =

∫ r

r=∞
γ◦dA. (12.2)

By approximating the particle as a sphere and distinguishing the interfacial tension of
a site with an adsorbed species γo(S−I), and an empty site, γo(S), a ratio of adsorption
constants for two particles A and B, where the radius of A, rA, is less than the radius
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of B, rB, yields the following;

Kads(A)

Kads(B)
= exp

[−3 Vm(γ◦(S−I) − γ◦(S))

RT
·
(

1

rA

− 1

rB

)]

(12.3)

where Vm is the molar volume of the sphere. Because the interfacial tension is always
lower when there is an adsorbed species, and the radius of A is less than B, the ratio of
the adsorption constants is always greater than one. The equation correlates the size
of the particle with change in surface tension. Experimental results have suggested
that surface tension changes with size of particle; however, this consideration is not
included in the above analysis.

A similar but somewhat more detailed thermodynamic approach was developed by
Lu et al., in which the γo size dependence was taken into account (19). The compar-
ison between the theoretically and experimentally determined adsorption constants
determined by Lu et al. and Zhang et al., respectively, are presented in Table 12.1.
The table shows that the ratio of Kads (6 nm)/Kads (16 nm) is quite good for acetic,
valeric, and oxalic acids but not as good for adipic acid. However, the theoretical
calculations do qualitatively predict the trend in the enhancement of these mono- and
di-carboxylic acids.

Using a different approach to understanding nanoparticle surface adsorption,
Kakkar et al. performed density functional calculations to better understand the
adsorption of formaldehyde on MgO nanoparticle surfaces (10). The focus of this
theoretical study was to understand on a molecular level the bonding of formalde-
hyde to the different sites available on the MgO nanoparticle surface. The calculations
showed that surface reactivity is highly dependent on the nature of the surface site
(steps, kinks, corners, edges, etc.).

TABLE 12.1. Enhanced Adsorption Constants

Kads for a Series of Carboxylic Acids on TiO2

Nanoparticles Less Than 10 nm: Theory

Compared with Experiment.

Kads (6 nm)/Kads (16 nm)

Carboxylic Acid Theory Experiment

Acetic acid 3.4 3.4
Valeric acid 5.9 6.8
Oxalic acid 20.9 23.5
Adipic acid 46.1 69.9
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12.5. ENHANCED CHEMICAL PROPERTIES OF OXIDE

NANOPARTICLE SURFACES IN ENVIRONMENTAL CATALYSIS

AND ENVIRONMENTAL REMEDIATION

As discussed in Section 12.4, the current understanding of the influence of size on the
chemical properties is centered on both the nature of surface sites and the thermody-
namic driving force for adsorption. The size-dependence of the surface-free energy
explains the higher adsorptive properties of nano- versus micron-sized materials. In
addition, changes in crystal shape will result in increasing the density of defect sites
such as edges, corners, and point defects. The unique chemical properties of several
different types of oxide nanoparticles, including Mg, Ca, and Fe, have been shown.
These oxides are better catalysts and adsorbents for acidic gases (2).

The most well-studied nanocrystalline oxide thus far in terms of chemical reactions
is MgO. Klabunde et al. have shown that nanocrystalline MgO has enhanced reactivity
toward the adsorption of several acidic gases at room temperature, including SO2,
CO2, HCl, HBr, SO3, and H2S (20,21). Changes in surface bonding as a function of
particle size have been shown for specifically SO2 adsorption. The adsorption mode
for SO2 is monodendate on small crystals and bidendate on larger ones (20). At the
same gas pressure, the capacity of MgO nanocrystallites to chemisorb SO2 is higher
by a factor of three at room temperature compared with larger particle sizes. Similar
results were observed for other acidic gases.

Destructive adsorption of chlorinated hydrocarbons has been studied on the sur-
face of both CaO and MgO nanoparticles by Klabunde et al. (20,22). Noncatalytic
adsorption/decomposition of CCl4, CHCl3, and C2Cl4 on CaO surfaces have been
studied in the temperature range from 473 to 773 K (22). Reaction products and
optimum reaction temperatures are shown as follows:

CaO + CCl4
673 K−−→ CaCl2 + Cl2CO (12.1)

CaO + Cl2CO
673−→ CaCl2 + CO2 (12.2)

3CaO + 2CHCl3
573−673 K−−−−−→ 3CaCl2 + 2CO + H2O (12.3)

3CaO + C2Cl4
773 K−−→ 2CaCl2 + CaCO3 + C (12.4)

It can be seen from the reaction scheme above that the formation of CaCl2, CaCO3,
and carbon (graphite) inhibits the reaction as these solid products form coatings on the
nanoparticle surface. However, the above reactions can be catalyzed by the presence of
a small amount of a transition metal oxide such as Fe2O3. For example, the catalyzed
reaction of CCl4 destruction can be written as (20,23)

2[Fe2O3]CaO + CCl4
673 K−−→ 2[Fe2O3]CaCl2 + CO2 (12.5)
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Similar reactivity has been observed with oxides of vanadium and manganese (23).
The proposed basic steps of these reactions can be summarized as follows. First, CCl4
attacks the V2O5 center on the nanoparticle forming VClx . Second, a solid ion–ion
(Cl−/O2−) exchange occurs between the core basic oxide and the VClx species, most
likely at defect sites and enhanced by the reaction high temperature and low melting
points of the transition metal chlorides. This step is followed by surface migration
to defective sites where reaction with CCl4 and ion–ion exchange can further repeat
itself. The same catalysts described above are found to catalyze destruction of other
environmental toxins such as COS, CS2, SO2, and (CH3O)2P(O)CH3 (23–25).

In quantitative batch reactor studies, Anschutz and Penn have shown that crys-
talline iron oxyhydroxides exhibit a size-dependent reactivity (26). In particular, the
reductive dissolution of iron oxyhydroxides was found to be 20 times higher for par-
ticles smaller than 5 nm in diameter. As the reaction chemistry of iron oxides is driven
by redox processes, these results suggest that the chemical properties of iron oxides
will be significantly different on the nanoscale.

Other recent studies have discussed the potential for oxide nanoparticles to be
important in the adsorption of heavy metals in the environment (27,28). In one study,
it was shown that TiO2 nanoparticles exhibited a smaller Kads for Cd2+ compared with
larger particles, in contrast to the carboxylic acid studies. It was proposed that there
were enhanced repulsive electrostatic interactions between cadmium ions adsorbed
on the surface of the nanoparticles that caused the lower measured Kads.

12.6. ATR–FTIR SPECTROSCOPY—AN EXPERIMENTAL

TOOL TO INVESTIGATE LIQUID- AND GAS-PHASE

SURFACE AND CHEMICAL ADSORPTION PROPERTIES OF

OXIDE NANOPARTICLES

As we begin to further our understanding of the inherent unique chemical properties
and reactivity of oxide nanoparticles, a variety of analytical tools will be needed. To
better understand some of the surface adsorption studies discussed above, spectro-
scopic probes become increasingly important. For surface adsorption studies, there
are few techniques that work well in both gas- and liquid-phase environments.Attenu-
ated total reflectance–Fourier transform infrared (ATR–FTIR) spectroscopy is a useful
technique for in situ investigations of liquid/solid and gas/solid interfaces (29–37).
In general, multiple internal reflection (MIR) techniques differ from traditional trans-
mission IR techniques in that very short effective path lengths on the order of tens of
microns can be achieved. This makes MIR techniques powerful tools for measuring
IR spectra of liquid solutions with strong IR absorbing solvents such as water. The
internal reflection element (IRE) is usually a high refractive index crystal such as Ge
and ZnSe. When the IR beam enters the crystals, it is internally reflected creating a
probe radiation at the reflection point that is an exponentially decaying wave (evanes-
cent wave) on the order of a micron or less. Because of the limited penetration depth,
the reflectivity is a measure of the interaction of the evanescent wave with the sample.
The resulting spectrum becomes characteristic of the sample (29). The penetration
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depth of the evanescent wave dp is defined as the distance required for the amplitude
of the electric field to fall to e−1 of its value at the surface. It depends on the refractive
index of the IRE n1, the sample n2, angle of incidence θ , and the wavelength of the
incident light λ, as follows (29,30):

dp = λ

2πn1

√

sin2 θ − (n2/n1)2
(12.4)

The absorbance spectra obtained from ATR differ from conventional transmission
methods in that correction for varying depth of penetration with wavelength is
necessary. With proper subtraction, spectra due to adsorption can be easily obtained.

MIR techniques have been used in several studies investigating important envi-
ronmental systems at the molecular level. These investigatons include studies of
surface complexation and dissolution of minerals (31–37). For example, in a study by
Duckworth and Martin, surface complexation and dissolution of hematite by C1–C6
dicarboxylic acids was investigated using ATR–FTIR spectroscopy (31). From the
ATR–FTIR spectra coupled to batch reactor measurements, surface structure and an
equilibrium binding constant were determined (31).

A schematic of a commercially modified ATR–FTIR cell that is currently being
used for surface adsorption studies on oxide nanoparticles is shown in Figure 12.2
(38). The cell is designed to investigate the adsorption of molecules from either the gas
or liquid phase. For gas-phase studies, the flow reactor shown in Figure 12.3 is coupled
to the ATR–FTIR cell (39). Adsorption studies of gases on the oxide nanoparticles
as a function of relative humidity can be investigated with this flow reactor system.
Examples of the use of ATR–FTIR spectroscopy for surface adsorption studies on
oxide nanoparticle surfaces from both the gas and liquid phases are described below.

Figure 12.2. Schematic of the ATR–FTIR cell used to investigate surface adsorption on
nanoparticles from both gas-phase and liquid-phase environments. Modified from Al-Hosney
et al. (38). Reproduced with permission of the PCCP Owner Societies.
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Figure 12.3. Schematic diagram of a flow cell reactor coupled to an ATR–FTIR horizontal
cell. The apparatus can be used to measure the uptake of water as well as the uptake of reactive
gases in the presence of water. This allows for rate measurements to be made as a function
of relative humidity. Modified from Al-Hosney et al. (39). Reproduced with permission of the
PCCP Owner Societies.

12.7. ATR–FTIR SPECTROSCOPY—EXAMPLES OF STUDIES

OF ADSORPTION ON OXIDE NANOPARTICLES FROM

GAS- AND LIQUID-PHASE ENVIRONMENTS

Here we demonstrate the use of ATR–FTIR spectroscopy as a tool to investigate
the oxide nanoparticle/gas and oxide nanoparticle/liquid interface. Two different
types of oxide nanoparticles have been investigated—nanoparticulate titanium diox-
ide and iron oxides. Electron microscopy shows the different nanoparticle aggregates
and structures for these different samples. Figure 12.4 shows transmission electron
microscopy (TEM) images of TiO2 (anatase) nanoparticles. The particles are typi-
cally in an aggregate state, and this can be easily seen in the image shown on the left
in Figure 12.4. These aggregates can be dispersed by ultra-sonication of the sample
before dispersing them on to the TEM grid. Once dispersed, it is easy to see the
2 to 5-nm-diameter particles (5-nm according to manufacture specifications, Nano-
structured and Amorphous Materials, Inc.) Scanning electron microscopy images of
iron-oxide nanoparticles (Alfa Aesar) show particle aggregates on the order of 35 nm
in diameter (see Figure 12.5). In contrast to the TiO2 nanoparticles, these particles
when viewed at higher magnification show that these 35-nm particles are made up
of ca. 5-nm particles that have grown together to form the 35-nm larger interwoven
aggregates that cannot be dispersed upon ultra-sonication. The surface areas of these
two oxide nanoparticles, TiO2 and Fe2O3, were determined with an automated BET
surface area apparatus to be very similar, 219 m2 g−1 and 229 m2 g−1, respectively.
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Figure 12.4. Transmission electron micrographs (TEM) of TiO2 (anatase) nanoparticles in the
2–5 nm size range. The nanoparticles tend to aggregate (left image), but upon sonication, they
can be dispersed on the TEM grids as isolated particles (right image).

Figure 12.5. Scanning electron micrograph (SEM) of Fe2O3 (hematite and ferrihydrite)
nanoparticles. The nanoparticles appear around 35 nm in size in the SEM image. A close-up
view shows that these 35-nm particles are made up of ca. 5-nm particles that have grown
together to form the 35-nm interwoven aggregates.

Several examples of the use of ATR–FTIR spectroscopy with these particles are
shown in Figures 12.6–12.9. First, the ATR–FTIR spectra for acetic acid adsorption
on 5-nm TiO2 nanoparticles at pH = 4.5 are presented in Figure 12.6. As discussed,
acetic acid is of interest as it has been shown in batch reactor studies that there is
enhanced adsorption on particles less than 10 nm in diameter. The spectral range
shown is from 1200 to 1900 cm−1. This is the spectral range where absorptions due
to acetic acid and adsorbed acetate are found.

To make these measurements, a thin layer of the oxide nanoparticles was coated on
the surface of the ATR crystal (ZnSe). This was done by preparing a suspension of the
TiO2 nanoparticles in aqueous solution and allowing the solution to evaporate on the
ATR crystal surface. Distilled water was then run through the ATR–FTIR cell, and a
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Figure 12.6. ATR–FTIR spectra of acetic acid uptake on 5-nm TiO2 anatase particles at
pH = 4.5 and T = 298 K as a function of acetic acid concentration. The bottom spectra were
recorded for concentrations ranging from 1 to 40 mM. At these lower concentrations, absorp-
tions due to adsorbed acetate dominate the spectra. At 500-mM acetic acid concentrations,
absorptions due to solution phase acetic acid begin to dominate the spectrum. See text for
further details.

Figure 12.7. Analysis of the ATR–FTIR acetic acid adsorption spectra on 5-nm TiO2 anatase
particles at pH = 4.5. Filled circles represent the peak height of the absorption band at
ca. 1540 cm−1 plotted as a function of acetic acid concentration. The dark line through
the data points represents a fit to the data that consists of two contributions to the peak at
ca. 1540 cm−1—an adsorption component that is fit with a Langmuir adsorption model and
a linear solution phase component. The Langmuir adsorption constant determined for this fit
is 58 M−1.
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Figure 12.8. Representative ATR–FTIR spectra of water uptake on Fe2O3 nanoparticles as a
function of relative humidity at T = 298 K (%RH = 10, 20, 30, 40, 50, 60, 70, 81, and 92).

Figure 12.9. Analysis of the ATR–FTIR spectra of water uptake on Fe2O3 nanoparticles as
a function of relative humidity at T = 298 K. The amount of adsorbed water on the Fe2O3
nanoparticle surface as a function of relative humidity. The data were analyzed by fitting the
integrated absorbance of the water bending mode at 1638 cm−1, a modified-BET isotherm.
See text for further details.
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reference spectrum was collected. A solution of known acetic acid concentration and
pH was then added to the ATR–FTIR cell; this solution was allowed to equilibrate for
15 minutes. Solution concentrations from 1 to 500 mM were used in these studies.
At low concentrations, between 1 and 40 mM, absorptions due to adsorbed acetic
acid are evident and dominate the spectrum. These absorption bands can be seen at
1347, 1418, and 1540 cm−1. These bands can be assigned to adsorbed acetate on the
surface (40).

At higher concentrations, near 500 mM, the absorptions bands in the spectrum shift
to 1346, 1414, and 1548 cm−1. In addition, two more absorption bands are apparent
at 1281 and 1715 cm−1 at the higher concentrations. The pKa of acetic acid is 4.67.
Therefore, at a pH of 4.5, below the pKa, the solution phase is mostly composed of
CH3COOH.

The infrared data were then analyzed by assuming the peak height for each of the
absorption bands had two contributions to the observed spectra; the first component is
attributed to adsorbed acetic acid, and the second component is attributed to solution
phase acetic acid. The first component assumed a Langmuir-type adsorption isotherm
could successfully model the surface adsorption; i.e., adsorption was confined to a
single-layer adsorption with one molecule per binding site, there was no interaction
between the adsorbed molecules, and the uptake could be described as

θ = KadsC

1 + KadsC
(12.5)

where θ is the coverage and C is the solution phase concentration. Using the peak
at ca. 1540 cm−1, Kads was calculated by a least-squares fitting method. In the cal-
culation, the molar absorptivity multiplied by the path length was determined from
the slope of the high concentration data and Beer’s law. The absorbance due to solu-
tion phase was then subtracted out to give the Langmuir isotherm and Kads for acetic
acid on TiO2 nanoparticles. The results of this analysis are shown in Figure 12.7.
The Kads determined is 58 M−1. Ongoing studies using ATR–FTIR spectroscopy for
larger particles is underway. Further analysis of the infrared data will require that peak
frequencies between small and larger particles be compared to determine whether the
adsorption mode changes as a function of particle size. This analysis is ongoing.

The next example of usingATR–FTIR spectroscopy to study adsorption at the oxide
nanoparticle/gas interface is shown in Figure 12.8. In particular, water adsorption as
a function of relative humidity on nanoparticulate iron oxide is investigated. For these
experiments, the iron-oxide powder was evenly dispersed over the ZnSe crystal. The
relative humidity above the sample was controlled and measured. The infrared spectra
recorded as a function of increasing relative humidity is shown in Figure 12.8. Water
absorption bands in the O–H stretching and bending regions grow as the relative
humidity increases.

The infrared data were analyzed by integrating the water bending mode absorption
and fitting the data to a modified-BET isotherm. The modified equation has been in
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Goodman et al. (41). It has the form of
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where

c = exp −
[

�Ho
1 − �Ho

2

RT

]

(12.7)

and �Ho
1 is the standard enthalpy of adsorption of the first layer, �Ho

2 is the standard
enthalpy of adsorption on subsequent layers and is taken as the standard enthalpy of
condensation for water, R is the gas constant, T is the temperature, V is the volume of
gas adsorbed at equilibrium pressure P, Vm is the volume of gas necessary to cover
the surface of the adsorbent with a complete monolayer, P is the equilibrium pressure
of the adsorbing gas, and Po is the saturation vapor pressure of the adsorbing gas
at that temperature. The ratio P/Po is the activity; multiplying the activity by 100
gives the percent relative humidity. In this modified-BET equation, n is the maximum
number of layers of the adsorbing gas and is related to the pore size and properties
of the adsorbent. The fit to the data and the data points are shown in Figure 12.9. The
fitting parameters used for the curve in Figure 12.9 are n = 9, �Ho

1 = 52 kJ/mol,
�Ho

2 = 44 kJ/mol, (therefore, c = 28 at room temperature). Further studies of water
adsorption as a function of iron-oxide nanoparticle size may reveal a size dependence
on the heat of adsorption of the first layer.

12.8. FUTURE OUTLOOK

Oxide nanoparticles show unique surface reactivity, including enhanced adsorption
capacity, larger equilibrium constants, and enhanced redox chemistry that cannot be
explained by surface area effects alone. To better understand on a molecular level the
reactivity of oxide nanoparticle surfaces, a greater number of spectroscopic studies
are needed to complement batch reactor measurements. Ideally a multitechnique
approach should be used in studies of oxide nanoparticle reactivity and structure
so that structure-property relationships can be discerned. These techniques should
include spectroscopy, microscopy, particle analysis, and diffraction methods, some
of these most likely being synchrotron-based techniques. A better understanding of
surface site distributions and the quantification of these sites is important. A better
understanding of the electronic structure and its relationship to chemical reactivity is
also needed.

In this chapter, the potential use of ATR–FTIR spectroscopy is discussed. This
technique is somewhat unique in that surface adsorption can be investigated at both
the nanoparticle oxide/gas and nanoparticle oxide/liquid interfaces. The molecular
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nature of oxide nanoparticle surfaces will most likely be different in these two phases.
The quantification of surface adsorption as a function of size could be done with this
technique under these different conditions. The results should be revealing and may
provide additional insight into the chemical properties of oxide nanoparticles.
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13.1. INTRODUCTION

The electrical and catalytic properties of oxides may be substantially altered in sin-
tered bodies and particles with nano-sized grains in comparison with coarser grained
analogues. The modification of grain size in the nanoregime introduces an addi-
tional parameter for controlling a material’s characteristics; this has recently enabled
materials scientists to tailor properties that are not open to manipulation at larger
dimensions. For example, the dominant charge carrier and conductivity of solids may
be tuned by engineering the composition and volume of interfaces (grain boundaries)
and by accurately controlling the interfacial spacing (grain size). The effects of the
nanoscale in oxides with ionic and mixed ionic/electronic conductivity have given rise
to the fledgling science of “nanoionics,” encompassing applications from fuel cells
and lithium-ion batteries to sensors and catalysts (1–5). In this chapter, we explore
the developing theory of the transport and oxygen-handling properties of nanoscaled
oxides, describe relevant experimental techniques, and highlight the most pertinent
results from the rapidly expanding literature in the area.

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
Marcos Fernández-Garcia
Copyright © 2007 John Wiley & Sons, Inc.
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13.2. THEORETICAL ASPECTS

13.2.1. Electrical Conduction in Oxides

The total electrical conductivity σ of a solid can be expressed as

σ =
∑

j

σj (13.1)

which is simply the sum of the partial conductivities associated with each type of
charge carrier σj. Each partial conductivity is defined by

σj = cjZjqμj (13.2)

where cj is the carrier density (per m3), Zjq is the effective charge (in coulombs), and
μj is the mobility (m2V−1s−1) of the jth species.

In solids with more than one charge carrier, the contribution to the total conductivity
from each charge carrier is

tj = σj

σ
(13.3)

where tj is known as the transference number.

13.2.1.1. Electronic Conduction The number of electronic charge carriers in
a metal oxide is a function of the band gap (Eg) between bonding (valence) and anti-
bonding (conduction) bands. Intrinsic electronic conduction occurs when electrons
are excited across the band gap, forming an electron (e′) in the anti-bonding band and
leaving behind an electron hole (h

�

) in the bonding band. The bond that forms between
the metal atom and oxygen is primarily due to electron transfer from the metal to the
more electronegative oxygen. In terms of the band structure, the bonding electrons
are localized on oxygen such that the valence band is O 2p in character, whereas the
anti-bonding orbitals are associated with the metal. The bond state is essentially dom-
inated by the Coulomb integrals of the Schrödinger equation, although polarization
effects may lead to some back transfer and covalent character (resonance integrals).
The magnitude of the band gap is effectively governed by the electropositivity of the
metal and the outer-shell configuration of the cation in the lattice. In the absence of
d-electron effects, electropositive atoms form large band gap oxides that are essen-
tially insulating. The intrinsic densities of electrons (ni) and holes ( pi) at temperature
T conform to Boltzmann statistics:

ni = pi = (NcNv)
1/2 exp(−Eg/2kT) (13.4)

Nc and Nv are the effective density of states in the conduction and valence bands:

Nc,v = 2(2πm∗
e,hkT/h2)3/2 (13.5)
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(The effective mass of electrons or holes m∗
e,h is frequently approximated as

me− ≈ m∗
e,h.)

In the case of transition metal oxides, bonding states above the O 2p level may
lead to partially occupied states, a vanishing band gap, and metallic conduction. The
extent of orbital overlap and conduction behavior is influenced by the intra-atomic
electron–electron correlation energy (U), the anion-to-metal charge-transfer energy
(�), and the oxygen and metal bandwidths (6).

The excited electron may bind with its hole to form a quasiparticle known as an
exciton, whose energy is slightly less than that of the band gap. The distance between
electron and hole defines the Bohr radius aexc of the exciton (7):

aexc = 4πεo�
2

moe2 ε∞

(

1

m∗
e

+ 1

m∗
h

)

(13.6)

A Frenkel exciton has a radius of the order of the unit-cell parameter and is found
in materials with a small dielectric constant. The much larger species that forms
in materials with a higher dielectric constant is known as a Mott–Wannier exciton.
The probability of the excited electron and hole recombining is limited both by the
difficulty of losing the excess energy that stabilizes the exciton and the requirement
for the electron and hole wave functions to overlap.

The number of electrons may be enhanced substantially above intrinsic levels on
introducing nonstoichiometry either by doping with an impurity of lower valence or
by reducing the oxygen content. For example, ceria is readily reduced to CeO1.8 at
1000 ◦C (8) as a result of an unoccupied 4f energy level in the gap between Ce 5d and
O 2p. The defect reaction for reduction may be written in Kröger–Vink notation as

O×
O = VO

� � + 1/2O2 + 2e′ (13.7)

The electrons are charge balanced by much less mobile oxygen vacancies; hence, the
conductivity of ceria at high temperature or in reducing atmospheres is dominated
by electron transport. The electron does not travel alone but is accompanied by the
polarization which it induces, thereby trapping itself in a potential well and reducing
its mobility. Large polarons are formed when the electronic species move in a broad
band (typically O 2p orbitals), in which the coupling between electrons and phonons
is weak; small polarons form in narrow bands where the coupling is stronger. In the
latter case, the electron is effectively trapped on an ion (in our example as Ce3+) and
can only migrate by thermal activation to a neighboring ion of higher valence (Ce4+)
according to an Arrhenius law:

σe = A exp

(

Ea

RT

)

(13.8)

where A is the pre-exponential factor and Ea is the activation energy for conduction.
The electron mobility is significantly reduced with respect to band conduction, and
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the corresponding activation energy may be as high as 0.5 eV. Analogously, electron
holes may form in oxidizing atmosphere or as a result of doping with a higher valence
cation. The conduction is referred to as n-type or p-type hopping-type semiconduc-
tion depending on whether the principal charge carriers are, respectively, electrons
or holes.

13.2.1.2. Ionic Conduction In an analogous manner to hopping-type semi-
conduction, ionic conduction takes place when ions can hop from site to site within the
crystal lattice as a result of thermal activation (9). The movement of matter via ionic
conduction under a concentration gradient, termed diffusion, is usually interpreted on
the basis of a simplified version of Fick’s second law (10):

∂C

∂t
= D

∂2C

∂x2 (13.9)

where C is the concentration of the diffusing substance, t is time, and D is an average
diffusion coefficient at the coordinate of interest, x. From an analysis of concentration
profiles as a function of t and x, different expressions can be derived from Eq. 13.9 for
the diffusion coefficient; these are analysed further in Section 13.2 on experimental
techniques.

Four types of mechanism have been observed for ion migration, as shown
schematically in Figure 13.1.

The interstitial mechanism involves the direct jump of an interstitial defect from one
interstitial site to the next (Figure 13.1a). The interstitialcy mechanism (Figure 13.1b)

Figure 13.1. Ion migration mechanisms in ionic solids: (a) direct interstitial mechanism,
(b) interstitialcy mechanism, (c) vacancy mechanism, and (d) Grotthüs mechanism.
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is characterized by an ion pushing a neighboring ion from its lattice site into an
interstitial site so that the original interstitial ion can occupy the vacated position,
resulting in a correlated motion of interstitial and lattice ions. This type of diffusion
is observed in sodium β-alumina (Na2O)1+x(Al2O3)11, in which sodium ions move
within the conduction planes by knocking each other off their regular sites. The Ag+

ions in AgCl also diffuse by the interstitialcy mechanism; the much higher mobility of
theAg+ ions in the cation sublattice with respect to the Cl− ions leads to a phenomenon
sometimes referred to as sublattice melting.

Very commonly, ionic conductivity is induced by aliovalent doping of a phase to
achieve a high concentration of mobile vacancies. A material of considerable tech-
nological importance that exploits the formation and mobility of oxygen vacancies is
yttrium stabilized zirconia (YSZ), a solid electrolyte used in oxygen-gas sensors and
solid-oxide fuel cells (SOFCs). Replacement of some of the Zr sites in stoichiometric
ZrO2 with Y results in the formation of oxygen vacancies in order to maintain charge
balance:

Y2O3 −−→
ZrO2

2Y′
Zr + 3O×

O + VO
� �

(13.1)

The oxygen vacancies become sufficiently mobile at high temperature under an
electrochemical potential gradient to permit an oxygen-ion flux through the electrolyte
(Figure 13.1c), which is balanced by the equivalent electron flux through an external
circuit. Each oxygen vacancy is positively charged with respect to the electroneutral
oxygen sublattice and is charge balanced by two Y on Zr sites. It is conceptually
easier to treat the motion of a positively charged vacancy, although it is the negatively
charged oxide ions that physically move (in the opposite direction to the vacancy).
In contrast to CeO2 at high temperature or under reducing conditions, the electrons
that charge balance the oxygen vacancies in ZrO2 are associated withY3+ and are not
mobile. Analogously, in the family of phases known as NASICONs (Na-SuperIonic
Conductor), for example Na1+xZr2P3−xSiO12, sodium vacancies are formed for x <

0.3. Sodium-ion conductivity can then take place in channels throughout the structure
via the vacancy mechanism.

The fourth type of migration mechanism that occurs in oxides is unique to high-
temperature proton conductors. These materials have the potential for application
in several electrochemical devices, including hydrogen gas-separation membranes,
hydrogen and humidity sensors, and protonic ceramic fuel cells (PCFCs) (11–14). The
most well-known proton-conducting oxides are perovskites (ABO3) such as SrCeO3
and BaZrO3, with large, basic cations, which are doped with a lower valence cation
on the B site to form oxygen vacancies, e.g., SrCe0.9Yb0.1O3−δ . Water is incorporated
when OH− fills an oxygen vacancy and the complementary proton becomes associated
with a lattice oxygen according to

H2O + O×
O + VO

� � −→ 2OHO
�

(13.2)

The protons migrate through the lattice via a Grotthüs mechanism (Figure 13.1d), in
which the proton is transferred from one lattice oxide ion to a neighboring oxide ion
in a “pass-the-parcel” fashion.
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13.2.1.3. Interfacial Effects Charged species in polycrystalline bodies, prin-
cipally defects and impurities, tend to segregate to the grain boundaries, thereby
lowering the strain and electrostatic potential of the system (3,15). The difference
in chemical potential is compensated by a difference in electrical potential such that
the electrochemical potential across the boundary is constant. In effect, the grain
boundaries bring about charge separation. The compensating counter charge within
the grain is distributed adjacent to the interface, giving rise to a space-charge region,
in which bulk defects of like charge to the boundary are depleted and defects of oppo-
site charge accumulate. The width of the space-charge around a defect of opposite
charge decays monotonically with the Debye length λ. The extent of λ for two defects
of equivalent but opposite charge z is inversely proportional to the square root of the
defect concentration at an infinite distance from the interface Cb according to

λ =
(

εRT

2z2F2Cb

)1/2

(13.10)

The defect concentration within the boundary layer is a function of temperature T ,
the activity of the component, and doping content. In ionic or electronic conductors,
the bulk mobile defect may accumulate in the space-charge region, giving rise to an
additional contribution to the conductivity parallel to the interface (16):

�σ ‖ = (2λ/L)(σ̄vL + σ̄iL) (13.11)

where σ̄vL and σ̄iL are the mean space-charge conductivities due to vacancies and
interstitials, respectively, and L is the interfacial spacing.

In microstructured ceramics, the fractional cross-sectional area of grain boundaries
lying parallel to the current flux is not large enough to ensure high ionic conductivities
(3,17). For an idealized brick-layer model (Figure 13.2) with cubic grains of dimension

Figure 13.2. Brick-layer model of ceramic microstructure with grains of length L and grain
boundaries of width 2b (17). Reprinted from Ref. 16 with permission from Elsevier.
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Figure 13.3. (a) The conducting boundary layer of an isolated particle A in the MX matrix
makes no significant contribution to conductivity. (b) If a continuous network of A particles
form, then the contribution to the conductivity is significant. Reprinted from Ref. 16 with
permission from Elsevier.

L separated by grain boundaries of width 2b, in which the conductance is equal in
the grains and grain boundaries, the grain boundary conductivity σgb must be greater
than the grain conductivity by

σgb = σb

(

L

4b

)

(13.12)

In a microstructured ceramic with an average grain size of 1 µm and grain boundary
width of 1 nm, a grain-boundary conductivity of σgb = 500 σb is required to simply
double the total conductivity.

The enhanced conductivity in space-charge regions may be exploited more effec-
tively by decorating the grain boundaries with a second phase (heterogeneous doping)
(4). Grain-boundary engineering of this type has been used to transform insulators
into conductors, anion conductors into cation conductors, and to enhance the con-
ductivity of mixed conductors. For example, the adsorption of Ag+ cations to form
cation vacancies takes place in AgCl grains adjacent to additions of basic Al2O3 par-
ticles, transforming the intersticialcy conduction mechanism to a vacancy-controlled
one (18). This concept is illustrated in Figure 13.3. A conducting boundary layer
that forms around an isolated particle plays a small role in conduction (Figure 13.3a).
However, if the grain-boundary paths are continuous and percolation is achieved, then
a significant contribution to the conductivity may result from the enhanced transport
in the space-charge regions (Figure 13.3b).

13.2.2. Electrical Conduction in Nanostructured Oxides

On reducing grain size to the nanoscale, the fraction of grain boundaries, and hence
surface atoms, within the bulk of the material becomes extremely large. Surface or
interfacial properties start to dominate bulk properties, and the conventional distinc-
tion between bulk and grain boundaries is no longer always appropriate. Maier has
classified the behavioral impact on properties in terms of “trivial size effects” and
“true size effects” (4,5). The former term refers to an alteration of the macroscopic
behavior resulting from a sufficiently large increase in the volume fraction of inter-
faces, but the interfaces are essentially noninteracting and transport properties per se
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do not vary with the interfacial volume fraction. When the interfaces are close enough
to interact, for example when space-charge regions overlap, then “true-size effects”
are encountered. In a nanostructured ceramic, in which the dimensions of the grains
and grain boundaries are comparable, conduction may be altered in several ways.

Impurity phases that block ion transport at grain boundaries, for example siliceous
phases inYSZ, are diluted on reducing the grain size due to the much larger surface area
of the grains they cover. As a result, grain-boundary resistivities may be substantially
reduced. This is a trivial size effect with important technological consequences.

A true size effect results from space-charge effects of neighboring boundaries if the
distance between boundaries is so small that the space-charge regions interact (19).
If the grain size is less than four times the Debye length, then the center of the grain
is not electrically neutral; that is, local charge neutrality is not satisfied anywhere in
the sample. Figure 13.4 shows this effect for a symmetrical system (grain or film) of
thickness L.

The boundary conditions are finite on both sides of the grain, and the effective
boundary conductivity is enhanced compared with a conventional grain boundary
(semi-infinite conditions) by a “nanosize factor” g given by

g ∼= 4λ

L

[

Co − Cb

Co

]1/2

(13.13)

where Co is the concentration of the majority mobile defect in the first layer adjacent
to the interface and Cb is the core or background concentration.

In addition to these modifications to the electrical potential, the chemical potential
of an ionic or polaronic defect is altered if the region encompassing the polarized
neighborhood of the defect impinges on the boundary or is confined by the particle
size (20). In general, the interfacial spacing may not be large enough to separate

Figure 13.4. Defect profiles in structures with dimension L. The bulk defect concentration
is not reached when L ≪ 4λ, where λ is the Debye length (19). Reprinted from Ref. 19 with
permission from Elsevier.
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defect pairs. A quantum confinement effect results when the Bohr radius of an exci-
ton approaches the grain size, spatially confining the electron-hole pair. When this
happens, the energy of the lowest excited state increases and the increased band
gap produces a blue shift in the optical spectra. Other defect pairs, such as ionic
defect pairs, may also not be able to be separated if the particle size is small enough.
The effects of quantum confinement in dimensionally reduced electronic conductors,
such as observed in quantum wires and dots, form the rich and burgeoning field of
“nanoelectronics.”

Other complications arise at the nanoscale due to anisotropies and curvatures.
The increased curvature of small particles foments an enhanced internal pressure
and chemical potential in comparison with a large single crystal. As a consequence,
nanocrystals exhibit reduced melting points (21).

13.2.3. Surface Phenomena

The principal phenomena involved in oxygen handling at the surface of oxides are
adsorption and diffusion; multilayer adsorption and associated transport phenomena
have been addressed in several reviews (22,23). From a chemical point of view,
phenomena related to monolayer adsorption can generally be classified according
to the nature of the chemisorption process—bond cleavage, adsorption site, electron
transfer, and so on (24,25)—or the acid–base and/or redox characteristics of the
oxide that govern these processes. Theoretical treatments of oxygen chemisorption on
oxides are addressed in other chapters of this book. It is generally accepted that oxygen
incorporation from the gas to the solid phase takes place through electron transfer
from the oxide following the redox scheme: O2 ↔ O2

− ↔ O2
2− ↔ 2O− ↔ 2O2−.

Several experimental techniques like electron paramagnetic resonance (EPR) and
Raman and infrared spectroscopy have been used to identify these different species,
and are therefore powerful techniques for analyzing oxygen-handling characteristics
(26); results in this respect for nanostructured CeO2−x samples are outlined below
(27–29).

On a microscopic scale, an atom or a molecule diffuses over a surface by perfor-
ming a series of jumps between minima imposed by the surface potential. Different
theoretical analyses of surface diffusion may be derived from application of a general
Hamiltonian:

H = p2/2m + V(r) + Hs (13.14)

where the first two terms are the kinetic and potential energies of the diffusing sub-
stance and the last term relates to the energies of the substrate (30,31). Expressions
for the diffusion matrix as a function of the microscopic surface geometry have been
derived byAla-Nissila andYing (30). The classic diffusion regime consists of activated
jumps between the minima and follows an Arrhenius-type temperature dependence:

D = D0 exp
ED

RT
(13.15)
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where D0 is a prefactor and ED is the activation energy for diffusion.A quantum regime
is also observed at low temperature when the diffusion is dominated by tunneling of
atoms through the potential barrier, for which a temperature-independent diffusion
coefficient is appropriate (31). The surface diffusion coefficient can also be given as
a function of microscopic parameters as (23,32)

D = kd2

τ
(13.16)

where d is the average jump distance, τ is the correlation time for the motion, and k

is a numerical factor that depends on the dimensionality of the system.
Simply from theoretical considerations, the surface of an oxide nanostructure

[inherently defective or even amorphous (33)] must induce changes in the diffusion
properties of oxygen, although there are few systematic studies of such phenomena.

13.3. EXPERIMENTAL TECHNIQUES

13.3.1. Impedance Spectroscopy

One of the most useful and widely employed techniques for the characterization of
electroceramics, not least nanostructured materials, is impedance spectroscopy. The
technique involves the measurement of the current (or voltage) response to an alter-
nating voltage (or current) in a sweep of frequencies from above dc to the megahertz
range. The separation of various microstructural and electrode contributions to the
resistance is then usually possible as a consequence of their different relaxation times
to the alternating signal.

The ac response of the test system (ceramic body and electrodes) is measured in
the frequency domain by applying a single-frequency voltage:

V(ω) = Voe jωt ( j = √
(−1)) (13.17)

resulting in an ac current:

I(ω) = Ioe j(ωt+φ) (13.18)

of the same excitation frequency (where ω is the angular frequency, ω = 2π f ) but
with phase difference (φ) with respect to the applied voltage.

The impedance is defined as

Z(ω) = V(ω)

I(ω)
(13.19)

and

Z(ω) = Zoe−jφ = Zo cos φ − jZo sin φ (13.20)
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Equation 13.20 may be expressed as the complex impedance Z∗, which is a vector
quantity with real and imaginary components:

Z∗ = Z ′(real) − jZ ′′(imaginary) (13.21)

For an ideal resistor, there is no phase difference between the applied voltage and
the response current (φ = 0◦):

Z∗ = Z ′ = R (13.22)

An ideal capacitor (φ = π/2) allows the passage of an ac, but not a dc, current because:

I(ω) = C

(

dV(ω)

dt

)

= ωCVo sin(ωt + π/2) (13.23)

hence,

Io = jωCVo (13.24)

It follows that

Z∗ = −jZ ′′ and Z ′′ = 1

ωC
(13.25)

The ac current for an ideal capacitor is thus dependent on the magnitude of the
capacitance C and on the exciting frequency, whereas the current in an ideal resistor
is independent of frequency, essentially exhibiting Ohmic behavior.

The impedance Z∗ at each frequency may be represented as a point in a complex
plane with magnitude |Z| and direction φ, whose magnitude is expressed by the real
(Z ′) and imaginary (−Z ′′) components. An ideal resistor and an ideal capacitor are
then represented as points on the Z ′ and −Z ′′ axes, respectively (Figure 13.5). The
frequency dependence of capacitance results in a vertical spike along Z ′′.

In most ceramic materials, the impedance for each microstructural component
(the bulk and grain boundaries) may be represented by an equivalent circuit composed
of a parallel combination of resistance and capacitance (Figure 13.6). The impedance

Figure 13.5. Complex plane plots of the impedance of (a) an ideal resistor and (b) an ideal
capacitor.
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Figure 13.6. Parallel combination of resistance and capacitance representing a microstructural
component.

for this case is given by the addition of the resistance and capacitance in parallel
( jωC), in accordance with Kirchoff’s rules:

1

Z∗ = 1

R
+ jωC (13.26)

Taking reciprocals:

Z∗ = R

1 + (ωRC)2 − R
jωRC

1 + (ωRC)2 (13.27)

Real and imaginary parts are thus given by

Z ′ = R

1 + (ωRC)2 ; Z ′′ = R
ωRC

1 + (ωRC)2 (13.28)

which may be reformulated as

(

Z ′ − R

2

)2

+ (Z ′′)2 =
(

R

2

)2

(13.29)

This is the equation of a circle in the complex Z∗ plane with radius R/2, centered
at R/2. The frequency response of the parallel RC element therefore gives rise to a
semicircle in the first quadrant of the plane of maximum height R/2 with intercepts on
the Z ′ axis in the limits of ω with values of R (ω = 0) and 0 (ω = ∞). The semicircle
is at a maximum at frequency ωmax, when Z ′ and −Z ′′ are equal, such that

ωmaxRC = 1 (13.30)

The product RC gives the time constant (1/ωmax) of the parallel RC element, which
is proportional to the discharge time of the capacitive element.
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Figure 13.7. Complex Z∗ plot for a ceramic with typical “brick-layer” microstructure;
parallel RC circuits represent bulk and grain-boundary contributions.

Generally speaking, each microstructural component may be separated or resolved
in the frequency domain provided their relaxation frequencies differ by three decades
or more. This is normally the case in dense conventional ceramic materials, for which
typical grain and grain-boundary capacitances are of the order 10−12 F and 10−9 F,
respectively. Such a microstructure may be simulated with the brick-layer model
(Figure 13.2). If the resistance of the grain boundaries is significant, then the path of
least resistance for the conducting species is through the grains and across the grain
boundaries. The equivalent circuit is two parallel RC elements in series, each of which
gives rise to a semicircle in the complex Z∗ plane (Figure 13.7).

13.3.2. Tracer Diffusion Methods

Analysis of diffusion by tracer methods provides information on macroscopic diffu-
sion properties. A tracer is a radioactive or stable isotope that can be tracked either
by its radioactive emission or by its mass. In the case of oxygen, diffusion proper-
ties are typically examined by carrying out oxygen isotopic exchange measurements
with 18O-containing oxygen mixtures under isothermal or temperature-programmed
conditions. The oxygen exchange activity has been shown to correlate with the cat-
alytic activity of oxide materials for oxidation reactions (34,35). Exchange with other
oxygen-containing molecules, commonly isotopically labeled CO2 (10), has also
proved useful in examining diffusion properties of oxide materials. In all cases, the
exchange of isotopically enriched molecules with 16O2− ions of the oxide leads to
changes in the fraction of 18O-containing molecules in the gas phase, which may be
monitored with a mass spectrometer. According to Boreskov and Novakova (34,36),
three types of exchange take place on oxide surfaces upon interaction with oxygen:
(1) homoexchange (mechanism I or R0), which occurs with passive promotion but
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without appreciable participation of the oxide; (2) simple heteroexchange (mecha-
nism R1 or R′) with participation of one oxide ion; and (3) multiple heteroexchange
(mechanism R2 or R′′), which involves two oxide ions from the solid. These types of
exchange are described by the following equations:

R0 : 18O2(g) + 16O2(g) −→ 218O16O(g) (13.3)

R1 : 18O2(g) + 16O(s) −→ 18O16O(g) + 18O(s) or

18O16O(g) + 16O(s) −→ 16O16O(g) + 18O(s)

R2 : 18O2(g) + 216O(s) −→ 16O2(g) + 218O(s) or

18O16O(g) + 216O(s) −→ 16O2(g) + 16O(s) + 18O(s) or

18O16O(g) + 218O(s) −→ 18O2(g) + 16O(s) + 18O(s)

where suffixes g and s refer to the gas and solid phases, respectively. The overall
rate constant of the exchange process K is usually defined by the sum of the rates
for each of the three processes, whereas the exchange rate constant R is the sum of
the individual rate constants of mechanisms R1 and R2. Identification of the type
of exchange mechanism taking place at a certain temperature is usually achieved
by following the concentration of the atomic fraction of 18O in the gas phase as a
function of the exchange temperature (37). Models have thus been developed to extract
surface and bulk diffusion coefficients at a determinate temperature from analysis
of the evolution of the different oxygen isotopomers as a function of time (10,37).
For this, the experimental conditions are set such that it is possible to identify and
separate the prevailing exchange process. Surface exchange necessarily occurs first
and may be limited by surface migration, allowing the surface diffusion coefficient
to be determined from (37–39)

DS = π/4

(

S1

CxI0

)2

with S1 = dN t
e

d
√

t
(13.31)

where N t
e is the number of exchanged oxygen atoms, Cx is the initial concentration

of 18O (37), and I0 is the specific perimeter of metallic particles deposited on the
oxide that act as oxygen activators. The inclusion of metallic particles at the sample
surface avoids difficulties in dissociatively activating oxygen on the pure oxide surface
and allows the separation of the activation step from the other processes involved in
the exchange. The latter stages of exchange under isothermal conditions are usually
dominated by bulk diffusion (10,37). The oxygen bulk diffusion coefficient Db can
then be extracted from the final part of the exchange curve using (10):

ln(αt
g − α0

s ) = −ρS

Ng

√

4Dbt

π
+ ln(α∗ − α0

s ) (13.32)
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where ρ and S are the densities of oxygen atoms in the bulk and surface of the oxide,
respectively, Ng is the total amount of oxygen atoms in the gas phase, and αt

g, α0
s , and

α∗ are the atomic fractions of 18O at time t in the gas phase, at time 0 in the oxide and
at equilibrium, respectively. Recently, models that account for cases when separation
of the various exchange processes is not possible have been proposed and refined on
the basis of the different possible species involved in exchange (40,41).

Isotopic exchange depth profiling (IEDP) is a widely employed method for
obtaining oxygen diffusion parameters (42). Following sample preparation and
exchange with 18O-enriched oxygen, the concentration profiles of 18O are deter-
mined by secondary ion mass spectroscopy (SIMS) (32,43). In the SIMS technique,
the surface of the specimen is bombarded with a beam of primary ions, fomenting
a continuous atomization of the sample. These sputtered secondary ions can then be
detected in a mass spectrometer and the isotopic concentration profile measured. The
isotope depth profile is fitted on the basis of theoretical profiles in order to obtain
the surface exchange coefficient ks and the bulk oxygen tracer diffusion coefficient D

from the equation proposed by Crank (44):

C′(z, t) = erfc

(

z

2
√

Dt

)

−
[

exp

(

ksz + k2
s

D

)

× erfc

(

z

2
√

Dt
+ ks

√

t

D

)]

(13.33)

where C′(z, t) is the normalized concentration of 18O as a function of depth z and
diffusion time t (45).

13.4. APPLICATION TO NANOSCALED OXIDES

Several groups have studied CeO2−x for its very high catalytic activity and high oxide-
ion mobility when doped with a suitable trivalent cation. Tuller et al. have shown that
CeO2−x exhibits enhanced n-type conductivity in reducing atmosphere of the order
of 104 greater than microcrystalline ceria (46). The oxygen partial pressure (pO2)
dependence of the conductivity was used to separate ionic and electronic contribu-
tions. Generally speaking, the ionic component in oxides is essentially independent of
pO2, whereas the electronic conductivity shows a power-law dependence. Figure 13.8
shows the conductivity of nano- and microcrystalline CeO2−x as a function of pO2.

The enhanced electronic component to the conductivity has been attributed to easier
vacancy formation at the grain boundaries in the nanostructured phase according to
Eq. 13.7, with the formation of a higher concentration of conducting electrons in the
bulk. Chiang et al. (46) associated the ease of reduction in the nanocrystalline phase
with a reduction in the effective reduction enthalpy. More recently, Kim and Maier
(47) attributed the behavior of nanocrystalline ceria to a space-charge effect, in which
the positive carriers (oxygen vacancies and holes) are depleted and negative carri-
ers (the conduction electrons) are concentrated in the space-charge regions. The ionic
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Figure 13.8. Conductivity of nanocrystalline (L ∼ 10 nm) and microcrystalline (L ∼ 5 µm)
CeO2−x as a function of oxygen partial pressure. The conductivity of the microcrystalline
sample exhibits well-defined electronic and ionic regimes, whereas the nanocrystalline sample
is predominantly electronic over the entire pO2 range. From Ref. 46, with kind permission of
Springer Science and Business Media.

and electronic contributions were determined in this case using electrochemical polar-
ization with an electronically blocking YSZ electrode (complete cell configuration,
Pt/CeO2−x/YSZ/Pt). The space-charge model accounts for the difference between
the impedance spectra of Gd-doped and undoped nanocrystalline ceria (Figure 13.9).
The undoped material (Figure 13.9a) shows one semicircle in the complex impedance
plane due to high electron conductivity in the space-charge zones, which bypasses the
bulk component. In the Gd-doped phase (Figure 13.9b), the concentration of oxygen
vacancies is much higher, giving rise to a high frequency bulk ionic response and an
additional low-frequency arc, which results from grain-to-grain resistance to ionic
transport.

The quantum confinement predictions for band-gap energies break down in thin
films of CeO2; the band gap energy decreases for films with grain sizes below
20 nm (48). This has been associated with the unsuitability of the effective mass
approximation in CeO2 for grain sizes less than 20 nm; instead, the effective mass
decreases for smaller grain sizes. In contrast, thin films of Zr(Y)O2−δ of thickness
0.7 µm show a quantum confinement effect with increasing band gap for grain sizes
smaller than 30 nm (49). There is a blue shift in the optical emission spectra of
both Zr(Y)O2−δ and CeO2 films in the regime where the effective mass approxi-
mation is valid. The role of quantum confinement effects on the thermodynamics
of electronic and ionic defects in nanoscaled particles where space-charge effects
are significant is an issue of considerable interest for the solid-state electrochemical
community (1,50).
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Figure 13.9. Impedance spectra of (a) pure nanocrystalline ceria and (b) 0.15 mol%
Gd-doped nanocrystalline ceria. (Numbers adjacent to data points refer to the logarithm of the
measurement frequency.) (c) Space-charge model. Reproduced from Ref. 47 with permission
from The Electrochemical Society Inc. See color insert.

The reported transport properties of nanocrystalline zirconia do not yet give as con-
sistent a picture as those of nanostructured ceria. Contrary to reports of improved ionic
conductivity in the nano-regime, space-charge effects are expected to decrease rather
than increase ionic conductivity (49,51). In addition, theoretical molecular dynamic
simulations by Fisher and Matsubara (52) suggest that the intrinsic grain-boundary
ionic conductivity is lower than that of the bulk in 8 mol% YSZ. Correspondingly,
Mondal et al. (53) demonstrated that YSZ with average grain size of 50 nm exhibits
grain and grain-boundary arcs in the impedance spectrum with higher conductivity
and lower activation energy in the bulk than in the grain boundaries, but the values
are similar to those of microcrystalline samples. In this case, the grain size may still
be too large to present significant size effects. Perhaps of more practical interest is
the considerable drop observed in grain-boundary resistance in stabilized zirconia on
decreasing grain size which is associated with a decrease in the relative concentration
of silicate phases [e.g., Si2Ca3O7 in Ca-doped ZrO2 (54)], which coat the grains and
block ionic transport. Tuller et al. have pointed out that the grain-boundary resis-
tance due to blocking from impurities may be exceptionally low in nanocrystalline
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electrolytes (3). A caveat to this is that the doped nanocrystalline CeO2 and ZrO2
materials for use as electrolytes in SOFCs may offer less ionic conductivity in com-
parison with microcrystalline ceramics due to interfacial resistance to ionic transport
at grain-to-grain contacts, in addition to space-charge regions with depleted vacancy
concentrations.

There are few studies of nanocrystalline oxide proton conductors. Nonetheless,
one report (55) indicates that the electrical conductivity of thin films of
SrCe0.95Yb0.05O3−δ with nanosized grains is largely determined by grain
boundary/interfacial effects, resulting in enhanced proton conductivity and faster
kinetics in hydrogen-containing atmospheres. The time characteristics and sensitiv-
ity to hydrogen concentration indicate that the nanostructured films have potential
as hydrogen sensors. A recent review of solid-state proton conductors, encompass-
ing phosphates, inorganic-organic composites and nanomaterials has been given by
Yaroslavstev (56).

Some of the most dramatic and tangible effects of nanostructure on the ionic trans-
port of oxides are in the field of Li+-ion batteries. The room-temperature operation
of these devices does not lead to excessive coarsening of the nanostructure, in con-
trast to the higher operating temperature of SOFCs, whose nanoscaled components
would most probably also require nanocomposite architectures to circumvent stability
problems.

Li+-ion conducting ceramic electrolytes are a major research focus for their
potential application in an all solid-state Li+-ion battery with improved durability,
cost, safety, and ease of sealing. An established example of heterogeneous doping
at the nanoscale is the improvement of Li+-ion conductivity in LiI infiltrated into
nanoporous Al2O3, which leads to an enhanced Li+-ion vacancy conductivity in
the space-charge regions of the LiI component (16,57,58). Conductivities as high as
10−3 Scm−1 at 60 ◦C can be achieved, which is within the range where application
as a battery electrolyte becomes feasible. Analogously, oxide additions to polymer
electrolytes can improve conductivity and stability. “Soggy-sand electrolytes” have
recently been developed that consist of the addition of nanosized SiO2 particles to
non-aqueous liquid electrolytes (59).

The diminished transport lengths of the nanoscale may also bring about improved
performance and storage capacity in Li+-ion battery electrodes. The standard positive
electrode is the intercalation compound LiCoO2, which can reversibly accommodate
Li without significant structural modification. LiCoO2 and similar intercalation oxides
(AxMO2:A = Li, Na; M = Mn, Fe, Co, Ni) exhibit an increasing open-circuit voltage
with decreasing particle size in the range 3–15 nm for x < 0.2, which is rationalized in
terms of a decrease in the Fermi energy (60). The storage capacity is strictly limited
by the storage capacity of the host phase, however. Much higher storage capacity
than the state-of-the-art cathodes has recently been demonstrated in nanoscaled CoO,
which can reversibly store Li on reduction as a nanocomposite of Co/Li2O (61).

The mechanism of oxygen exchange in various metal oxides is described in several
reports (34,36,62–64). For most oxides (Cr2O3, MnO2, Fe2O3, Co3O4, NiO, CuO,
and ZnO), exchange takes place via two (R1 and R2) or three mechanisms simulta-
neously (Reaction 13.3), with the relative prominence of each mechanism dependent
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on temperature. However, the R2 mechanism appears to be dominant in systems with
greater oxygen-vacancy diffusion, such as V2O5, δ-VOPO4, and CeO2, and, under
certain conditions, CuO and Ag2O (64). Recently, it was found that there was no sig-
nificant difference in the isotopic exchange rate in MgO samples of different particle
size (between 10 and 200 nm) and the same crystal termination plane ({1 0 0}). In
contrast, the specific activity was highly dependent on the exposed surface, follow-
ing the order, {1 1 1} or {1 1 0} mean surface planes > {1 0 0} > hydroxyl-terminated
{1 1 1}, suggesting that clusters of low-coordination Mg2+–O2− ion pairs may play a
beneficial role in exchange activity (65).

Redox processes involved in oxygen handling by nanosized CeO2−x samples have
been examined by employing different spectroscopic techniques (27–29). Among
them, electron paramagnetic resonance (EPR) and Raman have shown to be most
suitable to identify and detect the species formed during the redox processes that
involve electron transfers from the partially reduced oxide to the oxygen molecules
within the scheme O2 ↔ O−

2 ↔ O2−
2 ↔ 2O− ↔ 2O2 (27,29); typical examples are

shown in Figures 13.10 and 13.11. In addition to the information gained on oxygen-
handling properties of this type of system, advantage has been taken of the sensitivity
of the spectral features of the O2-derived chemisorbed species to the chemical environ-
ment of the adsorption site for exploring the characteristics of surface defects (27–29).
These techniques are thus powerful tools for analyzing oxygen chemisorption sites
in this type of material. In this sense, it is remarkable the relatively strong agree-
ment between earlier proposals for the configuration of oxygen vacancy defects in
nanoscaled CeO2−x samples, indicated by O2-probe EPR experiments (27,66), and
more recent STM observations of surface defects on CeO2(1 1 1) samples (67,68).

Oxygen diffusivities of nanosized particles of metal oxides have been measured
using isotopic exchange, either by analyzing the exchange rate with the gas phase
as a function of time at constant temperature (37,63,64,69,70) or by obtaining the
18O depth profile of the solid by SIMS after a pretreatment with isotopically labeled,
oxygen-containing molecules (71). All reports concur that oxygen exchange takes
place in a two-step procedure with well-defined rate constants for each step. One
process is fast, occurring at or near the surface region, and the other is slow, charac-
teristic of the bulk. Under suitable experimental conditions, surface and bulk oxygen
diffusion coefficients can be measured independently (Eqs. 13.31 and 13.32), but it
is pertinent to restate that the conceptual difference between bulk and surface can be
obscure in nanostructured materials.

As mentioned, surface diffusion coefficients for nano-oxide systems are scarce in
the literature (37,72); some comparative data are presented in Table 13.1 (following
the approach of Eq. 13.32). Significant differences in surface diffusion among oxides
have been attributed to variations in surface basicity and strength of the metal–oxygen
bond: greater surface basicity and weaker metal–oxygen bonds are associated with
higher rates of oxygen surface diffusion (37). The average primary particle sizes
in these cases are not generally reported; hence, no firm conclusions can be drawn
with respect to size effects. It is worth mentioning, however, that CeO2 calcined at
different temperatures in the range 773–1173 K exhibited substantial differences in
the surface diffusion coefficient, suggesting that particle size can have a profound
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Figure 13.10. EPR spectra following low-temperature adsorption of 17O-enriched oxygen
mixtures on CeO2 outgassed at 773 K. The hyperfine structure allows unambiguous identifica-
tion of several O−

2 species. See Ref. 27 for details.

impact on surface diffusion (33). Oxygen bulk diffusion coefficients for a series
of nanostructured oxides, determined from oxygen-exchange experiments, are also
shown in Table 13.1 (37,69,70). Other exchange data (measured with isotopically
labeled CO2) are available for a series of nanostructured Ca-doped and Tb-doped
CeO2, and for Ce–Zr mixed oxides, with primary particle sizes well below 10 nm
(73–75). The results of such exchange experiments for Ce1−xTbxO2−δ are shown in
Figure 13.12. Analysis of these plots clearly shows, as mentioned, the presence of a
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Figure 13.11. Raman spectra of oxygen adsorbed at low temperature on CeO2 reduced with
H2 at 673 K followed by flushing with He at the indicated temperatures. O−

2 and O2−
2 species

are clearly identified in the spectra by bands at 1135–1127 and 877–831 cm−1, respectively,
whereas a broad band at ca. 1174 cm−1 has tentatively been attributed to special oxide anions
(29). Reprinted with permission from Ref. 29.

TABLE 13.1. Oxygen Surface and Bulk Diffusion Coefficients (Ds and Db, respectively)

Measured by Tracer Methods for Different Nanoscaled (based on XRD) Metal Oxides.

Only Data Done Under Fairly Similar Conditions are Included for Comparative

Purpose.

Metal Oxide Ds (m2 s−1)∗ Db (m2 s−1)∗ Reference

SiO2 3.0 × 10−20 37
γ-Al2O3 2.0 × 10−18 7.0 × 10−23 (723 K) 37
MgO 1.0 × 10−17 37
ZrO2 2−6 × 10−18 6.0 × 10−22 37, 72
CeO2 5.7 × 10−16 5.0 × 10−22 (623 K) 37
CeO2/Al2O3 3.7 × 10−18 1.1 × 10−22 (573 K) 37
PdO 1−20 × 10−22 (573–673 K) 70

∗Data measured at 673 K unless otherwise indicated.

first fast exchange zone, which corresponds essentially to surface exchange, whereas
in the final part of the exchange, bulk diffusion dominates (Eq. 13.32). In this latter
region (see inset of Figure 13.12), it can be inferred that the oxygen bulk diffusion
coefficient decreases with increasing dopant content, which is also the case on doping
with Ca (73–75). A maximum in oxide-ion conductivity is generally observed as a
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Figure 13.12. Results of isotopically labeled carbon dioxide exchange at 573 K over the
indicated samples. The inset shows in detail the linear zone employed for estimation of bulk
diffusion coefficients. Reprinted from Ref. 72 with permission.

function of dopant content (8,76). The oxygen vacancies that form on doping with Tb
or Ca (74,75) enhance oxygen exchange and mobility at low dopant concentrations,
but ordering of dopant cations and vacancies takes place at high concentrations that
inhibits vacancy migration (76). For Ce1−xTbxO2−δ samples with large particle size,
a maximum in ionic conductivity has been observed for x = 0.25 (76). However, for
nanosized Ce1−xTbxO2−δ , lower oxygen diffusivity is observed for x = 0.20 with
respect to x = 0 (Figure 13.12). This suggests that the maximum oxygen diffusivity
in nanosized Ce1−xTbxO2−δ particles occurs at lower Tb content than for extended
crystals and that a gradual decrease in oxygen transport occurs with Tb doping, at
least up to x = 0.5 (75). In the case of Ca-doped samples, the influence of carbonate
impurities in the form of CaCO3 may also be of relevance in explaining the signifi-
cant decrease of the bulk oxygen diffusion coefficient (an order of magnitude) with
calcium content (73,74).

13.5. CONCLUSIONS

The principal features of nanostructured ion- and mixed ion/electron-conducting
oxides have been discussed. The effects on charge-carrier concentrations and surface-
exchange kinetics can be significant due to both the large volume of interfaces and the
reduction of the interfacial spacing. The overall properties may thus be governed by
interfacial properties, often in dramatic fashion. It is no surprise, then, that the field



REFERENCES 375

of nanoionics is a burgeoning discipline that is expected to play an essential role in
materials research in the coming years. As has been highlighted in this chapter, there
are already developments with significant potential for Li+-ion batteries, fuel cells,
sensors, and catalysts. When applied to both new and existing materials, the powerful
additional degree of freedom offered through nanoscaled engineering is likely to lead
to many further advances.
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PART V

INDUSTRIAL/TECHNOLOGICAL
APPLICATIONS OF OXIDE
NANOMATERIALS

The physical and chemical properties of oxide nanomaterials described in the previous
chapters of this book in many cases are crucial for technological applications. Within
the last decade, many areas of the industry have witnessed the advent of nanoscience.
The fifth and final part of this book is focused on technological uses of nanostruc-
tured oxides as adsorbents, sensors, ceramic materials, photo-devices, and catalysts
for reducing environmental pollution, transforming hydrocarbons, and producing H2.
In future energy and environmental applications, technologies based on adsorption
will play a major role in air and water purification, desulfurization of fuels, the removal
of carbon monoxide from hydrogen for fuel cell applications, and so on. New and
better adsorbents are required to meet the challenges. Nanostructured metal oxides
are expected to play a prominent role as effective adsorbents for the above-mentioned
applications (Chapter 14). Furthermore, the detection of various species in gas mix-
tures or liquid solutions, in order to evaluate the impact of these species in the quality
of a commercial product or their effects on the environment (odors, toxic species etc.),
is a challenging task that can be accomplished by employing oxide nanomaterials in
sensor manufacturing (Chapter 15). The electron and oxygen-ion conducting capa-
bilities of many oxides improve when going from the bulk to the nanoscale. In recent
years, several oxide nanostructures have been successfully used for the fabrication of
photovoltaic, photoelectronic, and electrochemical devices (Chapter 16), and they can
have a very high activity and good performance as photocatalysts (Chapter 17). The
electronic perturbations induced by quantum confinement and the structural defects
usually associated with oxide nanoparticles have a strong impact on catalysts used for
the combustion of hydrocarbons (Chapter 18), the prevention of environmental poll-
ution by NOx (Chapter 19) or SOx species (Chapter 20), and the production of H2 by
hydrocarbon steam reforming or the water-gas shift reaction (Chapter 21). Low-cost
oxide-conducting nanoarrays are very promising materials for building electrodes and
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other components in fuel cells (Chapter 21). The last chapter of the book deals with
oxide nanomaterials in ceramics. These systems can lead to advanced ceramics that
exhibit superior mechanical properties, corrosion/oxidation resistance, and thermal,
electrical, optical, or magnetic properties (Chapter 22).
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Adsorbents
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14.1. INTRODUCTION

In future energy and environmental applications, technologies based on adsorption
will play a major role, e.g., in air and water purification, desulfurization of fuels, and
removal of carbon monoxide from hydrogen for fuel cell applications (1). Currently
available adsorbents such as activated alumina, zeolite, activated carbon, and silica
gel cannot fulfill the stringent rules by the government regulatory agencies. New and
better adsorbents are required to meet the challenges. Nanostructured metal oxides
are expected to play a prominent role as effective adsorbents for the above-mentioned
applications (2). Nanoscale materials belong to a unique family of compounds (3).
They are considered as materials that form a bridge between molecular and con-
densed matter. Nanoparticles consist of tiny particles with size ranging from about
2 to 10 nm. They fall in a regime where neither quantum chemistry nor the classic
theory of physics can be applied. The extensive delocalization of valence electrons
in nanoparticles varies with the size leading to a variety of interesting physical and
chemical properties (4). Several properties depend on the size of nanoparticles, and the
examples include optical, magnetic, and mechanical properties. For example, surfaces
can be more reactive for nanoparticles (5), coercive force in magnetic materials can
be changed (6), band gaps in semiconductors can be altered (4), melting points can
change, and mechanical properties such as hardness and plasticity can be modified
by a change in size (7,8). Throughout this chapter, we will come across terms such
as nanoparticle, nanocrystal, nanoscale material, nanophase material, and nanostruc-
tured material. Let us clarify these terms in detail (2). Nanoparticle is a particle with
size varying from 1 to 1000 nm, and it could be amorphous, single crystalline, or
even an aggregate of small crystallites. A nanocrystal is a single crystal with a size
of few nanometers; a nanoparticle need not necessarily be crystalline. Nanophase,
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nanoscale, or nanostructured material all refer to a solid that has nanometer size in
either one (wire) or two (film) or three dimensions (particle).

The dependence of physicochemical properties of nanoparticles on size opens a
huge number of possibilities of new materials that can be produced. Generally, nano-
materials can be classified into three types: metals, semiconductors, and insulators.
In the case of metals and semiconductors, the changes in their physicochemical prop-
erties with size are well documented; e.g., the progression from discrete molecular
orbitals to a continuum of energy levels (bands) has been demonstrated. However, in
the case of insulators, most of which are metal oxides, the size effects are not clearly
understood, but they seem to be mainly based on differences in surface reactivity
(9,10). Surface effects in nanoparticles are very important in shaping new advances
in technologies for the present and the future. In the next section, we shall discuss the
effect of nanosize on the surface reactivity of nanostructured metal oxides. Whenever
we mention nanostructured oxides or nanoscale oxides, they mean the same.

14.1.1. Reactivity of Nanostructured Metal

Oxides: Effect of Nanosize

The surface effects in nanoparticles depend on the particle size (a nanoparticle is
defined here as a loose aggregate of nanocrystals) and crystallite size. When the
particle size is small, a larger fraction of atoms would be on the surface of nano-
particles (9,10). Nanocrystalline oxides, in general, possess small crystallites; e.g.,
MgO nanocrystals prepared by an aerogel method (hereafter referred to as AP–MgO)
have a crystallite size of about 4 nm (9,10), AP–CaO has a crystallite size of about
7 nm (9–11) while nanocrystalline CuO (NC–CuO) has a size varying from 7 to 9 nm,
and NC–NiO has a crystallite size of about 3–5 nm (12). As the crystallites are small,
the surface area of these oxides is usually very high (Table 14.1) (13), ranging from
about 400 to 800 m2/g. The surface area of AP–MgO varies from 250 to 500 m2/g,

TABLE 14.1. Surface Area, Pore Volume, and Pore Diameter of

Nanostructured Metal Oxides Prepared by the MAP Process.

Reprinted from Ref. 13 with Permission of The Royal Society of

Chemistry.

Surface Area Pore Diameter Pore Volume
Sample (m2/g) (nm) (cm3/g)

AP–MgAl2O4 639 18 2.88
AP–CaAl2O4 517 28 3.56
AP–SrAl2O4 112 32 0.89
AP–BaAl2O4 135 31 1.05
AP–MgO 385 21 2.03
AP–CaO 67 13 0.22
AP–SrO 16 13 0.05
AP–Al2O3 637 20 3.17
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whereas a conventionally prepared MgO sample (referred to as CP–MgO, prepared by
boiling commercial MgO in water followed by dehydration) has a surface area varying
from 130 to 250 m2/g. The surface area of a commercial MgO sample (referred to as
CM–MgO), however, is only about 10–30 m2/g. A similar trend is observed for other
nanostructured metal oxides such as aluminum oxide and calcium oxide (AP–Al2O3
and AP–CaO). AP–Al2O3 possesses a surface area of about 800 m2/g, whereas a
commercialAl2O3 sample has a surface area of only about 100 m2/g (14). The surface
areas of AP–CaO, CP–CaO, and CM–CaO are about 120–150 m2/g, 50–100 m2/g,
and about 1–3 m2/g, respectively.

The increased surface area in nanostructured metal oxides leads to an increased
reactivity as they are able to react by a greater extent compared with normal crys-
tals (e.g., CM–MgO). There are more molecules of metal oxide in nanocrystals,
available on the surface, for the reaction with the incoming molecules. However,
it is also now well established that nanoscale oxides possess unique surface chem-
istry (9,10). In general, metal-oxide nanocrystals (AP–metal oxides) exhibit higher
surface chemical reactivities compared with CP (microcrystals) and CM (normal
crystals) oxides; the surface chemistry of AP–MgO is different from that of CP–MgO
and CM–MgO. For example, AP–MgO adsorbs about six molecules of SO2/nm2,
whereas CM–MgO adsorbs only about 0.7 molecules of SO2/nm2 (15) (Table 14.2).
AP–MgO has higher adsorption capacities for acid gases such as HCl, HBr, NO, and
SO3 compared CP–MgO (16). AP–CaO is 30 times more effective in destroying CCl4
compared with CM–CaO (9,10,17). In the destructive adsorption of dimethyl methyl
phosphonate (DMMP), AP–MgO is about 50 times more effective compared with
CM–MgO (18,19). One might think that the increased reactivity for nanostructured
metal oxides is due to increased surface areas, but it has been proved that it is not
the only factor. High surface area is beneficial, but nanocrystals show intrinsically

greater chemical reactivities compared with microcrystals (CP-oxides) and normal
crystals (CM oxides) (9,10,20). The factors responsible for the higher reactivity of
nanoscale oxides are believed to be

(1) unusual morphology of the crystallites and aggregates (20); in contrast to
normal crystals (e.g., CM–MgO), oxide nanocrystals (e.g., AP–MgO) possess

TABLE 14.2. Sulfur Dioxide Adsorption on Nanoscale Metal Oxides. Reprinted from

Ref. 14 with Permission.

Total Molecules Molecules of Molecules of
Surface Area SO2/nm2 SO2/nm2 SO2/nm2

Sample (m2/g) Adsorbed Physisorbed Chemisorbed

AP–Al2O3 800 3.5 1.8 1.7
CM–Al2O3 100 3.5 3.0 0.45
AP–Al2O3/MgO 750 6.8 2.9 3.9
CM–MgO 30 0.68 0.51 0.17
AP–MgO 500 6.0 1.5 4.5
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high index crystal faces that are more reactive than the normal (100) face,
especially because lower coordination ions such as Mg2+

3c , Mg2+
4c , O2−

3c , and
O2−

4c occur on the high index faces;

(2) a high ratio of edge ions to surface ions;

(3) lattice disorder and defects; morphological studies by transverse electro-
magnetic microscopy (TEM), XRD, and atomic force microscopy (AFM)
measurements conclude that nanocrystals possess more defects compared with
microcrystals (e.g., CP–MgO); the defects can be vacancies (Scottky-type, e.g.,
missing Mg2+ or O2− ions) or unusual configurations of corners, crystal planes,
or edges; and

(4) smaller particle size; the diffusion of reagent molecules becomes easy with
nanoscale oxides because the particle size is small and diffusing only through
top-most layers of the aggregated nanocrystals is enough to reach the core of
the particles. In terms of the chemical nature of the surface too, nanostructured
oxides are different compared with CP and CM oxides (9,10,21).

It was found, by careful studies on the residual surface hydroxyl groups, AP–MgO
nanocrystals possesses only about 5% bridged hydroxyl groups, whereas CP–MgO
possesses about 22% of bridged hydroxyl groups. In other words, AP–MgO possesses
few geminal hydroxyl groups compared with CP–MgO (22). Also, the hydroxyl
groups on nanocrystalline MgO (AP–MgO) are less acidic compared with the
hydroxyl groups on CP–MgO. As nanoparticles are usually sensitive to air and water,
creative and skillful synthetic procedures are needed to make them in pure form. In the
following section, the synthesis of nanostructured metal oxides, by a process called
MAP, and studies on their textural properties are described.

14.2. SYNTHESIS OF NANOSCALE METAL OXIDES BY THE

MAP (MODIFIED AEROGEL PROCESS) AND THEIR TEXTURAL

PROPERTIES

The aerogel method is widely used in synthesizing nanoscale oxides with very high
surface area. This method was originally developed by Kistler in 1932 in an attempt to
produce high-surface-area silica (23). It involves hydrolyzing an alkoxide precursor in
a solvent (e.g., ethanol), and a gel is formed at the end (sol-gel process). The gel, also
called an alcogel, is subsequently subjected to a supercritical (also called hypercritical)
drying process where the gel is heated in an autoclave above a temperature and
pressure corresponding to the supercritical temperature and pressure of the solvent.
This way, the pore structure of the gel is not destroyed due to surface tension effects
and the porous nature is retained after drying. The gelation process was slow, and
to make the gelation process faster, Teichner introduced organic solvents instead of
water during the gelation/hydrolysis step which reduced the synthesis time (24).
Additional modification of the synthesis was to add large amounts of hydrocarbons
such as toluene during the gelation process, and this further enhanced the rate of
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gelation (25,26). The addition of the solvent with low dielectric constant reduces
the surface tension of the solvent mixture (e.g., toluene-ethanol), and it facilitates
the removal of solvent during the alcogel-to-aerogel transformation. The product
after the supercritical drying is called an aerogel because air replaces the solvent
in between the pores of the material. Thermal dehydration of the aerogels (usually
hydroxides) in vacuum results in aerogel oxides with a high surface area. If the gel
is dried under ambient conditions instead of supercritical drying, the porous network
structure is destroyed due to surface tension effects. The product obtained in this case
is called a xerogel, and xerogels usually possess lower surface areas compared with the
aerogels. Also, oxides prepared by the aerogel method have very low densities; e.g.,
AP–MgO has a density of only 0.3 cm3/g (20). The MAP has been used to produce
various nanostructured metal-oxide and mixed metal-oxide systems, and multi-gram
quantities of metal-oxide nanoparticles can be produced by this method.

14.2.1. Intimately Mixed Nanostructured Metal Oxides

A combination of two metals in an oxide matrix or the combination of two metal
oxides at the molecular level can lead to materials with novel structural or elec-
tronic properties; e.g., they can give rise to superior catalytic and chemical reactivity
compared with constituent metal oxides (27). The MAP process for the production
of intimately intermingled mixed metal oxides has been promising to obtain homo-
geneous and molecular level mixing of two or more metal oxides. Hydrolyzing two
metal alkoxides simultaneously during the gelation process, followed by the super-
critical drying, yields intimately mixed metal oxides (13,28). The basic synthetic
procedure is illustrated are as follows (28):

Ma(OR)x + Mb(OR)x + H2O + solvent ←→ MaMb(OH)x + ROH + solvent

(hydrolysis step) (14.1)

MaMb(OH)x + ROH + solvent −→ [MaMb(OH)x]y with high surface area

(gelation step) (14.2)

[MaMb(OH)x]y −→ MaMbO2 or Ma(Mb)2O4 nanocrystalline powder

(thermal dehydration step) (14.3)

In one specific example, an intimately mixed 1:1 molar ratio mixture of MgO and
Al2O3 was prepared (13,28). The specific surface area of the oxide remained as high
for AP–Al2O3 itself (∼640 m2/g), indicating that the aluminum-oxide matrix served
as a template for MgO moieties without loss in its surface area. The stronger Lewis
basicity of the MgO nanocrystals was preserved and in fact enhanced due to the higher
surface area. The adsorptive performance of intimately mixed oxides was found to be
better than that of constituent metal oxides, e.g., nanostructured Al2O3 (AP–Al2O3),
under a certain set of standard conditions, adsorbs about 3.5 molecules of SO2/nm2,
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whereasAP–MgO adsorbs about 6.0 molecules, but the intimately mixed sample (AP–
Al2O3 · MgO) adsorbs about 6.8 SO2 molecules, (Table 14.2). It is also interesting
to note that one can tune the acid/base sites in the intimately mixed oxide, during the
MAP synthetic process, to get better adsorption properties. The enhanced reactivity
of AP–Al2O3 · MgO has been attributed to the Lewis base nature of the tiny MgO
crystals that are well dispersed within the large pore volume and surface area of the
aluminum-oxide matrix.

14.2.2. Carbon-Coated Nanoscale Metal Oxides

Nanostructured metal oxides (e.g., AP–MgO) are sometimes partially deactivated
due to the adsorption of water either as liquid or as vapor. To avoid the adsorption of
water and prevent deactivation, carbon has been deposited on the surface of AP–MgO
(29,30). Magnesium-oxide–carbon-core/shell composites with graphitic carbon as
the shell material can be prepared. The carbon aerogel was added to the already
formed MgO nanocrystals and followed by heat treatment, the core-shell structure
could be obtained (29). The carbon-coated MgO nanocrystals can also be prepared
by heating AP–MgO under flowing butadiene at high temperatures (500 ◦C) (30).
The carbon-coated oxide nanocomposites offer some unique advantages with regard
to adsorption selectivity compared with the uncoated nanocrystalline oxides, e.g.,
minimization of water adsorption and in favor of better adsorption of polar organic
molecules. The simultaneous availability of hydrophilic (oxide phase) as well as
hydrophobic phase (carbon phase) on the surface makes these core-shell composite
materials very interesting for further adsorption studies.

14.2.3. Morphologies of Nanostructured Metal Oxides

Nanocrystals of metal oxides (mainly those belonging to alkaline-earth metals family)
can be prepared with unique shapes, e.g., polyhedrons, hexagonal platelets, and cubes.
These metal oxides can be stable, and they are highly ionic with high melting points.
In Figure 14.1, TEM images of MgO normal crystals (CM–MgO), microcrystals
(CP–MgO), and nanocrystals (AP–MgO synthesized by the MAP process) are shown
(9,10,21). In Figure 14.2, the TEM images of normal crystals and nanocrystals of SrO
(CM–SrO andAP–SrO) are shown (31). It can be clearly noticed that the morphologies
of the nanocrystals are remarkably different compared with the micro- and normal
crystals. Let us discuss the morphologies of the oxide materials in detail.

CM–MgO exhibits cube-like morphology, CP–MgO exhibits plate-like
morphology, but AP–MgO shows a porous web-like morphology. CM–SrO shows
large platelets and cubes (Figure 14.2a), whereasAP–SrO, produced by the MAP pro-
cess followed by the dehydration procedure, possesses SrO strands aggregated into
porous brushes (Figure 14.2b). Each particle shows a dense body with a tail of crys-
talline needles, and “flat-fish” type particles of size about 100 nm could be seen (31).
It is interesting to compare the low- and high-magnification TEM images of AP–MgO
(Figures 14.1c and 14.3). The TEM image at lower magnification (Figure 14.1c) shows
the presence of porous web-like aggregates (size ∼1400 nm). Small angle X-ray



14.2. SYNTHESIS OF NANOSCALE METAL OXIDES 387

Figure 14.1. TEM images of (a) normal polycrystalline MgO (CM–MgO), (b) CP–MgO, and
(c) nanoscale MgO (AP–MgO).

scattering (SAXS) studies also provided additional evidence for the presence of these
web-like structures (20). The high-resolution TEM (HRTEM) image of nanoscale
MgO (AP–MgO; Figure 14.3) shows very interesting facets of its morphology (20).
Numerous “cubic” crystallites (size about 4 nm) can be seen, and they aggregate
(these aggregates can be seen in the low-resolution TEM image, Figure 14.1c) into
polyhedral structures with plenty of edge/corner sites. The polyhedral structure of
AP–MgO suggests high concentrations of edge and corner sites on the surface. The
edges of the nanoparticles are rough, and the embryonic formation of pores between
the crystalline structures can be noticed. The number and nature of the surface defects
determine the reactivity of nanoscale metal oxides, and it is believed that these

Figure 14.2. TEM images of (a) normal polycrystalline SrO and (b) nanocrystalline SrO
(AP–SrO). Reprinted from Ref. 31 with kind permission of Springer Science and Business
Media.
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Figure 14.3. HRTEM image of nanoscale MgO (AP–MgO). Reprinted from Ref. 20 with
permission.

defects get introduced during the synthesis of oxides. It has also been demonstrated
that the acid/base properties are stronger at corner and edge sites in nanocrystalline
oxides.

The HRTEM images of intimately mixed oxides also show interesting features.
One such HRTEM picture for the mixed metal-oxide AP–Al2O3 · MgO is shown in
Figure 14.4. Boehmite (AlOOH) planes mixed with MgO nanocrystals can be seen
(13,28). The distance between the boehmite planes was found to be about 15 Å, and
the increased lattice spacing compared with the pristine boehmite has been attributed
to the intercalation of tiny MgO moieties within the boehmite sheets. The powder
XRD pattern for AP–Al2O3 · MgO indicated only the presence of small MgO crys-
tallites, and no peaks due to Al2O3 were observed. In Figure 14.5, a HRTEM image of
the core/shell graphitized nanocrystalline MgO–carbon composite is shown (30). The
carbon deposits (size as about a few nanometers) at active sites, such as on MgO crystal
edges and corners, can be clearly seen. The carbon nano-regimes (hydrophobic)
intimately intermingled with the metal-oxide nano-regimes (hydrophilic) are expected
to allow selective physisorption of organic molecules. In the next section, surface areas
and pore structures in nanostructured metal oxides, prepared by the MAP process,
are briefly discussed.
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Figure 14.4. HRTEM image of the intimately mixed oxide, AP–Al2O3 · MgO. Tiny MgO
nanocrystals mixed with boehmite (AlOOH) planes can be seen. Reprinted from Ref. 13 with
permission of The Royal Society of Chemistry.

Figure 14.5. HRTEM image of carbon-coated AP–MgO; graphitic thin layers (indicated by
arrows) on AP–MgO crystals can be seen. Reprinted in part from Ref. 30 with permission.

14.2.4. Surface Areas and Pore Structures

The specific surface areas of the nanoscale oxides (AP samples) are very large
compared with the conventionally prepared (CP) and commercial (CM) oxides.
The nanoscale metal oxides show adsorption/desorption isotherms indicative of the
presence of bottleneck pores. The pore volume of nanostructured metal oxides are also
usually high compared with CP and CM oxides; e.g., CP–MgO does not show pore
structure at all, whereas AP–MgO has a pore volume of about 2 cm3/g. Some metal
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oxides prepared by the MAP process have lower surface areas compared with other
oxides prepared by the same procedure; e.g., AP–SrO has a surface area of about
20 m2/g, which is much lower than that of AP–CaO (∼100 m2/g) and AP–MgO
(∼400 m2/g). The surface areas, pore volumes, and pore diameters of the nano-
structured metal oxides prepared by the MAP process are given in Table 14.1. The
aerogel-prepared oxides were found to be resistant to collapse under the application
of pressure, e.g., compaction of fine powder into a pellet (20). Due to their poly-
hedral nanocrystal shapes and their tendency to form web-like aggregates, these fine
powders retain their high surface areas as well as small crystallite sizes on compaction.
In the next section, the effect of compaction on the textural properties (pore size, pore
volume, and surface area) of nanoscale oxides is discussed.

14.2.5. Densification (Compaction) of Nanostructured

Metal Oxides

Nanostructured metal oxides readily form porous aggregates as observed by TEM
and SAXS studies. If these porous aggregates of nanocrystals (i.e., nanoparticles) can
be pressed into pellets and at the same time if they retain their high surface areas,
large pore volumes, and pore sizes, it will be very advantageous for their techno-
logical applications. Indeed, studies on compaction of nanoscale metal oxides by
pelletization led to very interesting observations (15,20,32). The results are shown
in Figure 14.6, and Tables 14.3 and 14.4. The surface areas, pore volumes, and
pore sizes did not drop significantly after compaction, and they are in the ranges
where they can be useful as adsorbents. The compaction process was found to yield
porous pellets that have narrow pore size distributions. A unique feature of nano-
structured metal oxides is that they have particle shapes/morphologies that do not
allow their densification under moderate pressure. In each case (AP–MgO, AP–
Al2O3, NC–NiO, and NC–CuO), crystallites of 2 to 5 nm self-aggregate into highly
porous web-like structures. The initially formed aggregates are tighter in the case of
nanocrystalline CuO and NiO (see Table 14.4) than for AP–MgO. This is evident if
we compare the starting surface areas (140 and 351 m2/g) and pore volumes (0.22
and 0.35 cc/g) for these oxides (NC–CuO and NC–NiO). Nanocrystalline NiO was
found to be the most susceptible oxide to densification under increasing pressure
at room temperature. According to the hysteresis curves for adsorption–desorption
for the nanoscale metal oxides, the pores were found to be cylindrical and open at
both ends for all pressures except at 20,000 psi where the pores were found to be slit
shaped.

14.2.6. A New Family of Porous Inorganic Adsorbents

The MAP procedure leads to the formation of very fine powders with high surface
area. High surface area and large pores are desirable for applications based on adsorp-
tion, and the morphology required for such properties would be a random fibrous
structure. This is indeed observed for many nanoscale metal oxides synthesized by
the MAP process, indicating that large pores are accessible in these materials (20)
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Figure 14.6. Effect of compaction on (a) surface area and (b) pore volume of nanostructured
aluminum oxide (AP–Al2O3).

(see TEM Figures 14.1c and 14.3). When pellets are made out of these materials,
the porous nature must be maintained, and this is indeed observed for the nanostruc-
tured metal oxides (see Figure 14.6 and Tables 14.3 and 14.4). Upon consolidation
as pellets, their high surface area is retained, and the pore volumes and pore size
openings can be decreased in the pellets in a controlled manner with the compaction
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TABLE 14.3. Surface Areas, Pore Volumes, Average Pore Size Openings, and Primary

Nanocrystal Size of Powders and Pellets of Nanoscale Metal Oxides.

Surface Areas Powder Pore Volume Pore Opening Crystallite
Sample (pellet)(a,b)(m2/g) (cc/g) (nm) Size (nm)

AP–Al2O3 800 (730) 2.0 (1.8) 11 (10) <2 (<2)
AP–MgO 364 (366) 0.9 (0.6) 9.8 (6.4) 4 (4)
AP–Al2O3/MgO 775 (535) 1.8 (0.7) 11 (7.5) <2 (<2)

aPelletizing pressure = 5000 psi.
bValues in parenthesis indicate those of pellets.

pressure. The HRTEM studies indicate that the nanoscale metal oxides have a high
concentration of surface edge/corner sites. It has been calculated for a AP–MgO
nanocrystal (size ∼4 nm), the percentage of edge ions to total surface ions is about
20%, whereas for a microcrystal MgO (CP–MgO), the ratio is only about 0.5%; a
higher concentration of edge sites is present in nanocrystals. The chemical proper-
ties of nanostructured metal oxides can be altered or manipulated by incorporating
other suitable metal oxides. The compacted pellets of nanoscale metal oxides retain
their adsorbent properties and capacities for a wide variety of organic and acid gas
molecules. The unique adsorption chemistry of these materials have been well studied

TABLE 14.4. Effect of Compaction on the Textural Properties of AP–Mg(OH)2,

NC–NiO, and NC–CuO.

Pressure of Surface Area Total Pore Av. Pore
Compaction (psi) (m2/g) Volume (cm3/g) Diameter (nm)

AP–Mg(OH)2

0 364 0.90 9.8
5,000 366 0.59 6.4

10,000 383 0.44 4.6
20,000 342 0.29 3.4

NC–CuO

0 140 0.22 14
5,000 98 0.20 10

10,000 96 0.20 8.5
20,000 80 0.18 8

NC–NiO

0 351 0.35 4.6
5,000 210 0.12 4.1

10,000 205 0.12 4.0
20,000 200 0.10 3.8
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(9,10,21), and examples include sorption properties such as

(1) enhanced adsorption of SO2; microcrystalline MgO (CP–MgO) adsorbs about
2 molecules/nm2, whereas nanocrystalline MgO (AP–MgO) adsorbs about 6
molecules/nm2; and

(2) nanocrystals of ZnO and MgO adsorb paraoxon, a mimic of the chemical
warfare agent, VX, destructively, at room temperature. Hence, the nanoscale
metal oxides, including the intimately mixed metal oxides, constitute a new
family of porous materials that exhibit unique adsorption properties.

14.2.7. Relationship to Zeolites and Other Mesoporous Materials

Nanostructured metal oxides, produced by the MAP process, constitute a novel family
of inorganic porous materials (20). These materials can be made up of a wide array of
metal oxides or mixed metal oxides, and they possess high surface areas in addition
to large pores and pore volumes. The metal-oxide nanocrystals have unique morpho-
logies and possess high concentrations of reactive edges, corners, and defect sites.
Pellets made out of these materials retain their porous nature. These novel features
impart these materials a tremendous level of flexibility toward engineering-desired
chemical properties, e.g., Lewis acidity or basicity or soft/hard basicity or acidity.
There are, of course, other very useful porous inorganic materials such as zeolites,
MCM-41 (a mesoporous silicate), and related silicas, and certain types of porous
clays, e.g., montmorillonite and kaolinite. The main differences between these porous
materials and nanoscale metal oxides have to do with the nature of the pores. Zeolites
have much smaller pores that are well ordered, and clays, usually, are with two-
dimensional-layered structures with plate-like morphology. Whether these porous
materials are superior to the nanocrystalline oxides depends solely on the intended
application. The microporosity of zeolites is known to pose diffusional limitations
for the reactant and product molecules and on the reaction rate. The mesoporous
molecular sieves related to the MCM-41 family do not possess high acidity as that
of zeolites. Also, MCM-type mesoporous materials have poor hydrothermal stabi-
lity and cannot survive harsh conditions such as high temperatures and pressures.
Nanoscale metal oxides are increasingly finding applications as better adsorbents
compared with conventional adsorbents (9,10,21). In the forthcoming sections, the
uses of nanostructured metal oxides for the adsorption of various contaminants are
discussed in detail.

14.3. DESTRUCTIVE ADSORPTION BY NANOSTRUCTURED

METAL OXIDES

The ability of an adsorbent to adsorb an incoming adsorbate molecule and chemically
destroy it is called destructive adsorption; destructive adsorption can also be called as
dissociative chemisorption. Nanostructured metal oxides such asAP–MgO,AP–CaO,
AP–TiO2, AP–Al2O3, and AP–ZnO behave as effective adsorbents for acid gases,
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chemical warfare agents, and air pollutants. These metal oxides have brought a new
dimension for the adsorption of toxic chemicals. The adsorbate molecules are chem-
ically dismantled/detoxified, and the toxic molecules are converted into nontoxic
entities. Destructive adsorbents based on nanocrystalline oxides are increasingly find-
ing use in tackling chemical and biological warfare agents. In the following sections,
destructive adsorption on nanoscale metal oxides at ambient and high temperatures
is discussed.

14.3.1. Adsorption at Ambient Temperatures

Some organophosphorus compounds and chemical warfare agents can be destroyed
by destructive adsorption on nanostructured metal oxides at room temperature. They
are discussed below in detail.

14.3.1.1. Organophosphorus Compounds A few organophosphorus com-
pounds are surrogates of chemical warfare agents, and the chemical structure of these
compounds is shown in Figure 14.7. Traditionally, adsorbents based on charcoal, ther-
mal decomposition, and catalytic methods have been used to detoxify these hazardous
chemicals. These methods have certain disadvantages; e.g., the catalysts become
inactive due to pollutants containing heteroatoms. If a material adsorbs the toxic
organophosphorus compound, destroys it by adsorption, and immobilizes the prod-
ucts of destructive adsorption on its surface, it will be of tremendous potential and
one such example is discussed below.

Figure 14.7. Chemical structures of chemical warfare agents and their surrogates.
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14.3.1.1.1. Adsorption of Paraoxon Paraoxon (diethyl 4-nitrophenyl phosphate)
is a mimic of chemical warfare agent VX (O–ethyl–S–(2-diisopropylamino) ethyl-
methyl phosphonothioate). It can be destructively adsorbed on nanostructured metal
oxides such as AP–MgO (33), AP–Al2O3, or even intimately mixed oxides such as
AP–MgO · Al2O3 (13,28), prepared by the MAP process. For example, 100 mg ofAP–
MgO can destroy about 15 µL of paraoxon in a pentane solution at room temperature.
Under the same conditions, 100 mg ofAP–Al2O3 can adsorb about 16 µL of paraoxon.
Figure 14.8 shows a comparison of AP–MgO with activated carbon toward paraoxon
adsorption in pentane at room temperature (33). It can be seen that the performance of
nanoscale AP–MgO (surface area = 400 m2/g) is much better than that of activated
carbon (surface area = 900 m2/g). Activated carbon adsorbs only about 4.5 µL of
paraoxon, and commercial MgO (CM–MgO) does not adsorb any appreciable amount
of paraoxon. The destructive adsorption capability of nanoscale metal oxides toward
paraoxon adsorption is summarized in Table 14.5 (13,28). Calculations indicate that
about one molecule of paraoxon is adsorbed per squared nanometer area of AP–MgO.
The mechanism of paraoxon adsorption on nanostructured metal oxides has been
studied in detail by Rajagopalan et al. (33) and Carnes et al. (12) by 13C, 31P nuclear
magnetic resonance (NMR) and infrared (IR) spectroscopy. It was proved that acti-
vated carbon does not destroy the paraoxon molecule on adsorption, and the paraoxon
can be easily extracted using a solvent such as toluene. On the other hand, destructive
adsorption of paraoxon takes place on the surface of nanoscale metal oxides. First,
the P–OAr (Ar = aromatic ring) bond is broken, and this leads to the adsorption of
p-nitrophenoxy anions and ethoxy groups on the surface of the oxide. The presence

Figure 14.8. Adsorption of paraoxon from pentane at room temperature by AP–MgO as
monitored by UV-Vis spectroscopy. Reprinted from Ref. 33 with permission.
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TABLE 14.5. Destructive Adsorption of Paraoxon on Nanostructured Metal Oxides.

Reprinted from Ref. 13 with Permission of The Royal Society of Chemistry.

Amount of Molar Ratio
Surface Area Pore Volume Paraoxon Adsorbed (moles of paraoxon

Sample (m2/g) (cm3/g) (µL) to moles of material)

AP–MgO 385 2.03 15 1:36
AP–CaO 67 0.22 4 1:113
AP–SrO 16 0.05 2 1:104
AP–Al2O3 637 3.17 16 1:14
AP–MgAl2O4 639 2.88 16 1:10
AP–CaAl2O4 517 3.56 16 1:9
AP–SrAl2O4 112 0.89 6 1:19
AP–BaAl2O4 135 1.05 6 1:17

of nitrophenoxy groups on the surface imparts a pale yellow color to the metal-oxide
nanoparticles. The performance ofAP–SrO andAP–CaO toward paraoxon adsorption
was found to be poor, and this has been attributed to the lower surface area of these
oxides (see Table 14.5).

The intimately mixed metal oxides prepared by the MAP process (e.g., AP–
Al2O3 · MgO, AP–Al2O3 · CaO) also perform well for the destructive adsorption of
paraoxon (13,28). Although the intimately mixed oxides (e.g., AP–Al2O3 · MgO and
AP–Al2O3 · CaO) adsorb roughly the same amount of paraoxon (16 µL per 100 mg
of the oxide), the kinetics of adsorption was found to be faster for intimately mixed
oxides compared with that of individual oxides (AP–MgO or AP–Al2O3) or even
a physical mixture of AP–MgO and AP–Al2O3; AP–Al2O3 · MgO destroys about
16 µL paraoxon in only 20 minutes. The reason for the faster kinetics is believed to
be that AP–MgO nanocrystals (Lewis base) is intimately mixed/incorporated onto
the alumina matrix with high surface area and pore volume. This helps in the rapid
destructive adsorption of the incoming paraoxon molecules. The performance of other
mixed metal oxides such as AP–SrO · Al2O3 and AP–BaO · Al2O3 was found to be
poor. Both oxides were able to adsorb only about 6-µL paraoxon per 100 mg of
the adsorbent. The poor performance in these cases is ascribed due to lower surface
area and poor intimate mixing of these oxides, as revealed by TEM studies. It is now
clear that nanoscale metal oxides are advantageous over conventional adsorbents such
as activated carbon for the destructive adsorption of organophosphorus compounds.
This is because activated carbon only physisorbs the surrogate molecules but does
not destroy them. On the other hand, nanoscale metal oxides not only adsorb the
surrogate molecules but also destroy them into nontoxic moieties. In the next sec-
tion, destructive adsorption of chemical warfare agents on nanostructured oxides is
discussed.

14.3.1.2. Chemical Warfare Agents (CWAs) Chemical warfare agents
(CWAs), also called nerve agents, present a great concern for the whole world.
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Examples of CWAs includeVX, GD (pinacolyl methylphosphono-fluoridate), and HD
(bis(2-chloroethyl)sulfide) (see Figure 14.7), and most of these toxic compounds are
polar organic liquids based on P(V) organophosphorus esters. CWAs react irreversibly
with acetylcholine esterase enzyme and prevent it from controlling the human cen-
tral nervous system. Disposal of CWAs safely without producing harmful chemicals
is very important. Various researchers have described the decontamination proce-
dures for the CWAs. Studies by Yang et al. (34–36) have demonstrated two effective
chemical methods for decontaminating the CWAs:

(1) nucleophilic substitution reactions, and

(2) oxidation reactions.

The nucleophilic substitution reactions are done with basic H2O2 solutions. The nucle-
ophile in this case is HO−

2 ion, and it neutralizes VX, Sarin (GB), and Soman (GD)
agents. Also, it has been found that HO−

2 ion is a better nucleophile than OH−. How-
ever, it has been pointed out that the temperature of the neutralization reactor must be
kept low to prevent the H2O2 decomposition. For the disposal of CWAs by oxidation
reactions (35), aqueous bleach [NaOCl or Ca(OCl)2], KMnO4, aqueous peroxydisul-
fate, or gaseous chlorine are used. Some CWAs that are difficult to decontaminate with
OH− could be oxidized with the above oxidizing agents; e.g., VX could be oxidized
with aqueous hypochlorite (ClO−) or hypochlorus acid (HClO). Hydrolysis of HD
was also studied as a means of decontamination. It is fast in a very dilute solution,
but at higher concentrations (∼0.1 M), the hydrolysis is very slow and complicated
(37). Possible improvements, such as the addition of organic liquids and the using
of different nucleophiles, did not help in decontaminating this agent. Other methods
of decontamination of CWAs such as catalytic decomposition (38), electrochemical
decomposition (39), and bio-degradation (40) have been reported.

Recently, a convenient method of decontaminating CWAs agents has been demon-
strated using nanoscale metal oxides (41–45). It has been found that these oxides (e.g.,
AP–MgO andAP–CaO) destructively adsorb CWAs such as VX, GD, and HD at room
temperature. The destructive adsorption by nanoscale metal oxides was found to be
fundamentally different from the adsorption of nerve agents on conventional adsor-
bents such as activated carbon. Activated carbon only adsorbs the CWAs, but it does
not destroy these molecules. On the other hand, AP–MgO and AP–CaO destructively
adsorb VX, GD, and HD at room temperature. These nerve agents (VX and GD) are
hydrolyzed according to Scheme 14.1. It was found that after hydrolysis, the phos-
phonate products exist as complexes bound on the surface of oxides and EA-2192, a
very toxic chemical, is not produced when nanoscale metal oxides are used for decon-
tamination (EA-2192 is always produced if basic hydrolysis is adapted as a method
of decontamination). For the hydrolysis of HD on AP–MgO (Scheme 14.1), it was
found that HCl is eliminated and the products are thiodiglycol (TG) and divinyl sulfide
(DVS) in equal amounts (50:50). HD on AP–CaO undergoes autocatalytic dehydro-
halogenation and produces 80% of divinyl sulfide (DVS), along with thiodiglycerol
(TG). 13C NMR studies on the destructive adsorption on nanostructured metal oxides
indicate that the decontamination products are present as surface bound alkoxides on
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Scheme 14.1. Reaction of HD, GD, and VX with AP–MgO. Reprinted from Ref. 45 with
permission.
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the surface of oxides. Using nanoscale metal oxides for the decontamination of CWAs
seems to be an alternative method for effectively destroying the CWAs. Working with
a nontoxic powder such as AP–MgO is convenient because handling and storage will
be easy in addition to having no liquid waste.

14.3.2. Adsorption at High Temperatures

Nanoscale metal oxides also destructively adsorb toxic chemicals at high temper-
atures. In the following section, various destructive adsorption reactions at high
temperatures are discussed.

14.3.2.1. Chlorocarbons Because of their beneficial characteristics, a variety of
chlorine-containing compounds is widely used in our modern society. Chlorocarbons
are present as refrigerating agents, solvents (e.g., CCl4, CHCl3), heat transfer liquids,
lubricants, washing liquids, and so on.Although substitution of these toxic compounds
(some are carcinogenic) by nontoxic chemicals has been done in few cases, some chlo-
rinated chemicals are still in common use. Safe disposal of chlorocarbons without
producing toxic chemicals as byproducts is of great importance. The reported meth-
ods for destroying chlorine-containing compounds such as the catalytic oxidation
of chlorocarbons to HCl and CO2 and incineration at high temperatures have some
disadvantages. For example, the incineration method requires very high temperatures
(∼1500 ◦C) to prevent the formation of harmful chemicals such as furans and dioxins.
A simple noncatalytic method that will only yield environmentally benign products
will be very useful. In this respect, nanostructured metal oxides have been effectively
used for the destructive adsorption of chlorocarbons (17,46). A brief description of
destructive adsorption of chlorocarbons, especially CCl4, on nanoscale metal oxides
is given below.

The reaction between a metal oxide and CCl4 yields a metal chloride and CO2 (9)

2MgO + CCl4 −→ 2MgCl2 + CO2 �H◦ = −334 kJ/mol

The reactions between alkaline-earth metal oxides and chlorocarbons such as CCl4
are energetically feasible from a thermodynamic point of view. The exothermicity
of the reactions is because the standard heats of formation for the metal chlorides
are large compared with that of the oxides. Although the reactions are exothermic,
surface effects are known to influence these reactions because these are gas/solid
reactions; nanoscale metal oxides can have a tremendous effect on these reactions.
Indeed, nanoscale metal oxides have been found to destructively adsorb chlorocarbons
at high temperatures (400–500 ◦C) (see Table 14.6). The chlorinated compounds are
destroyed by adsorption, and the products depend on the nature of chlorocarbon
and on the ratio of metal oxide to the chlorocarbon. CCl4 is destroyed by miner-
alization to a metal chloride and CO2 gas, and both products are environmentally
nontoxic. The reactivity order toward the destructive adsorption of chlorocarbons for
the oxides is found as AP–CaO > CP–CaO ≫ CM–CaO. Nanocrystals of calcium
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TABLE 14.6. Destructive Adsorption of CCl4 with Nanostructured Metal Oxides at

500 ◦C. Reprinted from Ref. 14 with Permission.

Sample Breakthrough Saturation Molar Ratioa

AP–Al2O3 57 98 1.44 mol of CCl4:1 mol of Al2O3
CM–Al2O3 2 17 1 mol of CCl4:16 mol of Al2O3
AP–(1/1) Al2O3/MgO 25 88 1.8 mol of CCl4:1 mol of

Al2O3/MgO
CM–MgO 1 4 1 mol of CCl4:32 mol of MgO

aTheoretical molar ratio; 1 mol of CCl4:2 mol of MgO, 1.5 mol of CCl4:1 mol of Al2O3, 2 mol of
CCl4:1 mol of Al2O3/MgO.

oxide (AP–CaO) are more effective in decomposing CCl4 compared with nanocrys-
talline magnesium oxide (AP–MgO), although it has more surface area (∼400 m2/g)
compared with AP–CaO (∼125 m2/g). Even for samples having the same sur-
face area (AP–CaO = 130 m2/g and CP–CaO = 107 m2/g), AP–CaO is superior in
destructively adsorbing CCl4 (47). This proves that the higher intrinsic reactivity of
nanoscale oxides (e.g., AP–CaO) is the reason for their superior performance and
surface area is not the only factor. It was found that the mobility of oxygen and
chlorine ions determine the rate of the destructive adsorption reaction. Mixed metal
oxides (e.g., AP–MgO · Al2O3) also behave as good adsorbents for CCl4 at high
temperatures, and the adsorptive reaction was found to be stoichiometric (Table 14.6).

14.3.2.1.1. Second-Generation Destructive Adsorbents Although nanoscale
metal oxides such asAP–CaO andAP–MgO (they can be referred to as first-generation
destructive adsorbents) do destructively adsorb CCl4 well, they do not react com-
pletely with CCl4 despite that the reactions are exothermic and thermodynamically
feasible. The kinetic factors for the migration of chloride and oxygen ions were found
to be the rate-limiting steps. To circumvent this problem, chemical modification of the
first-generation adsorbents were carried out. The basic idea was to have a transition
metal-oxide coating on the surface of the primary adsorbent that will be a catalyst
for the reaction and thereby increase the efficiency of nanoparticles of the substrate
oxide toward CCl4 adsorption. It is known that the standard heats of formation favor
the formation of alkaline-earth metal chlorides (MgCl2 or CaCl2) compared with
the corresponding oxides (MgO or CaO). On the other hand, for the transition metal
analogs, the standard heats of formation favor the formation of their oxides instead of
the chlorides. In other words, the transition metal oxides are thermodynamically more
favored than the transition metal chlorides. The transition metal oxide on the surface
can react first with the incoming CCl4 forming FeCl2 and this can further react with
the substrate oxide (AP–CaO) to replenish the iron oxide until all oxide is consumed.

Core-shell type (MxOy)MgO and (MxOy)CaO (M = Mn, Fe, Co, Ni) adsorbents
were explored as second-generation destructive adsorbents (47). When nanoscale
metal oxides (e.g., AP–CaO) are coated with transition metal oxides such as
Fe2O3, CoO, or NiO, the reactivity toward destructive adsorption could be enhanced
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TABLE 14.7. Efficiencies for Destructive Adsorption of CCl4 on Nanoscale Metal

Oxides. Reprinted from Ref. 9 with Permission.

Surface Area Weight%
(m2/g) Transition Metal Breakthrough Performance

Sample Before Loading Number a Efficiencyb

CM–MgO 10–30 0 0 0.12
CM–CaO 1.3 0 0 <0.01
CP–MgO 190 0 4 0.16
CP–CaO 100 0 1 0.23
AP–MgO 450 0 4 0.17
AP–CaO 140 0 1 0.31
[Fe2O3] CP–MgO 150 0.88 8 0.23
[Fe2O3] CP–CaO 90 1.6 2 0.44
[Fe2O3] AP–MgO 400 1.4 25 0.36
[Fe2O3] AP–CaO 130 1.6 9 0.51
[Mn2O3] AP–MgO 290 4.5 40 0.42
[NiO] AP–CaO 130 1.6 3 0.39
[CoO] AP–CaO 80 1.6 10 0.30

aNumber of 1-µL injections of CCl4 before breakthrough of any trace of CCl4.
bNumber of moles CCl4 destroyed according to the stoichiometric equation 2MO + CCl4 → 2MCl2 +
CO2. A maximum value of 0.50 would be expected.

(Table 14.7). For example, when AP–CaO nanocrystals are coated with Fe2O3, NiO,
or V2O5, they have about 1.5–2.0 times more reactivity toward CCl4 adsorption
compared with AP–CaO alone; the metal-oxide coating was found to be just less than
a monolayer. Without the metal-oxide coating, only the surface reaction took place.
The mechanism of destructive adsorption of CCl4 was also studied and it is given
in Scheme 14.2. It was found that the coated iron oxide acts as a surface catalytic

Scheme 14.2. Mechanism of destructive adsorption of CCl4 on Fe2O3 coated AP–CaO
(second-generation destructive adsorbent). Reprinted from Ref. 47 with permission.
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agent, and it reacts first with CCl4 to form iron chloride and CO2. The FeCl2, in turn,
reacts with the metal oxide (AP–CaO) to regenerate the iron oxide; i.e., iron chloride
exchanges chloride with oxide anion on AP–CaO. This way, the nanostructured oxide
surface is continuously replenished, and the destructive adsorption proceeds until all
oxide is consumed. Evidence has been found for a structural change that has taken
place on coating the oxide nanocrystals with the transition metal oxide, probably due
to the lattice mismatch between the metal oxide (AP–CaO) and the transition metal-
oxide coating (47). In conclusion, we can say that nanoscale metal oxides behave as
stoichiometric agents for the destructive adsorption of chlorocarbons. In the case of
conventional metal oxides as adsorbents, only the surface of the oxide reacts and a
protective layer of products is formed, which hinders further progress of the reaction.
But nanocrystals have more exposed surface area, and they behave remarkably well
as stoichiometric reagents for the adsorption.

14.3.2.1.2. Nanoscale Metal Oxides as Adsorbents for Other Chlorine- and

Sulfur-Containing Compounds Nanoscale metal oxides also destructively adsorb
other chlorine-containing compounds such as chlorinated benzenes. For example,
AP–MgO and AP–CaO destructively adsorb mono-, di-, and trichlorobenzenes at
temperatures close to 700–900 ◦C (48). However, in the presence of hydrogen, the
reaction temperature can be lowered down to ∼500 ◦C. The reaction products were
found to be benzene, CO, CO2, and H2O. One significant finding was that the
volatile chlorine-containing compounds were never emitted during the destructive
adsorption of chlorinated benzenes. AP–MgO is more reactive than AP–CaO, and
toxic by-products are formed only with AP–CaO. Decomposition of chloromethanes
were also carried out on nanostructured metal oxides, and the studied compounds
included CH3Cl, CH2Cl2, and CHCl3 (47). Mixed results were observed for the
destructive adsorption on AP–CaO. CHCl3 and CH3Cl did not adsorb on AP–CaO,
whereas CH2Cl2 destructively adsorbed on it (activity = 30%). The iron-oxide-
coated AP–CaO performed better compared with the uncoated oxide, and the activity
in this case was close to 50%.

The reaction of C2Cl4 with AP–CaO and Fe2O3 coated AP–CaO gave reaction
ratios of 0.36 and 0.46, respectively (the expected theoretical reaction ratio is 0.5)
(47). The products after the destructive adsorption of C2Cl4 on AP–CaO were found
to be Ca(OCl)2 · Ca(OH)2, Ca(OCl)2 · 4H2O, and CaCl2. The destructive adsorption
reaction of 1, 1, 2, 2-tetra chloroethane on AP–CaO was also successful, and the reac-
tion ratio was about 0.4 (theoretical reaction ratio = 0.5) (47). The final product after
the destructive adsorption in this case was found to be CaCl2 · 2H2O. The destructive
adsorption results for trichloroethene was very similar to the above examples, and a
reaction ratio of 0.58 was obtained for AP–CaO (theoretical ratio = 0.66).

Nanoparticles of CaO (AP–CaO) and Fe2O3 coated AP–CaO have been shown to
adsorb sulfur dioxide, at about 500 ◦C, in larger amounts compared with the micro-
crystalline oxide (CP–CaO) (49). For AP–CaO, the reaction ratio was found to be
0.51 (the theoretical ratio is unity), whereas for Fe2O3-coated AP–CaO, the reac-
tion ratio was found to be enhanced to 0.94. The solid products of the destructive
adsorption were identified as calcium sulfite (CaSO3), calcium sulfate (CaSO4), and
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calcium sulfide (CaS). Nanoscale metal oxides also behave as destructive adsorbents
for carbon disulfide (CS2) and carbonyl sulfide (COS). For example, the activity for
AP–CaO was close to 50%, and the products of the adsorption were CO2 and the solid
form of CaS. It was also observed that during the destructive adsorption, the surface
area of AP–CaO dropped drastically from about 100 to about 15 m2/g.

14.3.2.2. Organophosphorus Compounds Nanoparticles of metal oxides
have also been found to destructively adsorb some organophosphorus compounds
at high temperatures. Under this category, the destructive adsorption reactions of
dimethyl methyl phosphonate (DMMP) and diisopropyl phosphorofluoridate (DFP)
on nanostructured metal oxides are discussed below.

14.3.2.2.1. Dimethyl Methyl Phosphonate (DMMP) DMMP is a good mimic
of CWAs. The compound is nontoxic, and it contains the similar types of bonds that
are present in some common CWAs. Understanding the destructive adsorption of
DMMP should shed light on understanding the chemistry of safe disposal of CWAs.
Nanoparticles of MgO (AP–MgO) have been shown to destructively adsorb DMMP
at about 500 ◦C as shown as follows (18,19):

3CH3(OCH3)2P=O
6MgO(surface)−−−−−−−→ CH3(OCH3)PO(a) + 2CH3(OCH3)P(a)

+ OCH3(a) + 2HCOOH(g) + 2H(a)

It was found that, to decompose one DMMP molecule, two MgO surface molecules
are required and high surface area is crucial for this purpose (AP–MgO has a surface
area of about 500 m2/g). The products of destructive adsorption are formic acid,
which is volatile, and OCH3 [CH3(CH3O)P] and CH3(CH3O)PO groups, which are
immobilized on the surface of the oxide. Nanoscale calcium oxide (AP–CaO) also
destroys DMMP at about 500 ◦C (decomposition efficiency = 70–78%). The nano-
structured metal oxides perform better in terms of capacity and breakthrough number
(the number of 1-µL injections of CCl4 before any trace of CCl4 starts appearing in
the GC-chromatogram) compared with other metal oxides; e.g., AP–MgO shows a
capacity of 0.48 mol of DMMP/mol of AP–MgO and a higher breakthrough number
of 30 µL. In contrast, CP–MgO shows a capacity of 0.23 mol/mol of CP–MgO and
a much lower breakthrough number of 6 µL.

14.3.2.2.2. Diisopropyl Phosphorofluoridate (DFP) It has been shown thatAP–
MgO can destructively adsorb diisopropyl phosphorofluoridate, which is also the
mimic of a chemical warfare agent, GD. The adsorption takes place with the breaking
of P–F bond (33). Infrared and NMR studies have indicated that with the cleavage of
the P–F bond, a P–O–O bridge is formed, and this is followed by the formation of P–
O–C bonds. The adsorptive performance of the other two analogous oxides (CP–MgO
and CM–MgO) was poor compared with that of AP–MgO.
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14.3.3. Nanostructured Metal Oxides for Air Purification

The presence of volatile organic compounds and acid gases causes great con-
cern for the indoor air quality. The most commonly used adsorbents for adsorbing
these toxic chemicals have disadvantages; e.g., activated carbon is not effective for
acid gases such as SO2. Also, activated carbon can adsorb organic molecules, but
because the molecules are not destructively adsorbed (only weak van der Waals
forces are responsible for adsorption), the adsorbed molecules can desorb over time.
This affects the performance of the conventional adsorbents. Nanoscale metal oxides
such as AP–MgO and AP–Al2O3 have been shown to destructively adsorb indoor air
pollutants such as acetaldehyde (50).

The adsorption capacity for various MgO oxides (AP–MgO, CP–MgO, and
CM–MgO) and activated carbon, for acetaldehyde adsorption, is given in Figure 14.9.
AP–MgO (which consists of nanocrystals) and CP–MgO (which consists of
microcrystals) adsorb acetaldehyde in large amounts compared with the commer-
cial MgO; e.g., one mole of AP–MgO adsorbs about one mole of CH3CHO at room
temperature. Activated carbon (both treated and untreated) and commercial MgO
could not adsorb appreciable amounts of CH3CHO. It was found that even on com-
paction of AP–MgO fine powder into pellets (pressure = 4000 psi), the efficiency of
CH3CHO adsorption was affected only by a small magnitude; more than 85% of
adsorption efficiency was retained. Also, on exposure to air and water, the adsorption
efficiencies of the metal-oxide nanoparticles were retained. These excellent properties
are beneficial for the purpose of their application. Fourier transform IR (FTIR) studies
have proven that the adsorbed acetaldehyde is destroyed irreversibly, and a multilayer
dissociative adsorption takes place on the surface of AP–MgO and AP–Al2O3. It was

Figure 14.9. Adsorption of acetaldehyde on AP–MgO and other adsorbents. Reprinted from
Ref. 50 with permission.
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also found that other common organic chemicals, such as acetone, ammonia, and
methanol, also adsorb well on metal-oxide nanoparticles (e.g., AP–MgO).

14.3.4. Adsorption of Halogens and Use of the

Metal-Oxide–Halogen Adducts

Large amounts of halogens (e.g., Cl2, Br2, I2, etc.) adsorb on nanoparticles of metal
oxides (51). Halogens have been used as disinfectants (e.g., as bactericides) for quite
a long time. However, in their free form, the use of halogens is limited because they
are gases, toxic, and corrosive. Nanoscale metal oxides form stable solid adducts with
halogens such as Cl2, Br2, I2, and even inter-halogen compounds such as ICl and IBr
(51). The nanoscale oxides also have good capacities for adsorbing halogens; e.g.,
AP–MgO can adsorb about 7 wt% chlorine, about 18 wt% bromine, and about 20 wt%
iodine. The commercial MgO sample, on the other hand, adsorbs only about 1 wt%
of these halogens. The commercial oxides cannot hold halogens even for a week, but
the metal-oxide nanoparticles can retain the halogens for weeks or even months. By
Raman spectroscopic studies, the strength of adsorption between the halogens and the
oxide surface has been shown to be stronger in the case of nanoscale-oxide–halogen
adducts compared with the corresponding adducts prepared from commercial metal
oxides. The X–X (X = halogen) band positions are shifted by a larger magnitude
compared with the band positions for free halogens in the case of nanoscale-oxide–
halogen adducts (51). The halogen molecules in the adsorbed state are chemically
more reactive than in the gas phase; i.e., adsorption makes the X–X bond weaker.
The nanoscale-oxide–halogen adducts possess excellent bactericidal properties; e.g.,
AP–MgO–Cl2 can kill bacteria, spores, and other toxins (52).

14.4. CHEMICALLY MODIFIED NANOSTRUCTURED

METAL OXIDES AS ADSORBENTS

Numerous possibilities exist for the chemical modification of the nanostructured metal
oxides, e.g., by incorporating other metal ions during the synthesis (modified aerogel
process) or afterward. The modification can be done for a particular application in
mind. Recently, it has been demonstrated that silver-incorporated nanoscale aluminum
oxide can adsorb thiophene and related molecules from a pentane solution at room
temperature (53). Removal of thiophene and other sulfur-containing compounds
from commercial fuels is of great recent scientific interest. The modified nanos-
tructured aluminum oxide was prepared by impregnating silver acetyl acetonate on
nanoparticles of aluminum oxide (AP–Al2O3). Incorporation of soft Lewis acid sites
(e.g., silver ion) was found to be necessary for the adsorption of thiophene-related
molecules. The silver impregnated nanoscale aluminum oxide (Ag–AP–Al2O3) has
10 times more capacity compared with that of activated carbon; Ag–AP–Al2O3
has a capacity of ∼0.022 mmol/g for thiophene, whereas activated carbon has only
about 0.002 mmol/g thiophene, under the same conditions. The silver impregnated
commercial aluminum oxide, also prepared under similar conditions, did not perform
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well toward thiophene adsorption. The modified adsorbent Ag–AP–Al2O3 retains its
adsorption properties even after compaction, and it can be used after regeneration by
heating in air at modest temperatures (170–250 ◦C). Detailed characterization studies
have indicated that the active site in silver impregnated nanostructured Al2O3 is the
Ag+ ion coordinated to a carbonate ion. The silver ions exist in the form of β-Ag2CO3,
which is stabilized on the surface of Al2O3, and Ag nanoparticles are not responsible
for the adsorption of thiophene molecules.

14.5. MISCELLANEOUS ADSORBENTS BASED ON

NANOSTRUCTURED METAL OXIDES

Nanoparticles of MgO (AP–MgO) have also been reported to be a good destructive
adsorbent for dehydrochlorination of 1-chlorobutane, and the products of the reaction
are butene and HCl (54). MgO is converted into MgCl2 during the process, however,
because MgCl2 by itself is a good catalyst, the reaction continues. The effect of
pelletization on the destructive adsorption has also been studied. Due to diffusion
limitations, the reactant (1-chlorobutane) could not diffuse into the pellets all the
way. The initially formed MgCl2 blocks the pores in the pellet, and MgCl2 forms a
layer on the outside of the pellet. It was found that the MgO layer inside the pellet
does not contribute to the dehydrochlorination.

A composite adsorbent, prepared by the sol-gel method, and based on nano-
structured SiO2–TiO2 (TiO2 loading ∼13%) has been shown to be effective for the
removal of elemental mercury vapor (55). Mercury has a significant environmental
and health impact, and its safe removal is of great interest. The composite adsorbs
mercury by a synergistic adsorption and photo-catalytic oxidation under ultraviolet
(UV) light. The capacity of the adsorbent was found to be about 1500 µg of Hg
per gram of the adsorbent. The UV-light photocatalytic oxidation activates the TiO2
surface, thereby enhancing the absorption capacity, and hence, there was no need for
continuous UV light irradiation. The composite adsorbent could be easily regenerated
by rinsing with an acid.

Nanocrystalline MgO (crystallite size ∼12–23 nm and surface area ∼107 m2/g),
prepared by a combustion synthesis using magnesium nitrate and glycine, has been
shown to be effective in removing fluoride ions from drinking water (56). The
adsorption efficiency was found to be close to about 90%, and the adsorbent can be
regenerated by NaOH treatment. Mehrotra et al. found that nanocrystalline alkaline-
earth oxides (MgO, CaO, and Al2O3) prepared by the sol-gel process behave as better
adsorbents for air purification compared with activated carbon (57). The adsorption of
aldehydes and ketones was found to proceed by the dissociation of organic molecules
in which the carbonyl oxygen is coordinated to the metal cation and the hydrogen from
the aldehyde group transfers to oxygen ion on the surface of oxide. Also these authors
have found that hydrolyzing a hetero-bimetallic alkoxide [e.g., Mg(Al(isoprop)4)2]
yields a more uniform structure compared with hydrolyzing individual alkoxides.
Adsorption of heavy metal ions such as Pb2+ on nanocrystalline γ-Fe2O3 and
γ-Fe2O3-thiourea complex composite has been reported by Mallikarjuna et al. (58).
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It was found that the efficiency of the former adsorbent toward lead adsorption is
about 15%, whereas for the latter, it is about 50%. Nanocomposites based on silica
and iron(III) oxide, prepared by the sol-gel process, has been used for the removal
of toxic As (V) ions from aqueous solutions (59). It was found that the presence of
magnetic field affects the adsorption process.

14.6. CONCLUSIONS

Nanoscale metal oxides offer unique and novel opportunities for applications based
on adsorption. They behave as destructive adsorbents for acid gases, polar organo-
phosphorus compounds, chlorocarbons, indoor air pollutants, and even CWAs. The
destructive adsorption reactions can be carried out at ambient conditions or at mod-
erately high temperatures. The nanoparticles of metal oxides serve as effective
adsorbents due to the following reasons:

(1) They possess high surface areas and have a large surface-to-bulk ratio compared
with conventional oxides;

(2) they have unusual shape and high number of reactive edges, corners, and defect
sites that impart a higher surface reactivity;

(3) properties such as Lewis acidity and Lewis basicity can be tailored for a specific
application; and

(4) nanostructured metal oxides can be pelletized while maintaining the high
surface areas of the fine powders.

Thus, nanoscale metal oxides represent a new family of porous inorganic sorbents
that exhibit unusual adsorption properties. These porous metal oxides can adsorb
halogens, and the halogen adducts exhibit bactericidal and sporicidal properties. A
great deal of fundamental and applied research is yet to be carried out in this very
promising and interesting area, e.g.,

(1) desulfurization of commercial fuels (1); the Environmental Protection Agency
(EPA) requires that the sulfur level in commercial gasoline and diesel fuels
be reduced to about ∼15 ppm from current levels of few hundreds of ppm.
Gasoline is the most convenient fuel for fuel cell, but it must have less than
1-ppm level of sulfur to avoid platinum catalyst poisoning. Currently available
adsorbents cannot meet this goal, and a breakthrough is needed in these cases.

(2) There is a need to invent new adsorbents for CO2 capture and sequestration in
the generation of power (60); nanostructured metal oxides can be explored for
this purpose.

(3) Other applications that remain to be explored are NOx removal, CO removal
from H2, and CH4 for storage on-board. Nanostructured metal oxides are
novel promising materials, and serious research efforts can bring remarkable
breakthroughs in technologies based on adsorption.
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Gas Sensors
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15.1. INTRODUCTION

Detection of various species in gas mixtures, in order to evaluate the impact of these
species on the quality of the product or on their effect on the environment (odors,
toxic species etc.), is a challenging subject. A practical approach can be achieved by
using so-called “chemical sensors.” A chemical sensor consists of a system, including
a sensitive layer, called a receptor, and a device that transforms the atomic scale
interaction into a mechanical or electrical response called a transducer. The receptor
interacts with the sensed molecules by physical adsorption or by weak chemisorption
often followed by chemical reactions like combustion. These phenomena occur at the
molecular or atomic level. The transducer functioning is especially dependent on the
microstructure of the sensor surface (1,2).

The interaction between molecules from a fluid (gas or liquid) phase and the
receptor results in a change of the physical properties of the receptor, such as electron
density, optical properties, mass, or temperature. The most common sensor systems
contains metallic oxides as receptors and deal with the changes that occur during the
interaction of a gas with a solid surface at the level of its electronic charge density
and charge carrier mobility. The sensing layer is deposited on the surface of an elec-
tronic device (most common a resistor or a solid electrolyte, but it may also be a
capacitor, diode, transistor or resonator) and the interaction with the gas changes its
function (1,2).

One of the main problems involved in the research of chemical sensors is the high
number of parameters—hundreds—that interfere during the measurement. The main
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effects that must be considered in evaluating a chemical sensor are as follows (3):

• The lack of specificity for a given chemical species.
• The cross-sensitivity, meaning that the signal from one species can change if this

is in a mixture with other compounds.
• The great temperature dependence, because both adsorption and chemical

reactions are widely influenced by the temperature.
• The “memory effect” of the sensor, meaning modification of the signal after a

certain period of use and hence the need for frequent recalibration.
• Drift problems after long-term use, i.e., rather low stability in time.

The response of a sensor to chemical compounds can be expressed in various
ways (4):

• The difference between the value of the sensor signal in the absence and presence
of the sensed species.

• The ratio between the values of the sensor signal in the absence and presence of
the species to be detected.

• The derivative of the initial change of the signal due to a chemical species.
• The integral change of the signal due to a chemical species.

15.2. METAL-OXIDE–GAS INTERACTIONS

15.2.1. The Effect of Metal-Oxide–Gas Interactions

The role of metal oxides as sensing layers in transducers is closely related to the spe-
cific interaction between the oxide-based sensor surface and the gas to be measured.
Some changes in the electronic structure can also occur in the bulk phase. The param-
eters that change in most cases in sensor signals are an electric measure reflected into
the following (5):

1. The changes of the electrical resistance (or conductivity) values of the semi-
conductor layer (5,6), as a function of the oxygen partial pressure at the sensor surface,
are used to measure its value when using tin or titanium oxides.A tin or titanium-based
sensor usually consists of a thick film deposited on a ceramic tube, heated by a coil
inserted inside it. The temperature range for sensing gases is 150–500 ◦C, because
the metallic oxides are insulators rather than semiconductors at low temperatures (7)
and the chemisorption is an activated process, which can be assimilated to a chemical
reaction. The sensors have to be stabilized before measuring the gases by heating in
an oxygen-containing atmosphere for a certain time before sensing. When the sensor
detects reducing (combustible) gas, the resistance across the tin oxide decreases in
accordance with the measured gas concentration. The chemical reactions involved in
the sensing process assume the possibility of SnO2 reducing to SnO in the presence
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of reducing detected species (8,9):

SnO2 + CO −→ SnO + CO2 (15.1)

SnO + 1/2 O2 −→ SnO2 (15.2)

The presence of these reactions is confirmed by slow oxidation of CO on SnO2
even in the absence of oxygen in the gas phase (8). However, adsorption of oxygen
and formation of oxygen ions through uptake of electrons from the surface layer of
SnO2 forming a depletion layer in the surface of the SnO2 grains also occurs (10). In
the case of TiO2, the exposure to hydrogen and hydrogen-containing gases at elevated
temperatures produce oxygen vacancies, which are known as donors and act as oxygen
adsorption sites.

2. The voltage changes when oxygen crosses a semiconducting zirconia layer
and can be used to measure oxygen pressure. The oxygen vacancies associated with
the presence of the trivalent dopants in the framework of the tetravalent zirconium
ion allow the molecular oxygen to be adsorbed as an O2− ion at temperatures above
300 ◦C, using a pair of electrons of the zirconium atom (5,8):

O2(gas) + 4e− −→ 2O2−
(electrolyte) (15.3)

The O2− ions thus formed are mobile and can move in the solid structure, which acts
as a solid electrolyte. The O2− ions formed at one face of the zirconia layer circulate
to the opposite face, where they are neutralized and desorbed as O2 molecules.

2O2−
(electrolyte) −→ O2(gas) + 4e− (15.4)

The oxygen transfer is accompanied by production of an electromotive voltage
U, which can be measured. There is a direct proportionality between the developed
voltage and the oxygen partial pressure at the two sides of the zirconia layer. This
makes it possible to use the zirconia cell as a potentiometric device (Figure 15.1a)
(5,11,12).

Zirconium oxide doped with yttrium oxide can be used as an “oxygen pump”
in order to measure its concentration in a gas flow. If a current is applied between
the two sides of the layer, the circulation of the O2− ions is stimulated and a current
intensity can be measured. This current intensity is a measure of the amount of oxygen
transported through the layer. This device allows the oxygen concentration to be
measured by an amperometric method (8).

Maskel (12) reviewed the zirconia-based sensors, indicating that this material can
be used in thick or in thin sensitive layers. A pump-gauge sensor manufactured by
two-twin zirconia layers separated by a gold seal and leaving a void volume between
the oxide sheets is presented in Figure 15.1b.
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Figure 15.1. (a) Linear oxygen sensor layout. (b) Linear oxygen sensor layout with a diffusion
limiting hole into the cavity. Reprinted from Refs. 5 and 12 with kind permission from Elsevier.

The access of oxygen in the inner volume is possible by a laser-made drill. The
device allows simultaneous use of the oxygen-pumping cell and the electromotive
force measuring device. The validity of the Nernst Eq. 15.1 giving the correlation
between the electromotive force E and the pressures outside ( p1) and inside ( p2) the
cell was confirmed by experimental data:

E = RT

4F
ln

p1

p2
(15.1)

where R is the universal gas constant and F is the Faraday number.

3. The sensors made by materials for which a catalytic interaction occurs with the
gas to be dosed involve measuring a certain gas by the changes that occur in the
surface layer charge, as a consequence of the chemical reaction or by correlating
the chemical reaction heat with the changes of the electrical resistance values (5).

In addition, similar phenomena as in the case of zirconia occur at the interface
between a semiconductor oxide, a metal, and a gas phase. This kind of structure is
called “triple-phase boundary.” The oxygen adsorption takes place on the sites (∗)
situated at the interface of metal and oxide (Reaction 15.5), the metal also being
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the source for the electrons necessary to transform oxygen into On− ions (n = 0.5,
1 or 2). Several oxygen anions were identified on the solid surfaces, as O−

2 , O2−
2 ,

and O2−. The first two species have an electrophilic character, whereas the latest is
nucleophilic. The nature of the adsorbed species is essential in defining the mechanism
of interaction with the gas species to be detected (13,14).

The anionic oxygen species then diffuses through the semiconductor oxide layer,
using the oxygen vacancies existing in the layer (V) (Reaction 15.6). If a reducing
species (carbon monoxide, hydrocarbon species) also exists in the gas phase, it could
react with the oxygen, either with the adsorbed species or with the anion species
(Reactions 15.7 and 15.8). The oxygen adsorption can thus define the baseline for a
sensor, whereas the modifications in the surface electrical charge associated with the
decrease of the amount of adsorbed oxygen (or the increase of the electron density,
due to oxygen chemical transformation into products) may be used for measuring the
reducing gases. The chemical reactions involved in this case are as follows:

O2(gas) + 2∗ ←→ 2O(ads) (15.5)

O(ads) + V + 2e− ←→ O2−
(electrolyte) + ∗ (15.6)

CO(gas) + O(ads) ←→ CO2(gas) (15.7)

CO2(gas) + O2−
(electrolyte) ←→ CO2(ads) + V + 2e− (15.8)

The reactions (Reaction 15.6) and (Reaction 15.8), which occur simultaneously, are
cathodic and anodic reactions. The sensor output signal will therefore register a sum
between the contribution of oxygen adsorption and of CO oxidation. The sensitivity
and selectivity of the sensor are defined by the nature of the metal and oxide joining in
the triple phase boundary. Other reducing gases like hydrogen and ammonia interact
with the zirconia in a similar way as CO. Decomposition of the gases preferably
occurs on dopants like Pt, Pd, or Au followed by spillover of hydrogen atoms to the
metal oxide. The role of dopants is further described below (15–17).

To detect an oxidizing species, the mechanism of detection must take into account
different reactions and elementary processes. Nitrogen oxides, NO, and NO2, are
often simultaneously present in, e.g., exhaust gases from cars and flue gases from the
combustion in boilers. The former acts as reducing agent, whereas the latter is oxidant
in a gas mixture containing oxygen. The following reactions have been proposed to
describe the detection mechanism:

NO + O2: O2 + 4e− −→ 2O2− (15.9)

NO + O2− −→ NO2 + 2e− (15.10)

NO2 + O2: NO2 + 2e− −→ NO + O2− (15.11)

2O2− −→ O2 + 4e− (15.12)
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Another hypothesis considers that NO2 can easily dissociate at the surface of tin
oxide and that its detection mechanism is essentially identical to that of NO (5).

A thin film of In2O3–SnO2 (1:1 molar ratio) prepared by the sol-gel technique
(18) deposited by spin coating was used as sensor for NO2, because the thin film
containing both chemical species is more conductive than either of the two species.
This is due to the replacement or to the interstitial insertion of an In3+ by an Sn4+ ion,
which delivers an extra electron that improves the conductivity and to the increase of
the number and the dispersity of oxygen vacancies in the crystal lattice. The exposure
of the sensor samples to NO2 decreased the conductivity value, due to the capture of
the electrons from the conduction band. Exposing the sensor to NO2 containing gas
causes the conductivity to decrease steeply, whereas recovering occurs relatively fast
after circulating a flow of air over the sensor surface. The sensor response depends
to a large extent on the value of the temperature. The sensitivity, measured in terms
of Iair/Igas, reaches the maximum value at 250 ◦C on each of the simple oxides, but
also on the mixed oxide. In this case, the response is much higher than with either of
the simple oxides; see Figure 15.2 (18).

The narrow temperature range where the sensitivity of the mixed-oxide sensor is
very high must be associated with the optimal adsorption conditions for oxygen and
the detected species. It can be seen from Figure 15.2 that the mixed sensor follows
the same behavior as SnO2, even if the structure determined by X-ray diffraction is
that of In2O3 and the sensitivity of indium oxide decreases with temperature.

The detection mechanisms on the two oxide surfaces are different to a certain
extent. Both oxides contain on the surface certain amounts of anionic vacancies V �

O
and partially reduced cations, In2+ and Sn2+. They act as basic adsorption sites for

Figure 15.2. The response versus temperature to NO2 of In2O3–SnO2 as compared with the
single materials. Reprinted from Ref. 18 with kind permission from Elsevier.
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NO2, which can react with the sensor surface as follows:

NO2(gas) + In2+ −→ (In2+ − NO2(ads)) −→ (In3+ − O−
ads) + NO(gas) (15.13)

NO(gas) + In2+ −→ (In2+ − NO(ads)) −→ (In3+ − O−
ads) + 1

2 N2(gas) (15.14)

NO2(gas) + Sn2+ −→ Sn3+ − NO−
2(ads) (15.15)

On tin oxide, this reaction has a strong competition by two oxygen atoms adsorbed
as O−

2(ads) and its dissociation state, O−
(ads). These species are serious competitors on

adsorption sites for NO2, which could instead be oxidized to NO−
3 :

NO2(gas) + O−
(ads) −→ NO−

3(ads) (15.16)

As the basic character of indium oxide is stronger, the NO2 adsorption is
dominating, whereas on SnO2, the reaction between NO2 and O−

(ads) is by far preferred.
At low temperatures, the role of the basic character of the surface is more important,

so the sensitivity of In2O3 is increased, whereas at higher temperatures, the role of
catalytic reaction increases. In the case of mixed oxide, the high activity is supposed
to be based on a synergetic effect of the good conductivity due to association of the
two metallic species and to the higher global dispersity and high defect density.

4. The role of the noble metal additives on the sensor surfaces can be explained
in terms of electronic changes occurring in the oxide superficial charge distribution
or by the chemical influence (catalytic reactions promoted by the dopants) (15). In
the first case, the reaction with the gas to be detected takes place on the metallic
cluster and the metal-oxide support has only the role of a transducer. In the second
case, the semiconductor acts as a chemical catalyst and the role of the doping metal
consists in increasing the reaction rate of the detected gas molecules. The dopants
act as adsorption sites for the species to be detected. They then migrate to the oxide
surface in a “spillover” process. Usually platinum acts as catalyst, whereas metals
as palladium are related to the electronic mechanism. These mechanisms are closely
related to the interaction between the gas and the dopants, or the oxide and the dopants.
In practice, doping leads to both metallic clusters and noble metals in ionic state, the
latter being predominant. The affirmation is sustained by the large increase of the value
of the electrical resistance of SnO2, when synthesized by precipitation of SnCl4 with
ammonia and simultaneously doped by soluble sources of Pt, Pd, and Au. It can be
explained by the fact that the noble metals are highly dispersed on SnO2 grains and act
as oxygen O2− adsorption sites, capturing thus the superficial electrons responsible
for conduction. The sensitivities to CO and CH4, in terms of (R0 − RCO)/RCO and
(R0 − RCH4)/RCH4 , differ as a function of the metallic dopants and dry or humid air. If
the influence of the first two parameters on the sensitivity due to peculiar interactions
is easily anticipated, the large differences brought by the presence of water vapor
in the air are less expected. The presence of water strongly influences the sensor
properties of the Pt- and Pd-containing layers and has practically no influence on the
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Au-containing sensor. Pt and Pd exist in the metallic state, but also as ions, whereas
gold is mostly metallic. The water seems to be involved in activating some adsorption
sites and deactivating others, because the temperature for the maximum sensitivity is
different for dry or humid air.

The same group (19) investigated in detail the sensor properties of Pd/SnO2 for
methane, propane, and toluene in dry and humid air, by designing an equipment
able to monitor the composition of the gas flow that has passed over the sensor.
The three hydrocarbons were converted into carbon dioxide and water based on
the stoichiometric ratios between hydrocarbons and oxygen in the gas flow. The
oxygen demands for the oxidation of the three species were, in molar ratios, 9,
5, and 2. The sensitivity was highest for the toluene and decreased in the order
toluene > propane > methane, inversely to that expected if the oxygen adsorption
step would be a limiting step. The results in terms of sensitivity indicate that the
necessity of oxygen for the total combustion is not a limiting factor. The presence
of water vapor in the gas influences to a large extent the sensitivity, most probably
because of its competitive adsorption on the same sites as hydrocarbons on the sensor
surface.

An ingenious device was designed and tested by Ozawa et al. (16) based on adsorp-
tion and catalytic reactions on the sensor surface, following the procurement of a very
effective and fast sensor for fire alarm. The main organic compounds that appear when
a fire is started, as shown by simulation of a fire and analysis by a GC–MS, were proved
to be 5-methyl-2-furaldehyde, furfural, benzene, and toluene. The active surface of the
sensor, consisting of Pd-impregnated alumina, was intermittently heated, 0.4 s “ON”
and 9.6 s “OFF”. During the “OFF” period, the organic compounds adsorb on the sensor
surface and are combusted during the “ON” period. The combustion step develops a
very sharp and high signal after about 100 ms, and then a flat signal due to burning of
the organic material arriving on the surface during the remaining 0.3 s before the heat
is switched “OFF”. During the “OFF” period, the signal is null. The time chosen for
the “OFF” state was determined experimentally, in order to obtain the highest output
during the “ON” time. The sensitivity of this device to 5-methyl-2-furaldehyde and
furfural is extremely high.

Recently Koziej et al. (20) investigated the detection mechanism involved in
sensing propane by thick-layer tin-oxide based sensors. This investigation was
performed by simultaneous diffuse reflectance infrared Fourier-transformed spec-
troscopy (DRIFT) during the catalytic conversion and resistance measurements,
carried on in a specially developed setup. They concluded that propane was dissoci-
ated into H and �C3H7 radicals on adjacent acid–base sites Sn4+–O2−, not to other
intermediates as propene or acetone, as it could have been assumed. Subsequently,
the propyl radicals reacted with the molecular oxygen ions O−

2 to give formate and
acetate ions, which were then oxidized to CO2.

15.2.2. Role of the Layer Structure

The optimization of the sensitive layer can be achieved by the so-called structural
engineering of metal-oxide films (21). The enhancement of the layer properties refers
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to parameters such as gas response and speed of response, selectivity, and stability.
These challenges can be reached by searching the best technological methods for
doping the metallic oxide as well as for fine-tuning the crystallites morphology. As
the sensing properties are directly related to the accessibility of the adsorption sites
by the species in the measured gas, the optimization of the solid must take into
account that the gas molecules must reach the sites as easily as possible. It means that
the more easily available adsorption sites the surface offers, the larger the sensing
potential of the surface will be. The morphology of the solid is defined by a series
of parameters such as film thickness and porosity, crystallite size, shape, and their
microscopic structure, the space orientation of the crystallite planes, and the amount,
positioning, and bounding nature of the dopants. This fact requires consideration of
the following:

• During grain growth, the geometric shape changes from spherulites of nanometer
range size to different polygonal faceted shapes, at the micrometer range size.

• Most sites participating in adsorption are situated on the external surface; this
is why it is important to know whether crystallites are arranged in an ordered
or disordered manner, whether there are intergrowth of crystals with changes of
the growing main direction, or whether there are inter-grain contacts.

• Every crystallographic plane has its combination of surface electron parameters,
including surface electron density, levels of electron energy, availability of the
surface for adsorption–desorption processes, the energy state of the surface, and
the concentration of adsorption sites.

• The surface defects or bulk defects (dopants) induce partial control in the growing
process as well as in promoting adsorption.

It is well known from the theory of heterogeneous catalysis that the best positions
that favor the adsorption process are in places where the local irregularity is high,
namely, corners, edges, and plane break offs, sites with abnormal electronic density
in comparison with the bulk. The experimental approaches proved that the most
efficient sites for gas adsorption are the boundaries between the oxide grains, the
so-call “necks” between two neighboring crystallites (22). The sensitivity of SnO2
was proven to reach a maximum for a particle size close to 6 nm, when prepared by a
hydrothermal procedure followed by calcination (23). At this size, on the one hand,
the specific surface area is higher than in the case of larger particles, and on the other
hand, the area cannot any longer be considered as a flat surface, but the curvature
of the surface should be taken into account. This fact requires consideration of the
fact that the density of defect sites on the surface increases to a large extent. These
defects are usually strong reactive sites and enhance the overall surface reactivity. This
behavior is effective in thick films as well as in thin films (24). Korotcenkov et al.
(25) consider that a polycrystalline film of particles could be schematically presented
as an equivalent circuit, in which the small grains, the inter-grain contacts, and the
agglomerated and the inter-agglomerate contacts are resistors alternatively bounded
in series or in parallel (Figure 15.3) (21).
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Figure 15.3. Schematic representation of a metal-oxide film as serial and parallel resistors;
Rb—resistance of grains; Rag—resistance of agglomerates Ra-a—resistance of interagglom-
erate contacts; and Rc—resistance of intergrain contacts. Reprinted from Ref. 21 with kind
permission of Elsevier.

This approach allows putting into evidence that the porosity of the agglomerates
and the gas-sensing matrix play an important role in the overall value of the layer
resistance. The low gas permeability of agglomerates increases the influence of inter-
agglomerate contacts, which do not interact with the gas to be detected. The use of
small-sized crystallites in a sensor is a reliable way to achieve maximum gas sensitivity
and fast response. At the same time, excessive decreasing of the grain size and the
increase of the layer thickness lead to a lower penetration depth for the gas, due to
the decrease of the porosity of the layer.

Korotcenkov et al. (26,27) showed that the crystal growth direction of the SnO2 and
In2O3 has an important influence on the sensing properties of the layer. In equilibrium
conditions, the crystals grow in the direction of the face with the highest growing
energy and consequently adjacent faces appear. Comparison between two samples
of SnO2 obtained in equilibrium and nonequilibrium conditions in the detection of
CO in wet and dry air outlined different sensitivities as a function of the predomi-
nant growing direction of the crystals. Water adsorption is possible on oxygen sites
from faces of the less stable crystals, and the sensitivity of the samples prepared in
nonequilibrium conditions to CO is much higher. The following reactions can explain
the experimentally observed increasing of the conductance due to a release of free
electrons:

H2O + (Sn)On−
ads −→ (SnOH)− + (OadsH)(n−1)− (n = 1 or 2) (15.17)

COgas + O−
ads −→ CO2 + e− (15.18)

COgas + (SnOH)− + (OadsH)(n−1)− −→ CO2 + H2O + ne− + (Sn)On−
ads (15.19)

Sasahara et al. (28) prepared sensors for toluene sensing by a screen-printing
technique of Pd-impregnated mesoporous silicas as catalytic sensing layer, using
the same quality silicas as references. The original silica has sharp and uniform-sized
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cylindric pores of 2.2 nm diameter and specific surfaces between 666 and 1502 m2g−1,
whereas after impregnation and calcination, the values decreased between 19 and
897 m2g−1. The highest response of the sensor in terms of (Vg − Va)/Va (Vg and
Va being the output voltages) was obtained on the higher surface area material, as
expected.

Xu et al. (29) and Sberveglieri (30) showed that not only the chemical composition,
but also the preparation methods have an important influence on the sensing properties
of the layer. Xu et al. prepared a series of sensors based on tungsten oxide promoted
with molybdenum oxide. The layer was prepared by impregnation of tungsten pow-
der with molybdenum salt, painting of the tungsten oxide layer with molybdenum
oxide, and vapor deposition of molybdenum oxide on tungsten oxide. The electrical
resistance of the layers was measured in ammonia and an ammonia + NO containing
mixture in 2% oxygen and nitrogen. The measurements showed that the sensitivity to
5-ppm ammonia in the O2 + N2 mixture was the same regardless of the preparation
method. In contrast, the sample prepared by the evaporation method was more than
two-folds more sensitive to ammonia, when 100-ppm NO was added to the tested gas.
This behavior is supposed to be due to formation of new sites for ammonia sensing
and to the poisoning of the sensing sites for NO by the MoO3 doping. The hypothesis
is supported by the SEM images, showing that the MoO3 is standing as fine fibers on
the WO3 grains.

Stankova et al. (31) underline the role of the morphology of tungsten oxides on
the sensing properties to ammonia, ethanol, and nitrogen dioxide. An increase of the
annealing temperature deepens the roughness profile of the surface, as atomic force
microscopy investigations showed. There is a close relationship between the surface
irregularities and sensitivity potential of the surface to the gases, more obvious in the
case of ethanol.

The n-type semiconductor oxides were also find to be suitable for the detection of
oxidizing species such as O3, Cl2, and NO2 (32). Indium oxide doped with Ce, Sn,
Ni, Fe, and MoO3 give good results in the concentration range from 1 to 10000 ppb,
depending to a high extent on the dopants nature. These gases induce an increase
of the resistance, due to electron capture, whereas the species are adsorbed. The
nanocrystalline films have a better behavior than the thick films. The sensing mech-
anism is related to the adsorption that can occur with or without dissociation of the
O3 molecule:

O3 + e− −→ O2ads + O−
ads (15.20)

O3 + e− −→ O−
3 (15.21)

The XPS investigations indicate the first dissociation mode as more consistent.

15.2.3. Influence of the Chemical Composition of the Layer

As the interaction between the gas and the sensor receptor occurs at a microscopic
level, recent development of nanotechnology plays an important role in obtaining gas
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sensors (33). The nature of the particle distribution in the layer defines the transducer,
which is responsible for transforming the interaction into measurable electrical sig-
nals. The chemical and structural stability of the layer depends to a big extent on its
chemical composition. The maximum response rate will be given by the minimum
agglomeration of the particles (21).

The mixed oxides used for sensors can be grouped in three categories, as
follows (34):

• Chemical Well-Defined Compounds: A distinctive chemical species is formed
by reaction between two simple oxides:

ZnO + SnO2 −→ ZnSnO3 or Zn2SnO4 (15.22)

CdO + SnO2 −→ Cd2SnO4 (15.23)

CdO + In2O3 −→ CdIn2O4 (15.24)

SnO2 + WO3 −→ α-SnWO4 (15.25)

• Solid Solutions: TiO2–SnO2.
• Mechanical Mixtures: TiO2–WO3.

Researchers (21,35) indicate that the sensor performances improve significantly
when binary oxides or complex multicomponent materials are used instead of simple
oxides. Moreover, inclusion of catalytically active elements (noble metals or other
transition metals) and even inert impurities can have a favorable effect on sensor
performance. The role of the impurities can be extremely diverse, from favoring the
formation of and/or stabilizing of a certain phase, the size of the crystallites and
their growth direction, acting as catalytic promoters, favoring the occurrence of the
proper valence state of the receptor, the electronic state of the surface, the surface
potential, and the interparticle geometrical and energy barriers. The effects on sensor
properties concern changes of concentration of charge carriers, chemical and physical
concentration of metal-oxide matrix, and electronic and physical-chemical properties
of the surface etc.

The electronic structure of the multicomponent oxides changes the bulk electronic
structure, band gap, Fermi level position, and transport properties especially in the
first two cases above, whereas the changes in the surface properties mainly occurs at
the boundaries between grains of different chemical composition. These phenomena
are directly involved in the sensing mechanism.

The influence of doping on electrical properties of tin oxide was investigated by
Szczuko et al. (36). The doping with In, Sn, and Nb was performed by the wet method,
and the surface composition was analyzed by XPS. A 5% mole ratio was found to be
the maximum ratio of enrichment of the surface in dopants species; over this limit,
a second phase appears. Concentrations of dopants of 0.1–10% lead to an important
decrease of crystallite size from 220 nm for pure SnO2 to 50 nm in the case of In and
Sb and to 30 nm in the case of the sample doped with 0.1–2%Nb. The effect of the
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Figure 15.4. The influence of an SnO2 film by the doping concentration of In, Sb, Nb on
(a) the resistivity and (b) the crystalline size. Reprinted from Ref. 36 with kind permission of
Elsevier.

doping on the resistivity was very different from one dopant to another; a decrease in
size also reduces the resistivity in the case of Nb and In-doped SnO2, whereas doping
with Sb led to resistivity increase; see Figure 15.4 (36).

Doping the thin (30–40 nm) SnO2 film with Ag and Pd nanoclusters by succes-
sive ionic layer deposition (SILD) leads to an important increase of the response to
0.1–0.5% H2 and CO sensing using air as a reference gas 5–10 times in comparison
with pure SnO2 film (25,37). The measurements were done in terms of resistance
changes, and the results were strongly dependent on the operating temperature,
number of deposition cycles, and nature of dopants.

Timmer et al. (38) reviewed information about the ammonia-sensing sensors. The
ammonia molecules are chemisorbed, and the electron pair from the nitrogen atom
increases the conductance of the layer. Wang et al. (39) investigated the sensing
properties of a large number of WO3 sensors doped with alkali metals, earth metals,
and a long series of transitional and f-block metals in the Periodic Table. Some dopants
increase to a large extent the sensitivity to NH3 (Gd, La, Fr, Si, Y, Ti), whereas others
decrease and even cancel the sensing properties (Li, Na, Rb, Cs, Pb, Ba).

The selective detection performances of CO in a gas atmosphere containing H2
was investigated by Yamaura et al. (40) on simple oxide-based sensors, prepared by
the hydrolysis and screen-printing method (41,42). From 24 different oxides, the best
behavior regarding the CO sensing properties was noticed for In2O3, SnO2, Fe2O3,
ZnO, Y2O3, and TiO2. To test the cross-sensitivity in the presence of H2, the indium
oxide was doped with alkali metals, earth metals, and a long series of transition metals.
In terms of sensitivity to CO, important increases in sensitivity were noticed for Na-,
K-, and Rb-doped films, whereas the other species had no effect or even significantly
decreased the sensitivity. When a mixture of CO and H2 was used as a test gas, the
sensitivity increased almost nine times for the Rb-doped sensor, whereas Na, K, Ca,
Y, Mo, and Sm increased almost four times and the other dopants had negligible
effect.
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Vaishnav et al. (43,44) investigated the indium–tin-oxide sensors for the detection
of inferior alcohols, methanol, and ethanol. The catalytic properties of the indium-tin
surface could be improved by deposition of a thin layer (10 µm) of supplementary
catalytic material on the sensing layer. The nature of this supplementary layer was
Cu, MgO, or CaO in the case of methanol and MgO for ethanol.

The first step in the methanol catalytic conversion routes involved in the detection
can occur by its oxidation to formaldehyde by reaction with O− or to formic acid by
reaction with O−

2 species adsorbed on the surface:

CH3OH + O− −→ CH2O + H2O + e− (15.26)

CH3OH + O−
2 −→ HCOOH + H2O + e− (15.27)

The oxygen chemisorption, which forms these two ion species, is associated with
the presence of copper.

In the case of ethanol, a net difference can occur if the catalytic sites on the surface
are acidic or basic (either O− and O−

2 can participate in the reaction):

CH3−CH2−OH(gas) + O−
ads −→ H2C=CH2 + H2O + e−(on acid sites) (15.28)

CH3−CH2−OH(gas) + O−
2ads −→ CH3−CH=O + H2O + e−(on basic sites)

(15.29)

The electrons released in these reactions result in the decrease of the electrical
resistance value of the surface. The maximum sensitivity of the sensors occurs at
the optimal catalytic reaction temperatures, about 625 K for methanol and 723 K for
ethanol, respectively.

Dutta and De Lucia (45) briefly reviewed the role of some additives in the sensing
layer on its stabilization. Ten percent lanthanum mixed with the anatase phase of TiO2
leads to preserving this polymorphic form even up to 800 ◦C, avoiding the transforma-
tion to rutile. This material is suited for preparing sensors for CO detection, by adding
CuO or Au. The sensitivity of Au–La2O3–TiO2 was remarkable at temperatures up
to 600 ◦C. The explanation consists in the ability of Au to adsorb CO, whereas TiO2
acts as an adsorbed oxygen species reservoir.

Setkus et al. (46) investigated the kinetics of the sensor response as a function
of the nature of the dopants on the CO and H2 sensing properties of tin-oxide thin-
film sensors modified with metallic impurities. The response time of a sensor is the
time duration to reach 90% of the total sensor response. The tin-oxide sensors were
doped with Pt, Mo, W, and Ag. All dopants modified both the sensor sensitivity, due
to their specific catalytic action, and the transient of the response. Kinetic models
were elaborated for the reactions involved in the sensors’ response, and the kinetic
parameters were determined from experimental data. Important modifications appear
in the values of the adsorption coefficients and in the probability of bimolecular
interaction between adsorbed oxygen and the detected species. The metallic layer
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of dopants has very little influence on the adsorption of hydrogen, and it is a clear
disadvantage for the adsorption of CO. Regarding the reaction rate, Pt and W greatly
increase the probability of CO to participate in a bimolecular interaction, whereas all
metals are favorable for a H2 bimolecular reaction.

15.3. DETECTION PRINCIPLES

The sensing properties are based on changes in measurable electrical properties of
the sensor in the presence of certain gas species. The changing of the properties is
associated with chemical interactions that occur at atomic level.

A receptor is generally a solid layer with specific sites at atomic level on its surface.
Changes occur in contact with a gas as a consequence of interactions by physical
adsorption or chemisorption. For oxide-based sensors, the interaction changes several
physical parameters such as electrical charge, polarizability, heat generation, potential
changes, resonating frequency, or optical properties. The depth of the charge layer Ld

is defined by the Debye length (7):

Ld = (kTε/q2n)1/2 (15.2)

where k, T , ε, q, and n are the Boltzmann constant, absolute temperature, dielectric
constant, electron charge, and charge-carrier concentration, respectively.

The interaction occurring at the molecular level of the receptor is transformed
in a measurable output signal by a transducer. The transducer refers then to the
receptor microstructure, because it has an essential influence on the output signal.
The operation mode of the output signal can be different, depending on the output

measure that have been chosen: electrical resistance changes, capacitance changes,
FET diode, and transistor voltage signals, thermovoltage, and oscillation frequency
change due to mass changes; see Figure 15.5 (10).

There is a tight link among the nature of receptor, the transducer structure, and the
operation mode. According to the changes of physical properties, the following types
of sensor systems can be developed (1,2,4):

1. Based on changes of electrical resistance or impedance—thick-film metal-oxide
sensors, thin-film metal-oxide sensors on interdigitated electrodes, conducting
polymers.

2. Changes of electrical current—amperometric and potentiometric sensors.

3. Changes of electrical capacitance—metal-oxide semiconductor capacitors or
plate capacitors.

4. Changes of work function or polarization—field effect transistors (FET).

5. Changes of mass—bulk or surface acoustic wave resonators.

6. Changes of temperature—pellistors, thermistors, thermopiles.
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Figure 15.5. Some examples of different principles of metal oxides as sensing material.
Reprinted from Ref. 10 with kind permission of Elsevier.

7. Changes of optical adsorption or reflection due to changes in refractive index,
optical layer thickness—optical sensors.

8. Changes in incidence angle for the start of a surface plasmon due to changes in
refractive index—SPR sensors.

For the oxide-based sensors, the modification of the electrical properties of the
layer is the most widely used in evaluation of the interaction with a gas. The main
parameters for describing a chemical sensor are as follows: the detection mechanism,
the sensitivity profile, its concentration range, the speed of response, the operation
temperature, and its lifetime.

15.3.1. Conductivity Measuring Sensors

The type of gas sensors that are by far the most widely used are based on the
fact that the resistivity of a conductor is a measure of the mobile charge carriers
in the surface region of the device. A wide variety of resistive gas sensors have been
designed and tested. Many sensors are already commercially applied, and consider-
able research work has been focused to tin oxide, which has proved to be a good sensor
material.

Lee et al. (47) used for detection of isobutane a sensor having sensing layers on
both sides of an alumina plate. On one side, a layer of In2O3 doped with tin oxide was
deposited, and on the other side, an alumina layer doped with platinum was deposited.
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Under each sensitive layer, a conductive platinum layer was sputtered. This platinum
layer has a triple role: acts as a heater, as a resistor for a measuring system, and has
a catalytic effect in combustible gas sensing at high gas concentrations. The proper
conductivity and maximum sensitivity for detection of 1% butane in air was achieved
when the In–Sn layer was between 12% and 16% Sn. The Pt-based sensor worked on
the principle of a combustible catalytic sensor mechanism. The heat emerged when
the gas burned on the sensor surface, and led to a linear increase of output voltage
with a rate of 0.153 mV/ppm up to 1.5% butane; then a portion of nonlinear increase
follows up to 3% butane, and finally a slight slower linear increase appears up to 10%
butane.

The so-called “sensitivity model for the equilibrium state,” consisting of an analysis
of the transient responses after a steep change between two equilibrium states was
used by Setkus (48) to analyze the SnO2 sensor behavior in CO sensing. In princi-
ple, the method considers the elementary steps involved in the catalytic reaction for
elaborating a kinetic model, and then it compares the results issued from this model
with those from an experimental approach. The working principle of the transducer
is the modification of electrical resistance when the catalytic reaction takes place. In
oxygen-rich atmosphere, the chemisorbed oxygen acts as trap for the bulk electrons
on the surface of the solid. Any change in the oxygen coverage due to oxidation
reactions will be reflected in changes of the electrical resistance of the layer. Setkus
considers in elaboration of the modeling that the catalytic reaction occurs via a classic
Langmuir–Hinshelwood mechanism, meaning that both initial species (oxygen and
CO) react from adsorbed state on the solid and that the reaction product is immediately
desorbed from the surface, delivering the sites to resume the cycle. The mathemat-
ical model gives the expression of a ratio between the actual electrical resistance
and the initial resistance. The expression is deduced in the conditions of reaching
the catalytic reaction equilibrium, as a function of time; the kinetic constants of the
elementary steps; adsorption and desorption coefficients; the height of the potential
barrier at the boundaries; and the elementary charge. For an 80–120-nm-thick sensing
layer made by 8-nm-sized particles, the experimental results fitted excellently with
the mathematical model.

On a porous ceramic body sensor based on semiconducting oxides such as SnO2,
ZnO, and Fe2O3, heated between 300 and 700 ◦C, the adsorption of oxygen seems
to take place in the neck region between the grains (33). As electrons are requested
for oxygen adsorption, a simultaneous accumulation of negative charge occurs at the
surface of the grains, whereas a complementary positive charge called the depletion
layer appears in the oxide layer. The negative charge makes the surface attractive
for reducing gases as hydrogen or carbon monoxide, which react with the adsorbed
oxygen, which follows by an increase of the conductivity of the layer (33).

The resistance changes occurring in semiconductive oxides as a consequence of
the interaction with different gases were investigated by Williams (49) on oxides with
different character, n or p-type. The chromia-titania (1–45% Ti) increases its resistance
even to traces of reducing gases; and thus, it can be classified as a p-type oxide. It
responds to CO, volatile organic compounds, H2S, NH3. Indium, tin, tungsten, and
molybdenum form n-type oxides, which increase the resistance in the presence of
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ozone, chlorine, and nitrogen dioxide. In the case of indium and molybdenum oxides,
the sensitivity to reducing gases is explained by oxygen vacancies, which offers a
flexible behavior.

15.3.2. Ion Conductor Sensors

Miura et al. (50) made a classification of the types of potential devices based on a solid
electrolyte used for sensing redox gases. According to his concept, three main groups
of sensors can be defined, namely, equilibrium potential, electrochemical pumping
current, and mixed potential.

The first category deals with sensors in which electrochemical reversible reactions
are involved and in which the sensing electrode is assisted by a reference electrode.
For example, the yttria stabilized zirconia works on the basis of the reaction:

O2 + 4e−
⇋ 2O2− (15.30)

In the case of its use as an electrochemical pump, the reduction takes place after the
diffusion of the ions through the electrolyte layer, by the contribution of an applied
potential.

The mixed-potential electrodes are characterized by allowing occurrence of
oxidation and reduction reactions at the same time, by the contribution of specific
sites. This concept was first introduced to explain the zirconia sensors non-nernstian
behavior of an oxygen sensor in the mixture of air and fuel. An electrochemical cell
including yttria stabilized zirconia (YSZ) should be defined as air, Pt |YSZ | Pt, and
CO + air.

The catalytic effect of platinum makes the oxidation of CO possible, by a purely
chemical reaction:

CO′ + 1
2 O′

2 −→ CO′
2 (15.31)

O′
2, CO′, and CO′

2 denote oxygen in the neighborhood of a three-phase boundary.
The catodic reaction is

O′
2 + 4e− −→ 2O2− (15.32)

and the corresponding electrochemical cell: P′
O2, Pt |YSZ | Pt, PO2 (P′

O2 being the
partial pressure of O2 after the reaction). CO can also participate directly in the
electrochemical oxidation:

CO′ + O2− −→ CO′
2 + 2e− (15.33)

and the corresponding electrochemical cell is P′
CO, Pt |YSZ | Pt, PO2. The two-

electrochemical reactions form a distinct cell. The simultaneous progresses of these
reactions determine the non-nernstian response of the YSZ.

The mixed-potential type gas sensors find application in the design of gas sensors
for species such as CO, NOx , H2, H2S, NH3, and hydrocarbons (51).
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15.3.3. Field-Effect Sensors

Lundström et al. invented the field-effect sensors about 30 years ago (52). They experi-
enced that metal–insulator–semiconductor field-effect transistors having a palladium
gate could be used as hydrogen sensors. The field effect involves devices like capac-
itors, diodes, and transistors (53). A schematic representation of these devices is
presented in Figure 15.6.

The capacitor consists of a semiconductor with an ohmic contact on the one side
and an insulator layer on the other side. On the insulator material, a catalytic, mostly
porous layer, e.g., of Pt, Pd, Rh, and RuO2 is applied as a gate contact together
with a thick metallic contact, which allows the bonding. For example, in a hydrogen
or hydrocarbon gas environment, the hydrogen-containing molecules dissociate on
the catalytic metal sites and hydrogen atoms spill over to the insulator and adsorb
predominantly as OH groups. This was recently investigated by DRIFT spectroscopy
using model surfaces of Pt- or Ir-impregnated SiO2 powder. Clear evidences for
OH groups and even eventually OH+

2 groups were found on the SiO2 sites during
hydrogen and ammonia exposure in air (54,55). The OH groups on the insulator form
a polarized layer that will introduce an electric field in the insulator, and for a positively
biased n-type semiconductor, the depletion area will increase; the OH groups act as an
extra-applied positive voltage. Thus, the polarization of the insulator surface causes a
voltage shift of the capacitance versus voltage curve, proportional to the concentration
of hydrogen. For the sensing of other gases, e.g., ammonia, the presence of triple-
phase boundaries, where gas, metal, and insulator are all in contact, are necessary to
obtain dissociation of the molecule in such a way that hydrogen atoms are released
to the insulator to form the polarized layer in the same way as for hydrogen (56–61).

For the Schottky diode used as a gas sensor, an interfacial layer of a thin insulator
is shown to be advantageous for the gas response (62,63). The thin insulator also is the
weak part of the device, easily destroyed because current flows through the insulator

Figure 15.6. Schematic picture of FET devices, capacitor, Schottky diode, and transistor. The
catalytic gate material turns the devices into gas sensors. See color insert.
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during the operation. The field-effect transistor combines in an advantageous manner
the properties of the capacitor, with a thicker and more stable insulator and the simple
electric circuitry for operating the diode (53). The working principle is the same for
all three devices, hydrogen or hydrogen-containing molecules dissociate on the gate
material, and the dissociated hydrogen atoms diffuse to the metal–oxide interface
and form a polarized layer as described above. The sensor signal is the voltage at a
constant current, and the polarization of the metal insulator interface shows up as a
voltage change in the signal (Figure 15.7) (64). This shift is thus a measure of the
intensity of the interaction between the gas and the catalytic surface, proportional to
the ratio of reducing to oxidizing species (65).

Salomonsson et al. (66–68) investigated the sensing properties of a silicon carbide-
based field-effect capacitor prepared by deposition of ruthenium oxide or ruthenium
nanoparticles as the gate material. The insulator layer on top of the silicon carbide is
a stack about 80 nm thick of silicon dioxide and then silicon nitride that is densified,
resulting in a top layer of silicon oxide. The sensing layer was deposited by drop-
ping a RuO2 or Ru suspension on the substrate surface, followed by annealing.
The sheet resistance of the annealed RuO2 layer was investigated between room
temperature up to 500 ◦C in air; the values are comprised between 7 and 14 	/cm2.
The gas sensitivity of the MISiC capacitor was tested for hydrogen, carbon monoxide,
nitrogen oxide, propene, and ammonia diluted in air. The voltage shift depends on

Figure 15.7. I-V characteristics for a MISiC sensor working as a diode. Reprinted from Ref. 64
with the permission of Elsevier.
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Figure 15.8. Response patterns in terms of voltage shifts of RuO2/SiOx/Si3N4/

SiO2/4H–SiC capacitive sensors at 400 ◦C to different gases. Reprinted from Ref. 66 with
the permission of Elsevier.

the sensing material, the temperature, the nature of the gas, and its concentration
(Figure 15.8) (56). It is interesting to consider the fact that in the case with nanopar-
ticles used as a gate material in a FET device, it is the charging of the gate material
that will introduce the sensor response. This should be compared with, e.g., the
measurements of resistivity changes introduced by the gas interaction. The most
information will of course be obtained from a multicomponent device, where both
the field effect from the charging of the gases and the resistivity changes are measured
simultaneously (61).

Åbom et al. (69) used capacitor-type MIS field-effect sensors with SnO2, SiO2,
and Al2O3 as catalytic material for the detection of hydrogen, ammonia, propene, and
acetaldehyde. A platinum layer, 8 nm, was deposited on the insulator layer prior to an
oxide deposition. The properties of the layer in terms of chemical composition were
determined by AES spectra. The morphology revealed by SEM showed that the oxide
layer up to about 56 nm allows a certain fraction of the Pt porous layer on the surface to
remain uncovered by the oxide. The catalytic effect of platinum on the gas interaction
is essential to achieve detection of the species at hand. For SnO2 layers thicker than
56 nm, the shift voltage is null, indicating that the access of molecules to the platinum
is mandatory and that the reactions involved in sensing occur at metal-oxide grain
boundaries. A new series of sensors was prepared, with a thicker, more dense, Pt layer
(60 nm) deposited on top of the 8-nm layer before oxide deposition. The SnO2 and
SiO2 layers, less than 56 nm in thickness, deposited on this thicker platinum layer
gave better responses to ammonia than the Pt layer alone. This outlines the role played
in the sensing in terms of both the role of the catalytic platinum metal and the role
of the oxide in oxygen and hydrogen adsorption. These results were confirmed in a
new setup of experiments with thin or thick Pt films, cosputtered Pt and SiO2, and
overlayers of SiO2 (69).
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Inspired by the results above, cosputtered films of SiO2/Pt or Ir were successfully
processed and tested as sensing materials for reducing gases like NH3, H2, and propene
in SiC-based FET devices (70). It was also shown that a cosputtered film of Ir and SiO2
increased the long-term stability as tested at 500 ◦C in hydrogen/oxygen intermittent
pulses (71).

15.4. PROCESSING OF METAL OXIDES AS SENSING LAYERS

As the sensing mechanism is controlled at the nanoscale level, the use of nanoparti-
cles in sensor technology can bring benefits in the “four S” requirements: sensitivity,
selectivity, stability, and speed of response (72). The wide use of sensors nowa-
days based on nanoparticles supports the special importance that we pay to their
synthesis methods. Nevertheless, a distinctive problem consists in their deposition
on the active substrate area, in order to give a sensor device. The adherence of the
nanoparticles on the substrate is a key step in preparation of a chemical sensor based
on oxides.

15.4.1. Nanoparticle Synthesis

The preparation of oxide nanoparticles for use in sensor manufacturing involves
fulfilling some requirements: control of particle size, obtaining a narrow size dis-
tribution, even monodispersity if possible, passivation of the surface, and control of
particle shape (33). Achievement of these demands must also take into account the
possible degradation of the synthesized materials, which should be avoided. For appli-
cations in sensors, the nanoparticle grain density should be high enough to display a
maximum number of grain boundaries, but not too dense, in order to avoid the effect
of slow diffusion of molecules to the interaction sites.

The synthesis of nanoparticles can be performed in gas or liquid phase. The
synthesis of solids in wet medium can be accomplished by precipitation, sol-gel
transformation, and wet impregnation.

The precipitation method is the extremely simple liquid-phase method and based
on the formation of a solid when the concentration of a species in a solvent exceeds the
solubility limit. The quality of the product obtained by precipitation depends on the
conditions for precipitation: purity of the initial reagents and nature of impurities, the
values of the concentrations of the solutions used as reagents, the pH value, the rate of
reagents added, temperature, stirring regime, maturation time, temperature, and so on.
The choice of the precipitation conditions involves knowledge about the nucleation
and growth process, whose rates will to a large extent have an impact on product quality
(compositional homogeneity, uniformity of shape and size, crystallinity, etc.) (73).

A widely used wet synthesis method is the sol-gel method. It consists of the
controlled transformation of a precursor (usually a salt of metal or metalloid element)
in a solid phase, by the intermediate formation of a sol (a colloidal solution), then by
its transformation in gel, and finally by obtaining a solid product. The formation of sol
is generally the result of the salt hydrolysis, in adequate conditions of pH, salt/solvent
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ratio, and sometimes use of a catalyst (74,75) resulting in oligomeric species. The sol
can be transformed in gel, precipitated, or deposited on solid surfaces as a thin film.
Transformation in gel is in fact a condensation of the oligomers, in which the solvent
is included in large spaces delimited by polymeric species formed by condensation.
The gel is then transformed into a solid by evaporation or extraction of the solvent.
In most cases, the condensation begins before the hydrolysis ends. The equilibrium
between these steps is tuned by the choice of composition and operating conditions.
The gel can be transformed into powders, fibers, coatings, monoliths, or solids with
ordered pore structure, depending on the conditions chosen for solvent elimination
(heating and/or vacuum treatment, solvent extraction, etc.). The method is widely
used for production of metal oxides and ceramic powders (76), by including more
than one species in the initial solution. Activation is generally the next step, made by
calcination at proper temperatures.

An alternative method for doping the solid can be wet impregnation, which can be
performed either on the as-synthesised initial solid or on the calcined form (73).

The complexity of the process and the high number of variables interfering in the
synthesis makes control of the chemical purity of the product and the nature of the
crystalline phases obtained by wet synthesis a difficult task.

The nanoparticle powder needs then to be deposited in a stable manner on the sensor
surface. The simplest technique to do this is the so-called “screen printing.” It consists
in preparing a paste by mixing the nanoparticle powder with a solvent or a polymer
solution and by applying it on the surface by the use of a mask. The stabilization of
the solid deposited by screen-printing is achieved by thermal treatments (26,39).

Gas-phase synthesis of particles is usually a continuous process. Several groups
of methods can be involved in nanoparticle processing. For oxide nanoparticles, the
most widely used methods include physical vapor deposition (PVD), chemical vapor

deposition (CVD), and aerosol processing (76). The aerosol synthesizing can in turn
be achieved by a wide choice of methods, one of which can include the so-called
“homogeneous nucleation in the gas phase,” achievable by several various heating
and evaporation methods involving physical and chemical reactions (furnace flow-
type reactors, laser reactors, flame reactors, plasma reactors, and sputtering), the
electrospray techniques, and the homogeneous nucleation in aerosol droplets (spray
conversion technique) (33).

Some of these techniques are extremely sophisticated and costly, whereas others
are extremely simple and easy to perform. Which one should be chosen depends on
the nature of the product. The gas-phase processing may give better results in terms of
some parameters: The purity of the product can be higher, because the use of solvent is
avoided (even in the water, traces of minerals can be found). The aerosol processes can
lead to complex chemical structures useful in producing multicomponent materials.
The product quality is more easily controlled in terms of particle size, crystallinity,
agglomeration, porosity, chemical homogeneity, and stoichiometry, by adjusting the
process parameters or by adding extra processing steps as sintering or size fractioning.
The aerosol processing is much cheaper than vacuum synthesis and faster in terms of
deposition rate. The chemical segregation in the aerosol droplet is minimized, because
the formed phases have to stay within the particle.
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Comini et al. (72) investigated the sensor qualities of SnO2 nanobelts, synthesized

in the vapor phase, by oxidation of Sn vapors. The vapors were obtained by the
decomposition of SnO at 800–1000 ◦C:

2SnO −→ Sn (l) + SnO2 (15.34)

then transported by an argon flow, condensed on a substrate as micron-size droplets,
then oxidized by an oxygen flow:

Sn + O2 −→ SnO2 (15.35)

The layer was tested as gas sensor for CO, NO2, and ethanol. The maximum sensitivity
was achieved at 300–350 ◦C, a value that assures a convenient amount of oxygen
adsorbed on the surface that can act as an oxidizing agent. The sensor responses, in
terms of relative variation of the conductance, are much higher than in the case of
SnO2 layers (200% for 30-ppm CO at 350 ◦C, 900% for 200-ppb NO2 at 300 ◦C, and
2500% for 10-ppm ethanol at 350 ◦C).

15.4.2. Deposition of Particles by Aerosol Technology

The deposition of the oxide particles on the substrate surface in order to obtain a
sensitive layer is sometimes a challenging task. The stable deposition of particles on
a substrate is an essential step to realize a high-quality sensor.

If the active layer is formed by nanoparticles obtained by aerosol technology, the
deposition techniques are specific for this method. A reference book on the subject
(77) indicates that the immobilization of particles on the surface is connected with the
concept of adhesion of solid from aerosol at the surface of the substrate. The adhesion
can be achieved by several methods such as diffusion, thermal precipitation, inertial
impact, and deposition in electric fields.

The adhesion on the surface is governed by van der Waals type, electrostatic,
and forces associated with surface tension. These forces depend on the deposited
particles (chemical composition, size, shape, “age” etc.), the nature of the surface
(chemical composition, roughness, electrical properties), and the operating conditions
(temperature, aerosol velocity, humidity, duration of contact, etc.).

The van der Waals forces are long-range acting and relatively weak in intensity.
Nevertheless, the asperities present on the substrate surface can create good contact
with particles, and through thermal treatments, chemical reactions can occur in solid
state, thus fixing strongly the particles on the surface; the step is named annealing.
Kennedy et al. (78) emphasized that this step is essential to form the conducting
necks between single particles, avoiding the growth of their initial sizes. The extent
of structure transformation is controlled by temperature and annealing time.

The deposition by diffusion results in particles that stick to the solid surface, as a
result of the collision between the particles and the solid. The diffusion of particles
to the wall is due to the particle concentration gradient, taking into account that
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once stuck on the surface, the particle concentration in the aerosol in the layer next
to the surface becomes zero. The deposition by diffusion is the method most used
(21,25–27,79) in deposition of sensitive thin layers.

Thermophoresis is another phenomenon that can occur in the aerosol as an effect
of temperature. A force associated with the temperature gradient acts on the particle,
forcing it to move in order to decrease the temperature. When a cold surface is put in
contact with a warm gas, thermophoresis favors the particle deposition on the surface.

The deposition by impact is based on the different behavior of the solid particles
and the gas molecules, when the aerosol flow is passed through a nozzle and the jet
is directed to a flat plate that deflects the flow to form a 90◦ bend to the streamlines.
The solid particles have higher inertia and collide with the substrate surface and get
stuck on it, whereas the gas easily changes direction.

Electric fields can be used in deposition of particles either by spraying ions in
the region of particle formation and growth (corona discharge) or by attracting the
ionized particles to electrodes. The corona effect also reduces the possible residence
time in the high-temperature region in the furnaces, thus better controlling their size
uniformity (80–83). The electrically charged particles can be deposited in a very
convenient way by applying an electric field to direct them to the substrate surface.
Kruis et al. (84) used a neutralizer containing a radioactive source to charge particles
smaller than 20 nm. The particles were deposited on the substrate by applying a 5-kV
voltage. Chen et al. (85) showed that a rigorous control of a particle move could be
achieved by a proper choice of the deposition area design, the flow value, and the
applied voltage value. The deposition parameters were defined by Deppert et al. (86):
the bias voltage, inlet configuration, distance susceptor-inlet, aerosol flow, particle
size, and the substrate temperature. The method was used by Kennedy et al. for
the deposition of SnO2 nanoparticles for sensors (78). Gourari et al. (87) prepared
tin-manganese oxide-based sensors for hydrogen sensing by electrostatic deposition,
applying a 10-kV voltage between the substrate and the needle used for spraying the
precursor solutions. At a substrate temperature of 400 ◦C and a solution concentration
between 10−2 and 10−1 mol L−1, aggregates of grains were formed in the range of
1–10 µm. The sensor was sensitive for hydrogen concentrations higher than 800 ppm
in nitrogen, and the best response was noticed between 350 ◦C and 400 ◦C. In terms of
chemical composition of the sensing layer, the optimal SnO2/Mn2O3 ratio was 10/1.

15.4.3. More Methods for Synthesizing of Metal-Oxide Layers

Two more methods used especially for processing of catalytic metal-oxide layers for
sensors are reviewed here.

The rheotaxial growth and thermal oxidation (RGTO), very advantageous to obtain
sensor materials, was developed by Sberveglieri (30) and then used by many authors
(88–90) to obtain thin-oxide films of one or more oxides.

The technique consists of a two-step process: First, a metallic thin film is deposited
on a substrate maintained at a temperature slightly higher than the metal melting
point, and then an oxidation step transforms the metal into an oxide. Almost spher-
ical droplets, isolated from each other, compose the metallic layer. The oxidation
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step performed on this layer preserves the granular structure, but the increase in film
thickness with 30–40% creates connections between agglomerates, so-called “necks,”
associated with the sensing active sites of the material. The structure of the material
is spongy, a fact that gives a high surface-to-volume ratio, which is favorable for gas
sensors. More than one metal can be used at a time to give a better sensor. Radecka
et al. (89) investigated the properties of Sn–Ti mixed oxides (5% Ti), obtained by
oxidation at 450–800 ◦C for 18 hours, for methane and hydrogen sensing at concen-
trations between 0 and 1000 ppm. The sensitivity was expressed in terms of a relative
change in electrical conductance. The layers had a good sensitivity to both reducing
species. The crystalline nature of the material was confirmed by X-ray diffraction,
and the uniform grain size was confirmed by scanning electron microscopy.

Szuber et al. (90) showed that the droplet size during the RGTO depends on the
chemical nature of the substrate and performed a study to determine the optimal
substrate temperature in order to obtain a maximum surface coverage; for SnO2, the
value was 265 ◦C. In what concerns the sensor properties, the sensor response to
NO2 depended severely on the measurement temperature. For concentrations of NO2
between 50 and 200 ppm in synthetic air, the optimal value was 200 ◦C. It is interesting
to note that the value of the substrate temperature during deposition of the sensing layer
also had an important effect on the sensitivity. At lower measurement temperature,
the samples prepared at a higher substrate temperature exhibited a higher response.

Comini et al. (88) prepared sensors by two successive RGTO depositions. They
deposited a first layer of tungsten and molybdenum (8/2 weight ratio) on the substrate
by sputtering and oxidized it in humid air to obtain a porous oxide with a discontinuous
structure that is, presumably, with a high resistivity. This layer was used as a template
for a SnO2 sensing layer, obtained by the RGTO technique, using different times for
the droplet deposition step, between 30 and 130 minutes. The conductivity of the
samples deposited on the WO3–MoO3 layer increased by more than one order of
magnitude as compared with the pure SnO2, most probably due to the improvement
of the connections between the grains in the film. These sensors were tested for
conductivity and for the sensitivity to CO, in dry and humid air. The SnO2 layer
deposited by RGTO on WO3–MoO3 was more sensitive to CO than those of pure
SnO2, and the response is better for the layer obtained with a longer droplet duration.

The spray pyrolysis was widely used by Korotcenkov et al. (25,76,91–94) to obtain
sensors with a different composition of the layer. The parameters that influence the
growth rate and the deposition process are as follows: the substrate temperature, the
input pressure of the carrier gas, the reactor design and working parameters (tempera-
ture, flowing regime, geometry, etc.), the distance between the exit from the nebulizer
and the substrate, the precursor nature, the stability and concentration, and the time
of spraying. The crystallite sizes are generally in the order of tens of nanometer. The
maximum gas sensitivity was obtained for layers made by small crystallite sizes.
The external forms of nanocrystals can be pyramids, bipyramids, and prisms. The
deposited layer varies from some tens of nanometers to some hundreds of nano-
meters. Due to the more dense packing in a layer containing more than one statistical
monolayer of particles, the resistance values of the layer decrease with thickness.
For a SnO2 film used for sensing hydrogen, the resistance value of a 15–35-nm film
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decreased with more than one order of magnitude in the presence of 2% H2 in air as
compared with air (79,91). The pyrolysis temperature has a strong influence on the
particle morphology and sensing properties; the general behavior indicates that the
particle size increases with temperature, and the sensitivity to gas decreases. The mea-
surement temperature is also an important factor that influences the sensitivity. For a
constant layer thickness, the response normally increases, up to a certain temperature
limit, which depends on the preparation conditions, and then the response decreases
again when the temperature increases further. The thickness of the layer also influ-
ences the sensitivity, but a general correlation is difficult to make. The most porous
films were obtained for pyrolysis temperatures between 400 and 450 ◦C and the layer
thickness was between 20 and 170 nm.

The In2O3-based thin films manufactured by spray pyrolysis have a columnar
structure, with almost parallel crystallites, generating a layer of about 200 nm thick-
ness (25,92). The size of the primary particles depends to an important extent on the
pyrolysis temperature. The sensing properties are displayed to reducing gases such
as hydrogen and CO. The gas response increases slowly with the layer thickness. A
detailed study on the influence of the thermal annealing process on the indium oxide
stability (94) indicates an important increase of the grain size, especially in the case of
particles obtained at higher pyrolysis temperatures. The response to reducing gases is
not influenced by the crystallite size, whereas the exposure to oxidant gases (ozone)
indicates a sharp decrease of the gas response with layer thickness.

15.5. PRACTICAL DEVICES AND COMMERCIAL APPLICATIONS

In this section, the most widely applied types of practical devices will be briefly
exposed. To analyze complex mixtures of gases, advanced multiple sensor designs
are suggested.

The metal-oxide resistive gas sensor design has turned from ceramic based on a
thick catalytic layer (Figaro type) (95) to thin films. The modalities to improve the
sensor fabrication process include development of new material systems, enhancing
the fabrication process and manufacturing of “smart sensors,” equipped with signal
conditioning and filtration modules. The use of thin films as sensing materials brings
important improvements of the sensitivity of the sensors.

Even though three working principles, resistors, diodes, and capacitors, of metal-
oxide sensors are used to characterize these devices (96), resistors are almost
exclusively used in commercial applications. The differences among the three devices
concern the measured characteristics during interaction with the gas (see Figure 15.9)
(96). In the case of resistors, the dependence between the voltage and the current inten-
sity is linear and the slope depends on the charge-carrier density, which is directly
related to the measured gas pressure. In the diode case, the I–U characteristic curve
is displaced to a lower voltage value in the presence of a measured (reducing) gas.
As the metal-oxide material exhibits semiconducting properties, the gas (oxidizing)
interaction with the sensing surface introduces a depletion layer, which varies in size



438 GAS SENSORS

Figure 15.9. The resistor, diode, and capacitor device layout are used to investigate the elec-
trical characteristics of metal oxide sensors. Reprinted from Ref. 96 with kind permission of
Elsevier.

depending on nature and concentration of the gas, which is analyzed. Due to this also,
the capacitive properties of a metal-oxide device will give information.

The yttria-stabilized zirconia (YSZ)-based solid electrolyte device is an oxygen
ion conducting material used to measure excess or lack of oxygen in its simplest
version (11). Several advanced modifications of this sensor have created, for example,
a linear oxygen sensor and sensors for nitrogen oxides. Some of these will be described
here.

Szabo and Dutta (97) used a special design of the sensor and of the entire mounting
for detection of NO, NO2, and their mixture.As sensing elements, they used chromium
(III) oxide deposited on YSZ with a special shape (a single closed-end tube with a
platinum reference electrode painted inside, near to the closed bottom). The gas to be
analyzed was passed through a catalytic bed based on platinum deposited on zeolite
Y previous to the analysis, in order to convert the NO to NO2. The catalyst allowed
attaining a conversion degree very close to the thermodynamic predictions. The value
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of the electromotive force (EMF) developed by the sensing process depended to a large
extent on the temperature and on the nature of the nitrogen oxide.As expected from the
electrochemical reactions involved in the sensing mechanism, the values of the EMF
decreased in the case of NO with respect to the baseline registered in a N2 + 3%O2
mixture, whereas in the case of NO2, the values increased. In fact, logarithmic-type
dependencies were found for the EMF 500 ◦C and for nitrogen oxide concentrations
between 0 and 1000 ppm:

EMFNO2 = −72.5 + 16.3 ln[NO2] (15.36)

EMFNO = −32.3 − 2.6 ln[NO] (15.37)

The mixtures of NO and NO2 in different ratios led to an EMF intermediate between
those of pure gases. This behavior is typical for mixed potential type sensors (27).
The catalytic conversion of the gases prior to analysis led to essentially the same
sensor response for all ratios between the two gases, indicating that the equilibrium
was reached between the analyzed species during the contact with the catalyst. The
sensor measurements performed on NO- and NO2-containing gas flows at tempera-
tures between 400 ◦C and 700 ◦C showed practically identical EMF values for both
gases, for all ratios between the two species.

This association between catalytic conversion and gas sensing can be useful in
simultaneous sensing of NOx and CO. The Cr2O3 proved to be very sensitive to CO
at concentrations of 0–1000 ppm. However, the catalytic converter totally transforms
CO into CO2, as confirmed by measurements. If a gas flow containing a nitrogen
oxide and CO mixture is catalytically converted, the response of NOx + CO is the
same as for only NOx . This allows measurement of 200–1000-ppm NOx with this
system independent of CO concentration.

The most widely practical applications of the metal-oxide chemical sensors
concern:

1. A device, which starts an alarm when a toxic or dangerous gas species is present
in the atmosphere surrounding the sensor.

2. Monitoring the composition of the exhaust gases from energy plants or of
automotive exhaust gases and optimizing the combustion in order to minimize
the level of pollutants emitted to the environment.

3. Evaluation the degree of pollution in the atmosphere by detecting gases such as
ammonia and volatile organic compounds at very low concentrations in the air.

4. Sensing complex mixtures of scented substances in gas or liquid phase by
instruments known as “electronic noses and tongues” (98). These devices find
wide applications in the food and beverage industries.

The combustion control is nowadays a very important task, because the negative
effects of gases such as CO, NOx , and unburned hydrocarbons on the environment
are well known (4). The control involves the development of sensitive and specific
sensors for these species and correlating the information with a selective catalytic
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converter in a closed-loop control. The information from the sensor can be used to
regulate the air-to-fuel ratio in order to minimize the amounts of unwanted and toxic
gas compounds. As the nitrogen oxides come from the reaction between atmospheric
nitrogen and oxygen at elevated temperatures in excess oxygen introduced to assure
complete oxidation of hydrocarbons, establishing a stoichiometric ratio between the
fuel and the air should be ideal. At the same time, a good regulation of the combustion
should decrease the fuel consumption, thus minimizing the CO2 emissions. At this
composition ratio, the conversion efficiency of a catalyst employed to eliminate the
toxic gases reaches a maximum. The sensor for this kind of systems should work at
a gas composition close to the stoichiometric ratio between oxygen and fuel.

A typical example is the exhaust gas from automotives, which usually contains
oxygen, hydrocarbons, carbon monoxide, hydrogen, and nitrogen monoxide. On the
sensor surface, due to its catalytic potential, a series of reactions can occur:

2CO + O2 −→ 2CO2

CO + H2O −→ CO2 + H2

2NO + 2CO −→ N2 + 2CO2

2NO + 2H2 −→ N2 + 2H2O

2NO2 + 4CO −→ N2 + 2H2O

2NO + 2H2 −→ N2 + 2H2O

CxHy + (x + y/4)O2 −→ xCO2 + y/2H2O

(2x + y/2)NO + CxHy −→ xCO2 + y/2H2O + (x + y/4)N2

A complex indicator named the “lambda value” is defined by the ratio between the
air-to-fuel mass ratio in the cylinder (real system) and at stochiometry (99):

λ = (mair/mfuel)engine

(mair/mfuel)stoichiometric

The information from the sensors is processed in a control unit that controls the
air-to-fuel ratio. In practice, the oxygen-to-fuel ratio is allowed to oscillate around the
stochiometric value, which increases further both the lifetime and the efficiency of
the catalytic converter. The commercial lambda sensors currently used in automotive
applications are based on oxygen-ion conducting YSZ.

Several lambda sensor configurations are developed today (100):

• As planar potentiometric sensors, based on the solid electrolyte properties of the
zirconia, which remain electronically insulating. The potential difference over
a ZrO2 layer is directly related to the difference in oxygen concentration at the
two sides of the zirconia layer.
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• As oxygen pumping sensors, at temperatures above 600 ◦C, the transport of
oxygen ions through the electrolyte can occur. The transport develops a pumping
voltage proportional to the oxygen concentration gradient through the zirconia
layer.

• As a dual cell with wide-range oxygen concentration sensing, made by a pumping
cell and a sensing cell, separated by a porous diffusion barrier.

• Resistive-type sensors based on semiconducting metal oxide, reflecting in
their electrical conductivity the equilibrium between the oxygen partial pres-
sure in the measured gas and their bulk stoichiometry at temperatures above
700 ◦C.

Francioso et al. (101) manufactured a lambda sensor based on titania, relying on the
change of the semiconductor resistance with oxygen partial pressure. The material was
prepared by the sol-gel method and deposited on alumina substrates. The dependence
of electrical resistance on the logarithm of the oxygen partial pressure was found to
be linear for temperatures values of 400 ◦C, 500 ◦C, and 600 ◦C. A sudden increase
of the resistance of the layer occurred between λ values of 1 and 1.1. For complex
gas mixtures containing oxygen, carbon dioxide, nitrogen, monoxide, nitrogen, and
methane, in ratios close to those in real exhaust mixtures, the resistance increased
three times in a very narrow λ region close to 1.

Grilli et al. propose an YSZ sensor doped with tungsten oxide (102) as a pollutant
detector at high temperatures. An optimal temperature value of 600 ◦C was found for
the sensing of CO and NO2 in the case of WO3 prepared by thermal decomposition
of ammonium tungstenate, whereas an optimum at 550 ◦C was noticed for the dopant
powder prepared by precipitation. The tests performed with these sensors in exhaust
gases of an engine bench test (103) showed good correlation with the results obtained
using lambda sensors.

The monitoring of the environment quality can be performed by oxide-based chem-
ical sensors. Indoor and outdoor air quality (104,105) control was performed by
detection of volatile organic compounds (106,107) and emissions from wastewater
treatment plants (108).

The typical indoor air contaminants are aldehydes, ozone, nitrogen dioxide, carbon
monoxide, radon, solid particles, sulphur dioxide, lead, and water vapor (104). As,
for example, water interferes in both NO2 and CO detection and the discrimination
between the different target species is achieved by using data processing and pat-
tern recognition algorithms, which rely on the distinct response patterns provided
by a sensor array. For CO detection, a SnO2 + SiO2 + Au sensor material was used,
whereas for NO2 detection, the SnO2 + Au was preferred. The detection limits were
5 ppm for CO and 20 ppm for NO2 and saturation occurred for NO2 at about 100
ppm. These values are lower than the indoor threshold values, which after 8 hours
of exposure were 9 ppm for CO and 53 ppm for NO2, respectively. This means that
these sensors exhibit excellent responses for indoor air monitoring. Furthermore, tests
over a longer time period showed that the sensitivity was maintained for as long as
45 days. A certain drift with time is noticed, however, for both gases.
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The outdoor air quality can be monitored by the same kind of sensors for detection
and measurement of CO, NO2, NO, and O3 (105). The target detection limits of 3, 50,
100, and 20 ppm, respectively, were fulfilled by the recent research on SnO2 sensors
obtained by nanoparticle processing, allowing measurement ranges of up to 3, 15,
100, and 15 ppm, respectively.

The presence of volatile organic compounds in air can be monitored by the use
of an SnO2-based sensor array, one with undoped oxide and others with Pd, Pt, and
Au doping (106). The data acquisition system is designed to measure the responses
with eight sensors at a time. The organic compounds used for tests were 2-propanol,
methanol, acetone, ethyl-methyl-ketone, hexane, benzene, and xylene. The different
sensitivity to these species exhibited by the four types of sensors allows data proces-
sing to evaluate the contribution of each species in the system and thus monitoring
the global composition of the analyzed gas mixture.

The applications of sensors in the food industry are a subject of great interest,
because aroma is a specific quality indicator in this field. Flavor is generated by com-
binations of a big number of chemical compounds in certain ratios. For example,
coffee aroma is made up of several hundreds of different molecules. The func-
tion of an electronic nose is based on the sensitivity of an array of semi-selective
sensors, giving similar response patterns for similar aroma (so-called “aroma finger-
prints”) and different patterns for different aroma. The interaction between the array
of sensors and the chemical species generates a series of signals that are pro-
cessed by a computer connected online. The software contributes a specific pattern
recognition program.

The results for expressing the composition of these complex mixtures are
presented as graphical dependences in the form of “principal component analysis”
(PCA) performed on normalized matrix of responses. In an array of “m” sensors, the
sensitivity of a sensor “j” to a component “i” in a mixture can be expressed by the
relation (109):

Sij = |Gvap − Gair|
min(Gvap, Gair)

where Gvap and Gair are the conductance values after vapour exposure and in air
respectively.

The normalized sensitivity in an individual sensor array is

SN
ij = Sij

∑m
i=1 Sij

The results are presented in planar plots having in abscissa the PC1 component and
in the ordinate the PC2 or PC3. The “maps” thus obtained consist in areas with more
or less grouped points corresponding to one chemical compound, each one being
obtained with one of the sensors used in the measurement device. A typical graphic
representation for such an analysis is shown in the Figure 15.10 (110).

Metal-oxide sensor manufacturing was used for very different kinds of product
analysis: milk and cheese (110–113), wine (114), vegetable oils (115,116), coffee
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Figure 15.10. PCA plot of the detection of some solvents by an array of metal-oxide sensors.
Reprinted from Ref. 110 with kind permission of Elsevier.

(117), or pharmaceutical oral solutions (118). Schaller et al. (119) and Ampuero and
Bosset (120) review some food applications of the electronic nose in which metal
oxides have been used as sensing layer.

15.6. CONCLUSIONS

The use of oxide nanomaterials in sensor manufacturing is a subject with a high
scientific and practical impact, due to the wide range of possibilities displayed by the
layer to interact with the molecules to be detected and measured from a gas mixture.
The adsorption and the catalytic type interaction between the measured gas and the
sensitive oxide layer can be fine-tuned by the proper choice of the chemical nature
and the microscopic structure of the layer, the appropriate dopants, the stabilizing
treatments, and so on. The modalities to disseminate the results are also multiple:
electrical resistance measurements, ion conductivity through the solids, and field
effects.

The main commercial applications are nowadays the environment monitoring and
food quality analysis.
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16.1. INTRODUCTION

Nanostructured metal-oxide films formed by an assembly of nanoparticles sintered
over a conducting substrate provide a large internal area that can realize different
functionalities. Titanium dioxide and several other metal-oxides nanostructures (e.g.,
ZnO, SnO2, and Nb2O5) have the advantage of easy processing and low production
cost and have the potential to replace existing devices based on more expensive
technologies and to give rise to new applications. In recent years, such nanostructures
have been amply investigated for several applications, such as dye-sensitized solar
cells (DSC) (1) photoelectrochromic windows (2) and electrical paint displays (3),
and protein immobilization (4).

The most intensively investigated metal-oxide nanostructured device is the DSC,
which was discovered in 1991 by Michael Grätzel (1). The DSC is formed with a net-
work of TiO2 nanoparticles sensitized to the solar spectrum with a monolayer of dye
molecules and a redox electrolyte (5–8). Overall, 11% efficiency of sunlight energy
conversion to electricity has been achieved in DSCs (6) but their large-scale produc-
tion has not yet been reached mainly due to technical problems such as evaporation of
the liquid ionic conductor. The DSC has also paved the way for several applications of
metal-oxide nanomaterials in other devices based on similar principles of operation.
Examples are solid-state nanostructured solar cells (9), electrochromic devices for
displays (10), ultraviolet light-emitting diodes (LEDs) (11), and nanostructured WO3
and Fe2O3 electrodes for hydrogen production by photocatalytic splitting of water
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(12,13). Energy storage devices such as batteries and supercapacitors can also benefit
in many respects from nanostructuring (14).

In this chapter, we will review the main characteristics of operation of these nano-
structured devices and the results that have been achieved so far. We will consider
several topics related to device operation: the characteristics of carrier transport in
mesoscopic metal-oxide films, the means of coating and functionalizing the surface,
and the requirements of electrolytes and/or organic hole conductors that are usu-
ally employed for forming heterojunctions with nanostructured semiconductors. We
will also highlight the physical properties of spatially regular nanostructures that are
expected to give rise to new classes of devices. Quantum dots are small nanocrys-
talline particles where the strong confinement of the electron wave function provides
discrete valence and conduction energy levels. The electrical and optical properties
of quantum dots can be modified by controlling their dimension. Quantum dots can
be assembled in highly ordered structures known as quantum dot solids, which may
find, in the long term, applications in opto-electronic switches, LEDs, lasers, and
solar cells (15,16). Carbon nanotubes, discovered in 1991, have become a milestone
in nanomaterials research. Several types of oxidic nanowires are accessible now (17)
and have attracted wide scientific and technological interest because of their novel
structures and their potential applications in luminiscent devices and solar cells as
well as in future nanoelectronic components, such as field-effect transistors (FETs),
crossed junctions, and actuators.

16.2. GENERAL FEATURES OF NANOSTRUCTURED

PHOTO-ELECTRONIC AND ELECTROCHEMICAL DEVICES

The fundamental structure of a nanostructured device is shown in Figure 16.1.
Semiconductor nanoparticles can be prepared by wet chemical methods that lead
to colloidal nanocrystals present in dispersion. The colloidal nanocrystals are usually
deposited, e.g., by screen printing, onto a glass or flexible plastic support covered
with a conducting layer. The film is thermally treated to form an electronically con-
nected array of nanoparticles. The nanostructured film is filled with an ionic conductor
or hole-conducting medium that is contacted with a counterelectrode. The global
structure of the device consists of interpenetrating bicontinuous phases in which
the simultaneous transport of several carriers in the different phases and interfacial
processes must be optimized.

Electrons can be injected or extracted from the nanoparticulate film by external
contact through the conductive support. Therefore, the whole internal area of the
nanoparticulate network is electronically addressable from the substrate. This very
large active area for device function that is obtained by a relatively simple preparation
route is a main advantage of using metal-oxide nanomaterials for electronic and
electrochemical devices. In photonic applications, the conducting substrate must be
optically transparent, so that typically a thin-layer transparent conducting oxide (TCO)
such as indium-doped tin oxide or fluor-doped tin oxide over glass is used.
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Figure 16.1. Scheme of an electroactive device formed by a nanoparticulate metal-oxide film
and counterelectrode joined by an ionic conductor. Dark arrows indicate electrons pathways
in the particulate network and in the external circuit, whereas the light arrow indicates ionic
transport in the voids of the network up to the counterelectrode.

Although electrons move across the metal-oxide nanoparticulate network, the dis-
placement of other charge carriers is needed in the medium filling the voids in the
nanostructure of Figure 16.1, i.e., the ionic conductor that is addressed from the coun-
terelectrode. Liquid electrolytes have the advantages that they immediately form a
perfect electric junction in the internal surface, and that they provide a large ionic
conductivity and wide potential window of stability. However, liquid electrolytes
require efficient sealing, which is a major drawback for the long-term operation of
devices. In general, an all solid-state construction is preferable with solid electrolytes
that allow for more compact and mechanically flexible device designs. Organic con-
ductors are convenient media for hole conduction and heterojunction formation in
nanostructured devices, because they can be deposited in solution form and fill the
pores homogeneously. However, the carrier mobilities are much lower than in inor-
ganic semiconductors or liquid electrolytes. Recently, room-temperature ionic liquids
have emerged as an excellent medium for ionic carrier in nanostructured devices
(18,19), because they are nonvolatile and nonflammable, have high thermal stability,
and show excellent electrochemical properties, namely, high ionic conductivity and
wide potential windows of operation.

Metal-oxide nanoparticles are usually not intentionally doped and are therefore
insulating. The high electronic conductivity required for addressing the internal sur-
face from the substrate is obtained by the injection of electrons in the nanoparticles.
These electrons may be electrically injected from the substrate or photogenerated
in the nanoparticles surface by sensitizers such as organic dyes or quantum dots
(20). (Doping of wide band gap metal-oxide nanoparticles for the sensitization to
the visible spectrum has yielded so far very limited success; see below.) As a result
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the electron density varies by many orders of magnitude during device operation
(see Figure 16.8). Consequently, a large density of negative charge is created in the
nanoparticulate network, and in order to preserve overall charge neutrallity, the same
amount of positive charge must occur in the surface of the nanoparticles, as it is
suggested in Figure 16.2a. In many cases, to facilitate electron accumulation and
transport by preserving the charge neutrality in the system is a primary function of

Figure 16.2. (a) Electron energy diagram of a nanostructured metal-oxide electrode in contact
with a redox electrolyte (or hole conducting medium), illustrating the electrochemical potential
of electrons EFn (Fermi level) when a potential V is applied to the substrate, and assuming
that conduction band energy (Ec) remains stationary with respect to the redox level, Eredox.
(b) The equivalent circuit (transmission line model) for a small periodic ac perturbation, which
contains the transport resistance along the metal-oxide nanoparticles, r1; the resistance in the
hole/ion conducting medium, r2; the charge transfer resistance at the metal-oxide/electrolyte
interface, r3; and the capacitance for charge accumulation in the metal-oxide particles and/or
surface, c3. (c) Distribution of electrons injected in the nanostructured film from the substrate,
for the case in which the diffusion length is much larger than the nanoparticulate film thickness,
Ln > L, and for the opposite case, Ln < L, as indicated. n0 is the equilibrium concentration.
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the medium that fills the pores. Positive carriers in the ionic medium should have a
sufficiently high mobility not to limit the displacement of the electrons in the nano-
structure. In addition, the average size of inorganic semiconductor units should be
smaller (in the 10-nm range) than the Debye length, so that no internal electrical
fields are built into one compact unit (21). In contrast to bulk semiconductors that
show a spatial variation of energy levels in the space-charge region in the surface, in
nanostructured networks filled with a conductive medium, there is no internal spatial
distribution of the conduction band level in individual nanoparticles, and the whole
nanostructure can be treated with a homogenous distribution of energy levels.

Let us discuss specific functions of carriers in some nanostructured devices with
the configuration of Figure 16.1:

(a) Charge Separation. In DSC, positive and negative carriers are created by
sunlight in the molecules adsorbed at the nanoparticles surface. Electrons are
injected in the metal-oxide nanoparticles and travel all the way to the substrate.
Meanwhile, a conjugated carrier travels in the medium filling the pores toward
the counterelectrode. This second carrier may be a redox ion that reacts at
the counterelectrode. It may be also an electronic carrier in an inorganic or
organic hole conductor. The net effect of the overall process is the collection
of a negative carrier at the substrate of the nanoparticulate film and a positive
carrier at the counterelectrode.

(b) Charge Recombination. In the LEDs, electrons are injected from the sub-
strate of the nanoparticulate film (the cathode) and holes are injected from
the electrode contacting the other medium (the anode). Both carriers should
travel in their respective media and meet at the surface of the nanostructure to
recombine radiatively emitting light.

(c) Charge Accumulation. By modifying the carrier density in the nanostructure,
the chemical potential of such a carrier is changed significantly. With accu-
mulated charge, the device can supply a voltage and an electric current when
the external circuit is connected to some load. This is the basic principle of
operation of intercalation batteries and electrochemical supercapacitors (22).

A useful scheme for describing the transport and charge-transfer properties in
nanostructured devices is the transmission line model shown in Figure 16.2. This
model has been developed (23–25) for the interpretation of impedance spectroscopy
results and has found wide application for understanding and characterizing the
properties of electrochemical nanostructured devices (26–30) and DSC (31–33).

In the representation of Figure 16.2a, it is assumed that the medium filling the voids
in the nanostructure possesses a large conductivity and a large carrier density (e.g.,
a liquid electrolyte). For this reason, the Fermi level/redox potential in the hole-
conducting medium will not be significantly changed when the potential between
the contacts is modified. The variation of potential mostly causes a displacement
of the Fermi level (EFn) inside the metal-oxide nanostructure, from the equilibrium
value, which equals the redox potential of the electrolyte, EF0 = Eredox, toward the
conduction band. The gradient of the Fermi level indicates the direction of electron
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diffusion. The electron density decreases with the distance from the substrate due to
charge transfer events from the semiconductor to acceptor species in solution.

In the transmission line model of Figure 16.2b there are different processes repre-
sented. In general the resistances describe carrier flux with respect to a difference of
electrochemical potential, whereas capacitors represent carrier storage. The longitu-
dinal resistance r1 relates the local carrier flux to the variation of EFn with distance
in the nanoparticulate structure, and it corresponds to the transport resistance; i.e., it
is the inverse of the electronic conductivity (25). Similarly, r2 describes the transport
or carriers in the ion- or hole-conducting medium. In the situation indicated above
for a liquid electrolyte, r2 will be very low and provides no limitation for the device
operation; however, in the case of organic conductors, r2 cannot be neglected. The
resistance r3 describes the carrier flux by charge-transfer between the two phases
and corresponds to recombination flux in DSC. Properties of the capacitance of the
nanostructured network will be commented on in the next section.

In the characteristic structure of the transmission line of Figure 16.2b, the trans-
port resistances, distributed in the spatial direction of each transport channel, are
continuously interrupted by interphase elements r3c3. This combination represents
the physical current flow; i.e., a carrier in the nanoparticle has a probability to move
forward or to drop in the electrolyte. For the efficient operation of a device, the differ-
ent elements governing transport and recombination must be correctly tailored and
balanced. For example, in the presence of a large recombination flux (low r3 and low
conductivity (large r1), carriers injected from the TCO will not move far from the
substrate, and in this case, a large part of the device will not be operative.

Two main time constants describe more precisely such characteristics of a device:
the lifetime of the carriers τn and the transit time over the film thickness L. If the
carrier diffusion coefficient is Dn, the transit time is (up to a numerical constant of
order 1)

τtr = L2

Dn

(16.1)

The relationship between the time constants can be written as

τtr

τn

=
(

L

Ln

)2

(16.2)

in terms of the diffusion length, which is defined as

Ln =
√

Dnτn (16.3)

When the quotient in Eq. 16.2 is ≪1, the carriers have time to travel the entire
thickness of the layer before recombining, which is an essential requirement for
efficient solar cells. The diffusion length also gives a measure of the extent of the
penetration of the carriers that are voltage-injected at the boundary of the layer.
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Figure 16.2c indicates two extreme situations. The right boundary is considered com-
pletely blocking. In the case when the diffusion length is much larger than the film
thickness, the carriers are nearly homogeneously distributed in the available volume.
On the other hand in the high-reactivity case Ln ≪ L, the carrier concentration decays
rapidly close to the injecting boundary of the porous structure.

16.3. MEASUREMENT TECHNIQUES FOR CHARACTERIZATION

OF NANOSTRUCTURED PHOTO-ELECTRONIC AND

ELECTROCHEMICAL DEVICES

The most basic characteristic of a solar cell is the steady-state performance given by
the current density-potential curve at fixed incident illumination. This curve gives the
main parameters determining the solar cell performance: the short-circuit photocur-
rent (Isc), the open-circuit potential (Voc), and the fill factor (FF), which describes the
quality of the diode behavior of the solar cell and determines the power output of the
solar cell at the point of maximum power operation. Steady-state characteristics are
obviuosly important for the performance of other devices such as LEDs. However, it is
usually difficult to extract detailed device properties only from steady-state measure-
ments. There are two main issues for investigation: (1) The determination of quantities
such as the diffusion coefficient and the lifetime of the different carriers, which gov-
ern the fundamental electronic processes occurring in the device function. These time
constants are also crucial characteristics for devices that require fast switching or
fast power supply, such as elecrical paint displays and supercapacitors, respectively.
(2) The separation of different effects in the global device response, for their sepa-
rate optimization. These two issues can be addressed with a range of measurement
methods in combination with rational variation of the device components.

The time constants mentioned above are obtained by specific small perturbation
kinetic techniques that do not modify the steady state over which they are mea-
sured. Examples of the techniques are intensity modulated photocurrent spectroscopy
(IMPS) (34–38) intensity modulated photovoltage spectroscopy (IMVS) (39), and
small amplitude time transients (40–44).

The electrochemical impedance spectroscopy (24,31–33,45–47) measurement of
nanostructured devices has the advantage of providing a determination of the time
constants as well as spectrally separating different internal contributions of the overall
device operation. However, when different processes are acting in combination in a
nanostructured device, the interpretation of impedance spectroscopy results requires
appropriate models for extracting the relevant information. As an important exam-
ple, we discuss the impedance model of diffusion and reaction of the carriers in
nanostructured electrodes, which has the following expression (24):

Z =
(

R1R3

1 + iω/ω3

)1/2

coth
[

(ω3/ω1)
1/2(1 + iω/ω3)

1/2
]

(16.4)
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where ω is the angular frequency of the perturbation. In Eq. 16.4, we use the total
resistances for transport R1 = Lr1 and recombination R3 = r3/L, and the character-
istic frequencies ω1 = τ−1

tr = 1/R1C3 and ω3 = τ−1
n = 1/R3C3, where C3 = Lc3 is

the total capacitance. Equation 16.2 can be restated as

R1

R3
= ω3

ω1
=
(

L

Ln

)2

(16.5)

The impedance pattern of Figure 16.3a corresponds to the case R1 ≪ R3; i.e., the
transport (diffusion) resistance is much lower than the recombination resistance. In
this case, which indicates a large diffusion length, the impedance spectra show a small
feature at high frequency that is theWarburg (diffusion) impedance, with an inclination
of 45◦; see Figure 16.3a. At lower frequencies, a large arc is obtained, which is due to

Figure 16.3. (a) Simulation of the diffusion-recombination impedance with reflecting bound-
ary condition. Parameters are R1 = 102 	/cm2, R3 = 103 	/cm2 and Cμ = 5 × 10−6 F/cm2.
Shown are the frequencies in Hertz at selected points, the characteristic frequency of
the low frequency arc (31.8 Hz, square point), related to the angular frequency ω3, the
low-frequency resistance, and the characteristic frequency of the turnover from Warburg behav-
ior to low-frequency recombination arc (318 Hz, square point), related to the angular frequency
ω1. (b) Shows an enlargement of (a). (c) The case R1 = R3. (d) The case R3 ≪ R1.
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the combination of charge-transfer resistance and capacitance. In contrast, in the high-
reactivity case, R3 ≪ R1, or in other words, Ln ≪ L, the impedance pattern changes
to that of Figure 16.3d, which is known as the Gerisher impedance. Figure 16.3b

shows the spectral shape obtained in the transition between the two previous extreme
situations; i.e., Ln ≈ L.

A representative measurement of impedance spectroscopy of nanostructured TiO2
electrodes is shown in Figure 16.4 (48). The impedance pattern of Figure 16.3a is
well realized, indicating that electron transport across the film length is faster than the
rate of recombination. From such spectra, the different time constants τn and τtr can
be obtained and the electron conductivity and diffusion coefficient. These quantities
have been systematically determined as a function of bias potential (26,31).

It is interesting to mention the impedance behavior of nanostructured films in
which there is no charge-transfer at all. This occurs in an inert electrolyte that realizes
charge shielding but lacks any electron acceptors, which is a fundamental requirement
of several capacitive devices such as Li-batteries and supercapacitors. The model
obtained with R3 → ∞ in Eq. 16.4 is shown in Figure 16.5. The impedance of

Figure 16.4. Impedance spectroscopy of a 8-µm-thick film of nanostructured TiO2 (10-nm
nanoparticles anatase) in aqueous solution at pH 2, with −0.250V bias potential vs. Ag/AgCl
under UV illumination. The line is a fit to the model of Eq. 16.4 (48).
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unreactive porous electrodes shown in Figure 16.5 is characterized by a capacitive
domain at low frequencies and a “Warburg” part at high frequencies that relates to the
transport of the species flowing in the nanostructure (or in the electrolyte) in order to
charge the whole film. For a perfect capacitor in the transverse branch, the impedance
reduces to the classic transmission line of de Levie (49) for porous electrodes (50).
But the capacitive response in many real systems does not show a perfect capacitor
and is better described by a constant phase element (CPE) (51,52), with admittance

y3 = q3(iω)γ3 ; q3 = Q3/L (16.6)

Equation 16.6 reduces to the perfect capacitor in the particular case γ3 = 1. In general,
the CPE in the transverse element of the transmission line changes the slopes of the
Warburg and capacitive lines of the impedance spectra, depending on the extent that
the exponent γ departs from the value of 1 of the ideal capacitor (23). The deviations
from the ideal model in the low- and high-frequency lines have a common origin
in the dispersive element Q3, as seen in the example of Figure 16.5 for γ3 = 0.8.
Hence, the slopes are related by the high-frequency line having an exponent γ3/2,
whereas the low-frequency line is the full CPE; i.e., the latter exponent doubles
the former one, as discussed in Ref. 23. This means that even in the presence of
frequency dispersion, the behavior of a porous electrode can be spectrally recognized

Figure 16.5. Simulation of the impedance spectra for the transmission line model indicated in
the scheme with R1 = 20 	, Q3 = 5 mF s1−γ3 , and two values of the CPE exponent γ3 as
indicated in the left diagram. Also indicated in the right diagram is the inclination of the low-
and high-frequency lines, in radians.
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by impedance measurements. An experimental instance of frequency dispersion can
be observed in the less than 45◦ inclination of the spectrum of Figure 16.4 at high
frequency, and another case is discussed below in Figure 16.16.

The spectra of the type of Figure 16.5 are very well realized in carbonaceous super-
capacitors, for example (53). Independently of the presence of frequency dispersion,
the spectra of Figure 16.5 indicate important limitations for nanostructured devices
with large charge storage and fast transient response demands. In these devices, the
amount of energy storage is governed by the total capacitance that is C3 = Lc3. If
the specific capacitance of nanoparticles c3 has been optimized, increasing the device
capacitance requires increasing film thickness. However, one must take into account
the charging region in the frequency domain that is observed in Figure 16.5 with
the inclination ≤π/4. This region is onset at times shorter than τtr = L2/D. There-
fore, increasing the film capacitance with larger thickness has the adverse effect of
increasing (quadratically) the operation time of the device. Even if a highly conduct-
ing porous medium is used (such as carbon nanoparticles), the transient response will
be governed by electrolyte diffusion coefficient. As an example, D = 10−5 cm2 s−1

and L = 10 µm gives a limitation of τ = 0.1 s for device operation.
In the situations discussed so far, we have focused on diffusive transport of carriers,

granted that a large conductivity that anihilates any local space charge and shields
electrical fields is available in at least one of the interpenetrating bicontinuous phases.
Let us mention the other limiting case, consisting of basically insulating phases where
carriers can be injected by suitable contacts. In the absence of intrinsic conductivity,
application of a voltage requires the injected carriers to redistribute themselves to
maintain a local field that drives the transport (usually by predominant drift mecha-
nism). This is the space-charge-limited current transport (54) that is typically found,
for example, in organic LEDs (55) and in some organic solar cells (56).

It is important to recognize that nanostructured devices are characterized by the
abundance of interfaces of different kinds, which must be controlled for facilitat-
ing the proper device function. In particular, nanostructured solar cells are usually
largely determined by the competition of kinetics of charge transfer at several inter-
faces (57), which governs the selectivity of contacts that is required in photovoltaic
devices (17,58). The main (and larger) interface is that between the nanostructured
metal oxide and the ionic/hole conductor, as it has already been described in terms
of the resistance R3 above. This interface is crucial for the diode characteristic of
the solar cells (47) and usually receives a great deal of attention when material and
device properties are selected. However, additional contacts should be correctly engi-
neered to avoid unwanted resistances or internal short-circuits. Figure 16.6 shows as
an example of additional impedances that may occur in the model of Figure 16.2b

(59). Zc1 is an impedance at the electron injecting/extracting contact, which is deter-
mined by the interfacial barrier formed between the metal oxide and the conductive
substrate. It is usually desired that this interface forms an ohmic contact in which
Zc1 ≈ 0 (short-circuit in Figure 16.2b) so that dissipative losses are avoided in
device operation. Figure 16.6 also shows the impedance between the substrate and
the ionic/hole-conducting medium. Ideally one usually needs this impedance to be
totally blocking for electron transfer, i.e., Zc2 → ∞ (open-circuit in Figure 16.2b),
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Figure 16.6. Transmission line equivalent circuit model, based in Figure 16.2b, and show-
ing in addition the impedance at the metal oxide/subtrate interface, Zc1, the impedance at
the electrolyte/substrate interface, Zc2, and the impedance at the electrolyte/counterelectrode
interface, Zc3.

to avoid the metal-oxide nanostructure from becoming short-circuited by the direct
electronic pathway between the two external contacts across the ionic conductor. In
DSC with an organic hole conductor the reactivity of the substrate is large and it
must be pretreated with a thin metal-oxide layer that blocks the charge transfer to
the hole-conducting medium while maintaining good electron–injection properties
toward the nanoparticles. Finally, a resistance Zc3 relates to the facility of charge
transfer at the counterelectrode. In summary, it should be appreciated that the proper
device function requires the materials determining the three contact impedances in
Figure 16.6 to be treated for reducing the equivalent circuit of Figure 16.6 to that of
Figure 16.2b, which drives the current through the nanostructure area without side
effects. We should also mention that in large area devices with a transparent conduct-
ing substrate, the transport of electric current along the TCO substrate often introduces
major resistive losses.

Let us describe other techniques that provide relevant characteristics of the
metal-oxide nanostructured films. The electrochemical transistor configuration,
(Figure 16.7a) uses a conducting substrate that is divided into two separated regions,
bridged by the nanostructured film (60), and allows us to determine the electronic
conductivity as a function of electrode potential. The two regions of the conducting
substrate can be controlled as an independent working electrode, so that the Fermi
level in the film can be governed with a bias U1 ∼= U2 (Figure 16.7b) while maintain-
ing a small potential difference between the two sides, �U = U2 − U1, which causes
a current flow �I between WE1 and WE2 that enables us to measure the electronic
conductivity σ . This method has been applied in several metal-oxide nanostructured
films (60–63).

Figure 16.8 shows the nine-order-of-magnitude change of the electronic conduc-
tivity of nanocrystalline TiO2 films immersed in solution when the Fermi level is
displaced toward the conduction band. This figure illustrates the global transforma-
tion from insulator to conductor of the films by external potentiostatic control that is a
genuine effect of the nanocrystalline structure, in comparison with the bulk material
counterpart, which conductivity can only change in the surface.

Next we consider the special features of the capacitance of nanocrystalline films
and its relationship to the density of states (DOS) (64). There are two main basic
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Figure 16.7. (a) Electrochemical transistor measurement configuration. The conducting sub-
strate over which the film is deposited is divided in two regions, separated by an insulating gap.
The separated regions serve as two working electrodes WE1 and WE2. (b) Equivalent circuit
of the electrochemical transistor configuration. When WE1 and WE2 are shorted the film can
be operated as in normal electrochemical cell with potential Ubias. The two working electrodes
can also be operated independently with potentials U1 and U2 with respect to the reference
electrode (RE). CE is the counter electrode.

mechanisms of accumulating charge with respect to voltage in electrochemical sys-
tems. The first one is that occurring in a standard dielectric capacitor where energy is
stored in the electrical field, related to spatial charge separation. This capacitance is
ubiquituous at interfaces with space charge such as Schottky barriers and Hemlholtz
layers. In the other mechanism, which is predominant in many nanostructured and
intercalation systems, the energy storage is associated with a change of the chemical
potential of the accumulated species. When a voltage variation dV is applied to the
conductive substrate of a nanostructured metal-oxide film, and the Fermi level is

Figure 16.8. Electronic conductivity in nanostructured TiO2 electrodes in solution at pH 2
as a function of the electrode potential, obtained by two different measurement methods as
indicated (60).
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displaced homogeneously in the film as dEFn = −qdV (where q is the elementary
charge), the electron density changes by a quantity dn. The electrochemical capac-
itance (per unit volume) relates the change of concentration of electrons n to the
change of electrochemical potential:

Cμ = q
dn

dEFn

(16.7)

Assuming that the conduction band potential is stationary, the Fermi level inside
the TiO2 nanostructure is displaced toward the conduction band; i.e., the change of
electrochemical potential implies a change of the chemical potential of electrons:
dEFn = dμn. Equation 16.7 gives a purely chemical capacitance (64). If g(E) is the
DOS in the band gap, the chemical capacitance is obtained integrating all contributions
of occupied states:

Cμ = q2
∫+∞

−∞
g(E)

df

dEFn

dE (16.8)

where f is the Fermi–Dirac distribution. To a good approximation near room
temperature (65), Eq. 16.8 takes the form

Cμ(EFn) = q2 g(EFn) (16.9)

It is therefore found that the chemical capacitance is proportional to the DOS. The
interpretation of Eq. 16.9 is that the extent of charging related to the perturbation
dV corresponds to filling a slice of traps at the Fermi level. A common finding in
nanostructured TiO2 is an exponential distribution of localized states in the band gap
as described by the expression:

g(E) = NL

kBT0
exp

[

(E − Ec)

kBT0

]

(16.10)

Here NL is the total density and T0 is a parameter with temperature units that
determines the depth of the distribution.

One convenient method of measuring the chemical capacitance is the standard
cyclic voltammetry technique (CV) (66), which monitors the current injected in the
film as the potential varies at a constant speed, s = dV/dt. The electronic current
flowing into a unit volume is

j = −q
dn

dt
= q2 dn

dEFn

dV

dt
= sCμ (16.11)

Hence, Cμ(EFn) is measured directly by cyclic voltammetry. Figure 16.9c illus-
trates that the shape of a CV reveals directly the shape of the exponential DOS of
Eq. 16.10.
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Figure 16.9. The left column shows the schematic energy diagram of a nanostructured semi-
conductor under application of a potential that rises homogeneously the Fermi level in the film
for the case of (a) stationary energy levels and (b) shift of the energy levels by modification
of the Helmhotz potential at the nanoparticles surface during electron injection. The right col-
umn shows the corresponding CVs for an exponential distribution of band gap states in the
nanoparticles.

Limitations by transport that cause the film to depart from equilibrium during the
measurement distort the shape of CV along the voltage axis, whereas the presence of
cathodic charge transfer makes the anodic (positive current) peak much smaller than
the cathodic (negative current) one (66). However, the quasi-equilibrium condition of
the film can be recognized by an invariant shape of the CVs at different scan rate and
a current that is proportional to s.

The CV method has been applied in several works for obtaining detailed informa-
tion of nanostructured TiO2 energy levels under different surface treatments (45,67)
or electrolytes (68). This method is also important for studying the redox proper-
ties of organic molecules attached in the TiO2 surface, as in the case of viologen
molecules (27) and proteins (4,69). Provided that there is fast electron exchange
between the semiconductor and the attached species, the functionalized electrode
will show an excess of capacitance in the CV corresponding to the redox capacitance
of the molecular species, in comparison with the bare TiO2 electrode.

It has already been discussed that for maintaining charge neutrality into a nano-
structured film, it is required that the increasing electron charge in the nanoparticles be
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accompanied by a positive ion charge at the semiconductor/electrolyte interface. As
shown in Figure 16.9b, surface charging at increasing electron density in the nanopar-
ticulate network changes the potential difference in the Helmholtz layer, producing
an upward shift of the semiconductor energy levels (70). The combined effect of
electron accumulation and partial band unpinning can be accounted for by a constant
Helmholtz capacitance CH connected in series to the chemical capacitance Cμ so that
the total electrochemical capacitance becomes

C =
(

C−1
μ + C−1

H

)−1
(16.12)

Hence, when the exponentially increasing Cμ becomes larger than CH , the CV
flattens to a constant value (Figure 16.9d), in consonance with the fact that the band
shifts simultaneously with the displacement of the Fermi level, with a smaller rate of
gain of electron density in the nanostructure.

16.4. DYE-SENSITIZED SOLAR CELLS

Since the first reports (1) of 1991, a major scientific and technical research effort has
been devoted to the DSC (see Refs. 5–8), which now constitutes a credible chemical
alternative to the already established silicon and thin-film photovoltaic technologies.
In addition, the research on DSC has revealed many important general aspects of the
principles of operation of nanostructured devices. In the following, we revise some
properties of the DSC that have emerged from the research. Related devices will be
described in the next section.

The main electronic processes occurring in a DSC are shown schematically in
an energy diagram in Figure 16.10. The initial step of operation is the excitation
of the dye molecules by absorption of sunlight. Ruthenium polypyridyl complexes
have proved to be the most efficient TiO2 sensitizers, with the cis-RuL2(SCN)2
(L = 2,2′-bipyridyl-4,4′-dicarboxylic acid) dye (N3 dye) demonstrating incident
photon-to-electron conversion efficiencies (IPCEs) of up to 85% in the spectral region
400–800 nm corresponding to almost unity quantum yield (electrons per absorbed
photon). The next steps produce the separation of the excitation of the dye into carri-
ers in the different transport materials: the injection of an electron from a photoexcited
dye to the conduction band of the TiO2, and the transfer of an electron from the ionic
conductor to the dye (71). The former process is usually completed within 200 ps, and
the latter, the regeneration of the oxidized dye, is completed within the nanosecond
time scale. When the charge carriers have been transferred to the separate electron
and ionic/hole-conducting media, they propagate in their respective media toward
the outer contacts. Electron transfer at the TiO2/TCO interface is not thought to be
a significant limiting factor in the DSC. On the other hand, the oxidized form of the
redox carrier must be reduced at the counterelectrode, usually Pt-catalized TCO, as
shown by the element Zc3 in the equivalent circuit of Figure 16.6.
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Figure 16.10. Schematic energy drawing of the electron (arrows) and hole (dashed arrows)
transfer processes at the metal-oxide/dye layer/hole transport material in a DSC. The gray
boxes indicate available electronic states, EF0 is the dark Fermi level, EFn is the Fermi level
of electrons accumulated in TiO2 nanoparticles, and Ec is the lower edge of the metal-oxide
conduction band. (1) Photoexcitation. (2) Electron injection from lowest unoccupied molecular
orbital (LUMO) of the dye to metal-oxide conduction band levels. (3) Electron diffusion in
metal-oxide nanostructure. (4) Electron extraction at the TCO. (5) Hole transfer from highest
occupied molecular orbital (HOMO) of the dye to hole transport material (HTM) HOMO. (6)
Hole diffusion in HTM. (7) Electron transfer from the Pt counterelectrode to the oxidized ionic
species, or to HTM HOMO. (8) Electron transfer from metal oxide to dye HOMO and to (a)
HTM.

Nanostructured TiO2 used in DSC is typically composed of anatase particles pre-
pared by the hydrothermal method (63). They exhibit predominantly a bipyramidal
shape, the exposed facets having (101) orientation, which is the lowest energy surface
of anatase. The density of electronic states (DOS) in these nanostructures has been
investigated using a variety of methods: cyclic voltammetry, as described above (66),
impedance spectroscopy (31), voltage-decay charge-extraction method (72,73), and
potential step-current integration (chronoamperometry) (63,74). All of these methods
are based on the determination of the chemical capacitance. The results (31,66,72–74)
agree in the existence of an exponential distribution of band gap states in nanostruc-
tured TiO2, which is indicated in Figure 16.11b. However, the origin of such band gap
states, and the influence of the surrounding media in the energetics of the electrons,
remains unclear.

Let us look in more detail at the electronic processes occurring in the TiO2
nanoparticle in the operation of the solar cell, following the schematic diagram of
Figure 16.11a. Electrons photoinjected from the surface sensitizer accumulate in the
TiO2 nanostructure. Therefore, the electrochemical potential of the electrons in the
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Figure 16.11. (a) Schematic energy diagram of electronic processes in a TiO2 nanoparticle
in a dye-sensitized solar cell. EF0 shows the position of the Fermi level in the dark, which
is equilibrated with the redox potential (Eredox) of the iodide/triodide couple. EFn is the
quasi-Fermi level of electrons accumulated in the nanoparticles, and Ec is the conduction
band energy. The shaded region indicates the band gap states that are occupied with electrons
(zero-temperature approximation of Fermi–Dirac distribution). The arrows show a sequence of
processes in the following order: thermal promotion of an electron from a band gap localized
state in the bulk of the nanoparticle, to the conduction band; electron diffusion in the conduction
band states; trapping of an electron in a surface state; electron transfer from the surface state to
the acceptor triiodide ions in solution, which form a distribution with an effective gaussian
density of states, indicated in the right, with halfwidth λ, the reorganization energy (75).
(b) Quantitative diagram of the thermal occupation at temperature T = 300 K (thick line)
of an exponential DOS in the bandgap (thin line) with T/T0 = 0.25, as determined by the
Fermi-Dirac distribution function (dashed line).

TiO2 nanoparticles (the quasi-Fermi level, EFn) increases. At open-circuit conditions,
provided that there is sufficient electronic conductivity (produced by the injected
electrons themselves, Figure 16.8), the Fermi level tends to be homogeneous in the
nanostructure, and it produces an increase of the potential at the substrate, which
is the photovoltage Voc, typically 0.8V. The number of electrons, determining the
photovoltage, is established by dynamic equilibrium between the rate of gain of elec-
trons (photoinjection) and the rate of their loss, which is caused by charge transfer at
the surface of the nanoparticles.

The role of the redox mediator in the photovoltaic process is to reduce the oxidized
dye, but the oxidized component of the redox couple (I−

3 ) is present in the pores and
is able to accept electrons from the TiO2. In addition some injected electrons return
to the oxidized dye molecules before they can be regenerated by the ionic conductor.
These two charge transfer processes constitute the electron recombination in the DSC.
It is important to recognize that the efficiency of the DSC relies on a strong differential
kinetics of the redox couple at two interfaces (57). The transfer of electrons in the TiO2
to oxidized ionic species must be slow, to facilitate electron storage, whereas electron
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transfer to the same species should be very fast at the counterelectrode, avoiding the
requirement of a significant overpotential for drawing current (typically 15 mA cm−2)
from the cell under solar illumination. In Figure 16.11a, the recombination process
is suggested for an electron that is trapped at a surface state in the band gap and
subsequently is transferred to the fluctuating energy levels of the oxidized species in
the electrolyte, following the Marcus–Gerisher model for electron transfer, as applied
to DSC (75–77).

As the operation of the DSC is largely governed by the relative rates of several
charge transfer steps, the energetics of the metal-oxide nanoparticle, relative to the
molecular species in the surface and in solution, must be carefully controlled. There are
several ways to modify the position of the semiconductor energy levels. Because there
is no internal bandbending in individual nanoparticles (21), modifying the potential
difference at the oxide/electrolyte interface globally displaces the energy levels sug-
gested in Figure 16.11a with respect to the redox potential Eredox. An upward shift (to
more negative potentials) of the energy levels in the semiconductor in the equilibrium
condition of the solar cell, produces and increase of Voc, because at the same electron
density the EFn lies higher up, with respect to Eredox. These shifts can be achieved
with agents such as 4-tert-butylpyridine (TBP) or ammonia that depronotate the TiO2
surface (39). The TiO2 energy levels can also be controlled by adsorption of a series of
organic molecules with different dipole moments. The change of the conduction band
position is illustrated by the displacement of the conductivity plot along the poten-
tial axis shown in Figure 16.12 when different molecular modificants are attached to
the TiO2 surface (78). Incidentally this plot shows the sensitivity of the conductivity
measurement, described in Figure 16.7, to the changes of the TiO2 surface, an effect
that can be used for sensing as commented later on. In the DSC, a negative shift of
the conduction band, however, hampers electron injection from the excited sensitizer
(79), and it has been found that increasing the Voc by these means usually produces a

Figure 16.12. Conductivity plot of a bare, mesoporous TiO2 film and molecular modified
films with electrochemical deposited 4-methoxybenzenediazonium tetrafluoroborate (oab) and
4-cyanobenzenediazonium tetrafluoroborate (cab). Adapted from Ref. 78 with permission.
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decrease of the photocurrent (39). In addition to these modifications, a light-induced
shift of the conduction band at high electron density is possible as discussed before
in Figure 16.9b.

Another route for improving the photovoltage in a DSC is to block the trans-
ference of the photoinjected electrons to the acceptor species in solution, provided
that the blocking agents do not significantly decrease electron injection from the dye
molecules. This involves the introduction of an insulating layer in the TiO2 surface that
is exposed to the solvent (80), which faces the complexity of mutual effects between
the insulating layer and the dye, or with absorbants (e.g., amphiphilic molecules con-
taining carboxylic or phosphonic end groups) that form a more compact monolayer,
comprising the dye and coadsorbent, than the dye monolayer alone (81). Recently,
it was found (45) that the coadsorption of 4-guanidinobutyric acid with the K-19
sensitizer (Ru (4,4′-dicarboxylic acid-2,2′-bipyridine) (4,4′-bis(p-hexyloxystyryl)-
2,2′-bipyridine)(NCS)2) remarkably increases the photovoltage, by a simultaneous
shift of the TiO2 conduction band and blocking of the recombination, without suffer-
ing significant decrease of the photocurrent. It has also been observed that one factor
controlling the charge recombination dynamics in DSC is the spatial separation of
the dye cation HOMO from the TiO2 surface (82).

Composite material nanoporous electrodes formed by two materials that differ by
their conduction band potential have been tested to improve the DSC performance
(74,83–89). Arranging these materials in the correct geometry is expected to drive the
electrons in the direction of the material having the lower conduction band. A coated
matrix design, denoted as core shell, is achieved by the use of ultra-thin (≤1 nm)
conformal coating layers deposited onto the surface on the syntered nanocrystalline
metal-oxide films. This design ensures free electron diffusion to the current collec-
tor by avoiding the introduction of energy barriers (the more negative material) in
the transport pathways to the current collector. It has been found that the coating
may have several different effects. For example, Nb2O5 coat, whose conduction band
potential is 100 mV negative than that of the TiO2 core particles, primarily forms of
a “kinetic barrier” for recombination (84). On the other hand, SrTiO3, that should
form a 200-mV barrier on TiO2, produces a shift of the conduction band of the core
TiO2 as a consequence of surface dipole generated at the TiO2/SrTiO3 interface,
and consequently, the open-circuit photovoltage increases, whereas the short-circuit
photocurrent decreases (86). It has been suggested that barrier coatings with high
points of zero charge (basic coatings) are most effective for the retardation of the
recombination dynamics (74). Impedance spectroscopy of Al2O3-coated TiO2 films
showed that the thin alumina layer mainly passivates the surface states in the TiO2
and therefore reduces the recombination rate (90). Transient photovoltage (PV) spec-
troscopy results also (91) show that ultra-thin alumina layers prevent the formation
of defects at the TiO2 surface (91). It was found that the PV signal increases already
at photon energies above 1 eV for the uncoated TiO2, indicating strong absorption
at defect states, whereas the TiO2/Al2O3 films show PV signal only above 3.1 eV,
the band gap of TiO2. The authors suggested (91) that the alumina stabilizes the
chemical potential of oxygen at the surface. Recently, Zaban et al. (92) analyzed a
new type of high-surface-area TiO2 electrode for DSCs, consisting of a transparent
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conductive nanoporous matrix that is coated with a thin layer of TiO2. This design
ensures a several nanometer distance between the TiO2–electrolyte interface and the
current collector throughout the nanoporous electrode, in contrast to several microns
associated with the standard electrode. However, it was found that the photovoltaic
performance of a TiO2 coating thinner than 6 nm is rather inefficient (92).

The short-circuit photocurrent in a DSC is a central device parameter that depends
mainly on two factors: light harvesting/electron injection and electron transport,
provided that electrolyte processes are not limiting the DSC operation.

Strategies have been developed for improving the DSC conversion efficiencies by
increasing the light harvesting, especially in the low-energy (red and near-IR) region
of the solar spectrum. Dye molecules with high red absorbance have poor injection
yields because of the low-lying excited state (LUMO). Increasing the thickness of
the film beyond 10 µm in order to increase the absorbance in the red results in an
increase in the electron transport length and the recombination rate, thereby decreas-
ing the photocurrent. Furthermore, conventional nanocrystalline TiO2 films formed
by 10–30-nm nanoparticles are poor light-scatterers. The addition of 4–5-µm-thick
light scattering layers of 400–nm TiO2 particles to the conventional nanocrystalline
layer enhances light harvesting in the red and near-IR spectral region by enhancing
the scattering of light (93–95). TiO2 photonic crystals and disordered scattering tita-
nia inverse opal structures have also been exploited to increase the light conversion
efficiency of DSC, improving the conversion efficiency in the spectral range of 600–
800 nm (96,97). A theoretical analysis shows improved photocurrent efficiency due
to the mirror behavior of the colloidal superlattice (98).

Electron transport in DSC is driven mainly by diffusion, due to the effective elec-
trolyte shielding of space charge. Detailed information on the physical parameters
related to transport in DSCs has been obtained using small perturbation techniques
at a fixed steady state such as IMPS (38,39) and impedance spectroscopy (26,31,90).
It was found that both the effective electron diffusivity Dn and the effective elec-
tron lifetime τn (75,99) that are measured become a function of the steady state
(34,38,43,67,75,100–104). This has usually been considered an effect of the dis-
tribution of band gap electronic states that influence the time constants. Variations
of both diffusion coefficient and lifetime were attributed to the statistics of elec-
trons in the material, which deviates from dilution, as described by thermodynamic
factors (105).

The simplest approach to take trapping into account is the classic multiple trap-
ping (MT) framework (106–109), which has been applied to DSC by several authors
(34,38,110–112). In this approach, transport through extended states is slowed down
by trapping–detrapping events, whereas direct hopping between localized states is
neglected. Electronic states are composed of a transport level (usually identified with
the lower edge of the conduction band) at the energy level Ec, with a diffusion coef-
ficient D0, and a density of localized states g(E) distributed in the band gap. The
total electron density is n = nc + nL , i.e., the sum of electron densities in conduction
band (with an effective DOS Nc) and localized states. The mobility decreases rapidly
below the level Ec defining the transport states, so that the motion of a bound electron
is limited by the rate of thermal excitations to E ≥ Ec. The varying Dn in this model
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was recognized as a chemical diffusion coefficient (112,113) that is given by

Dn =
(

∂nc

∂nL

)

D0 (16.13)

The prefactor in Eq. 16.13 is the relationship of free to a trapped number of elec-
trons for a small variation of the Fermi level. This prefactor describes the delay of
response of the chemical diffusion coefficient, with respect to the free electrons diffu-
sion coefficient, by the trapping and detrapping process (105,114). The calculation of
the chemical diffusion coefficient for an exponential distribution gives an exponential
dependence on the Fermi-level position as follows (112,113):

Dn = NcT0

NLT
exp

[

(EFn − Ec)

(

1

kBT
− 1

kBT0

)]

D0 (16.14)

The functional dependence in Eq. 16.14 is a consequence of the exponential vari-
ation of the time constant for detrapping when the Fermi level scans the band gap in
Figure 16.11.

To illustrate the connection between the DOS and the measured electron diffusion
coefficient, we show in Figure 16.13 the chemical capacitance Cμ and the chemical
diffusion coefficient Dn, obtained by impedance spectroscopy for three DSCs con-
taining different species in the electrolyte (31). The two elements Cμ and Dn show
exponential dependencies in the potential, in agreement with Eqs. 16.9, 16.10, and
16.14. Furthermore, for the different cells, these parameters display a global shift in
the voltage axis for the different surface treatments, which demonstrates the global
displacement of the TiO2 energy levels in the energy axis, caused by the absorption of
the indicated species, in the same way as in Figure 16.12. Fitting the capacitance of the
reference cell, containing LiI electrolyte, in Figure 16.13a, in the intermediate domain
where the chemical capacitance is observed separately from other capacitive contribu-
tions, kBT0 = 62 mV corresponding to T/T0 = 0.42 at T = 300 K is obtained. This
predicts an exponent kBT/(1 − T/T0) = 44 mV for the voltage-dependence of the
chemical diffusion coefficient, and this in fact is the value obtained in Figure 16.13b.
Therefore, the MT gives a consistent description of the observed features of electron
transport and accumulation in anatase–TiO2 DSC. However, the free electron dis-
placement in the conduction band/transport level, predicted by the model when the
Fermi level raises to fill most of the traps, has not been separately observed, possibly
due to the difficulty of measuring at such negative potential by the bandshift induced
by electron charging.

The measurement of the electron lifetime determines the time for the system to
recover equilibrium under a small perturbation of the steady state, by removal of
the excess carriers by recombination (99). In DSC, the lifetime can be determined
by monitoring directly the variation of the position of the Fermi level with time
(open-circuit photovoltage decay technique) (75,99).Assuming a process of trapping–
detrapping in the bulk of a nanoparticle, and injection to the electrolyte from a single
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Figure 16.13. Parameters resulting from fit of experimental impedance spectroscopy spec-
tra of three DSCs at different bias potentials in the dark (31). The electrolyte composition in
the reference cell is 0.5M LiI, 0.05M I2, 0.5 1-methylbenzimidazole (MBI) in 3-methoxypro-
pionitrile (3-MPN). The second cell has 0.5M NaI instead of LiI, and the third cell has no
MBI. (a) Capacitance of the cell without the contribution of the platinum counterelectrode
capacitance. (b) Chemical diffusion coefficient of electrons. The lines are fits to the multiple
trapping/exponential distribution (characteristic temperature T0) model, and the parameters
resulting from fits are indicated. T is the actual temperature of the cell, assumed 300 K; T ′
is the effective temperature obtained from the slope of the plots as indicated. Adapted from
Ref. 31 with permission.

(conduction band) energy level, the time constant for the decay takes the form (99)

τn =
(

∂nL

∂nc

)

τn0 (16.15)

where τn0 is the lifetime of the electron in the (conduction band) injection level.
Equation 16.15 predicts an exponential dependence of the lifetime with the Fermi
level that is indeed found in many reports (38,39,115). It is observed in Eqs. 16.13
and 16.15 that the factors (∂nL/∂nc) in Dn and τn compensate when forming the
diffusion length from measured quantities. The result is a constant

Ln =
√

Dnτn =
√

D0τn0 (16.16)
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The meaning of the compensation is clear when we note that the origin of the
factor (∂nL/∂nc) lies in carrier equilibration in the energy space, both for chemical
diffusion coefficient in MT (Dn) and for measured lifetime (τn). Peter et al. (38,115)
and Nakade et al. (43) have reported for DSCs the compensating behavior indicated
in Eq. 16.16.

Measurements of the electron lifetime over a more extended voltage domain, indi-
cated in Figure 16.14, show a more complex picture. In the important domain of
the solar cell operation between 0.6 and 0.8V, the lifetime depends exponentially
on the potential, in agreement with the previously mentioned results. However, at
lower potentials, there is a strong variation, and at higher potentials, the lifetime
becomes constant. This behavior indicates a combination of several processes that
govern electron recombination in DSC (75–77).

Besides the energy disorder that has been already emphasized for describing the
diffusion coefficient, the extent of geometry disorder has been recognized as an impor-
tant property of the nanocrystalline TiO2 electrodes in DSC, due to the influence on
long-range paths for electron transport (116,117). Geometrical disorder may become
significant for open structures of the nanoparticulate network, owing to the exis-
tence of highly branched nanoparticle structures that influence electron transport
dynamics. For example, for compact TiO2 films (40% porosity) used in DSC, the
average coordination number is about 6.6, whereas for open-structured films (80%
porosity), the average number of particle interconnections is as low as 2.8 (116).
Therefore, when increasing the porosity, the fraction of terminating particles (dead
ends) in the TiO2 film increases markedly, and this has the effect of increasing the
average number of particles visited by electrons by 10-fold (117). Figure 16.15 shows

Figure 16.14. Electron lifetime determined from the decay of the cell potential in a DSC after
application of a negative bias (>−1.2V) in the dark. The line corresponds to the fit to a model
that uses the quasi-static approximation for trapping in the bulk and a combination of charge
transfer processes through conduction band and surface states. Adapted from Ref. 75 with
permission.



16.4. DYE-SENSITIZED SOLAR CELLS 475

the reported (44) evolution of the diffusion coefficient of electrons in nanostructured
TiO2, as a function of the excess porosity above the critical value for transport. Sam-
ples of different porosity are achieved by consecutive pressing the TiO2 film, from
7 to 4 µm thickness. Using this method of changing the film thickness, the energy
distribution and trapping factors are not significantly dependent on sample porosity.
Therefore, the results show a change of the diffusion coefficient that is due to the
geometrical effect of the coordination between nanoparticles. The power law behav-
ior with porosity obtained in Figure 16.15 is related to electron diffusion along the
percolation cluster in the nanoparticulate network as first suggested by Jao van de
Lagemaat et al. (116,117).

Microscopic simulation using Monte-Carlo methods based on the continuous time
random walk (CTRW) model has been applied to provide a detailed description
of electron trapping dynamics in DSC (116–120). Simulations have described the
results of fast optical pump-probe experiments that monitor the decay of the pho-
toinduced dye cation excited by a laser pulse (121–123). Recently CTRW methods
have provided valuable insights into the short-range diffusion and charge separation
in dye-sensitized nanoscale TiO2 layers measured by surface photovoltage transients
(125,126).

Hole or ion conduction in the medium filling the pores can be realized in different
configurations. The 11% conversion efficiency has been reached with the N3 dye, and
a liquid electrolyte with iodine/iodide redox couples with a film thickness of over
15 µm. However, the long-term containment at elevated temperatures of the volatile
solvent mixture employed remains a major challenge. Therefore, there has been an
extensive quest for a solid or quasi-solid medium for replacing the volatile electrolyte
while maintaining good performance of the DSC. Several options for the ionic/hole

Figure 16.15. Plot of the effective (chemical) diffusion coefficient of electrons, obtained from
transient photocurrents, as a function of the porosity of TiO2 layers. The critical porosity was
set to 0.76. Reused from Ref. 44 with permission.
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transport material have been investigated (127):

• Inorganic p-type semiconductors (128).
• Organic hole-transport materials (HTM) such as spiro-OMeTAD (2,2′7,7′-tet-

rakis(N,N-di-p-methoxyphenyl-amine)-9,9′-spiro-bifluorene) (71,104,129,130).
• Polymer electrolytes.
• Ionic liquid conductors (19,131–133).

It seems that the I−3 /I− couple is unique in providing the strong kinetic asym-
metry of recombination/regeneration reactions that gives so far the highest efficieny
in DSC (57). Organic hole conductors generally exhibit lower differential kinetics
than I−3 /I− couple and therefore provide a poorer performance of the solar cell.
Room-temperature ionic liquids (RTILs) are solvent free redox systems with high
stability and negligible vapor pressure, which are considered a key element for prac-
tical applications of the DSC (134,135). The very high density of ions present in
these RTILs seems to facilitate the effective screening of the electric charges that
are produced under illumination in the mesoporous films (127). DSC using RTIL
have shown practical efficiencies in the range 6–7% and an improved stability at
high temperatures. The limitation of the slow diffusion of iodide redox species in
the viscous RTIL is currently being addressed by the development of novel sen-
sitizers with an increased optical cross section allowing thinner TiO2 films to be
employed (95).

Complete models of the DSC have been developed based on porous battery theory
(136,137), considering mass transport in the electrolyte (131,138–142), higher order
recombination mechanisms (143) and the porosity effect (144). These methods allow
the simulation of the photovoltaic performance of the DSC but involve a multitude
of effects and complex calculation. Although Voc and Isc can be separately related to
basic processes of the DSC, as discussed, the understanding of the diode characteris-
tics, i.e., the FF, which is critical for device performance, has so far not been described
in a simplified framework.

All-solid solar cells based on nanostructured or highly structured metal-oxide mate-
rials have been developed in different configurations (9,145–148), either with a thin
light-absorber layer or with an absorber/hole transport material embedded in the
nanostructured metal oxide. A nanocomposite solar cell, based on interpenetrating
networks of TiO2 and CuInS2, has provided the highest energy conversion efficiency,
of around 5%, of this type of solar cells (149).

16.5. NANOSTRUCTURED PHOTO-ELECTROCHEMICAL AND

ELECTROCHEMICAL DEVICES BASED ON METAL-OXIDE

NANOPARTICLES

The photocatalytic splitting of water into hydrogen and oxygen using solar light is a
potentially clean and renewable source for hydrogen fuel. There has been extensive
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investigation into metal-oxide semiconductors such as TiO2, WO3, and Fe2O3, which
can be used as photoanodes (12,13,150). The extension of the absorption of TiO2 to
the visible spectrum of the solar spectrum, by doping with carbon, nitrogen, or sulfur
(151,152), has stimulated great interest, but the use of such materials has provided
low conversion efficiencies so far. Nanoparticulate WO3 electrodes exhibit larger
photocurrents under solar illumination (12,150), due to the band gap energy of 2.5 eV
that extends the photoresponse of WO3 electrode into the blue part of the visible
spectrum up to 500 nm. The photoelectrochemical behavior of nanostructured TiO2
and WO3 electrodes, concerning the photooxidation of organic compounds in water,
has been studied in a number of works (153–159). The company Hydrogen Solar
Ltd, UK, is trying to implement a tandem cell for the cleavage of water to hydrogen
and oxygen by visible light based on work by M. Grätzel and J. Augustynski. The
photoactive material in the top cell is a semiconducting oxide that absorbs the blue
and green part of the solar emission spectrum and generates oxygen and protons from
water with the energy collected. The not absorbed yellow and red light transmits the
top cell and enters a DSC (157).

Electrochromism is a reversible process inducing optical transitions in a material
via an electrochemical reaction (160). Electrochromism is of importance for applica-
tions in information displays with optical memory, smart windows, and anti-dazzling
rear view mirrors for cars with variable reflectance. The most studied electrochromic
material is WO3, which turns from transparent to dark blue upon insertion of H, Li, and
other guest atoms. Smart windows with switchable glazing allow dynamic control of
solar energy gain, adapting the window optical properties to changing environmental
conditions. Especially in temperate zone climates, solar radiation in summer condi-
tions imposes an unwanted heat load on buildings, whereas passive heating by solar
radiation is welcome in winter (161). One limitation of WO3 intercalation films for
implementation of a glass window with variable optical properties in a large scale is the
requirement of external power sources to change the transmittance.To remove this lim-
itation, self-powered smart windows combining a DSC with an WO3 electrochromic
layer counterelectrode have been suggested (2). A switchable photoelectrochromic
device has been realized consisting on a dye-covered nanoporous TiO2 layer, which
is situated on a nanoporous WO3 electrochromic layer (162–164). The layers can
be kept thin, so that they are transparent. The transmittance of the device decreases
when illuminated and can be increased under short-circuit conditions. Therefore, no
external voltage source is needed to color/bleach the photoelectrochromic device.

Another approach to electrochromic devices that has proved successful for electri-
cal displays applications was originally developed by M. Grätzel and D. Fitzmaurice
(10). It consists of nanocrystalline TiO2 films derivatized with a redox active molecule,
such as a viologen endowed with an anchoring group to attach it firmly to the TiO2
surface.Viologens (e.g., 1,1′-disubstituted 4,4′-bipyridinium dications) work as redox
chromophores. The first reduction of the viologen dication is highly reversible and
leads to the formation of the intensely deep blue-colored radical cation. The devices
present rapid switching between the bleached and the colored states, high contrast
ratios, and good cycling stability (27,165–169), due to the amplification of the opti-
cal phenomena by the high surface area of the nanocrystalline support, and fast
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interfacial electron transfer between the nanocrystalline oxide and the adsorbed mod-
ifier. Photoelectrochemical studies have shown (27) that the electronic charging of
the semiconductor nanostructure is the key factor mediating between the electrode
potential and coloration of the molecular monolayers anchored on the semiconduc-
tor surface. Displays based in this technology are close to commercialization by the
company NTera, which announced in 2006 the successful production of working
prototypes featuring the world’s highest resolution naturally reflective electronic dis-
plays and plans to produce a high-contrast, monochromatic display that can replace
the simple liquid crystal displays used in clocks, thermostats, and many other devices.

The optical and visible-sensitizing functions of molecular layers absorbed onto
nanocrystalline metal oxides have been widely exploited in DSC and electrochromics,
as commented above. Recently a new approach has been taken toward electric
and electro-optic devices formed by molecular functionalized mesoscopic oxides,
such as sensors and switchable molecular electronics, in which the molecular layer
adsorbed in the surface serves instead as an electron or hole transport relay (170–
174). It was shown that the molecular layer can be charged from the conductive
substrate either with electrons or holes, depending on the applied bias potential
(171,172). Figure 16.16 shows impedance spectroscopy results of mesoscopic Al2O3
and TiO2 networks, covered with a monolayer of Ru-complex cis-RuLL′(NCS)2
(L = 2,2′-bipyridyl-4,4′-dicarboxylic acid, L′ = 4, 4′-dinonyl-2,2′-bipyridyl) (Z907)
(30). The results display the behavior of the model of Figure 16.5, at potentials in
which injection of carriers in the respective semiconductor networks is forbidden.
These results therefore show the injection, transport, and accumulation of elec-
trons and holes in the molecular layers covering the surface of the mesoscopic
oxides (30).

TiO2 is biocompatible and combines selectively with some groups of biomolecules.
Nanocrystalline TiO2 has been employed for the immobilization of biomolecules
(4,69,175), both for studying protein electrochemistry and for developing electro-
chemical biosensors, i.e., analytical devices consisting of a biological recognition
element attached to the nanostructured TiO2 that serves as a transduction element,
relating the concentration of an analyte to a measurable response (176).

The conductivity of nanostructured TiO2 in the gas phase (177–180) and as a
function of ambient humidity has been described (181). The group of J. Augustynski
has developed nanoparticles of semiconducting metallic oxides employed in gas
sensors able to detect nitrogen oxides, carbon monoxide, and hydrocarbons. These
nanocrystalline oxides (not disclosed, but apparently comprising WO3 nanoparticles)
are used by the Company MicroChemical Systems for manufacturing gas sensors
for the automotive industry. The two types of microsensors measure changes in
the electrical resistance of nanocrystalline films induced by road gas pollutants,
resulting in improved sensitivity and response time of the microsensors fabricated
by MicroChemical Systems, which has already delivered such microsensors in large
quantities to car makers.

The use of nanosized positive or negative electrode materials (vs. Li) for Li
batteries (14,182) offers attractive electrochemical characteristics over classic bulk
materials, including very short diffusion length, low charge transfer resistance due
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Figure 16.16. Experimental impedance plots of Z907-derivatized mesoscopic TiO2 and
Al2O3. Reprinted from Ref. 30 with permission.

to the high surface area of the active mass (182) and a better accommodation of
the materials strains associated with the lithium insertion/extraction. The active
material/electrolyte interface can be improved by acting on the current collector sur-
face. Nano-architectured current collectors offer higher contact area than conventional
2D-substrate. As a result, for an equivalent thickness, the amount of active material
is much higher on a nanostructured current collector. However, an adverse effect in
primary nanoparticles is the possibility of increasing side reactions with the elec-
trolyte, while the Li-reaction may be enhanced (183). TiO2 nanotubes or nanowires
have shown excellent Li-intercalation charge capacity and cyclability (184,185). The
Li+ intercalation renders the nanowires simultaneously electronically and ionically
conducting (185). As in other devices commented on, the electrolyte is a crucial ele-
ment in Li-batteries. It has been found that the addition of nanoparticle fillers, such
as Al2O3 or TiO2, increases several fold the conductivity of polymer electrolytes at
60–80◦C, and prevents crystallization at room temperature (186).

Supercapacitors are high-power density devices that can be coupled with batteries
to provide peak power and can replace batteries for memory backup. High-surface-
area carbon-based materials are widely used for electrochemical double-layer
supercapacitors. A nanostructured Li4Ti5O12 has been developed as a negative elec-
trode material suitable for use with activated carbon-positive electrodes (187,188).
The combined effect of a high output voltage and an anode of greater specific
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capacity results in higher energy densities than carbon/carbon supercapacitors, while
maintaining a high-power density and robustness.

16.6. ORDERED NANOPARTICULATE STRUCTURES

Quantum dots are nanocrystals of size roughly between 1 and 10 nm. In these crystals,
the electron wave functions are delocalized in the limited space of the nanocrystal,
and the electronic orbital has the same symmetry as in a conventional atom. The
strong quantum confinement implies that insulating nanocrystals have a set of discrete
atom-like valence and conduction energy levels. Their separation as well as the optical
gap between the lowest conduction level and the highest valence level increases as
the nanocrystal size decreases. Accordingly, electronic and electrooptic properties of
quantum dots can be tailored by the dimensions.

Colloidal nanocrystals can be considered as building blocks for larger arqui-
tectures. Nanocrystals with a narrow size dispersion can be assembled into two-
dimensional or three-dimensional ordered arrays, which are termed nanocrystal
superlattices, nanocrystal solids, or quantum dot solids. The particles are charac-
terized by an inorganic core and stabilized by an organic surfactant, and both the core
and the surfactant have a role in determining the superlattice crystallographic sym-
metry. As both the preparation of nanocrystals and the ordered assemblies is versatile,
there is currently great interest in the investigation of the properties of the quantum
dot solids (15,16,189).

The collective properties of electrons injected in a superlattice depend on individual
electronic levels for a quantum dot, on the degree of electronic coupling between the
dots, and on Coulomb interactions, both for multiple electrons in a quantum dot and in
neighbor dots (16). Assemblies of quantum dots deposited on a conducting substrate,
and filled with an ionic medium, allow the injection of a single kind of carrier in the
superlattice. The Coulomb energy of electrons in a dot is considerably reduced by
screening with electrolyte ions, as commented in connection to Figures 16.1 and 16.2.
The energy for addition of electrons to a quantum dot contains several contributions
(190,191): the self-energy of the electron interacting with its image charge at the
surface of the particle (192); the electrostatic interactions, which are screened by
the external medium; and the exchange energy. Characteristic capacitance spectra
showing consecutive charging of different discrete energy levels have been reported
for assemblies of CdSe (193,194) and ZnO colloids (195).

An ordered array of quantum dots could give rise to long-range coherent transport
in delocalized bands, provided that sufficient electronic coupling exists between the
same orbitals in neighbor dots. However, several factors lead to localization of car-
riers in the quantum dots (189). Colloidal nanoparticles prepared by wet chemical
methods fluctuate in size. As the electronic response of an individual particle is deter-
mined by its size, there is some inherent disorder in an array of quantum dots, which
produces a dispersion of the energy levels (189). Dispersion of energy levels can be
also caused by a fluctuation of chemical composition (e.g., electronic surface states).
The difference between energy levels in different quantum dots makes tunneling of
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electrons between quantum dots more difficult. Moreover, such dispersion leads to
the random scattering of electronic waves. Thus, dispersion of quantum dots sizes
and fluctuation of the chemical composition produce Anderson localization. Disorder
in the spatial distribution of quantum dots also contributes to localization (196). The
Coulomb repulsion between two electrons (holes) sitting on the same quantum dot
introduces an energy gap between occupied and empty states (Hubbard insulator).
Several characteristic phenomena for transport in disordered semiconductors have
been reported in arrays of quantum dots, such as metal-insulator transitions (15,197)
and Mott-like conduction gaps (62,196), the variable range hopping (VRH) transport,
(198) temperature scaling in current-potential curves (199), and percolation thresh-
olds depending on disorder (200). Experimental studies of arrays of monodisperse
ZnO quantum dots, charge-compensated in electrolyte solution, have been reported
(195,201,202). The influence of size dispersion over collective transport properties in
these systems has been examined theoretically (203).

Ordered mesoporous materials with periodicity on an optical length scale can lead
to materials that exhibit a full photonic band gap, i.e., a wavelength band in which
photon propagation is forbidden (204). These photonic materials can be integrated
into substrates of technological interest (205), and can be used in applications in which
the manipulation of the flow of visible and near-IR light is required, as commented
before for improving light-harvesting in DSC. TiO2 is an attractive material for the
fabrication of photonic band gap materials, especially the inverse opal, air spheres
in TiO2 matrix, due to the high refractive index, and good transparency of TiO2 for
the visible light. Inverse titania opal photonic crystals have shown how to effectively
control the spontaneous emission from semiconductor quantum dots embedded in the
photonic crystal (206). In these experiments, the crystal lattice parameter could be
used to enhance the delay of the decay rates of light emission from the quantum dots.
Dye-sensitized and solid-state solar cells have been fabricated on microporous titania
inverse opal structures (207,208). The electrochemical behavior of these structures
under Li intercalation was investigated (209).

16.7. NANOWIRES AND NANOTUBES

Nanowires and nanotubes are drawing tremendous attention due to their potential
applications in various nanoscale devices. Among the oxide materials, those hav-
ing a bulk crystalline structure in the form of layers or ribbons can be more easily
induced to grow in the form of rods or tubes with a high aspect ratio and nanometric
dimensions (17).

ZnO nanostructures such as nanowires, nanotubes, and nanorings have been grown
successfully via a variety of methods, including chemical vapor deposition, thermal
evaporation, and electrodeposition (210). Zinc oxide is a nontoxic n-type semiconduc-
tor that has favorable band energies for forming heterojunctions with hole-conducting
polymers and can be grown as nanorod arrays with the appropriate dimensions for
efficient nanorod-hole conductor devices. Vertically aligned ZnO nanorods, formed
by electrodeposition on a transparent conducting oxide, have attracted much attention
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for applications in UV-optoelectronic devices such as light emitting diodes (11). Due
to its near-cylindrical geometry and large refractive index, ZnO nanowire/nanorod
is a natural candidate for optical waveguide and for optical resonant cavities that
facilitate lasing in well-aligned ZnO nanowires (211).

With respect to solar cells based on nanoparticulate metal oxides, nanowire struc-
tures have the advantage of providing long and uninterrupted paths for electron
transport while maintaining a high area density (212–214). ZnO nanowires have
been used to form high heterojunction area solar cells (9,147,212,215); in particular,
CdSe-sensitized CuSCN/nanowire ZnO heterojunctions have shown an encouraging
photovoltaic performance (9). There has been recent progress in obtaining highly
ordered transparent TiO2 nanotube arrays for DSC with high electron lifetimes and
excellent pathways for electron percolation (216). Carbon-doped TiO2 (TiO2−xCx)
nanotube arrays have also shown high photocurrent densities and more efficient water
splitting under visible-light illumination than TiO2 nanoparticles (217).

Recent literature results (218–220) have demonstrated thatV oxides, such asV2O5,
can be produced in the form of nanowires by means of different techniques, i.e., by
hydrothermal, sol-gel, sol electrophoretic, or sol electrochemical deposition. V2O5
nanowires have many intrinsic merits, such as a uniform geometric cross section of
1.5 nm × 10 nm and several micrometer length, which are important in nanofunc-
tional materials. The heterojunction of V2O5 nanowires with carbon nanotube,
field-effect transistors, and actuators as artificial muscles have been demonstrated
as feasible electronic components (221). The fibers show a double layer structure,
with each layer consisting of two V2O5 sheets. A V2O5 fiber is composed of only
four atomic layers of vanadium, which therefore represents a wire with a thickness
of molecular dimension. The conductivity of one V2O5 fiber was estimated to be
∼0.5 S/cm at room temperature (220). The electrochemical Li-intercalation behavior
of nanoscale V2O5 was found to depend markedly on the morphology and defect
structure (222).

Nanowires and nanotubes are also encouraging structures for chemical and bio-
logical sensors in which detection can be monitored electrically and/or optically. For
example, when helium gas is absorbed physically into the interlayer or on the surface
of soft V2O5 nanowires, it is possible to detect the helium gas from the variation of
conductance through the nanowires (223). With molecular receptors or a selective
membrane for the analyte of interest, the binding of a charged species to the surface
of a nanowire or nanotube can lead to depletion or accumulation of carriers in the
“bulk” of the nanometer diameter structure and increase sensitivity to the point that
single-molecule detection is possible (224).
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17.1. INTRODUCTION: SCOPE OF THE REVIEW

Photo-induced processes are studied in several industrial-oriented applications, which
have been developed since their first descriptions in the scientific literature. Despite
the difference in character and utilization, all photo-induced processes have the same
origin. A semiconductor can be excited by light energy higher than the band gap
inducing the formation of energy-rich electron-hole pairs. Chapter 16 describes the
use of this energy in photovoltaic, photoelectrical, and photoelectrochemical devices,
whereas here we will undertake its study in the photo-catalysis field. By photo-
catalysis, it is commonly understood to be any chemical process catalyzed by a solid
where the external energy source is an electromagnetic field with wavenumbers in
the ultraviolet (UV)-visible range (1–6).

Customarily, photo-catalysts are solid oxide semiconductors, particularly TiO2-
anatase, but recent progress has expanded the chemical nature of photo-active systems
by including (oxy)sulfides and (oxy)nitrides, doped-zeolites, and molecular entities
embodied in zeotypes. As most of these catalysts have been specifically devised for
application under sunlight, here we will differentiate between UV- and visible-active
systems. This is, of course, a phenomenological way to classify photo-catalysts, but
it appears most convenient from the point of view of enhancing new contributions to
this work-field, not covered by previous reviews (1–6). Section 17.2 also includes a
description of the reaction mechanism of photo-catalytic processes. Photo-catalysis is
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mainly involved in three areas concerning organic synthesis, degradation of pollutants
and special reactions, like H2Oreduction or N2 fixation. All photo-induced chemical
processes have in common the so-called “initial” steps, which include the absorption
of light, diffusion, and trapping of charge and fate (recombination or phase transfer to
the gas/liquid media) of charge carriers (7,8). These steps will be briefly introduced in
Section 17.2 although the main point here, e.g., the influence of the nanostructure on
such elemental steps, will be covered in the final part of this chapter. In any case, the
main aim in describing reaction mechanisms in Section 17.2 is to give a glimpse
into the potential chemistry evolving from solid surfaces under light activation.
Section 17.3 will briefly discuss the field of potential assisted photo-catalysis.

The main subject of this review is, as mentioned, the study of the effect of the
nanostructure on the photo-catalytic system; the world around this topic will be cov-
ered in Section 17.4 of this chapter. As an introduction, we will briefly discuss the
structural and electronic properties of the solid catalysts influenced by size. As such
properties have been thoroughly examined in Chapters 1 to 14, here we will summa-
rize the specific points of interest for photo-catalysts. The review will continue by
analyzing the influence of the nanostructure in the above-mentioned “initial steps”
of the photo-catalytic reactions and finish by giving an overview of the most signifi-
cant catalytic measurements as a function of primary particle size and morphological
properties of nanostructured photo-catalysts.

17.2. GENERAL VIEW OF PHOTO-CATALYTIC SYSTEMS

When light with a characteristic wavelength in the energy range of interest for photo-
catalysis interacts with a solid, both absorption and scattering phenomena occur
concomitantly (9). Combined analysis of optical data obtained in transmittance and
reflectance can be worked out to obtain a reasonable approximation to the absorp-
tion and scattering coefficients (10). Because the UV-vis wavelengths (550–300 nm)
characteristic of excitation sources used in photo-catalytic processes are significantly
larger than the primary size of nanosolids, ca. 10 nm, the radiation field response
to the particle aggregates (with a characteristic dimension called secondary particle
size) and scattering events is dominated by this morphological characteristic of the
solid photo-catalyst (11). Absorption of light is obviously the initial step occurring on
all photo-active systems used in catalysis. However, optical measurements in photo-
active oxides prove that scattering is the dominant phenomenon and that absorption
can occur after multiple scattering events, conditioning by reaction geometry (10),
indicating that there is not an easy way to measure quantum yields (reaction rate per
rate of absorbed photon). Additionally, quantum yields are spectral-dependent and
are therefore specific for the excitation light source (with most of the times having
several excitation lines) (12).

Solid semiconductors are characterized by the existence of a forbidden gap between
the valence and the conduction band. As described, the process of photo-catalysis is
relatively simple; is initiated by the absorption of a photon with energy equal to or
greater than the band gap of the semiconductor (e.g., 3.2 eV for TiO2), producing a
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charge carrier pair, that is an electron-hole (e−/h+) pair. Photo-catalytic semicon-
ductors are typically oxides, TiO2, ZnO, WO3, CeO2, or AxByOz, but also sulfides,
MoSx , WSx , or BiSx , or nitrides, TaNx , SiNx , or GeNx . These pure phases are fre-
quently doped with a hetero-atom, whether this is a cation or an anion, forming a
solid solution, put in intimate contact with another semiconductor phase, or with
ions or metals deposited on its surface. Thus, due to the band energy configuration of
most used semiconductors, photo-excitation always requires photons with wavelength
below ca. 550 nm and is typically in the UV- and/or visible spectral ranges. The cor-
responding systems working under UV-excitation will be detailed in Section 17.2.1,
whereas those used under visible-light excitation will be covered in Section 17.2.2.

Upon irradiation, a photo-inducted process would thus take place. This will consist
in the promotion of one valence band electron to the conduction band, leaving a hole in
the valence band. Therefore, an electron-hole pair (exciton) is created with lifetimes in
the femptosecond regime, which might undergo charge transfer to adsorbed species
on the semiconductor surface by forming radicals that oxidize organic chemicals,
or reduce metal species. Obviously, charge carriers may be involved in chemical
reactions but also can recombine producing energy. Recombination is in fact the most
likely process and can have a radiative or nonradiative nature (1,2,7,8). Basically,
before an energy exchange with adsorbed species or a certain recombination steps
can occur, the charge carriers would suffer trapping processes (1,2,7,8). Defects can
capture such electrons and holes, by acting as electron (or hole) traps, through the
following process:

Dn+ + e−
cb −→ D(n−1)+ electron trapping (17.1)

Dn+ + h+
vb −→ D(n+1)+ hole trapping (17.2)

If the pair Dn+/D(n−1)+ is located below the conduction band edge (Ecb) and
the energy level for Dn+/D(n+1)+ above the valence edge (Evb), the trapping of
electron and holes would take place, affecting the lifetimes of charge carriers. The
first/second pair originates the so-called donor/acceptor electronic levels. Defects
can have a punctual nature, being intrinsic (like oxygen vacancies in nanostructured
reducible oxides) or extrinsic (like dopants or impurities), or being line or plane
defects. Their situation at the surface or the bulk of the material is critical as only
the former can be involved in chemical reactions, being the latter mainly involved
in recombination processes. The exact degree of localization of charge trapping in
a defect is not known, but the terminology adopted discriminates between strongly
localized, called deep traps, or shallow ones. Their energy characteristics are not
well defined but should allow phenomenological differentiation between two main
groups: shallow traps that exchange charge carriers with conduction/valence band
species under thermal excitation at room temperature and deep traps that may not
have this possibility or be strongly limited (1,2,7,8). The nature of trapping centers
and main physicochemical characteristics have been analyzed in Chapters 5 and 6 of
this book and will be briefly detailed for the most interesting photo-semiconductors
in Section 17.4.1.
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Within this situation, upon irradiation, the following electronic processes would
take place: charge generation, charge trapping-charge release, recombination, and
interfacial transfer (see detailed discussion in Section 17.4). The mechanisms for
these electronic processes in a semiconductor are summarized in Scheme 17.1.

Photo-catalysis is mainly involved in three research areas, which are summarized
in the following list:

• Organic synthesis:

Partial oxidation of linear and cyclic hydrocarbons
• Degradation of pollutants

Mineralization of organic compounds

Disinfection/destruction of biological materials

Detoxification of inorganic compounds and removal of ions
• Special reactions

Photo-fixation of nitrogen

Photo-reduction of CO2 to organic compounds

Photo-splitting of water to produce H2

Scheme 17.1.
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17.2.1. UV-Active Systems

As described, the process of photo-catalysis is relatively simple. Light energy
from ultraviolet radiation (light) produces a charge carrier pair. Thus, due to the
band energy configuration of most used semiconductors, UV-photo-excitation always
requires photons of below 390 nm. Basically, the result of this energy change with
chemical meaning is the formation of holes in the surface, and free electrons that are
now available to form hydroxide (∼OH), or other radicals, which can oxidize organic
chemicals, or reduce metal species.

Semiconductors with photo-catalytic activity might show specific electronic,
structural, surface, and morphologic features. A good photocatalyst should be

(1) photoactive,

(2) able to absorb visible and/or UV light,

(3) chemically and biologically inert and photostable,

(4) inexpensive, and

(5) nontoxic.

TiO2, ZnO, SrTiO3, CeO2, WO3, Fe2O3, CdS, and ZnS can act as photo-active mate-
rial for redox processes due to their electronic structure, which is characterized by a
filled valence band and an empty conduction band.Among these possible semiconduc-
tors, TiO2 is the most used photo-catalytic material that fulfils all of these requirements
and exhibits adequate conversion values (13). However, despite the high conversion
values obtained for TiO2, the calculated quantum yield for the studied reactions is
appreciably low (less than 10% for most degradation processes) (14).

From the available semiconductors, ZnO is generally unstable in illuminated
aqueous solutions, especially at low pH values. In liquid-phase photo-reactions, the
photo-corrosion of ZnO is complete at pH lower than 4. The formation of Zn2+ is
attributed to the oxidation of ZnO by h+

vb (15). This phenomenon is considered as one
of the main reasons resulting in the decrease of ZnO photo-catalytic activity in aqueous
solutions (16,17). However, for applications in gas phase, this disadvantage should
not exist (18). WO3, like TiO2, was found to be stable toward photo-corrosion. Even
though it is reported to be a good candidate for oxygen evolution, the possibility of
using this semiconductor for hydrogen evolution was attempted and succeeded (19).
WO3 absorbs only a portion of the visible radiation. Nevertheless, its absorption in the
visible region could be increased by doping with transition metal ions. WO3, although
useful in the visible range, is generally less photo-catalytically active than TiO2 (20).
CeO2 is an inexpensive and relatively harmless material that presents several char-
acteristics that could be potentially advantageous for photo-catalytical applications,
such as its stability and strong absorption under UV-illumination.Among others, CdS,
ZnS, and iron oxides have been also tested (21–24).

The structural, electronic, and surface features play an important role in photo-
catalytic applications. Although for heterogeneous catalysis, surface area is one of
the conditioning characteristic of the catalysts, in the case of heterogeneous photo-
catalysis, the activity is not necessary dependent on this feature, but on the availability
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of the active sites (25,26). Nevertheless, a large surface area can be determinant in cer-
tain photo-catalytic reactions in which the increase of the adsorption leads to enhance
the reaction rate (27–29). However, it is also well known that materials presenting high
values of surface area and porosity also exhibit a highly defective structure. A capital
point is the presence of OH− groups as they could have a significant contribution
to the phase stability in the nanometer range (30,31) as well as define the acid/base
character of the solid. The existence of crystalline defects like vacancies and/or low
coordination centers in the structure turns detrimental for the photo-efficiency of the
semiconductor, because they favor the electron-hole recombination (32,33). Crystal-
lite size and concomitant phenomena (defects) are also determinant parameters to be
considered (34–36). Nanosized semiconductors exhibit pronounced size effects on
its electronic structure and related optical properties. These aspects will be detailed
at length in Section 17.4.

Structural and electronic characteristics of the material also appear to be deter-
minant. This is the case of ZnO and especially TiO2. Monodispersed ZnO particles
with well-defined morphological characteristics, such as spherical, ellipsoidal, needle,
prismatic, and rod-like shapes have been obtained by means of different synthetic
methods (37–40). It has been reported that the photo-catalytic activity of ZnO par-
ticles should strongly depend on the particle morphologies on which the specified
crystal faces expose. This decisive difference in morphology probably influences the
photo-catalytic activity because the exposed crystal faces or the ratios among exposed
crystal faces are noticeably different for the ZnO particles composed with different
crystallite forms (41,42).

TiO2 occurs in nature in three crystallographic phases: rutile, anatase, and brookite,
with the anatase the most commonly employed in photo-catalytic applications
(6,13,43). Anatase is the polymorph of TiO2 less thermodynamically stable, although
from energy calculations this phase appears as the more likely phase when the grain
size is around 10 nm (44). The crystalline structure can be described of terms TiO6
octahedral chains differing by the distortion of each octahedron and the assembly pat-
tern of octahedra chains. The Ti–Ti distances in the anatase structure are greater than in
rutile, whereas Ti–O distances are shorter (45). These structural differences cause dif-
ferent mass densities and lead to a different electronic structure of the bands. Anatase
phase is 9% less dense than rutile, presenting more pronounced localization of the Ti
3d states, and therefore, a narrower 3d band can be found in the anatase phase. Also
the O 2p–Ti 3d hybridation is different in the two structures (more covalent mixing
in the rutile), with anatase exhibiting a valence and conduction band with more pro-
nounced O 2p–Ti 3d characters, respectively (46). These different structural features
are presumably responsible for the difference in the mobility of charge carriers.

Although the anatase–TiO2 presents the higher photoactivities reported (47), com-
mercial Degussa P25, which has a mixture of anatase and rutile in a ratio 80:20, is
one of the best TiO2 photo-catalysts and frequently used as a reference. The rela-
tionship between the crystal structure of this commercial TiO2 and its notably higher
photo-efficiencies is still controversial. Bickely et al. reported a model based on
anatase–rutile mixture and a fraction of amorphous phase (48). The anatase–rutile
coexistence would lead to a synergetic effect between the two phases that improves
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the photoactivity of TiO2, as has been reported by several authors for anatase–rutile
mixtures prepared by different methods (49–51). This junction effect has been also
described for the mixture anatase–brookite, which presents a high activity in gas-phase
methanol photo-oxidation (52).

It is still necessary to develop a photo-catalytic system with improved structural
or morphological properties that improve the charge separation and diffusion to the
surface. Additionally, for liquid-phase photo-degradation processes, another require-
ment of the new photo-catalysts should be the ease to be separated from the reaction
solution, a requisite of great importance for practical applications. Many efforts are
actually performing in order to improve these two operational factors by the opti-
mization of the catalyst features; crystal and electronic structure, surface acidity,
smaller particle size, use of dopants (to extend the absorption range) and support
materials, and/or designing immobilized photo-catalyst in different materials (glass,
quartz, steel, membranes, fibers) (53–58) able to be used in liquid- and gas-phase
configuration reactors.

17.2.1.1. Transition Metal Doping Another way to improve the efficiency of
the photo-catalytic process is by doping with a metal ion the semiconductor photo-
catalyst structure. Doping with suitable transition metal ions may allow extending
the light absorption of large band gap semiconductors to the visible region (59).
Additionally to the absorption spectrum expansion, doping with certain transition
ions could act in certain cases as electron/hole trappers, leading to an increase of the
charge carrier lifetimes and therefore avoiding the recombination processes (60–63).
This occurs through the following process:

Mn+ + e−
cb −→ M(n−1)+ electron trapping (17.3)

Mn+ + h+
vb −→ M(n+1)+ hole trapping (17.4)

If the pair Mn+/M(n−1)+ is located below the conduction band edge (Ecb) and the
energy level for Mn+/M(n+1)+ above the valence edge (Evb), the trapping of electron
and holes would take place, affecting the lifetimes of charge carriers.

It is clear that the photo-reactivities of doped semiconductors widely varies depend-
ing on the specific dopant considered. The origin of these photo-reactivities is clearly
related to the efficiencies of the doping centers in trapping charge carriers and inter-
ceding in the interfacial transfer. Trapping either an electron or hole alone is ineffective
for photo-degradation because immobilized charge species quickly recombines with
a mobile counterpart (62).

The effect of doping a photo-catalytically active semiconductor is therefore a
multifaceted problem, and the modifications induced in the photoactivity might be
explained by the sum of changes occurring in the semiconductor matrix. Conse-
quently, the relative efficiency of a metal ion dopant will depend on whether it serves
as a mediator of interfacial charge transfer or as a recombination center. The ability
of a doping ion to function as an effective trap is related to several factors, as the
dopant concentration, its energy level within the semiconductor lattice, their d or f
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electronic configuration, the distribution within the particles, or the electron donor
concentration. From literature review, an optimum doping content clearly exists for
each selected dopant. In this sense Pleskov (64) reported that the value of the space
charge region potential for the efficient separation of electron-hole pairs might be
not lower than 0.2 eV. However, Pleskov theory is not applicable to nanostructured
materials.

It is reported that doping quantum-sized TiO2 with transition metal ions as Fe3+,
Mo5+, Ru3+, Os3+, Re3+, V4+, and Rh3+ enhances the photo-reactivity and reduc-
tion processes (62). On the contrary, some authors state that the presence of a foreign
metal species as Cr3+ is generally detrimental for the degradation of organic species
in aqueous systems, although it accelerates the photo-reduction (65). Many examples
indicate that the doping effect on TiO2 photo-activity can be beneficial or detrimental
for the same doping ion. Thus, although Grätzel et al. (66) found an inhibition of the
electron-hole recombination on Mo5+ and V5+ doped TiO2 based on EPR measure-
ments, Luo et al. reported a significant diminution of the photo-activity for similar
doped systems (67). Mu et al. (68) reported that doping with trivalent or pentavalent
metal ions was detrimental for the photo-catalytic reactivity, whereas Karakitsou et al.
(69) showed that doping with cations with valence higher than that of Ti4+ enhanced
its photo-activity. Recently, lanthanide rare earth cations, such as La3+, Ce4+, Nd3+,
and Gd3+, have been used for TiO2 doping, leading to an increasing in the photo-
activity values (70–73). By comparing the ionic radii of such cations with Ti4+, it
is clear that the incorporation of dopant cation into the TiO2 matrix is not feasible.
On the contrary, it could be possible that the Ti4+ ion might substitute for lanthanide
ions in the lattice of the lanthanide oxide. As far as it concerns to lanthanide doping,
it appears that dopant exhibiting half-filled electronic configuration induces higher
photoactivity values (Gd3+). The particular stability of such electronic configuration
is well known. Thus, when dopant cation traps photo-excited electrons, the half-filled
electronic configuration is shattered, decreasing its stability. In this situation, trapped
electrons could easily be transferred to the oxygen molecule adsorbed in the surface
as cation returns to the initial stable electronic situation. Within this scheme, it is
clear that an enhancement in the charge transfer as well as an efficient separation of
electrons and holes lead to a significant improvement in the photo-catalytic efficiency.

Special attention might be paid to iron doped TiO2 due to the following attractive
aspects:

(1) Iron(III) doped TiO2 had been reported to enhance the lifetime of electron-hole
pairs from nanosecond for naked TiO2 colloids to minutes and even hours (74).

(2) It clearly enhances the absorption in the visible range.

(3) It has been proved for special photo-reactions of great interest as water splitting,
N2 photoreduction to ammonia, or oxidation reactions (75).

From the results reported about this system, it is clear that the deep knowledge of the
structural features of this doped system is critical to understand its photo-catalytic
behavior. In this sense, the role of iron dopant in TiO2 is controversial. Some authors
pointed that Fe3+ centers behave as electron/hole recombination centers (76–78),
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whereas some others postulated that its role is to perform the electron-hole separa-
tion, enhancing the photo-catalytic activity. As mentioned, the structural situation of
a doped system drives its reactivity, and consequently, the preparation of iron–TiO2
turns crucial.Aspects such as phase composition, solubility, location, and dispersion of
iron in the different phases greatly vary in the specimens, depending on the preparation
technique. Iron cations can be located substitutionally on the TiO2 matrix because its
ionic radius is similar to Ti4+, however, depending on the preparation method, the iron
doped system could form mixed oxides with other than anatase structure. Recombi-
nation processes can be the dominant route when the doping cation forms segregated
phases (78). On the other hand, it is also known that the presence of iron in TiO2
would catalyze the anatase to rutile transformation (79), leading to a diminution of its
photo-catalytic activity. The enhancement of photo-activity is likely linked to an opti-
mum iron loading (generally low concentrations <1%). Regarding the origin of the
photo-activity in these doped systems, it may be assumed that the iron doped system
would give rise to a charge transfer transition from Fe3+ to Ti4+ levels (d–d tran-
sition 2T2g → 2A2g,2 T1g), creating new electronic levels within the TiO2 band gap
(bathocromic shift) (Figure 17.1). An additional charge transfer transition that would
take place could be via the conduction band from one metal dopant to another identi-
cal center physically separated from the former (Fe3+

a + Fe3+
b → Fe4+

a + Fe2+
b ). As

a result, formally, Fe3+ centers formally can act as electron and hole trapping cen-
ters (80). Bahnemann et al. (81) also describe a mechanism in which shallow trapping
of the photo-electron by Fe3+ followed by rapid iron-catalyzed transfer of the elec-
tron to molecular oxygen is suggested as a tentative explanation for the enhancement
of photo-catalytic activity by the Fe3+-dopant. However, there must be a compro-
mise between the carrier trap and recombination processes balanced by the amount
of dopant (75).

Interesting results are reported by Araña et al. for carboxylic acid photo-
degradation using Fe3+ doped TiO2 (82,83). In this case, surface iron in the TiO2
participates in the photo-catalytic mechanism in a unexpected way. It seems that
during photo-oxidation of the organic acid, Fe progresses toward solution by the for-
mation of a Fe3+ complex. This iron complex is readily oxidized to CO2 and Fe2+

species in solution. At this situation, would Fe2+ returns to its starting location at the

Figure 17.1. Schematic view of Fe role on Ti–Fe photocatalysts.
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surface acting as a hole trapping center (Fe2+ + h+ → Fe3+
ads). Therefore, the het-

erogeneity of the photo-catalytic process would be doubtful, and an homogeneous
photo-catalytic process would be considered.

As has been stated, the photo-physical mechanism of doped semiconductors is still
controversial. In fact it is also reported that in same cases, the doping element acts as
impurity, favoring the recombination by creation of structural defects (34). These
contradictory results emerge because different doping methods leads to different
morphological and crystalline situation in the doped photocatalyst. TiO2 can be
substitutionally or interstitially doped with different cations, forming a solid solution
or a mixture of oxides.All metal dopants are conveniently substituted into TiO2 lattice
if their ionic radii are identical or nearly identical to that of the Ti4+ cation. Thus,
the electronic diagram of the doped semiconductors will depend on the structural
situation achieved.

17.2.1.2. Metal Coating Deposition of noble metals (NM) as Pt, Au, Ag, Pd, Rh,
Ru, or Ir on semiconductor surface has also been considered to improve the photo-
catalytic efficiency (84–89). As the photo-generated holes can react with adsorbed
species, the electrons might be accumulated on the semiconductor particles, leading
to an increase of the recombination process. To avoid this electron excess, oxygen
is frequently used as electron scavenger. A similar role could be fulfilled by metal
deposits acting as electron trapping. This way it is possible to enhance the charge
carrier separation after photo-excitation. In the case of TiO2 (properly an n-type
semiconductor), a Schottky barrier is formed at the interface between TiO2 and NM
(Pt forms the highest barrier).A migration of the photo-generated electrons takes place
toward NM deposited particles, leading to an electron-hole separation state (85,90).
Moreover, the deposition of noble metal increases the electron transfer rate to oxygen
and thereby the quantum yield. The basic principle is depicted in Figure 17.2.

To quantify the improvement achieved by the incorporation of the metal particle,
Lee et al. (4) defined the enhancement factor (E-factor) for the photoprocess as

E-factor = rate of process with NM

rate of process without NM
(17.1)

Using this comparative parameter, they summarize some reactions improved by
the deposition of Pt and Pd in several TiO2 photo-catalysts. In most systems described,
the NM loading on the semiconductor is invariable ca.1% w/w. Therefore, a higher
amount of metal deposits leads to a decrease in the photo-efficiency of the reaction
due to the electron-hole recombination enhancement or a UV shielding effect by the
particles deposited, limiting the amount of light reaching the photo-catalyst. From the
summarized results reported by Lee et al. arises that the enhancement of platinization
is not always present. The nature of the pollutant to be photo-degraded is determinant
in the effectiveness. Other parameters regarding the photo-catalyst are also decisive
as the source and history of the semiconductor or the deposition method used. In this
sense, E-factors reported are normally in the range 2–4. The large variation in the
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Figure 17.2. Schematic view of the charge separation process on NM/TiO2 systems.

enhancement factor might be attributed to a combination of several parameters of the
overall process.

17.2.1.3. Composite Photo-Catalytic Systems

17.2.1.3.1. Mixed Oxides and Heterojunctions To enhance the efficiency of
photo-catalytic process, a number of composite systems formed by two or more
different metal oxides has been reported. Mixed oxides and heterojunction composites
systems have been presented as interesting alternatives to a single semiconductor
photocatalyst.

Mixed oxides composed by a photoactive semiconductor dispersed on inert
supports such as SiO2 (91–93), Al2O3 (94), or ZrO2 (95–97) as well as mixed oxides
have also attracted interest in photocatalytic applications. A special case that will be
discussed latter would be dispersion of the photo-active semiconductor on zeolite-like
supports. The main scope of supporting the photo-catalyst on these supports is the
stabilization of the structure and surface area. The increasing in the surface area and
porosity values has a direct influence in the adsorptive properties of the photo-catalytic
system. Thus, the dispersion of TiO2 on silica supports reveals a certain stabilization
of the anatase phase (91).

The mixture of two semiconductors, forming an electronic heterojunction, pro-
vides an approach to achieve a more efficient electronic process upon photo-induction
(charge separation, an increased lifetime of the charge carriers, and an enhanced inter-
facial transfer to adsorbed substrates) (98–102). As these two semiconductors exhibit
different energy levels for their corresponding conduction and valence bands, and
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therefore different band gap values, a synergetic effect in the photo-catalytic process
would take place. Serpone et al. (98) first reported the special interaction between
two photoactive semiconductors and the resulting interparticle electron transfer (IET)
with the subsequent enhancement of the reductive properties of titania. This syner-
getic effect in the photoinduction could be considered in two ways, depending on the
band gap values of the coupled semiconductors.

(1) Only one semiconductor undergoes in the photo-excitation, and the second is
not photoactive (103). Depending of the relative values of band gap and the
excitation energy, only one semiconductor would exhibit photoinduction. This
is the case of SnO2–TiO2 (Eg = 3.9 vs. Eg = 3.2 eV, respectively) composite
photo-catalysts when illuminated with UV light. It may be assumed that in this
case, the photo-active semiconductor in a heterojunction system may act as
similarly as a photosensitizer, but with the advantage that the driving force for
the electron injection may be optimized through confinement effects (104).

(2) The two semiconductors experiment photo-excitation upon illumination (105).
When band gap values are similar, or the photo-excitation energy is enough to
promote electrons from the valence band in both systems, e.g., ZnO–TiO2 or
ZnO–SnO2 (106).

17.2.1.3.2. Polyoxometalates The early transition metals (V, Nb, Ta, Mo, W)
in their highest oxidation states can form metal-oxygen cluster anions, commonly
referred to as polyoxoanions or polyoxometalates (POMs) (107). POMs could be
classified in the following groups (108):

(1) isopoly compounds of the general formula, MxOq−y, produced by acid con-
densation of pure MoO2–4 or WO2–4. The typical examples were Mo7O6–24
(or W7O6–24) and W10O4–32;

(2) heteropoly compounds of the general formula AaMxOq−y produced by acid
condensation of the mixed solution of MoO2–4 or WO2–4 and a heteroatom,
A (A = P, Si, As, Fe, Co, etc.), for instance, Keggin ion, PW12O3–40, and
Wells–Dawson ion, P2W18O6–62;

(3) mixed heteropoly compounds that contain various ratios of Mo and W arising
from a solution that contains both MoO2–4 or WO2–4 and a heteroatom, e.g.,
P2W15Mo3O6–62;

(4) Transition metal substituted POM (TMSP) produced by removing of M–O
moieties from the saturated POM and replaced by transition metals with a
varied of ligands, e.g., [PW11O39Mn(H2O)]6−.

POMs are efficient oxidants, exhibiting fast reversible multielectron redox trans-
formations under mild conditions. They have several features in common with
semiconductor metal-oxide clusters and can be considered as the analogous of the
latter. Both classes of materials are constituted by d0 transition-metals and oxide ions
and exhibit similar electronic attributes, including well-defined HOMO–LUMO gaps
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(similar to semiconductor band gaps). The gaps inhibit the recombination of electrons
and holes that are generated by the irradiation of the surface of the photo-catalysts with
the light energy higher than the band gaps. Recently the ability of POM as electron
acceptor has been applied to photo-catalytic systems, by adsorbing the POM species
on to the semiconductor as polyoxometalate clusters (109–111), or even hybrid com-
pounds consisting in an organic sensitizer molecule and a polyoxometalate unit (112).
By accepting the photo-generated electrons from the semiconductor, these systems
are able to retard the recombination process.

17.2.1.4. Adsorbent Supported Photo-Catalysts We have already described
composite photo-catalytic systems mixed oxides. The improvement of these systems
is referred in terms of the enhancement of the pollutant adsorption by an increment of
the surface area and porosity. Recently, many attempts have been reported to develop
photo-catalysts with special adsorptive properties. This is achieved by combining a
photo-active material with specific adsorbents with mesoporous, microporous, or pil-
lared structures such as activated carbon (113–117), clays (118,119), molecular sieves
(120), or zeolites (121,122). The principle of the photocatalytic enhancement is based
on the physicochemical adsorption of the pollutant or reaction intermediates in the
inert adsorbent followed by the photo-catalytic process on the active site incorporated
in the adsorbent matrix.

Among the mentioned supports, active carbon is the stronger adsorbent, with the
TiO2/C system the most studied one in either liquid- and gas-phase reactions. Carbon–
TiO2 can form different composites: titanium dioxide loaded on the activated carbon,
and carbon coating the TiO2 surface. In all cases, the enhancement of the photo-
catalytic activity of TiO2/C systems is explained by a synergetic effect between carbon
and the photo-active species. Optimum adsorption strength is needed to improve the
photo-activity. Structurally, a significant stabilization of the anatase phase is also
observed. Surface modification as increasing of surface area and acidity are also
reported (123,124).Additionally, in liquid-phase reactions, filtration seems to be aided
because the decantability of photo-catalyst suspension is improved (114,115).

Zeolites and molecular sieves are inorganic materials characterized by a charac-
teristic porosity and crystallinity, capable of complexing or adsorbing small- and
medium-sized organic molecules. Just in the case of zeolites and molecular sieves,
in addition to the adsorption enhancement, a shape selectivity of the substrate and
products must be taken into consideration. In this sense, for liquid-phase reactions,
it has been found that the hydrophobic–hydrophilic nature of catalysts significantly
influences the catalytic reactivity and selectivity. Furthermore, the encapsulation of
the photo-active semiconductor into heterogeneous zeolites or molecular sieves of
high surface area would be effective in increasing the number of surface active sites
due to the dispersion of the active species within the matrix structure and would
produce quantum size effects.

Within this group, TiO2–zeolite systems have been broadly studied. In this sense,
it has been found that the control of both the dispersed state of TiO2 and the porosity
of the zeolite is important to improve the adsorption and catalytic activity (122).
Titanium dioxide species anchored within the cavities or framework of the zeolite
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have revealed a unique local structure. Thus, from XANES spectra, it has been
reported that Ti-species present a tetrahedral coordination instead of the typical
octahedral coordination of TiO2 (125,126). In this regard, the preparation method
decisively influences the coordination state of Ti within the zeolite structure. Thus,
in Ti-exchanged Y-zeolite, highly dispersed tetrahedral Ti-oxide species are found;
meanwhile Ti-impregnated Y-zeolite involves the octahedrally coordinated Ti-oxide
species. Highly dispersed TiO4 species within the zeolite structure has been proposed
to exhibit much higher and exceptional photocatalytic activity as compared with
powdered TiO2, especially on the decomposition of NO toward N2 and O2, or even
for the CO2 reduction to form CH3OH and CH4 (127,128). For this later reaction,
it has been found that Ti-β zeolite catalyst having hydrophilic properties exhibited
higher reactivity than hydrophobic Ti-β, attributed to formation of the charge-transfer
excited complexes, (Ti3+–O−)∗. A charge transfer from the electron-trapped center
(Ti3+) into the π -antibonding orbital of NO and electron transfer from the p-bonding
orbital of another NO into the trapped hole center (O−) simultaneously occurs, leading
to the decomposition of two NO molecules. On the other hand, a high selectivity for
the formation of CH3OH was observed on the Ti-β catalyst having hydrophobic prop-
erties. Therefore, the hydrophilic–hydrophobic properties of these zeolites seem to be
the controlling factor in the reactivity and selectivity for the photo-catalytic reduction
of CO2 with H2O (129).

Molecular sieves are mesoporous materials possessing large surface areas that can
be used for harvesting light. The introduction of Ti-oxide species into the frameworks
of mesoporous silicas has been found to provide highly efficient photo-catalysts. The
channeling structure as well as the hydrophobic–hydrophilic character are the key
features controlling their photo-catalytic activity. One example of the porous control
of the photo-activity was provided by Yamashita et al. (130). Among the studied
mesoporous silicas employed as TiO2 support, the higher reactivity and higher selec-
tivity for the formation of CH3OH observed with the Ti-MCM-48 zeolite than with
any other catalysts TS-1 has a smaller pore size (ca. 5.7Å) and a three-dimensional
channel structure; Ti-MCM-41 has a large pore size (>20Å) but one-dimensional
channel structure; as Ti-MCM-48 has both a large pore size (>20Å) and three-
dimensional channels. A combined contribution of the high dispersion state of the
Ti-oxide species and large pore size having a three-dimensional channel structure
was proposed.

Similarly, TiO2 supported on pillared clays (mica, montmorillonite, and saponite)
has also attracted much attention as a new type of photo-catalyst, because its superior
adsorption property accelerates photo-catalytic reactions (131,132). TiO2-pillared
clay has a mesoporous structure due to its small TiO2 particles, which are located as
pillars between silicate layers, and it shows high adsorption ability due to its large
specific surface area. As known, the interlayer surfaces of the pillared clay generally
exhibit a hydrophobic character (133), which can be controlled by selection of raw
clay. This constitutes an advantage to adsorb and enrich diluted hydrophobic organic
compounds in water as toluene or trichloroethylene (134,135). In addition, it also
shows photo-catalytic activity owing to nanosized pillars of TiO2.
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17.2.1.5. Immobilized Photo-Catalytic Systems Currently, most research
in photo-catalysis is still devoted to powdered semiconductor catalyst. However, for
any practical device, immobilized catalysts are preferred in liquid-phase reactions to
avoid a costly separation step necessary after the reaction (136). Additionally, as the
photo-catalyst dosage is increased to increase the conversion rates in liquid phases,
the high turbidity created can decrease the depth of light penetration (137). Although
immobilized systems have the problem that they are difficult to scale and most often
have low interfacial surface areas, they exhibit interesting results in both liquid-phase
and gas-phase applications. The following considerations might be taken into account
when designing a photo-catalytic application using immobilized photo-catalysts:

(1) the exposed surface area can be considerably smaller than in the case of
suspensions;

(2) support might be an inert with respect to the reaction media;

(3) a good adherence might be achieved to avoid abrasion and the loss of active
mass;

(4) structural and surface interaction between the support and the immobilized
semiconductor should be positive, or at least might produce a minimal decrease
of the photo-catalyst performance.

Supports can be coated with photo-active films by different processes widely described
in the literature, such as, chemical vapor deposition, physical vapor deposition,
sputtering, electrophoretic deposition, and dip- and spin-coating with the desired
suspensions. Generally speaking, vapor methods (CVD and PVD) need instrumen-
tal setup capable to control pressure and temperature, and therefore, their initial and
running costs are normally high and the size of the substrate is limited. In this sense,
the sol-gel methods of preparing films on the substrates have many advantages over
other methods such as chemical vapor deposition, plasma spraying, anodization, and
thermal oxidation.

On the other hand, the selection of the support material is critical because it
directly affects the activity, homogeneity, and adhesion to the surface (138). Materials
like ceramics tiles, paper, glass, fibreglass, and stainless steel have been employed,
and other materials are currently being developed for possible future photo-catalytic
applications. In the support choice, the possibility of introduction of foreign cationic
impurities (Si4+, Na+, Cr3+, Fe3+) might be taken into account as a consequence
of the thermal treatment applied for the enhancement of the adhesion, because these
impurities would increase the electron-hole recombination processes (139).

Depending on its physical configuration, immobilized photo-catalytic systems can
be divided in two groups: those photo-catalytic systems dispersed or embedded into
a monolith acting as support, prepared by extrusion of a paste containing the photo-
catalyst precursor together with natural silicates (140,141), and those disposed in
films (137,142). However, most studied systems for photo-catalytic applications are
those disposed in thin-film structures.
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Within this configuration of thin film, it has been revealed that it should pay special
attention to specific parameters that affect to the final photo-catalytic activity of the
system. It is well known that the photo-catalytic activity of TiO2 thin films strongly
depends on the preparing method and post-deposition treatments, because they give
decisive influence on the chemical and physical properties of TiO2 included in the
films. Therefore, it is necessary to choose adequate processing conditions to fabricate
highly active photo-catalytic thin films (143). Thus, it has been pointed out that film
thickness, porosity, and surface structure are crucial features to be considered in the
immobilized photo-catalytic systems (144–146). Films with thickness smaller than
the space charge layer have showed a larger photo-current than films with thickness
larger than the space charge layer. The increase in photo-current is due to the effec-
tive electron-hole separation throughout the whole film thickness and the reduction
of bulk recombination. Aggregation of TiO2 particles in the interior region of thick
films causes a decrease in the number of active sites and an increase in opacity and
light scattering. Porosity and surface area also directly control the photo-activity of
films. An appropriate roughness, and consequently high surface area and porosity,
is proved to be beneficial for the enhancement of photo-activity of films (147–149).
Finally, the selection of the film support is also of great significance. As mentioned,
there is a great variety of support materials studied in photo-catalysis. The support
choice is conditioned by its costs and its transparency to radiation. It is also worthy
to note that in addition to the incorporation of impurities, the possible structural and
electronic interactions between the coating and the support will affect the final photo-
catalytic activity. Thus, in the case of TiO2, the anatase–rutile transition temperature
is found to be increased when TiO2 is coating a glass support (borosilicate, ITO)
(150) or stainless steel (151). Lassaletta et al. (152) describe the chemical interaction
between TiO2 and SiO2 from the support by the formation of Si–O–Ti bondings.
These bondings would induce a tetrahedral environment of Ti at the interface leading
to a diminution of the electron mobility, and an increment of the band gap due to
quantum effects.

17.2.2. Visible-Active Systems

Visible-light-driven photo-catalytic technology has attracted much attention and been
widely studied, with the final aim of efficiently converting solar light energy into useful
chemical energy. The effective utilization of the solar energy will lead to promising
solutions not only for energy issues due to the exhaustion of natural energy sources
but also for the many problems caused by environmental pollution. Semiconductor
photo-catalysis is one of the most efficient technologies to eliminate undesired chem-
ical substances for environmental conservation and to split water for green-energy
hydrogen production (153–155). The development of new photo-catalytic materials
seems to be a main research target in this field. In this sense, many efforts have been
paid in recent years to develop new types of photo-catalyst materials active under
sunlight mainly based on oxide semiconductors (154–157), which will be reviewed
in this section.
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The most viable nanoparticles for photo-catalysis are titanium dioxide, in its
anatase phase, because of its high oxidative power, photo-stability, low cost, and
nontoxicity (see Section 17.2.2) (2). Unfortunately, because of its large band gap of
3.2 eV, it can be activated only under UV light irradiation of wavelength less than
387 nm (158). UV light constitutes only a small fraction (5%) of the solar spectrum,
so any improvement of the photocatalytic efficiency of TiO2 by shifting its optical
response to the visible range will have a profound positive effect. An important option
to enhance the photo-response of titania consists of favoring the crystallization of other
TiO2 polymorphs, which have been described as susceptible materials to absorb visi-
ble radiation. The ab initio investigation of the electronic and optical properties of
fluorite- and pyrite-type TiO2 indicates that such cubic phases have important optical
absorptive transitions in the region of the visible light. This fact is explained by the
existence of a large amount of localized Ti d states at the bottom of the conduction
band (159). On the other side, the rutile phase has a narrower band gap (3.0 eV)
than anatase (3.2 eV) and hence should be easily shifted to the visible light region
by suitable modification. The major obstacle for using rutile TiO2 resides on the
high calcination temperature necessary to synthesize it, which usually is obtained by
calcining anatase samples. Controlling the synthesis method, it is possible to obtain
an optimal rutile sample whose modification by sulfate promotion furthers the visi-
ble absorption (160). SO2−

4 -promoted titania incorporates the sulfate species into the
TiO2 network and occupies oxygen sites to form Ti–S bonds. The sulfur 3p states
combine with the original titania valence band and contribute to the increased width
of VB; this effect produces the decreasing of the band gap and consequently the visi-
ble absorption. Nevertheless, the main number of attempts dedicated to TiO2 with the
goal of improving their optical absorption and photo-catalytic performances is mainly
focused on anatase modification (126,161). In this sense, the literature describes as
the most feasible modifications processes such as doping (cationic or anionic), metal
deposition, and surface sensitization (6,126), which will be described subsequently.

17.2.2.1. Anion and Cation Doping The cation doping has been described
in Section 17.2.1.1 to explain its relevance in the UV-active systems. Nevertheless,
doping the semiconductor with various transition metal ions may also lead to an
enhanced photo-efficiency of the systems using solar irradiation, increasing the semi-
conductor efficiencies in the range 20–30% (6,126,162). Metal doping influences the
photo-reactivity of TiO2 by acting as electron or hole traps and by altering the e−/h+

pair recombination rate (see Figure 17.1). Metal incorporation introduces new energy
levels in the titania band gap (163). These energy levels induce the red shift in the band
gap transition and the visible light absorption through a charge transfer between the
dopant and the semiconductor bands or through a d–d transition in the crystal field.
The photo-physical mechanism of doped semiconductors is not always understood.
Among others, unsolved problems related to the surface structure and to the contri-
bution of the charge carrier dynamics are the main reasons for the complex study. All
of these factors are the main cause for the controversy found in the literature con-
cerning the doping effect. The transition metal ions more studied for titania doping
are W (161,164), V (165), Fe (166), Cr (167,168), Au (169), and Mo (63,170) also,
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some studies exist in which the dopant agent are no transition cations such as earth
alkaline metals (171) or even Bi (172). Their contribution on photo-catalytic activity
under visible light is mainly related to the recombination rate (63), which in some
cases is a positive effect, but in other cases, although the metal provokes an extension
of absorption in the visible region, it does not enhance the photo-catalytic activity
mainly focused on degradation reactions (62).

One new approach to induce visible light activated TiO2 photo-catalysts is by
doping with anions, such as N3−, C4−, and S4−, or halides (F−, Cl−, Br−, I−) (163).
It is suggested that these species substitute the oxygen lattice on TiO2 and lead to a
band gap narrowing, resulting in high visible absorption. Many works described the
enhanced photo-catalytic properties of titania by nitrogen doping (173–176), although
special care must be taken on the synthesis method (177–179). The nitrogen doping of
TiO2 was expected as a method for narrowing the band gap by changing the valence
band structure without a change in the position of conduction band. Nevertheless,
an open question in this approach is to know how the absorption shift occurs. The
theory suggests that the narrowing of the band gap is due to mixing the N 2p and
O 2p states (155,180), which identified the dominant transitions at the absorption
edge from those from N 2p� to Ti dxy, instead of from O 2p� as occurred in TiO2
(181). Nevertheless, Irie et al. (182) suggest that the N 2p levels are separated (not
mixed) from the valence band (formed by O 2p states), forming an isolated narrow
band responsible for the visible light sensitivity of the oxynitride powders. On the
other hand, some authors suggest that the N doping of TiO2 is similar in properties
to impurity sensitization (183). In this sense, the doped nitrogen exists as NO, and no
Ti–N bonding is formed, contrary to the other cases where N is located at lattice O
sites. Furthermore, doping with nitrogen not only modifies the electronic properties of
titania but also can induce the formation of oxygen-defect sites (184). These species
influence the photo-catalytic activity of N-doped TiO2 because it can act as charge
trapping centers; more details about this fact will be described in Section 17.4.

Coke-containing titanium dioxide is also active under visible radiation, showing a
band gap narrowing comparable with the value observed for nitrogen-doped titania
(185). However, the activity of TiCxO2−1/2x is quietly lower than nitrogen doped sys-
tems probably due to the location of the valence band, the upper level of the BV shifts
toward negative potentials, and thus, the oxidation power can decrease considerably
(186). The characterization performed by density functional theory (DFT) methods
suggests that carbon atoms substitute the oxygen sites, without structural changes,
yielding a visible light response due to the appearance of an unoccupied impurity
state occurring in the band gap. The consequently photo-catalytic activity depends
on the oxygen vacancies formed during carbon doping because these defects fill the
in-gap impurity states by emitting electrons inhibiting the photo-catalytic reaction
(187). The synthesis method can also influence the TiO2 band gap narrowing, which
makes it possible to obtain systems with an optical gap of 2.32 eV (188) and 2.0 eV
(189) by thermal treatment in air.

Other anionic dopants have been studied to enhance the photocatalytic activity of
TiO2 with visible light, as sulphur (190,191) and some halides (192–194). Although
S has a larger ionic radius compared with N or C atoms, it has been possible to
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synthesize titanium oxysulfide where S bonds to Ti by substitution at O sites. Different
band calculations indicate that the S 3p states mix with the valence band of TiO2
increasing the width of the VB itself. This results in a decrease in the band gap energy
and consequently leads to the photon-to-carrier conversion in the visible light region
(195,196). A promoting effect on the photo-catalytic activity was also found in F-
doped titania (192,193). Fluoride has been described as a substitutional component
in TiO2, especially at low concentrations (197). It has been described that F presence
enhances the photo-catalytic performance by reduction of the recombination rate of
the photo-generated charge carriers (198). This behavior is favored by the fact that
the ionic radius of F− ion is close to that of O2− ion. Thus, an appropriate amount
of F− doping can fill the oxygen vacancies decreasing the recombination process
(192,199).At this point, relevant to mention is a recent report that describes the iodine-
doped titania as a novel visible-light photo-catalyst. Iodine incorporation causes an
absorption in the visible light range with a red shift in the band gap transition (194).

These studies demonstrate that the doping process can provide an effective modifi-
cation of the electronic structure of TiO2 for the visible light absorption. The literature
also shows the use of two dopants as another strategy to extend the visible response
of titania samples (163). Recent works analyze the TiO2 codoping process, showing
optimum visible response with two different nonmetalic dopants, such as N/F (200)
or N/C (201), with mixed metallic and nonmetallic dopants, such as La/N (202), or
with different metal atoms, such as Sb/Cr (203).

17.2.2.2. Metal Deposition Metal coating has been described as an enhanced
method to improve the photo-catalytic efficiency of a semiconductor under UV light
(see Section 17.2.1.2.). The principal mechanism, described in Figure 17.2, consists
of the photo-generated electron migration to the metal where it becomes trapped,
avoiding the recombination process and favoring the hole diffusion to the surface (2).
The utilization of these novel semiconductors under visible radiation has received
some attraction, although their optimization must be investigated (4). One of the
most popular metal coating systems has been Pt/TiO2, which shows high conver-
sion rates for different photo-catalytic reactions under UV light (see references from
Section 17.2.1.2.). When this system is employed under solar or visible radiation, its
efficiency is poor, as showed for the solar hydrogen production reported by Arakawa
et al. (204). Better results have been recently obtained by Ag-deposited TiO2 cata-
lysts for the photo-catalytic degradation of rhodamine B under visible light (205).
Compared with the pure TiO2, the Ag-coated TiO2 exhibits a significant increase in
the photo-degradation rate, which results in an optimum Ag content (2%) to achieve
the highest photo-efficiency. The authors suggest that Ag deposition enhances the
photo-reaction according to the cooperative effects of three mechanisms. The first one
supposes that Ag nanoparticles act as electron traps, enhancing the electron-hole sep-
aration and the subsequent transfer of the trapped electron to the surface. The second
one considers the dye adsorption because the number of adsorbed molecules increases
when titania is coated with silver. Thus, the presence of these molecules at the surface
improves the photo-excited electron transfer from the visible-light sensitized dye to
the conduction band and subsequently increasing the electron transfer to the surface.
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The last mechanism involved is the plasmon-induced charge separation, which also
has been described for Au-coated TiO2 systems (206). This mechanism supposes that
the visible light generates the photo-excited state of the metal nanoparticles based on
the surface plasmon resonance. Then the photo-excited electrons are injected into the
TiO2 bulk improving the electron-hole separation (205). Simultaneously, the oxidized
metal nanoparticles take electrons from a donor in the solution.

Other possible way to obtain a visible light sensitized photo-catalyst consists of
TiO2 impregnation with platinum group metal chlorides (4). Kisch et al. (207,208)
studied TiO2 impregnated with chlorides of Pt(IV), Pd(II), and Rh(III) for visible
photo-degradation of 4-clorophenol, describing the TiO2-chloroplatinate as the sam-
ple most active. The Pt complex is electronically excited by the absorption of visible
light and undergoes homolytic cleavage of a Pt–Cl bond to generate intermediates
of Pt(III) and an adsorbed chlorine atom. The former species injects an electron into
the conduction band of the semiconductor, which subsequently reduces oxygen to
superoxide and, eventually, leads to the generation of a hydroxyl radical, which both
with the adsorbed chlorine atoms are assumed to oxidize the reactant. The complex
content dependence was also investigated.A maximum rate was described around 3%,
followed by a decrease at a higher platinum amount assigned tentatively to increas-
ing Pt–Pt interactions (209). Gold and rhodium chlorides have also been described
as sensitizers that operate via a mechanism similar to that indicated for platinum
complex (209). These metal complexes suffer the problem of a slow but, ultimately
limiting, photoinstability. Therefore, although metal coating has attracted a great deal
of attention, its future as a route to sensitizing photo-catalytic reactions with visible
light must be investigated.

17.2.2.3. Visible Light Sensitizers The solar energy improvement has moti-
vated other fields of research, which consists of TiO2 photosensitization by combining
them with organic (210) and inorganic dyes (211–214) as well as with narrow
band gap semiconductors (215). Dye-sensitized nanocrystalline TiO2 promises to
approach in the development of visible light responsive catalysts. Various photo-
sensitizing dyes have been investigated (204,216). Grätzel et al. reported different dyes
based on ruthenium complexes, such as (cis-di(thiocyanato)-N , N-bis(2,2′-bipyridyl
dicarboxylate) Ru(II) and the “black dye” based on the trithiocyanato–ruthenium
complex (211,214,217,218). Other charge transfer complexes capable of absorbing
strongly in the visible spectrum have been formed on the TiO2 surface after adsorp-
tion of transition metal cyanides, such as [(Fe/Ru/Os)II(CN)6]4−, ReIII(CN)4−

7 , or
[(W/Mo)IV(CN)8]4− (219). Reviewing the literature, the sensitizers of preferred
choice are transition metal complexes derived from polypyridines (Ru(II)) (221–223),
porphiryns, or phtalocyanines [Zn(II), Mg(II), Al(III)] as ligands.

In these systems, the dyes absorb visible light to form electronically excited states.
From these states, electrons are injected into the conduction band of the semiconductor
producing the visible photo-response of the catalyst. To work effectively, the excited
state of the sensitizer needs to be located above the bottom of the semiconductor
conduction band (224). A strong interaction between sensitizer and semiconductor is
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also required to have a fast and efficient electron injection. Consequently, the resulting
effects of sensitization are

(1) the increasing of the efficiency of the excitation process, and

(2) the expansion of the absorption spectrum of the semiconductor through the
excitation of the sensitizer. However, synthesis of these dyes involves several
steps that increase their cost, and their thermal and photo-chemical stability is
poor (162).

For these reasons, the attempts in photo-catalysis have been focused to replace the
dye as sensitizer materials by semiconductor nanoparticles. More details about these
sensitizers can be found in Chapter 16.

The association of TiO2 with other semiconductors, possessing different energy
levels from their corresponding conduction and valence bands, can enhance its photo-
catalytic activity by increasing the charge separation. Two different cases can be
distinguished, as described in Section 17.2.1.3 for UV-active systems: First, only one
semiconductor is illuminated and the second is nonactivated; or second, both are
illuminated. A proper placement of the individual semiconductors (e.g., convenient
energy levels of the coupled photo-catalyst) and optimal thickness of the covering
semiconductor are crucial for efficient charge separation. Undoubtedly, the geom-
etry of particles, surface texture, and particle size also plays a significant role in
the interparticle electron transfer (6). Different semiconductors have been studied to
improve the solar absorption of titania, basically focused on metal chalcogenides.
Bi2S3 is a promising candidate material because it has a fundamental absorption
edge close to 800 nm. Different works have been made to control the synthesis of the
sulphide nanoparticles and their interaction with titanium oxide, focusing on the par-
ticle distribution and tuning the conduction band as required (225). It is possible to
obtain optimum Bi2S3/TiO2 systems by a direct mixture of both semiconductors
showing visible photo-degradation of different contaminants. Nevertheless, when
the heterojunction is made by a precipitation method, no degradation is detected,
which is attributed to titania covering by Bi2S3 films (100). CdS is also an important
semiconductor owing to its unique electronic and optical properties and its potential
applications in solar energy conversion and heterogeneous photocatalysis (226). The
interaction CdS/TiO2 yields optimum photo-catalytic activities under visible radia-
tion. CdS can absorb visible light and generate electrons and holes. These electrons
are injected into the conduction band of the TiO2 particles where they can react with
the surface reactants (228). These systems have been employed in different photo-
catalytic reactions, such as contaminant photo-degradation (100) or water splitting
(229). For many years, Mo and W dichalcogenides have been studied as potential
electrodes for electrochemical solar conversion (230). However, the heterojunction
of these semiconductors with titania has not been explored in detail because their
conduction band energy levels are more negative than that of TiO2. This means that
the electrons cannot be transferred from them to TiO2 energy levels. Even so, it has
been reported that these chalcogenides exhibit quantum confinement effects, which
increase their band gaps (231–233). This alternation allows employing MoS2 and
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WS2 as photo-sensitizers for visible light. In this sense, Ho et al. (234) described
MoS2 and WS2 nanocluster sensitized TiO2 as an active photo-catalyst for the photo-
degradation of contaminants under visible light. As described, the photo-generated
electrons formed in MS2 are transferred from the CB of chalcogenide into TiO2 where
they are accumulated at the lower lying CB of TiO2, while holes accumulate at the
VB of WS2.

Although less studied, H2O2 has been described as a visible surface sensitizer
that provides a novel approach for utilization of solar light to photo-degrade different
pollutants (163). H2O2 can form complexes with valance-unfilled Ti(IV) on titania
surface, exhibiting visible absorption. This light absorption produces photo-generated
electrons that are transferred from the surface complexes to the CB of TiO2, forming
�OOH or �OH radicals that can produce the photo-oxidation of organic contaminants.

17.2.2.4. Titania Supported The synthesis and optimization of nanosized TiO2
particles dispersed in porous supports have received attention to find new materials
that can operate under visible light irradiation (162). The use of zeolites to improve
the photo-efficiency of titania under UV light has been detailed in Section 17.2.1.4.
These UV-active Ti/zeolites systems are not effective under visible light, but the metal
implantation method enhances the visible absorption. In this sense, V-ion-implanted
Ti/zeolites appears as optimum visible-photo-catalysts that led to high yield for
decomposition reactions (235). In these systems, titanium oxide species are local-
ized in tetrahedral coordination within the zeolite frameworks forming the Ti–O–V
linkage with implantedV ions. This junction leads to the modification of the electronic
properties of Ti-oxide species and enables the absorption of visible light to initiate
reactions (236).

17.2.2.5. Metalates The strategies described in the literature to enhance the visi-
ble light absorption are focused on the modification of the conduction bands of stable
oxide semiconductors. In general, these oxides are based on metal cations with d0

or d10 configurations. The CB is formed by the empty orbitals of the metal cations
(LUMOs), whereas the VB is based on O2p orbitals. A way to modify the band gap
consists of creating an electron donor level or a new valence band, which are effects
described in the section above for the titania doping process. A new valence band
could be also performed, employing elements with orbitals other than O2p; in this
sense, different metalates, described as AxByOz, have been studied as optimal mate-
rials for visible light absorption. The development of these materials is influenced by
their photo-catalytic applications, with photo-degradation reactions and water split-
ting being the most common (43,154). Both types of reactions need semiconductors
with an adequate band gap, but the last one is also important for the potentials of
the conduction and valence bands; the bottom level of the CB must be more negative
than the reduction potential of H+/H2, whereas the top level of the VB must be more
positive than the oxidation potential of the O2/H2O (153,237). In this sense, different
AxByOz systems have been studied to obtain useful photo-catalysts for an optimum
solar enhancement.

The presence of cations such as Bi3+, In3+, Sn2+ (s2 configuration), or Ag+ (d10

configuration) in an oxide system manages to elevate the valence band by means of the
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combination of their respective orbitals with the O2p orbital from the oxygen, narrow-
ing the band gap of the semiconductor. In this way, oxides such as BiVO4, Bi2WO6,
AgNbO3, and InMO4 (V, Nb, Ta) have been described as potential photo-catalysts for
water splitting under visible radiation (153,154,238–243). The conducting properties
of these materials depend on their electronic properties; as an example, it has been
reported that the introduction of s orbital components increases the charge mobility
and, at the same time, tunes the relative positions of CB and VB for InMO4 systems
(244). On the other side, the relevance of the structural properties is mainly due to
the complex structures that these materials present, such as perovskites, scheelites, or
spinels (245). The existence of chains or layers constituted by MO6 octahedron favors
the formation of a narrow conduction band and the delocalization of the charge carri-
ers (246–248). As occurred in the case of TiO2, the photo-response of these materials
could be enhanced by the doping process choosing as dopants metal cations (246,249–
251) or, even, some anions as nitrogen (252,253). Likewise, it has been confirmed
that AMO4 solids (M = Cr (254,255), Mo (256) , W (240,257,258); A =Ag, Bi, Pb,
Sr, Ba) present optimum band gaps with related potentials to the reduction-oxidation
of the water. Some AxByOz have been reported as an effective photo-catalyst for con-
taminant degradation; important to mention are CaBi2O4 (259), CaIn2O4 (260–262),
or Bi2WO6 (263), based on the modification of the valence band by ns2 orbitals.
Nevertheless, these materials present an important difficulty that consists of their low
surface area and high particle size, mainly due to the synthesis method employed for
their preparation that requires high temperatures. For this reason, important efforts
are being performed to optimize the properties of these metalates to improve their
photo-efficiency under visible light.

17.2.2.6. Oxynitrides, Nitrides, and Chalcogenides Most semiconductors
employed in photo-catalytic reactions under solar irradiations are based on oxide
compounds, just as has been described up to now. Nevertheless, other materials have
been described as efficient semiconductors for photo-catalytic applications. Recently,
(oxy)nitrides containing Ti4+ or Ta5+, such as LaTiO2N (264,265), MTaO2N (266),
TaON (267–270), and Ta3N5 (271,272), have been reported as potential visible-
light-driven photo-catalysts. These systems have small band gap energies (e.g., TaON:
2.5 eV, MTaO2N: 2.5–2.0 eV, Ta3N5: 2.05 eV) and absorb visible light at wavelengths
500–630 nm via the N2p orbitals of the top of the valence bands (273). The chalco-
genides have also been studied as new visible-light-driven photo-catalysts, mainly
based on MoS2, ZnS, and CdS semiconductors (232–276). These sulphides have
narrow band gaps that are suitable for photo-catalytic reactions. However, they usu-
ally have poor thermal and chemical stability. For this reason, some efforts have
been focused on developing an optimum chalcogenides photo-catalyst, obtaining
satisfactory results with metal doped systems, such as Ni–ZnS (154,277).

17.2.3. Mechanism of Photo-Reactions: Liquid and Gas Phase

As can be inferred, heterogeneous photo-catalysis is a process in which a combination
of photo-chemistry and catalysis is operable and implies that light and catalyst are
necessary to bring out a chemical reaction. In this section, we attempt to illustrate
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possible photo-chemical phenomena that might be considered and that make possible
the photo-catalytic reaction at the semiconductor interface. Thus, the primary steps
involve the formation of the conduction band electrons and valence band holes and
migration to the oxide surface. When carriers reach the surface, they can be ultimately
tapped by intrinsic subsurface energy traps for holes and surface traps for electrons.
Interfacial transfer lead to the final photo-reaction, oxidation in the case of hole
transfer, and reduction in the case of electron transfer (278,279).

h+ + (Red2)ads −→ (Ox2)ads (17.5)

e− + (Ox1)ads −→ (Red1)ads (17.6)

Moreover, the secondary steps would also involve the reaction with chemisorbed
O2 and/or OH−/H2O molecules to generate a reactive oxygen species, such as O2

�−,
HOO � and OH � radicals that will promote oxidative photo-reactions. In most exper-
iments and applications with semiconductor photo-catalysis, oxygen is present and
acts as an electron acceptor; thus, the formation of these radicals is aided. These
oxygen species exhibit significantly high oxidant power, which can attack organic
pollutants and lead to their partial or complete degradation. In addition to oxygen
radicals, H2O2 can also be obtained from two different pathways in aerated aqueous
solutions by means of photo-generated electrons and holes. This simple description
of the chemical features in fact turns to a complicated concurrence of simultaneous
reactions that drive the final photo-activity.

The simplified pathway for the photo-catalytic degradation of organic pollutant
can be summarized as follows:

Organic pollutant + TiO2 + hν −→ CO2 + H2O + mineral acid (17.7)

However, the detailed mechanism of the photocatalytic process is still not com-
pletely clear, particularly that concerning in the initial steps involved in the reaction
of reactive oxygen species and the organic molecules. A simple summary of the
secondary reaction steps could be as shown in Table 17.1.

TABLE 17.1. Surface Reactions Occurring in Photo-Catalytic Processes.

Surface Reactions Involving Holes Surface Reactions Involving Electrons

O2 + e− → −O− �

2
−OH− + h+ → −OH � −O− �

2 + H+ → HOO �

−H2O + h+ → −OH � + H+ −O− �

2 + 2H+ → H2O2

2H2O + 2h+ → H2O2 + 2H+ −O− �

2 + e− → −O2−
2

H2O2 + e− → 2OH �

H2O2 + −OH � → HOO � + H2O
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Regarding the oxidizing species (radical species versus hole), it has been stated
that there are chemical evidences that both contribute to similar oxidation pathways.
In this sense, for the photo-oxidation of phenol, the same intermediates have been
detected by considering direct hole oxidation or radical oxidation (280).

A complete description of the photo-oxidation pathway for organic compounds
is significantly complex. Detailed description of several pollutant photo-degradation
in the presence of TiO2 as catalysts has been reported by some authors (281–285).
Commonly, the first step consists of the initial radical attack to the organic compound
leading to double bond breaking, by means of electrophilic attack. Thus, in the case
of aromatic molecules, the hydroxylation of the ring would lead to quinone and
hydroquinone molecules. Following this scheme, further hydroxylation of formed
intermediate molecules would lead to aliphatic intermediates.

On the basis of the photo-chemical processes described, various factors can affect
the photocatalytic reaction rates in liquid-phase reactions. For example, the pH of the
solution determines the surface charge on the semiconductor and the speciation of the
substrate to be transformed. As it can be inferred from the above reaction schemes,
the surface density of OH has an important role in the efficiency of the photo-catalytic
process and strongly affects the rate of the oxygen evolution.

On the other hand, adsorption processes seem to have a particular importance
because photo-catalytic reactions originate in the interface. It is logical to expect that
the rate of pollutant degradation will be related to the adsorbed substrate concentra-
tion. Thus, the nature of substrate and its ability to be adsorbed clearly determine the
photocatalytic efficiency (286). In this sense, Tanaka et al. found that the adsorption of
dyes on TiO2 was an important factor determining the final degradation rate (287). The
kinetic regime depends on the substrate concentration, showing, in most cases, a Lang-
muirian behavior. Nevertheless, certain gas–solid adsorption–desorption equilibrium
could be described by the Henry type relation, for which the initial photo-degradation
rate was proportional to the square root of the adsorbed substrate concentration (288).

The photonic flux is also important because an excess of light promotes a faster
electron-hole recombination. Ollis et al. (289) reported the effect of light inten-
sity and stated that, at low intensities, the rate increased linearly with photon flux.
At intermediate intensities, the rate depended on the square root of light intensity.
And at high light intensities, the rate is independent of light intensity. Furthermore,
Brusa et al. (290) recently reported that for the photocatalytic TiO2 oxidation of
cyclohexane, product selectivity and total efficiency of mono-oxygenated products
critically depend on the irradiation conditions.

Particularly in gas-phase photo-reactions, the main factors affecting the
photo-catalytic activity are reaction temperature, the presence of water, and the
strong adsorption of intermediates, byproducts that could lead to the practical catalyst
deactivation.

Temperature is one important factor in gas–solid heterogeneous photo-catalytic
reactions. In the case of photo-catalytic oxidation applications in water, the narrow
temperature range, which can be selected, can be a serious drawback, but in gas-phase
applications, the operational range is wider. Catalytic oxidation with high yields is
possible today at temperatures as low as 150 ◦C. High temperatures generally lead
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to higher rates because they provoke a more frequent collision between the substrate
and the semiconductor. Generally speaking, an increase in the reaction temperature
leads to an enhancement of the reaction rates, except for the photo-generation of
electron-hole pairs (291). Thus, it has been reported that photo-catalytic degradation
of trichloroethylene and methanol was more effective at a moderate temperature
than at higher temperatures (292). Complete mineralization of trichloroethylene is
significantly improved by increasing temperature up to a temperature limit of 125 ◦C
using a TiO2–monolith type photo-catalyst (293). Adsorption/desorption limitation
during the photo-catalytic oxidation at temperatures above 125 ◦C is assumed to be
the reason of the degradation drop above this temperature. At low temperature, the
product desorption can be the rate-limiting (294) step; in contrast, adsorption of
reactant would be the rate determining step at high temperature (292). Therefore, a
compromise situation might be achieved in each specific case.

For gas-phase photo-degradation reaction, the substrate adsorption process is
critical, and it has been reported to strongly depend on the relative humidity (295,296).
The influence of water vapor on the photo-oxidation is complex because water plays
an important role in the formation of the active species. In certain cases, the presence
of water could be beneficial; meanwhile, in other cases, it has been reported to be
detrimental. In general, it is assumed that water vapor has two different roles. At low
humidity levels, water seems to aide to keep constant oxidation rates by the reposi-
tion of the surface hydroxyl groups exhausted during reaction. On the contrary, high
concentrations of water vapor occur, a competition between water and an organic
pollutant substrate for active sites would take place, and a significant decrease in the
adsorbed substrate clearly influences the final photocatalytic degradation rate (297).
Furthermore, the recombination process could also be favored by the presence of
adsorbed water (298). However, as stated, a certain degree of humidity is required to
keep the catalyst surface hydroxylation (295,299).

Deactivation processes seem to be more important in gas-phase reactions than in
liquid phase. Some intermediates such as carboxylic acid formed during the photo-
degradation of the organic pollutant can be chemisorbed at the active sites, leading to
a progressive photo-catalyst deactivation. Up to date, there have been a few reports
concerning the origin of the often observed decline in the photo-catalytic reactivity
of TiO2 photo-catalysts in both aqueous and gas-phase reaction systems (298,300–
302). Cunningham et al. (303) reported this deactivation process in the gas-phase
photo-catalytic reactions, pointing out three possible causes:

(1) the active site blocking by CO2 as well as other carbonaceous deposit
adsorption,

(2) the large consumption of the surface oxygen species, and

(3) the irreversible dehydroxylation of the surface.

17.2.4. Mechanism of Photo-Reactions: Disinfection

There are many circumstances in which it is necessary or desirable to remove or
kill micro-organisms found in water, air, on surfaces, or even in a biological host.
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Actually, the processes for pathogenic organism removing represent a top priority.
Disinfection is required for water human consumption or in medical facilities in which
biological contamination might be prevented. In this sense, many authors have shown
the ability of the photo-catalytic process as a germicide method. By contrast to photo-
catalytic processes, the water disinfection by UV light has been intensively studied
for many years (304), and mechanisms of UV action and subsequent dark repair of
cells has been proposed (305). Different mechanisms involved in the bactericidal
action of TiO2 photo-catalysis have been described (306,307), some of which were
reviewed by Blake et al. (309). Results from the above studies suggest that the cell
membrane is the primary site of reactive photo-generated oxygen species attack.
Oxidative attack of the cell membrane leads to lipid peroxidation. The combination of
cell membrane damage, and further oxidative attack of internal cellular components,
ultimately results in cell death.

Photo-catalytic methods are unique in having several modes of action that can be
brought to bear on disinfection. The target of disinfection processes are pathogenic
organisms, including viruses, bacteria, fungi, protozoa, and algae. Ireland et al. (310)
were the first to report inactivation of micro-organisms in waters using TiO2 as a photo-
catalyst. Further studies reported the photo-catalytic inactivation of bacteria such as
Escherichia coli, Bacillus pumilus, Salmonella typhimurium, Serratia marcescens,
Pseudomonas stutzeri, Staphyloccus aureus, Streptococcus mutants, Lactobacillus

acidophilus, Streptococcus rattus, Actinomyces viscosus, Streptococcus sobrinus,
Bacillus subtilis, spores of Clostridium perfringens, as well as lactobacillus phage
PL-1, poliovirus, phage Q, and phage MS-2, virus (309). When water samples were
irradiated with a UV-lamp (300–400 nm) in the presence of a semiconductor, a rapid
cell death was observed. This effect was attributed to the generation of the strong oxi-
dant OH � radicals (311). Therefore, the conjunction of UV-light and a photo-active
semiconductor were essential for the effective bacterial deactivation (312,313). The
mechanism leading to the cell death is not yet fully understood. For a cell or virus in
contact with TiO2 surface, there may be a direct electron or hole transfer to the micro-
organism or one of its components. Additionally, if TiO2 particles have adequate
size, they may penetrate into the cell and these processes could occur in the interior.
The first proposed mechanism implies the oxidation of the intracellular coenzyme
A, inhibiting the cellular living. On the contrary, it has also been proposed that cell
death takes place by cell wall harm. This wall damage, followed by cytoplasmic mem-
brane damage, leads to a direct intracellular attack as the sequence of events when
micro-organisms undergo TiO2 photo-catalytic attack. After eliminating the protec-
tion of the cell wall, the oxidative damage takes place on the underlying cytoplasmic
membrane (314,315).

Many parameters are affecting the photo-catalytic disinfection process. In addition
to the well-known operational parameters that influence the photo-catalytic process
(pollutant concentration, pH, catalyst loading, ionic strength, photon flux, etc.) (283),
photo-catalytic disinfection is affected by some others factors. Concerning photo-
catalytic degradation of micro-organisms, Rincon et al. described the influence of
several parameters on the photo-catalytic disinfection of water using TiO2 as a photo-
catalyst (316–318). They evaluated parameters such as light intensity, periodicity of
irradiation, temperature, turbidity, and the amount of suspended and fixed catalyst.
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Furthermore, the sensitivity of micro-organism to photo-catalytic treatment is clearly
influenced by the chemical and microbiological characteristics of waters.

Bacterial reactivation after a photo-catalytic process is a serious problem that
must be taken into account (319). In this sense, the rate of bacterial reactivation after
photo-treatment is probably influenced by the generation of bioavailable organic and
inorganic intermediates generated during photo-catalytic treatment and depends on
the chemical characteristics of water. Illumination time is one of the most affecting
parameters related to complete micro-organism inactivation. In this sense, it has been
reported that in same cases, long irradiation time is required (316,320), whereas
in some other cases, intermittent illumination is required. As a consequence, the
effective disinfection time required for total inactivation of a micro-organism should
be determined for the evaluation of the effectiveness of photo-catalytic disinfection
to assure no regrowth process.

As mentioned, turbidity, caused by the presence of particulate matter, is an impor-
tant parameter that affects negatively on the bacterial inactivation rate. This diminution
in the disinfection process can be explained in different terms such as bacterial growth
stimulation, oxygen diminution, competition of organic particles toward OH radical,
or diminution of light penetration (316).

In the same way, temperature greatly influences photo-catalytic disinfection pro-
cesses. Thus, micro-organism elimination by photo-catalysis is notably susceptible
to this parameter, and narrow temperature ranges must be set to perform the best
photo-catalytic disinfection rates. Additionally a critical temperature range exists for
each kind of micro-organism that depends at the same time on other factors such as
cell concentration or their physiological conditions.

Thus, the real application of photo-catalytic disinfection is limited by the above
described factors, including long irradiation times to achieve safe inactivation rates
and bacterial reappearance. From these considerations, the photo-catalytic inactiva-
tion of micro-organism is restricted to small volumes of water with a low microbial
contamination.

17.3. POTENTIAL ASSISTED PHOTO-CATALYSIS

As stated in this chapter, photo-catalytic systems based on solid suspensions of semi-
conductor catalyst need a separation step at the end of the degradation process. To
overcome this problem, immobilized systems have been proposed. However, in such
systems, an additional diffusional limitation of reactives and products at the surface
clearly leads to low quantum efficiency for the generation of surface hydroxyl groups.
Low photocatalytic efficiency is therefore caused by a highest recombination rate with
respect to charge transfer processes.

The first approach to enhance the efficiency of the photo-catalytic process is
therefore the scavenging of photo-generated charge carriers and the enhancement
of charge transfer of electrons and holes to their respective acceptors. Minimizing
the recombination implies the increase of carrier availability for both oxidation and
reduction processes that take place spatially separated at the surface. Thus, under this



17.3. POTENTIAL ASSISTED PHOTO-CATALYSIS 519

point of view, electrically assisted photo-catalysis combines the advantages of photo-
catalysis and electro-catalysis. Electrochemically assisted photo-catalysis is a kind
of photo-electrochemical combined technology that could improve the efficiency of
photo-catalysis through an extra electric field. This concept of achieving charge sep-
aration in a semiconductor system with an electrochemical bias was first introduced
by Honda and Fujishima (321). Using a single-crystal TiO2, they were able to carry
out the photo-electrolysis of water under the influence of an anodic bias.

Schematically, in the electrochemically assisted photo-catalytic degradation pro-
cess, photo-generated electrons are driven out through an external circuit by the
application of an electric field. Thus, oxidation and reduction reactions would take
place at different electrodes of this photo-electrochemical device (Figure 17.3).
Consequently, due to the electron scavenging process, the photo-reduction reaction
will occur with lower activation energy and as a result the photo-oxidation rate will
increase.

When the potential is modified externally, the electron concentration at the surface
is also changed with respect to the equilibrium situation. For an n-type semiconductor,
the electron density at the surface increases as applied potential is more negative than
the flat band potential (U fb). At the same time, the spatial charge region also varies
with the applied potential.

Figure 17.3. Reaction scheme of a typical potential-assisted photo-catalytic process. See
color insert.
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TABLE 17.2. Initial Steps of an Organic Molecule

Photo-Catalytic Degradation Mechanism.

TiO2 + hν → h+
vb

+ e−
cb

v1 = k1
−OH− + h+

vb
→ −OH �

v2 = k2(−OH)(h+
vb

)

−OH � + e−
cb

→ −OH− v3 = k3(−OH �

)(e−
cb

)

−OH � + R → −OH− + R
�+ v4 = k4(R)(−OH �

)

R + h+
vb

→ R �+ v5 = k5(R)(h+
vb

)

R �+ → e−
cb

+ R2+ v6 = k6(R �+)

R �+ + e−
cb

→ R v7 = k7(R �

)(e−
cb

)

In a photo-electrochemical cell, in the absence of direct reactions between the
oxidant and the organic substrate to be degraded (typical photo-catalysis process),
the photo-current provides a direct measurement of the reaction rate (322). For each
hole transferred in the semiconductor interface, an electron driving by the electric
circuit must exist. For a typical photo-catalytic mechanism, the steps in Table 17.2
would be considered:

Thus, for a kinetic study of the reaction, the different step rates can be deduced:

d(h+
vb)/dt = v1 − v2 − v5 (17.2)

d(e−
cb)/dt = −Iph/(FA) + v1 − v3 + v6 − v7 (17.3)

d(R �+)/dt = v4 + v5 − v6 − v7 (17.4)

d(OH �

)/dt = v2 − v3 − v4 (17.5)

where Iph is the photocurrent intensity, F is the Faraday constant, and A is the
electrode area. At this point, we may suppose that the electroneutrality condition
is achieved immediately d(h+

vb)/dt = d(e−
cb)/dt, and therefore, photo-current in a

photo-electrocatalytical process can be defined in terms of partial reaction rates:

Iph

F · A
= v2 + v5 − v3 + v6 − v7 (17.6)

As can be inferred from this expression, measured photo-current gives direct
access to the photo-assisted process that is taking place. In practice, in a photo-
electrochemical experiment, it is possible to measure separately the oxidation and
reduction rates by means of the anodic and cathodic polarization curves. It can be
stated that for the anodic polarization curve, a great dependence with illumination
exists. On the contrary, cathodic curves do not experiment with this dependence. By
combining the polarization curves, it is possible to determine the operational potential
for which electron and hole flows are identical.

The efficiency of the photo-electrocatalytic devices for the degradation of
organic pollutants has been demonstrated in recent contributions (323–327). Photo-
electrochemically active semiconductor film devices have been prepared from
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colloidal ZnO, TiO2, SnO2, and WO3 (324). Alternatively, other systems include
coupled semiconductors SnO2–TiO2 (328) and recently TiO2-based nanotubes (329)
or single wall carbon nanotube films (330).

A special case to be considered is the application of photo-electrocatalytic
devices for solar hydrogen production. Efficient hydrogen production by photo-
electrochemical water splitting from sunlight is considered an important milestone
in energy production since the work of Fujishima and Honda. Despite decades of
research, today’s best photo-electrocatalytic systems suffer from limitations that pre-
vent their incorporation into the commercial energy market: Efficient material systems
are typically expensive or unstable, whereas inexpensive and robust alternatives do
not have adequate efficiency (331). However, some references make this objective
a possible target within this hopeful field (332). In this sense, from literature data,
efficiency values near 2% have been reported leading to average hydrogen evolutions
of 400–700 µmol/h. A wide range of semiconductor materials has been proposed for
such photo-electrochemical cells, including metal oxides, perovskites, and pyrochlore
structures. Although these low hydrogen production efficiencies are reported, the
growing number of studied systems opens up interesting possibilities in this field.

17.4. EFFECTS RELATED TO SIZE

The influence of the particle size over the photo-reactivity of semiconductors has been
studied by several researches, with contradictory results (1). Some authors described
that the quantum yield increases when the particle size decreases. This effect could
be related to the increased surface area of the smaller diameter particles or to the
enhanced redox potential of the conduction band electron, and may be due to the
concentration of unsaturated surface sites (27,333). Nevertheless, other researchers
described the inverse effect. They speculate that the quantum yield increases as par-
ticle size increases because the electron-hole recombination rates at the surface are
slower due to the enhance separation of the photo-generated chargers (334). Also,
this effect could be due to surface speciation and surface defect density, which are
highly related to the preparation method (335,336). More recent studies suggest the
existence of an optimum particle size for photo-catalytic reactions, due to competing
effects of effective particle size on light absorption and scattering efficiency, charge-
carrier dynamics, and surface area, which will be described at length in Section 17.4.3
(33,337). Before such section, Section 17.4.1 will give an overview of the structural
and electronic properties of solid oxides of interest to explain photo-catalytic activ-
ity and Section 17.4.2 will describe results concerning the influence of size on the
so-called “initial processes,” e.g., the common steps to all photo-chemical reactions.

17.4.1. Effects on Structural and Electronic Properties

Structural and electronic properties of solid semiconductors have been thoroughly
examined in Chapters 1 to 14, so in this section, we will just give a brief overview,
including the specific points of interest for photo-catalysts.
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17.4.1.1. Structural Effects Particle size holds a high influence over the struc-
tural properties of any material, e.g., its lattice symmetry and cell parameters. As
described in Chapters 1 and 5, when the particle size decreases, the number of surface
and interface atoms increases, generating strain/stress and structural perturbations,
highly linked to the method used for synthesizing the solid (sol-gel process, hydro-
thermal synthesis, gas-phase thermal decomposition, etc.) (338). These modifications
can lead to solids with different reactivity.

The structural effects with high influence over photo-catalysts are the crystalline
phase, the nature and number of defect centers, and the surface chemical state. The
importance of the defect centers is due to their behavior as trapping (electron or hole) or
recombination centers, influencing the separation charge step. The surface chemical
state is also important, because it influences charge transfer to molecules and the
efficiency of photo-generated electrons and holes. We dedicate this section to describe
the defects intimately linked to the particle-size effect, their nature, properties, and
their influence on photo-reactions.

17.4.1.1.1. Nature of Defect Centers The size effect on the structure and sta-
bility of a particle is related to the energy balance between the surface and the bulk.
The bulk structure of oxides is shaped by a close packing of the ion. Assuming
thermodynamic control when the particle grows, the bulk structure extends by the
lowest energy direction, creating surfaces that tend to minimize the surface energy by
ion rearrangement or surface relaxation. This behavior causes structural differences
between the bulk and the surface (339). When a nanosized solid is shaped, most ions
are located at surface with unsatisfied coordination (340). Controlling the prepara-
tion method (reducing hydration and protonation effects), the energy minimization is
reached by surface reconstruction, which increases the density of edges/corners and
provides an increasing number of surface sites with respect to ideal-bulk terminology
(341). The stability of a nanoparticle is also controlled by its stoichiometry, which
can differ from the bulk to the surface. Metal-oxide nanoparticles usually present the
metal ions with its maxima coordination, whereas the oxygen ions are located at the
surface (339), typically in the form of hydroxyl groups, although the existence of
bulk nonstoichiometries has sometimes been described (342). These effects produce
the presence of defect sites in the nanoparticle surface that differs from those sited at
the bulk.

The presence of defect sites and its difference between surface and bulk pos-
sess a relevant influence on the photo-induced processes that take place during a
photo-catalytic reaction on a nanosized photo-catalyst.As described before, the photo-
catalytic reaction began when a semiconductor is irradiated with photons whose
energy is equal to or greater than its band gap energy (Ehν > Eband gap), leading to cre-
ation within the bulk of electron-hole pairs, which dissociate into free photo-electrons
in the conduction band and photo-holes in the valence band. In the absence of scav-
engers, the energy is dissipated by recombination processes. If a suitable scavenger
or surface defect state is available to trap the photo-generated charges, the recombi-
nation process is prevented and subsequent redox reactions may occur (1,343). It is
in the charge trapping processes where the structural effects caused by the size effect
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TABLE 17.3. Classification of Crystal Defects.

Type of Defect

Point defect Interstitial atoms
Frenkel and Schottky defects

Line defect Edge dislocation
Screw dislocation

Plane defect Lineage boundary
Grain boundary
Stacking fault

present their main influence. The main imperfections or defects detected in crystals
are extensively described in crystallographic literature (344,345), and their presence
in the main photo-catalytic materials will be described in Table 17.3.

As mentioned, a titanium dioxide semiconductor has been described as an ideal
photo-catalyst due to their chemical stability, nontoxicity, and high photo-catalytic
reactivity in the elimination of pollutants in air and water (126). The structural stud-
ies of the titanium–oxygen system show a phase diagram constituted by many stable
phases (TiO2, Ti2O3, Ti3O5, and TiO2−x Magnéli phases) with a high diversity of
structures. These phases show a high reducibility and oxygen mobility. The bulk
reduction causes the formation of bulk defects such as doubly charged oxygen vacan-
cies, Ti3+ or Ti4+ interstitials, and planar defects (342,346). The formation of these
defects depends on the preparation method, from variables as temperature or pressure,
complicating the analysis of the dominant defect.

The study of the surface defects in the anatase is not a simple one. The principal
difficulty resides in the growth of adequate crystallites for analyzing the face ther-
modynamically stable. This fact is mainly governed by the synthesis method and the
particle size effect. Different thermodynamic studies described the anatase phase as
unstable compared with the rutile phase as bulk materials. Nevertheless, when the
surface contribution to the energy is significant, the stability of the phases varies. To
this respect, the thermodynamic work reported by Zhang et al. (340) shows that for
particle sizes close to 14 nm, the free energy of rutile is higher than that of anatase,
from which the anatase phase becomes more stable than the rutile phase. The authors
indicate the higher rutile energy as a consequence of the higher unsatisfied charge
densities at surface, which causes a higher surface-free energy. The study of the
surface energy from the relaxed structures reveals its influence on the nanoparticle
structure, although it also shows that the difference in stability between anatase and
rutile phases is very small (347). Concerning the stability of nanophases, the work
published by Li et al. can also be mentioned in which they demonstrate that the nature
and stability of TiO2 nanoparticles depend on additional factors such as the surface
hydration controlled by the preparation method, with it being possible to synthesize
stable rutile nanoparticles (31,348). Likewise, a recent work from Zhang et al. (349)
provides instructions for preparing nanosized titania of a desired phase and of even
mixed phases.
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Several authors have analyzed the dominant faces present in anatase nanoparticles,
establishing that the (101) surface is the most stable face, with smaller dominance of
(001) surfaces (350). The (101) surface is very corrugated and shows O–Ti–O double
chains along the [010] direction. This chains are connected by bridging oxygens,
which also form rows along the same direction, creating a saw-tooth profile perpendic-
ular to the [010] direction. This surface presents both fivefold- and sixfold-coordinated
titanium atoms as well as twofold- and threefold-coordinated oxygens. The studies
performed over the (001) surface only reveal the presence of fivefold-coordinated tita-
nium atoms, next to twofold- and threefold-coordinated oxygen atoms (347,351,352).
The presence of uncoordinated species at both surfaces can give rise to different crys-
tal imperfections during the TiO2 preparation process, with the most common as
follows: step edges, line defects, impurities, and point defects, as the oxygen vacan-
cies (342,346). Although much advanced research has been performed to learn about
the bulk and surface of TiO2 nanoparticles, contradictory results exist in the literature,
among them, not alone as for the defects present in both but also concerning their
role on the photo-catalytic activity (353). In this sense, special attention will be lent
in the following section on the photo-catalytic behavior of titania defects.

In a more or less general view of photo-catalytic systems, we have described
the efforts performed in the last seven years to enhance the photo-catalytic activity
of semiconductors, which have mainly focused on the development of new capable
materials to take advantage of the sunlight. One way to improve the efficiency of the
photo-catalytic process consists of doping the photo-catalyst with suitable metal ions
as described in detail in Sections 17.2.1.1 and 17.2.2.1. Some authors have reported
a negative effect (80,354,355), but other researchers have described some metal-
doped TiO2 (Fe3+, Mo5+, Ru3+, V4+, or Rh3+) as efficient photo-catalysts, with
higher quantum yields than the pure titania (62,356). The metal-doped TiO2 solids
whose structural characteristics have been studied in more detail have been iron- and
tungsten-doped TiO2, lending special care on the particle size effect.

Iron-doped TiO2 can form stable titanium–iron solid solutions, FexTiOy, with iron
percents lesser than 5%. When these phases are formed, the iron ions are inserted into
the titania structure and are located at interstitial sites or occupy some Ti4+ positions.
The doping effect produces the formation of cationic vacancies, demonstrated by
Rietveld refinement, whose concentration depends on the iron percent and the tem-
perature of the synthesis treatment. The stability of these titanium lattice defects is
explained by compensation for the extra hydroxyl ions present in the structure, indi-
cated another time the influence of the synthesis process over the structural properties
of nano-photo-catalysts (357).

The structural effect of the tungsten-doping into the anatase structure of nanoparti-
cles has also been analyzed to understand its contribution over theTiO2 photo-catalytic
activity. W-doped TiO2 forms mixed metal oxide, Ti1−xWxO2+x , with the 20% being
the solubility limit of W in the anatase network (161). The tungsten atoms occupy
substitutional positions in anatase structure with the presence of cationic vacancies at
their first cation–cation distance. The presence of vacancies was confirmed by EXAFS
and Raman analysis to satisfy electroneutrality requirements. The W/Ti substitution
and the cationic vacancies modify the anatase structural properties; the structure is
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distorted at a local level around W/Ti centers, and the lattice cell parameters are
changed. The tungsten incorporation also affects the particle size, which decreases
when the W content increases, probably ascribable to a limited stability of the mixed
oxide nanoparticle with respect to the single oxide nanoparticle (358).

17.4.1.1.2. Defect Centers for Electron and HoleTrapping The photo-catalytic
process comprises a complex mechanism that begins with the absorption of photons
by the photo-catalyst and follows with the generation of electron-hole pairs. These
photo-generated charges can recombine rapidly in the bulk although it is also possible
to transfer to the semiconductor surface, where they can react with chemisorbed
molecules or obviously recombine between them. The structural defects can act as
trapping centers, with an important factor being their location, because the defects
present at the surface could be involved in chemical reactions while the bulk defects are
involved in recombination process. The small size of nanoparticles can also contribute
to the recombination of the trapped charges themselves, due to the spatial proximity
of the surface trapping centers. They are attracted by electrostatic forces, avoiding the
stabilization of charge separation. To comprehend the behavior of trapping centers
and to find the manner to block the recombination process, some works have analyzed
the nature and properties of electron and hole trapping sites, with TiO2 being the more
studied semiconductor (8).

Electron and hole trapping sites have been investigated by several spectroscopic
techniques. EPR has been extensively used because it provides information about the
molecular environment and the electronic structure of paramagnetic intermediates
in electron transfer reactions. The electron trapping centers detected in TiO2 semi-
conductor are Ti4+ ions and oxide vacancies (8,359). The Ti4+ ions can be divided
in two types of trapping sites: one of them located inside the nanoparticle and the
other present at the surface (7). The bulk Ti4+ ions (defect sites) can interact with
the photo-generated electron giving rise to Ti3+ center formation, which has been
assigned by different authors as an interstitial ion. On the other side, the surface Ti4+

ions can trap the electrons when hole scavengers are present in the reaction medium,
generating octahedral Ti3+ surface sites (8,360). Recently Hurum et al. (361) have
identified a new trapping site specific to Degussa P25 titania, assigned to distorted
four-coordinated interfacial sites. These data indicate that in this photo-catalyst, there
are two different kinds of electron surface trapping sites: the anatase surface sites and
the interfacial sites.

In many cases, titanium dioxide is prepared from titanium oxo-hydroxide by dif-
ferent techniques (sol-gel, hydrothermal, etc.). The presence of hydroxyl groups at
TiO2 surface has been studied to elucidate their influence over the electronic pro-
cesses that take place during the photo-catalytic reaction. Some researchers have
suggested that these surface hydroxyls, formed by the synthesis process, can be
part of electron traps. Szczepankiewcz et al. (362) propose that photo-excited elec-
trons are trapped at the surface as a Ti3+–OH “complex.” The formation of these
species is facilitated by the ability of hydroxyl groups to dissipate the resulting energy
through O–H related vibrations. The authors analyzed by infrared spectroscopy the
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electrons in the free state and both the electron trapping and the annihilation pro-
cesses. The formation of these new hydroxylated species is described by the following
scheme:

TiIV−OH + e−
cb −→ TiIII−OH (17.8)

TiIII−OH + h+
vb −→ TiIV−OH (17.9)

The photo-generated electron is trapped at the hydroxylated surface titania
Ti4+–OH (Reaction 17.8), remaining in the particle in absence of a reducible species,
although eventually is annihilated with an available hole (Reaction 17.9) (362–364).
These Ti3+–OH species have also been detected when the titania activity was stud-
ied in the presence of water. In this case, their formation is attributed both to the
electron trapping in Ti4+–OH groups and to water dissociation at oxygen vacancies
(365). These hydroxylated species suffer the Stark effect. The infrared studies show
that the intensities of surface hydroxyl stretching bands are sensitive to electric fields
caused by trapped charge carriers (366). This indicates, on the other hand, a strong
localization of the trapped charge carrier.

As indicated, the oxygen vacancies (Ti3+VoTi4+) have also been described as
electron trapping centers, both located at the bulk or at the surface of nanoparticles,
whose behavior is described as follows: V2+

o + e−
cb → V+

o (8,367–369). The ionized
oxygen vacancy formed (V+

o ) can subsequently interact with a valence hole band,
yielding typically radiative recombination processes (80).

The study concerning hole trapping centers is more complex. The literature shows
certain controversy about the nature of hole traps, mainly due to its dependence
on the semiconductor surface properties. Because in an n-type semiconductor, as
TiO2, the holes are dominantly localized at the nanoparticle surface, their interaction
with trapping centers depends on factors such as the synthesis method, the surface
treatment, or its modification (8,359). Some reports assume that the photo-generated
holes are trapped by surface hydroxyl groups, yielding hydroxyl radicals that were
detected by the EPR technique (370–372).

⌊

TiIV−O2−−TiIV−OH
⌋

+ h+
vb −→

⌊

TiIV−O2−−TiIV− �OH
⌋+

(17.10)

Nevertheless, Howe and Grätzel (373) detected by the same characterization tech-
nique a different signal assigned to the hole localized on the lattice oxygen atoms
located not on the surface, but on the immediate subsurface layer of the hydrated
anatase, yielding the following structure:

⌊

TiIV−O2−−TiIV−OH
⌋

+ h+
vb −→

⌊

TiIV−O �−−TiIV−OH
⌋+

(17.11)

Other researchers proposed that the holes produced by irradiation of titanium
dioxide move to the surface, where they are trapped on oxygen radicals that are
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covalently bounded to Ti4+ ions (374):

⌊

TiIV−O2−−TiIV−OH
⌋

+ h+
vb −→

⌊

TiIV−O2−−TiIV−OH �

⌋

+ H+ (17.12)

More recently, Nakamura et al. have explained the dependence of the hole reactivity
with the crystal-face (375). When a photo-generated hole reaches the surface, it can be
trapped there, resulting in a surface trapped hole, named STH. The authors determine
that the behavior of these STH depends on the crystal faces of rutile TiO2. The (100)
face poses its STH at the bottom of atomic grooves, covered by Ti–OH groups. Thus,
these STH at this face are stable and can be accumulated in TiO2 nanoparticles. The
accumulation of these species can produce a high concentration of photo-generated
electrons that can react with the STH by a radiative recombination, as it is indicated
subsequently, being detected by using the photo-luminescence technique:

[Ti–O–Ti]s + h+
vb −→ [Ti–O · · · Ti]+s (STH) (17.13)

[Ti–O · · · Ti]+s + e−
cb −→ hν (17.14)

On the other hand, the (110) face is exposed directly to the environment, and
the STH formed can interact with H2O or OH adsorbed at surface, giving rise to a
new surface species. The difference between this situation and that mentioned can
be observed by using photo-luminescence, because in the previous case, a radiative
recombination was produced:

[Ti–O–Ti]s + h+
vb −→ [Ti–O · · · Ti]+s (STH) (17.15)

[Ti–O · · · Ti]+s + H2O/OH −→ [Ti–O � HO–Ti]s + H+ (17.16)

Similar experiments performed with ZnO as photo-catalyst show the same behavior
just described for a TiO2 semiconductor. Hydrated groups covering the surface of
ZnO are trapping sites for the photo-generated holes, yielding radicals as follows:
Zn–O + h+

vb → ZnIIO � (374).
The presence of the charge trapping sites in TiO2 nanoparticles is therefore related

to the surface properties. It has been described that the surface modification of
nanoparticles can result either in the formation of a new trapping sites or in the
elimination of some trapping sites present in the surface. As shown, these surface
species can trap holes yielding HO �

ads and consequently free hydroxyl radicals, which
can dimerize to form peroxide (373). There is abundant literature documenting the
formation of hydroxyl radicals in photolysis of TiO2 (372,373,376,377); many of
those works study the hydroxyl formation by EPR using, as an example, nitroxide
spin traps and nitroxyl radicals in their detection (372).

HOads + h+
vb −→ HO �

ads −→ HO �

free (17.17)

2HO �

free −→ H2O2 (17.18)
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The importance of adsorbed species has been described by Chen et al. to explain the
photo-catalytic activity of nanocrystalline anatase (378). They described the surface
oxygen vacancies (Ti3+VoTi4+) as the sites where the oxygen is adsorbed, yielding
to superoxide species O−

2 (346), as well as ones where the photo-generated elec-
trons are trapped. Then, if a nanocrystalline TiO2 contains a high amount of defects
at the surface, it would present a good photo-catalytic activity. During the photo-
catalytic reaction, along the transfer of photo-generated electrons at the intersurface
of TiO2, the holes are accumulated gradually, increasing the probability of electron-
hole recombination, and thus, the catalytic activity falls. However, the presence of
surface OH species can avoid the recombination process because these species act as
hole trapping sites. The authors detailed the existence of a Ti3+/OH optimum ratio
for an effective photo-catalyst, with the value 1 being the best for its photo-catalytic
study.

Other adsorbed species have also been described as charge trapping sites. Alcohols
(ROH) and alkoxy (ROOH) groups have been described as hole trapping centers when
they are anchored to the nanoparticle surface (376,379,380). In this way, an important
survey has been performed by Shkrob et al. (380) analyzing the influence of different
chemisorbed polyhydroxylated compounds (C2–C6 polyols) produces. They suggest
that the polyol chemisorption involves an octahedrally coordinated Ti atom that is
chelated by neighboring hydroxyl groups of the ligand. These binding sites serve
as trapping sites for the photo-generated holes. The resulting trapped hole transfers
a C–H proton to the environment, yielding a relatively stable titanium-bound-olyl
radical TiIV–O–C �–RR′. These polyols complexes can compete for the hole both with
surface defects and with electrons just because their reaction time (<100 fs) is not
so far from the indicated hole scavengers. On the other side, important to mention
is the behavior of the oxygen adsorbed as an electron trapping center. The influence
of the adsorbed oxygen on the photo-catalytic activity has been extensively study
and can be summarized in the scheme shows below. First of all, the photo-generated
electron is transferred and stabilized on the adsorbed oxygen, which is reduced to a
superoxide radical ion (Reaction 17.19) (359,373,381). This radical can also capture
protons, when available, generating O2H radicals (Reaction 17.20) or can be oxidized
by other photo-generated electron yielding peroxide radicals (Reaction 17.21) (373).
These resulting trapped electrons can be involved in the photo-catalytic reaction,
usually increasing the effectiveness of the photo-catalyst:

O2ads + e−
cb −→ O−

2ads
(17.19)

O−
2ads

+ H+ −→ HO �

2ads
(17.20)

O−
2ads

+ e−
cb −→ O2−

2ads
(17.21)

The study of metal-doped TiO2 photo-catalysts has demonstrated that dopant ions
can be involucrated in electron and hole trapping processes. The influence of these
species over the photo-catalytic activity depends on the nature and concentration of
the dopant agent, as have been described in previous sections. The presence of metal



17.4. EFFECTS RELATED TO SIZE 529

ions in titania does not modify significantly the valence band edge of anatase; instead,
it introduces new energy levels from the transition metal ions into the band gap of
TiO2 and/or modify the bottom of the conduction band (62). The energy levels created
by the metal ion doping act as electron or hole trapping sites. When the energy level
lies below but near the conduction band edge, it traps the excited electron, but when
the energy level is above the valence band edge, the electrons in metal d orbitals can
quench the photo-generated holes (80). From the energy level diagram of different
metal-doped TiO2 described in the literature, it is possible to study the behavior of
the metal ions dopants, with iron, manganese, and vanadium being the most studied
(382–384).

Iron ions in Fe-doped TiO2 can act as either electron or hole trapping sites, being
in both cases reversible processes. Fe3+ can trap holes yielding Fe4+ or can inter-
act with the photo-generated electrons generating Fe2+ ions. Similar behavior has
been described for vanadium-doped titania. Substitutional V4+ sites can trap holes
and electrons yielding, respectively, V5+ and V3+. Both reactions were difficult to
distinguish, but the researchers described that both processes were occurring simulta-
neously, being reversible processes, as occurred in iron-doped titania. Nevertheless,
molybdenum-doped titania showed differences from the iron and vanadium dopants.
Interstitial Mo6+ has been described as an effective and irreversible electron traps,
whereas the substitutional Mo5+ behaves as a reversible hole trapping site (66):

Mn+ + h+
vb −→ M(n+1)+ (17.22)

Mn+ + e−
cb −→ M(n−1)+ (17.23)

In metal-doped titania, it must be kept in mind that the trapping sites are not only
associated with the metal ions. For example, in aluminium- and gallium-doped titania,
Zwingel described the lattice oxygen ions as main hole trapping sites, following a
similar behavior to the pure titania that can be described as follows (385):

⌊

Ti4+−O2−−M3+
⌋

+ h+
vb −→

⌊

Ti4+−O �−−M3+
⌋

(17.24)

17.4.1.1.3. Defect Distribution The nature, behavior, and local structural proper-
ties of defect sites in a nanosized photo-catalyst have been thoroughly examined in
previous sections of this chapter. Now, it is important to describe the experimental
techniques and theoretical methods that can give a detailed and full information about
the structural characteristics of nanoparticles and the defect distribution properties,
e.g., number, thermal, and energetic properties.

The X-ray diffraction technique has been extensively employed for obtaining
structural information from crystalline solids. From the X-ray diffraction methods, it is
possible to obtain information about different structural characteristics as solid phase,
lattice parameters, crystallite size, microstrain, or defect concentration (386–388).
First of all, the diffraction powder pattern can be qualitatively analyzed comparing
the pattern obtained with the ICDD database of known compounds, with it being
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possible to identify the phase, analyze multiphase mixtures, and identify polymor-
phic mixtures (389). A quantitative analysis can also be made, trying to extract
the structural data from the powder diffraction record (390). This kind of analysis
presents some limitations, and care must be taken with multiphase mixtures, preferred
orientation, and when phases have significantly different densities or crystallite sizes.
The structure determination cannot be seen directly from a diffraction pattern, with
it being necessary to follow different steps, which include experimental methods and
ab initio structure solution, with the Rietveld refinement being a traditional way to
obtain an accurate crystal structure (386,387,391). Other structural characteristics can
be obtained analyzing the individual diffraction peaks, with it being possible to extract
information about size, strain, and defects. Related to crystallite size, Scherrer (392)
first observed that small crystallite size could give rise to line broadening and derived
an equation where the crystallite size is inversely proportional to the broadening,
which is called the Scherrer Formula.

The diffraction pattern can also be employed to obtain information about the lattice
strain. Strain is a term used more often in engineering than in chemistry. Strain is
defined as the deformation of an object divided by its ideal length, �d/d (388). In
crystals, we can observe two types of strain: uniform strain and nonuniform strain.
Uniform strain causes the unit cell to expand/contract in an isotropic way. This simply
leads to a change in the unit cell parameters and shift of the peaks. No broadening
is associated with this type of strain. However, nonuniform strain leads to systematic
shifts of atoms from their ideal positions and to peak broadening. This type of strain
arises from the following sources:

• Point defects (vacancies, site-disorder)
• Plastic deformation (cold worked metals, thin films)

The strain broadening was first analyzed by Stokes and Wilson (393). They
observed that strained or imperfect crystals contained line broadening of a differ-
ent sort than the broadening that arises from small crystallite size. Some years later,
Williamson and Hall (394) proposed a method for deconvoluting size and strain broad-
ening by looking at the peak width as a function of 2θ . As an example, we derived
here the Williamson–Hall relationship for the Lorentzian peak shape, although it can
be derived in a similar manner for the Gaussian peak shape:

{βobs − βinst} = λ/{DY cos θ} + 4εstr{tan θ} (17.7)

{βobs − βinst} cos θ = λ/DV + 4εstr{sin θ} (17.8)

where DV = the volume-weighted crystallite size, λ = the wavelength of the radi-
ation, β = the integral breath of a reflection located at 2θ , and ε = the weighted
average strain.

The Williamson–Hall analysis can be performed plotting {βobs − βinst} cos θ on
the y-axis versus 4 sin θ on the x-axis for the indexed peaks of the diffraction pattern.
The strain value can be the result of stress in the lattice of the nanoparticles and
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reflects variations in cell dimension within the sample. These variations are present at
the surface of the material with respect to the bulk, just because local symmetry and
distances are different, but also attention must be paid on the variations produced by the
presence of oxygen vacancies and other type of defects (described in 17.4.1.1.1) (338).

This type of study has been performed for anatase and rutile TiO2 nanopowders to
evaluate the presence of defects in these solids; important to mention is the influence
of the synthesis process over these structural characteristics. Depero et al. (395), for
example, calculated the particle size and microstrain for different titania samples by
Fourier analysis and they studied the correlation between both properties, plotting
〈ε2〉1/2〈M〉 versus 1/〈M〉. Microstrain values were obtained for rutile nanoparticles
although no significant changes were detected. This fact could suggest that the surface
stress effect that usually induces an increase of the lattice spacing may balance the
microstrain effect. The correlation between the parameters previously indicated fits
to a straight line passing through the origin, which suggests that rutile microstrains
depend only on the surface, because a crystallite free of microstrain is expected in
the case of an infinite size. The same study performed over the anatase phase shows
higher microstrain values for this phase comparing with the rutile phase, although a
straight line is also described between both parameters. These results suggest that a
finite and constant value of strain can be predicted for anatase crystallites at infinite
size. This observation could be justified by the presence of intrinsic defects such as
oxygen vacancies. The metal-doped titania has also been studied by the same authors.
Their results suggested that microstrains depend on the specific cations introduced in
the structure, as examples Ti–V compounds present larger strain values than powder
containing Nb, Ta,Al, or Ga (395). Other authors have studied the defect concentration
and cell parameters of iron-doped titania by Rietveld refinement (357). They observed
that the iron content strongly affects the titanium defect concentration, increasing
when the iron amount increased. They suggest that the formation of these lattice
defects can be explained by compensation for the extra hydroxyl ions present in the
crystal structures.

Impedance spectroscopy can also provide information about the defect distri-
bution in titania samples, although not many works are related to this technique. The
electrical conduction properties are studied by this method, showing an enhancement
of the electronic conductivity when the particle size decreases (338). The theoretical
explanation suggests that this behavior is due to depletion of oxygen vacancies and
accumulation of conduction electrons. Knauth et al. evaluate the diffusion coefficient
of titanium interstitials in nanocrystalline titania with the Nernst–Eistein relation indi-
cated below, which relates the ionic conductivity with the concentration and diffusion
coefficient of the majority of ionic defects (396):

σ = [Tii]D(Tii)F
2/RT (17.9)

where σ = the ionic conductivity; F = is Faraday constant, Tii = the titanium
intersititials, and D(Tii) = densityTi interstitials.

Raman spectroscopy is another powerful technique for nanoparticle characteri-
zation providing information about structural and morphological properties of oxide.
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The effects of size on the phonon spectra of a variety of materials have been well
established by using Raman scattering experiments on nanocrystals, in combination
with theoretical phonon confinement models (338–399). Essentially, the theoretical
background for the study of nanocrystalline materials is provided by the phonon con-
finement model. This factor is the main one responsible for the changes observed in
the Raman spectrum, which are caused by the size effect. Nevertheless, other fac-
tors have been described that can contribute to Raman spectrum modification as the
nonstoichiometry or the internal stress/surface tension.

The phonon confinement model links the q-vector selection rule for the exci-
tation of Raman active optical phonons with long-range order and crystallite size
(338,398,399). In an amorphous material, owing to the lack of long-range order, the
q-vector selection rule breaks down and the Raman spectrum resembles the phonon
density of states. Nanocrystals represent an intermediate behavior. For a nanocrystal
of average diameter L, the strict “infinite” crystal selection rule is replaced by a
relaxed version, with the result that a range of q vectors is accessible due to the uncer-
tainty principle (338,401). The q-vector relaxation model can be used for the purpose
of comparing experimental data with theoretically predicted phonon confinement.
According to this model, for finite-sized crystals, the Raman intensity can be expressed
using (338,398,401):

I(ω) ∼=
∫

BZ
exp(−q2L2/8)

d3q

[ω − ω(�q)] + [Ŵ0/2]2 (17.10)

The ρ(L) represents the particle size distribution, q is expressed in units of π/aL

(with aL being the unit cell parameter), ω(�q) is the phonon dispersion, and Ŵ0 is the
intrinsic linewidth of the bulk crystal. A spherically symmetric phonon dispersion
curve is assumed and approximated by a simple linear chain model (401). For a
given phonon mode, the slope of dispersion away from the BZ center determines the
nature of the modification in the Raman line shape as a function of crystallite size: A
negative slope, toward lower frequency, would produce a downshifted (red-shifted)
Raman peak, whereas a positive slope would result in an upshifted (blue-shifted)
Raman peak, in addition to an asymmetric peak broadening, as the crystallite size
reduces. Usually for this kind of analysis, the most intense Raman mode is chosen
for the solid studied.

The TiO2 has been extensively studied by Raman spectroscopy to characterize
the different phases of titanium oxide, the transitions between them, and the par-
ticle size. The results described in the literature are highly related to the synthesis
method employed for preparing the samples. Different researchers have observed, as
anticipated, an increased broadening and systematic shifts of the Raman peaks when
going from the bulk to finer grained samples. In some works, the authors found a
good agreement between the experimental Raman data and the phonon confinement
model predictions, suggesting that spatial confinement of phonons in finite-sized
nanocrystals is the major factor determining the Raman spectral characteristics of
nanocrystalline anatase (402–404). Nevertheless, other authors cannot obtain a good
explanation of the changes observed in the Raman spectrum considering only the
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phonon confinement. It has been reported that the surface strain affects the surface
structure of nanoparticles and results in shifts and broadening of the Raman peaks
(405,406). The surface strain combined with phonon confinement have been pro-
posed by Xu et al. (407) to explain the blue shift and broadening of the Eg mode in
TiO2 nanoparticles prepared by a hydrothermal method. They employed a surface-
active agent for improving the small size of the particles. This agent should produce
a compressive stress on the first several layers of atoms of TiO2 nanoparticles and
make the surface atoms pack closely, resulting in higher vibrational wavenumbers.
Nonstoichiometry can also be a significant factor contributing to the changes in the
Raman spectrum of anatase nanoparticles (408,409). The influence of this factor has
been observed by Zhang et al. (410). In their case, the phonon confinement appears
as the dominant mechanism responsible for the blue shift of the Raman peak, and
the nonstoichiometry has only a little influence on the blue shift. However, the the-
oretical calculation using the phonon confinement model gives smaller linewidths
than the experimental results. The authors suggested that this deviation is caused by
the nonstoichiometry effect that largely broadens the Raman line. Then, a combined
mechanism involving phonon confinement and nonstoichiometry effects is proposed
to explain the Raman lines in anatase samples. The influence of nonstoichiometry
over the Raman spectrum has been calibrated by Parker et al. (409) for anatase and
rutile TiO2 phases. They obtained a relation between the O/Ti ratio and the peak
position and full-width-at-half-maximum (FWHM) of the Raman modes. From this
calibration, the presence of oxygen vacancies can be quantitatively determined by
Raman scattering.

The presence and distribution of defect sites in titania phases can also be determined
by other methodologies.Adsorption experiments appear as an important way to study
the surface defect sites, as is demonstrated by the work of Liu et al. (411). They studied
the interaction of methanethiol over different titanium dioxide surfaces, TiO2(110)
and TiO2−x(110), using synchrotron based-photo-emission, thermal desorption mass
spectroscopy (TDS), and first-principle density-functional (DF) slab calculations.
The thermal desorption of adsorbed methanethiol over a perfect TiO2(110) substrate
shows no evidence of CH3SH dissociation. The molecule bonds to Ti sites via its S
lone pairs and desorbs at temperatures in the range 206–160 K. Nevertheless, when
defect sites are present, methanethiol is desorbed at a relatively high temperature,
∼288 K. This difference is explained by the authors by the presence of O vacancies
in the oxide surface. These defect sites produce electronic states that facilitate the
cleavage of the S–H bond and the deposition of CH3S. The bond between CH3S and
O-vacancy sites is mainly covalent, but the bonding interactions are very strong and
can induce the migration of O vacancies from the bulk to the surface of the oxide. In
systems with a limited number of O vacancies, adsorbed CH3S and H can recombine
yielding a CH3SH desorption detected into the gas phase. However, for surfaces with
a large concentration of O vacancies and defects, there is extensive decomposition of
CH3SH at 100 K, producing a mixture of SOx , CHx , S, and CH3S on the oxide. When
the temperature is increased (250–750-K range), the C–S bond in adsorbed CH3S
breaks, desorbing CH3 or CH4 into the gas phase and leaving S and CHx fragments
on the surface. These results reflect that the different behavior of stoichiometry and
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nonstoichiometry titania surfaces with respect to methanethiol adsorption can be a
fruitful way to analyze the defect density of titanium oxides.

Important to mention is the methodology developed by Ikeda et al. (412). To deter-
mine the molar amount of defective sites of TiO2 powders. The authors examine the
electron accumulation in a titania aqueous suspension produces by a photo-induced
reaction in the presence of methylviologen (MV2+) and sacrificial hole scavengers.
First of all, they assume that the TiO2 irradiation, with light of adequate energy
(Ehv > Eband gap), produces reduced titanium species (Ti3+) by trapping of electrons
at defective sites (Reaction 17.25). Thus, the accumulated electrons may reflect the
number of defect sites, with the presence of a hole scavenger being necessary (e.g.,
methanol) to avoid the recombination pathway. From these considerations, if a deaer-
ated aqueous MV2+ solution is injected into an aqueous suspension of TiO2 containing
these accumulated electrons (Ti3+), the MV2+ species can be reduced by the trapped
electrons by means of (Reaction 17.26):

Ti4+
defect site + e−

cb −→ Ti3+ (17.25)

Ti3+ + MV2+ −→ Ti4+ + MV+ � (17.26)

The molar amount of MV+ � can be determined by spectrophotometry using its
absorption coefficient (413). This amount is thought to reflect the molar amount of
defect sites (Md) of TiO2 samples, with this method being a way to analyze the number
of defect sites in titania powders. As described in the next section, the same authors
also define an equation that provides information about the (energy) distribution of
the defective sites (412).

To finalize this section it is important to mention the thermal behavior of trapped
charges. Berger et al. (414) report an important study about the nature and behavior
of anatase trapping sites dependent on the temperature, employing for this purpose
the combined measurements obtained by EPR and IR techniques. In accordance with
the literature described in Section 17.4.1.1.2, the researchers detected at 90 K the
following trapped charges: O− as trapped holes at oxygen ions and Ti3+ as trapped
electrons at titanium ions. Their formation takes place on the time scale of seconds
to minutes. The study of the formation of these trapped charges demonstrates that
the Ti3+ concentration never exceed 10% of the concentration of trapped holes. This
suggests that most photo-excited electrons remain in the conduction band of the
titanium dioxide at this temperature.

The same analysis performed at 140 K shows by EPR lower O− formation, and no
evidence of Ti3+ trapped electron, which implies that the trapped electrons recombine
with holes at this temperature. The complementary analysis performed by IR spec-
troscopy demonstrates that, at this temperature, the electrons present in the conduction
band remain stable and separated from their complementary holes. Nevertheless, when
the temperature increases considerably, at 298 K, the infrared absorption decreased to
a level close to the original baseline and the EPR experiments show no paramagnetic
signals. These evidences imply that the trapped electrons and holes are lost; the charge
carrier separation was reversed via thermally induced charge carrier recombination.
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17.4.1.2. Electronic Effects The electronic structure of a solid is affected by
size and altered from the continuous electronic levels forming a band to discrete-like
or quantized levels. This is drastically observed when the particle size goes down to the
nanometer range and is the origin of the so-called “quantum confinement” terminology
referring to this phenomenon. From a solid state point of view, electronic states of
confined materials can be considered as being a superposition of bulk-like states
with a concomitant increase of the oscillator strength (415). The valence/conduction
bandwidth observable of a solid material used in photo-catalysis, e.g., semiconductors,
is a function of the crystal potential, and this, in turn, is perturbed by the effect of the
size in two ways: a short-range effect induced by the presence of ions with a different
coordination number and bond distance, and a large-range one, induced by changes in
the Madelung potential of the oxide. Chapter 1 describes the most recent theoretical
frameworks to deal with these physical phenomena, whereas Chapter 6 describes their
influence in physico-chemical observables obtained by spectroscopical techniques.
Here we will only give a brief summary of the most important effects with influence
in photo-catalysis.

The natural consequences of these size-induced complex phenomena are the band
narrowing and change of band energy. The thermodynamic limit (at 0 K) for a chemical
reaction that can be carried out with the photo-generated charge carriers is given by the
position of the band edges (the so-called flat-band potential). Both size-induced band-
related changes modulate the onset energy where absorption occurs, e.g., the band gap
energy, changing in this way the Fermi level of the system and the chemical potential
of charge carrier species. A general, theoretical description has been implemented
under the effective mass approximation, as described below. As will be explained
in this chapter, this fact is typically invoked to interpret chemical activity changes
as a function of size. An additional consequence of nanostructure is the presence of
new electronic states located in the bulk band gap. As is well known, perfect crystals
do not display such electronic features and are thus directly or indirectly related
to a finite size in the nanometer range. Such mid-gap states are sometimes called
“surface states” as the main structural sources of their origin are the presence of a
different local symmetry at the surface and/or the presence of additional defects,
among which, most typical in nano-oxides are punctual oxygen vacancies located
at/near the surface (339,342). Energy distribution of vacancy-related mid-gap energy
levels have been experimentally obtained (412,416,417), allowing the comparison
between different samples. Roughly speaking, donor levels are energetically near the
conduction band, whereas acceptor ones are located near the valence band and create
Gaussian-like distributions with a width proportional to the two-thirds power of the
number of defects (418). The trapping centers display distributions ranging from 0
to 0.6 eV from the corresponding flat-band potential with maxima (or depth) located
sometimes at 60–100 meV (412,419) and others around 400–600 meV (416). The
first class (called shallow traps) is believed to follow an exponential behavior after
the work of Urbach, but this seems a rough picture in view of modern analyses. The
corresponding electronic level distribution is strongly influenced by the difference
in dielectric constants between the semiconductor nanoparticle and the neighboring
medium (419). The latter (deep traps) may be related to the presence of defects like
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the uncoordinated Ti(IV) species. The presence of surface states can originate in
important consequences under light excitation; it has been suggested that electrons
trapped in such electronic levels do not generally equilibrate to the free electro’s
Fermi level, having thus a different chemical potential (420). This possibility has
been, however, challenged on the basis of ultra-fast (femptosecond) transient analysis
of charge carriers (379).

Apart from the above-mentioned electronic effects of size, a last general point
to mention here is the absence in nanoparticulate materials of band bending under
contact with the external media (in a heterogeneous photo-chemical reaction) (421).
This infers an important property to all nanostructured photo-catalytic materials, as it
facilitates the presence of both charge carrier species, electron and holes, at the surface
of the particle, ready to be involved in subsequent chemical steps. This contrasts with
the situation of bulk-like semiconductors where one charge carrier is typically depleted
from the surface area.

17.4.2. Radiation–Matter Interaction: Excitation and De-excitation

The study of so-called “initial processes” of a photo-catalytic reaction and the influ-
ence of the characteristic size of the catalyst solid particles will be reviewed in this
section. As outlined at the beginning of the preceding section, a natural consequence
of the complex phenomena involved in the radiation–matter interaction (particularly
those occurring in the initial steps) is that true photo-catalytic efficiencies are difficult
to measure in practice. Despite this result, a significant amount of useful catalytic
data has been published.

17.4.2.1. Absorption of Light: Charge Separation From basic quantum
mechanism, it is known that absorption of light with energy higher than the band
gap promotes electrons to the conduction band (CB), leaving holes into the valence
band (VB), as sketched in Reaction 17.27:

MOx + hν −→ MOx(e
−
cb + h+

vb) (17.27)

where MOx is an oxide semiconductor. This is the so-called charge separation
phenomenon, which follows the well-known Fermi golden rule under the dipole
approximation (418). The electron-hole pair formed after the absorption of light is
called exciton. This phenomena occurs in the time scale of the femtosecond, below
200 fs (422,423). For TiO2 and other oxides, absorption drives to the formation of
singlet exciton states. Strong spin-orbit coupling with cation orbitals facilitates inter-
system crossing to the triplet exciton states; this latter is longer lived and has the
potential to undergo further physical/chemical transformations (8).

Due to quantum confinement, absorption of light becomes discrete-like and size-
dependent. For nanocrystalline semiconductors, both linear and nonlinear optical
(absorption included) properties arise as a result of transitions between electron
and hole discrete or quantized electronic levels. Depending on the relationship
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between the radius of the nanoparticle (R) and the Bohr radius of the bulk exciton
(RB = ε�

2/μe2; μ being the exciton reduced mass and ε being the dielectric con-
stant of the semiconductor), the quantum confinement effect can be divided into three
regimes; weak, intermediate, and strong confinement regimes, which correspond to
R ≫ RB, R ≈ RB, and R ≪ RB, respectively (424,425). In the first case, the energy of
the exciton is larger than the quantization energy of both charge carrier species; the
absorption spectrum is determined by the quantum confinement (transition energy
and probabilities) of the exciton center of mass. The intermediate regime is precisely
defined as the region where Re > RB > Rh (where e and h stand for electron and
hole, respectively), and here the hole is quasi-localized and the absorption spectrum
comes from the oscillation movement of the hole around the center of the nanocrystal,
suffering an average potential corresponding to the much faster electron movement.
Finally, the optical absorption in the strong confinement regime is determined by the
transitions between electron and hole quantized electronic levels. As explained in
Chapter 6, the effective mass theory (EMA) (425) is the most elegant and general
theory to explain the size dependence of the optical properties of nanometer semicon-
ductors, although other theories as the free-exciton collision model (FECM) (426) or
those described in Chapter 1 and based on the bond length–strength correlation (427)
have been developed to account for several deficiencies of the EMA theory.

For the onset of light absorption, e.g., the optical band gap, as well as for all
electronic transitions present in the optical absorption spectrum, the EMA theory
predicts an r−2 dependence, with a main r−1 correction term in the strong confinement
regime, whereas FECM gives a exp(1/r) behavior. Figure 17.4 depicts the optical
band gap measured for TiO2 (428–430), ZnO (430–432), and MoSx (274) nanometer
materials used for photo-catalysis. Bohr radius of TiO2, ZnO, and MoS2 are 1–2, 5–6,

Figure 17.4. Band gap behavior versus size for TiO2, ZnO, and MoS2 materials.



538 NANOSTRUCTURED OXIDES IN PHOTO-CATALYSIS

and 1–2 nm, respectively. These figures indicate the size region where strong quantum
confinement effects are expected in the band gap energy of such materials and, thus,
in the chemical potential of charge carriers. This figure also includes predictions for
the optical band gap by using the EMA theory or quantum chemical calculations.
The comparison of the experimental and theoretical data reveals that the ZnO band
gap behavior with size may be essentially described by the quantum confinement
phenomenon, although several assumptions of the EMA theory make it to overestimate
the size-dependent behavior. The overestimation of the EMA theory is in fact a general
result for semiconductors and is due to several causes, among which the assumption
of a size-invariant dielectric constant seems of major relevance for the latest version(s)
of the theory (425).

Opposite to the ZnO case, TiO2 displays strong differences with the behavior
expected from quantum confinement, and significantly lower values than those corres-
ponding to EMA or other calculations can be visualized in Figure 17.4. It should be
however noted that there are samples showing apparent band gap energies approaching
the EMA predictions (430); however, Serpone et al. (428) were able to rationalize
this result by considering that such samples of apparent absorption onset do in fact
correspond to direct electronic transitions in an otherwise indirect semiconductor. As
explained in Chapter 6, metal oxides and other materials can be either direct or indirect
semiconductors depending on whether the electronic transition is dipole allowed or
forbidden, being in the latter case phonon-assisted. TiO2 is an indirect semiconductor,
but nanostructured samples may likely be direct ones. This is a general result as the
confinement of charge carriers in a limited space causes their wave functions to spread
out in momentum space, in turn increasing the likehood of direct (Frank–Condon type)
transitions for bulk indirect semiconductors (433). The dominant contribution of one
of the two types, e.g., direct and indirect, transitions as a function of size, preparation
method, and other unknown variables may give a partial explanation to justify the large
spread of result presented in the literature for nanometer TiO2. The other phenomena
that are also claimed to account for large differences with the EMA and related
results are comprised in the catch-up term called “surface effects.” This suggests
that the mid-gap electronic states originated by the nanostructure and mentioned in
Section 17.4.1.2 may strongly influence the optical behavior of nanometer TiO2, but
a detailed proof of such hypothesis has never been put forward (335). Despite this
problem, it appears that the most detailed optical analysis of TiO2 samples would give
the steady-state behavior with size depicted in Figure 17.4. To date, no theoretical
explanation has been given to interpret this anomalous behavior, which as mentioned
is loosely explained as originated by “surface effects.”

MoS2 is a somewhat similar case to TiO2, being a (bulk) indirect band gap semi-
conductor with a value of ca. 1.23 eV (990 nm) (294). The strong size effect displayed
in Figure 17.4 is not adequately reproduced by using the EMA theory, but for these
small clusters, the layered structure of this compound allows us to infer that the wave
vector is not well defined and the application of the effective mass approximation is
questionable. For nanometer layered compounds, only quantum chemical algorithms
would predict the size-dependence, but such calculations have not been reported, to
our knowledge, in the case of MoS2.
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In the last ten years, several oxides, sulfides, and nitrides have been used in a
significant number of photo-catalytic processes, broadening the solid nature and
chemical structures used in photo-catalysis, which were mainly limited to TiO2 and,
less frequently, ZnO in old times. Among the oxides, probably CeO2 and WO3 follow
in importance to these two oxides. The size-dependence of the optical properties of
cerium oxide is, however, a matter of debate; this latter one mainly comes from the
fact that nanometer samples of the oxide typically present important quantities of the
Ce(III) redox state, but it is not clear whether its presence in the solid can be justified
by effect of the nanostructure and/or is an effect of the preparation procedure, as
practically all specimens synthesized in the literature come from Ce(III) precursors
(338). Obviously, the presence of the reduced state of the cation generates structural
(strain) variation on lattice parameters and volume and several electronic effects,
which strongly influence optical properties. Despite the large variation showed by the
band gap energy values reported in the literature, it appears that a more or less band
gap energy steady-state behavior with size is generally observed (338). The case of
WO3 also shares some of the difficulties pointed out above in the case of Ceria. Kubo
et al. were able to show that the band gap of this oxide decreases with size from ca. 3.0
to 2.8 eV as a function of R−1 (434), but the presence of a variable number of oxygen
defects, reduced W redox states, and mid-gap electronic states with size makes this
an open question (435).

17.4.2.2. “Diffusion” and Trapping of Charge Once the electron-hole pair
could be stabilized, in a triplet state in the TiO2 case, both charge carriers should
diffuse to the surface of the particle where they are normally trapped or localized
to participate in chemical reactions. These phenomena occur in a broad time scale,
ranging from picoseconds to mili- or even a fraction of second, as detailed below,
and always compete with the charge recombination process. This latter one will be
analyzed in Section 17.4.2.3, while here we will give an overview of the remaining
processes.

Strictly speaking, diffusion of carriers should only occur where the particle radius
(R) is significantly larger that the 〈r〉 expectation value for the ecb and hvb wave
functions, which approach a radial dependence r−3/2 sin(πr/R) (425). Simple calcu-
lations indicate that the diffusion concept losses most of its meaning for nanometer
particles. Despite this, a rough approximation to the diffusion coefficient (D) can be
obtained by using the Fröhlich theory:

D = μkT/e μ = B(exp(θ/T − 1) (17.11)

where μ is the charge carrier mobility, θ is the Debye temperature of the solid, k is
the Boltzman’s constant, and B = B(m∗

e ; ε; θ) with m∗
e the effective electron mass

and ε the dielectric constant of the solid. These calculations only considered the flat-
band energy variations with size through the m∗

e parameter (436). From this, simple
calculations of the time required (t = R2/π2D) to reach the surface of spherical ZnO
or TiO2 nanoparticles with characteristic size below 10 nm indicate that the electron
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diffusion process will last, at most, for a few picoseconds, whereas the corresponding
transition time for holes would be below 300 fs (430,437). So, size-dependence of this
phenomenon hardly affects the photo-physic response of the solid in the nanometer
range. On the other hand, we can mention that electron trapping time estimations are
not only consistent with electron diffusion coefficient experimental values obtained
for 2.5-nm TiO2 nanoparticles (438) but also with TiO2 samples with size in the
10–35-nm interval (437,439).

Apart from inherent limitations of the Frohlich theory, which will be briefly men-
tioned in Section 17.4.2.3, a main point is that electron and hole transport are known
to be trap-limited in TiO2, a fact not encountered from previous calculations with
Frohlich theory (440,441). This means that one charge carrier may sample multiple
trapping sites, depending of the thermal energy of the system, until it recombines. This
seems a general result for any semiconductor used in catalysis. So, the real diffusion
coefficient (Dr) is described by

Dr = Dkd/kt (17.12)

where D is the free-like charge diffusion coefficient and kt and kd are pseudo-
first-order rate constants for trapping and detrapping. Dependence of trapping nature
and number of centers with particle size should then generate a dependence of the
diffusion process of the carriers to the surface. Both characteristics of the solid trap-
ping center distribution have been explored in Section 17.4.1. Here, we just point out
that the assumption that trapping centers are mostly located at the surface or grain
boundaries of the materials does not fully explain the experimental measurements of
diffusion coefficients (439). A side point to mention is that photo-catalytic reactions
are carried out in the presence of oxygen as an efficient electron scavenger and water
(vapor for gas phase reaction or present in the medium for liquid reactions) to fully
hydroxylate the surface; so, under reaction conditions, dominant electron and hole
trapping processes occur with formation of oxygen radicals and OH-derived species,
respectively (442–444), requiring an interfacial electron transfer step in the elec-
tron case. Additional discussion is also underway on whether free or trapped holes
are the initial oxidant species, depending on the nature of the adsorbed molecule
(1,5,7,8).

Despite the unclear chemical nature of trapping centers and their unknown depen-
dence with experimental variables, particularly particle size and reaction conditions,
nowadays progress has allowed us to set experimental methods that ensured the study
of semiconductors systems having, on average, a single electron/hole pair per particle
during a laser pulse, allowing the study of a trapping characteristic time constant in
conditions resembling the real photo-catalytic measurements. Most of the studied
have been performed in TiO2 anatase samples as this is the “universal” system in
photo-catalysis (7,379,422,423,445–448). Transition absorption experiments are used
to follow the time-dependent response of the solid trapping centers, allowing the dis-
criminate between charged species; although no general consensus exists, some strong
indications suggest that trapped holes display an absorption maximum around 470–
520 nm, whereas trapped electrons have this around 650–750 nm and free conduction
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band and/or shallow trapped electrons have a raising absorption intensity going from
the far UV to the near IR regions. The most challenged question arises from the fact
that the region around 700 nm can have significant contributions from both holes
and electrons with (not well established) dominance of one of the species depend-
ing on several experimental variables (7,379,423). Trapped charges (shallow ones
excluded) display cross sections about two-thirds orders of magnitude lower than that
corresponding to free-like or shallow states (379). Measurements of trapping charac-
teristic times by using absorption spectroscopy yield values below 1 ps for electrons
and below 400 ps for holes (7,422,423,449). Furthermore, the capture of electrons by
platinization of TiO2 seems to have a time constant close to 2.3 ps (423,448). These
time constants can be compared with those mentioned above for mobility/diffusion
coefficient measurements and with those corresponding to the fixation of electrons
through an interfacial charge transfer by adsorbed oxygen species (millisecond range)
(450). The complete set of results would indicate, as mentioned above, that holes
mainly interact (recombine) with multi-trapped electrons, as suggested by several
authors (7,447), dominating the diffusion process of carrier species in TiO2 under
light excitation.

The assumption studies indicate that free-like/shallow-trapped electrons likely
accumulate in the interior part of the particle, whereas both trapped charge species
are mostly located at the surface of nanometer TiO2 particles (361,447). This dif-
ference between electrons and holes obviously implicates a size-dependence of the
trapping phenomena, favoring, presumably, the ease by which holes are trapped with
respect to its charged counterpart with the decrease of particle size. On the other
hand, considering this result and previous comments on the diffusion coefficients
and trapping characteristic times dependence on morphological variables, it would
seem that not only the main (surface) charge carrier trapping centers but also others,
with specific features but with a minor contribution to the defect distribution, control
the electron/hole transport properties. This question is further complicated with the
already discussed point about whether the quasi-localized surface electronic states
created by the solid defect distribution are in a chemical potential equilibrium with
the unoccupied/occupied electronic band density of states.

A final paragraph can be here dedicated to the effect of metal dopands on the charge
carrier trapping phenomena.As mentioned above, metal ions can act as electron accep-
tor or donor (e.g., hole acceptor) sites, depending on their electronic configuration.
Recent studies with femtosecond time resolution of TiO2 doped with Fe (cations that
possess both electron acceptor and donor properties) and Cr (acceptor) indicate that
a relatively larger amount of trapped holes is formed in both doped samples with
respect to bare titania, with the effect being more important in the presence of Fe or
the combined presence of Fe and Cr (448,451). Such trapping centers develop from
5 ps to 1 ns, without sensible time-dependent differences. The trapping phenomenon,
on the other hand, does not seem to be strongly influenced by the metal percentage,
at low levels of doping (below ca. 0.5 at. %) (451). The whole set of data presented in
these contributions conclusively shows that doping introduces some imbalance in the
electron-hole trapping, decreasing the hole trapping characteristic time and increasing
the amount of trapped holes, with respect to the bare TiO2, having consequences in
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the recombination process that will be analyzed in Section 17.4.2.3. The main point
of this chapter concerning metal doping is that optimum metal content of the nanosize
solid photo-catalyst is likely size dependent (33); when size becomes larger, the aver-
age path length of a charge carrier to the surface, where it should react with absorbed
molecules, is longer. For a constant dopant concentration, the probability for electron-
hole contact (e.g., charge recombination) would increase as does multiple trapping.
Therefore, assuming no correlation with other physical phenomena governing defect
distribution and number, to reduce the possibility of (excessive) multiple trapping,
the dopant concentration should be decreased with increasing particle size. This point
will be, however, fully addressed in the following sections.

17.4.2.3. Fate ofTrapped Charge Species Electrons and holes subjected to a
certain degree of stabilization could be subsequently involved in chemical processes
after an interfacial charge transfer step. However, all charge processes involving trap-
ping and interfacial transfer must compete with de-excitation or relaxation processes
involving the recombination of charge carriers. In this section, we will study these
two terminal processes that the charge carriers would undergo after the stabilization
steps previously reviewed.

17.4.2.3.1. Electron-Hole Recombination Charge carriers formed in nanostruc-
tures oxides (MOx) upon absorption of light (Reaction 17.27) can relax or recombine
in radiative or nonradiative ways, according to Reactions 17.28 to 17.31:

e−
cb + h+

vb −→ MOx + energy (17.28)

e−
Tr + h+

vb −→ MOx + energy (17.29)

e−
cb + h+

Tr −→ MOx + energy (17.30)

e−
Tr + h+

Tr −→ MOx + energy (17.31)

where the subindexes CB, VB, and Tr stand for conduction and valence bands and
trapped charge carriers, respectively. This was originally demonstrated by the rapid
depletion of transient absorption spectra recorded during laser flash photolysis stud-
ies, in which decay behaviors mostly reflect the Reaction 17.28 (7). It should be
noted that charge carrier energy relaxation or de-excitation in bulk semiconductors
is dominated by nonradiative interactions with longitudinal optical phonons, leading
to a fast (as described in the previous section, typically near or sub-picosecond)
carrier cooling dynamics (452). This is the so-called Frohlich interaction (436),
which was used to calculate diffusion coefficients in previous sections. However,
in nanometer systems, no matter whether in a weak or strong confinement regime,
the charge carrier relaxation mediated by interaction with phonons is drastically
hindered because of restrictions imposed by energy and momentum conservation
(leading to a phenomenon called “phonon Bottleneck”), and it appears that relaxation
is in fact dominated by a “non-phonon” energy-loss mechanism mediated by Auger-
type electron-hole energy transfer phenomena (452). Auger recombination in a bulk
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semiconductor is a nonradiative multiparticle process, leading to the electron-hole
pair recombination via energy transfer to a third particle (electron or hole), which
is re-excited to a higher energy state. In nanometer systems, confinement-induced
enhancement in Coulomb interactions and relaxation in translation momentum con-
servation should lead to increased Auger rates with respect to bulk systems, whereas
the atomic-like structure of energy levels should hinder the Auger process by a lower
availability of final states (453). As a result, Auger recombination can only occur in
nanometer systems with the participation of a phonon (as a four-particle process) or
with involvement of a final state from the continuum of states outside the nanocrystal
(454). Such complex behavior complicates a theoretical-analysis of quantum-confined
Auger recombination and highlights the need for experimental mapping of the size-
dependent Auger rates. Despite this result, the analysis gives an idea that a major
fraction of electron and holes would still recombine by using radiativeless channels
that might involve interparticle de-excitation and thus can be influenced not only by
particle size but also by other morphological parameters as porosity and secondary
particle size. It could be also mentioned here that the presence of dopants usually
increases the likehood of nonradiative channels with respect to bare titania (80).

From the theoretical modeling and experimental analysis of recombination, we now
know that several radiative processes are involved in the electron-hole recombination.
Such processes would have to take into account steps taking place in femptosecond
to subsecond time domains (7,423,445,455). Direct recombination models describe
the reaction of the geminate ion pair in the lattice before any transfer to trapping
sites (456). This type of recombination reduces efficiency as neither charge has a
chance to migrate to the surface and takes place probably below the picosecond
region (7,423,445). Serpone et al. found that this process could be the only (radia-
tive) absorption decay in ca. 2-nm TiO2 particles, having a 10-ns characteristic time,
whereas it dominates (ca. 90%) in 10–25-nm particles, having a decay time decreasing
with increasing particle size (445). The significant differences with the 2-nm sample
can be grounded on the low crystallinity degree of the titania phase in such small
particles.

Distinctive decay kinetics are observed after 1 ps, extending, depending on sample
and experimental conditions, to the subsecond domain. Such recombination processes
are called nongeminate recombination and include contributions with, at least, one
previously trapped charge species. They may follow an average rate law switched from
second order to first order when decreasing electron-hole pair number per solid particle
(7,423,445,457). In any case, picosecond decay contributions are well explained by
second-order kinetics, indicating similar initial number (density) of holes and elec-
trons coming from trapping sites (7,423). First-order kinetics seem characteristic of
micro- to subsecond processes (423), a fact that may be driven by the larger character-
istic trapping times of holes, allowing the existence of long-lived electrons suffering
multitrapping processes. The critical influence of several variables, among which the
hydroxilation state of the surface appears as capital (458), has been shown to modu-
late the nature and importance of fast and slow nongeminate recombination processes
and their decay kinetics, but this point still awaits rationalization in terms of the elec-
tronic and structural characteristics of samples, and particularly, no information about
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size dependence is available at the moment. A rather naive interpretation could be
based on the fact that nongeminate recombination could occur by tunneling and thus
displays a exp(−2r/〈ro〉) behavior, where r is the distance between trapping centers
(assuming Reaction 17.31, is the dominant process contributing to the nongeminate
recombination) and 〈ro〉 is the expectation value for the hydrogenoic wave function
of the trapping carriers (see Section 17.4.2.2.). If the density of defects increases as
size decreases, a shorter nongeminate recombination time would be expected as size
decreases. However, if such defects are mainly located at the surface, although the
density increases with size, the surface also increases with size as R2, so it could
be expected that surface density of defects would display a minimum for a certain
particle size, which could give an optimum size having the larger recombination
characteristic time.

In brief, considering that nonradiative processes are dominant and that among
radiative ones, geminate recombination can account, at least, for 90% of the losses, it
is clear that quantum yields of chemical reactions using light excitation sources can
hardly reach 1%. The size-dependence of the overall recombination process is still
not known but should be dominated by nonradiative processes, which frequently are
not fully measured by researchers of nanometer systems.

A final comment concerns the influence of the metal dopants in recombination
processes. For a constant level of doping, size-dependence should be mainly related
to three points. First of all, the different nature of the nonradiative decay process
with size and the influence of the metal in this dependence; has not been explored.
Second, assuming the tunneling dependence of nongeminate recombination, a lower
probability (e.g., an increase in characteristic time) is expected as size increases.
A side point to be here mentioned is that some cations (like Fe, which is able to
act as electron donor and acceptor, trapping both charge species in similar quantities)
would increase the average nongeminate recombination time, but most of them would
inevitably decrease it (62). Finally, a geometrical constraint derived from the distance
of the dopant center to the surface will influence the relative probability of the trapped
charge to be involved in interfacial charge transfer versus recombination. This latter
one depends on the nature of the dopant (for example, some of them, like V, W, and Cr,
typically would decrease the surface energy of titania, having thus a certain preference
to be at the surface layer of the material) as well as on preparative conditions.Yet, there
is not a general framework to interpret the size-dependence of the doping process for
a photo-catalytic semiconductor.

17.4.2.3.2. Interfacial Charge Transfer In all chemical reactions and applica-
tions of semiconductor photo-catalysts, the charge carrier species must be in contact
with the gas- or liquid-phase molecules to be degradated or chemically transformed.
The chemical significance and characteristics of this process have been carefully
reviewed in Section 17.2.3, and here we just want to give a short overview concerning
the influence of the semiconductors size.

Oxygen is always present in the reaction media to act as the primary elec-
tron acceptor. Usually, free-like or previous trapped as Ti(III) (414) electrons are



17.4. EFFECTS RELATED TO SIZE 545

transferred to molecular oxygen adsorbed at the surface of the material yield-
ing superoxide or hydrogen peroxide radicals as described in Section 17.4.1.1.2
(414,442–444,446,450,458).

Although the superoxide radical may also suffer disproportionation to yield neutral
hydrogen peroxide and oxygen molecules by a reaction with two protons. In the liquid
phase, such reactions depend on pH by the direct involvement of protons in the corre-
sponding reactions (Reaction 17.20) as well as the pH-dependence of the nanomater
oxide flat-band potential, but also of additional variables, among which the presence
of surface defects acting as adsorption sites are key ones. This latter one lends a
strong size-dependence to oxygen activation steps, which however, is difficult to fur-
ther elaborate from this simple explanation. A rate constant ca. 7.6 × 107 L mol−1 s−1

has been determined for Reaction 17.19 (446). Interface electron transfer is relatively
slow with oxygen and neutral molecules, having characteristic time constants in the
order of milliseconds, but can be notably faster in presence of ionic scavengers as
NO−

2 (450). Also, ionic SCN− is able to transfer an electron to a hole on titania in a
way that effectively competes with fast electron-hole recombination processes (446).
These comments just point out that the time domain of this elemental step is strongly
influenced by the nature of the solid–molecule interaction. Some isotopic studies have
been shown that in specific cases, oxygen radicals are additionally involved in several
steps of photo-catalytic oxidation processes (2).

Photo-catalytic processes concerning oxidation of organic or inorganic molecules
or ions may occur either via surface-bound hydroxyl radicals or valence-band hole
before it is trapped within the particle or at its surface (414,444,446). The presence
of Cl− anions coming from residues of the Ti-precursor salt used to prepare titania
has also been shown to form Cl �−

2 radicals upon a hole capture and subsequently
oxidize phenol (459). As a simple and not yet well-established rationalization, it
appears that ionic species, which can have fast adsorption rates on the surface of the
semiconductor, can be oxidized by free-like holes, whereas adsorbed neutral species
may be attacked by the two mentioned species (7). The competition between these
two hole species makes the interfacial hole transfer size-dependent. Presumably, this
would have significant impact on chemical reactions involving molecules adsorbed
in a neutral way, e.g., gas/liquid-phase neutral molecules that do not suffer charge
transfer from or to the solid surface.

17.4.3. Size Effects on Catalytic Properties

Catalytic phenomena occur at the surface of an important number of semiconductors
described in Sections 17.2.1 and 17.2.2 after the interfacial charge transfer to oxy-
gen and target molecules. A rationalization of the different mechanism involved in
such steps is described in Section 17.2.3. A variety of kinetic mechanisms is involved
in these chemical processes, but a fundamental question is raised on whether the
“initial” photo-physical steps could be involved or control the reaction rate. Several
groups have tried to establish correlations between reaction and radiative recombina-
tion rates, assuming this latter one is the main photo-physical event (63,356,412,451).
The typical result is a somewhat scattered exponential decrease as the recombination
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rate increases. This is typically interpreted as if at relatively small recombination
rates, the charge carrier recombination process may play a significant role on the
overall process kinetics, which is nevertheless lost as the recombination rates grows.
It can be noted that this type of behavior is not always observed (356). In any
case, as described in Section 17.4.2.3.1, electron-hole de-excitation or relaxation
is certainly a size-dependent phenomenon, but the significant number of radiative
and nonradiative channels and, probably, the major importance of the latter type,
makes it a difficult task to give a prediction concerning the effect of size. Despite
this result, when the recombination step plays a kinetic role, size-effects can be
expected.

Apart from that, it is obvious that the second general source of size-dependence
comes from the corresponding band gap and flat-band energy variations. The behavior
of these two observables with size has been described in Sections 17.4.1.2 and
17.4.2.1. As a general result, the blue shift in the band gap energy as size decreases
will produce a small decrease in the photon absorption rate and carrier kinetic energy,
but the flat-band position would change the redox potential of the electron-hole pair
(1,2,5,7,8). As mentioned, the decrease of size in the nanometer range allows the
appearance of mid-gap states, which may act as trapping centers, whose behavior
depend on their energy relative position with respect to the valence and conduction
band edge positions (412,416,417). The overall response of these two “electronic”
effects is not really known, but as a general result, it appears that they would drive to
an optimum influence corresponding to a certain size between ca. 3 and 12–15 nm.
The inferior limit is established by the loss of the crystalline structure of the semi-
conductor and the dominant contribution of geminate recombination, whereas the
upper one is given by the loss of significant influence of size in electronic properties.

Following the above simple interpretation of the main effects of size in para-
meters influencing chemical photo-activity of semiconductors, here we will review
the literature reports displaying size-dependent behavior. These reports cover the use
of sulfides, MSx (M = Mo, Bi), ZnO, CeO2, and TiO2 as photo-catalysts, although
the majority are devoted to the use of the latter.

Metallic sulfides have been used to eliminate phenol under visible light excitation,
which is active for particles with a primary particle size ca. 4.5 nm (274). The large
variation of band gap and edge energies allows photo-generated holes to oxidize
water and create hydroxyl radicals for organic attack with a size below ca. 8 nm.
MoSs appears to maintain reasonable stability under reaction conditions, opening a
way to use these chemical compounds in photo-catalytic elimination reactions. The
binary MoSx–TiO2 (Degussa P25) system is also useful upon UV light excitation,
displaying an activity rate enhancement of about 2 for sulfides particles with a 2-nm
average particle size (274). The corresponding semiconductor junction is presumed
to improve charge carrier separation, decreasing recombination rate and enhancing
reaction rate. Such situation has also been shown to occur for BiSx–TiO2 systems
upon adsorption of ionic molecules on the sulfide surface (225).

ZnO has been used as a photo-catalyst because it has similar band edge positions
to that of TiO2, but its self-induced oxidation in a number of applications in liquid
phase limited its usefulness (460). Despite this result, the influence of size in the



17.4. EFFECTS RELATED TO SIZE 547

polymerization reaction of methyl methacrylate using the semiconductor as an photo-
initiator indicates that optimum activity is obtained with size close to ca. 15 nm, with
bulk-size ZnO being ineffective for such reaction (335). In this case, the quantum
enhancement of the reaction is ascribed either to the influence of surface defects of
the nanosolid or to a modification of the recombination rate. More modern papers use
nanometer ZnO as part of binary ZnO/SnO2 or ternary ZnO/TiO2/SnO2 systems
in the photo-degradation of colorants (461) or H2 production (462). In such cases,
the electron-hole charge separation yielded by the physical contact between the two
semiconductors allows the production of more or less stable systems, but no clear
information about size-dependence of catalytic properties was reported. Very scarce
reports have been devoted to CeO2 photo-catalysts as a function of size. In fact, we are
aware of a single publication that indicates that particles about 8 nm display optimum
properties in the gas-phase elimination of toluene (19).

The anatase–TiO2 system has been subjected to a large number of studies. Concern-
ing size-dependence, the contributions can be classified into three different groups.
The first group includes works that found an optimum primary size well below 10 nm.
These are the gas-phase photo-oxidation of 1-butene (297), trichloroethylene (463),
and toluene (464), and the liquid-phase hydrogenation of CH3CCH (333), the photo-
oxidation of rhodamine B (465), or the polymerization of a trisacrylate ester (466).
Although not fully grounded, the studies infer that a strong quantum size effect domi-
nates catalytic properties through two main factors. The first one is the change in
redox potential suffered by both charge carriers as the band gap of the samples
experienced a blue shift with decreasing size. The second one concerns the exis-
tence of mid-gap states associated with surface charge trapping centers positively
affecting charge evolution. Both factors depend on primary size but also on other
morphological parameters as the first is coupled with the different scattering versus
absorption ratio presumably displayed by the samples and the second with grain
boundaries between single particles, which are believed to have an important role as
trapping centers. The influence not only of primary size but also of other morpho-
logical parameters clearly points out the difficulty in getting a general framework
able to explain photo-catalytic behavior in cases where, apparently, size confinement
plays a dominant role in the overall chemical reaction kinetics. The second group
of works obtains a size-dependence with maximum ca. 10 nm; the gas-phase photo-
oxidation of CHCl3 (353), or the liquid-phase of acetone (467) are examples. Apart
from the above-mentioned factors affecting photo-activity, one of the studies gives
evidence of the importance of surface hydroxylation by analyzing the behavior of
two samples with rather similar morphological properties (467). Finally, the third
group comprises systems with photo-activity maximum well above a limiting size
where quantum confinement effect can play a role. The gas-phase photo-oxidation of
trichloroetane (468), and hexane (469), or the liquid-phase of 2-propanol (470), phenol
(337), methyleneblue (35), and methylic orange (471), are illustrative examples. In
these cases, the authors claim that the dominant effect of the recombination rate on
the chemical reaction kinetics, which presumably should increase as size decreases,
is not balanced by any of the positive effects coming from size confinement in the
nanometer range.
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18.1. INTRODUCTION

The impact of human activities on the environment has recently gained growing
attention over the last few decades. After a basic assessment of the major environ-
mental concerns, such as the Greenhouse Effect and energy efficiency, attention was
paid to the need of a worldwide answer to these problems, to be combined with the
expected improvement of the quality of life and economic development (1,2). The
key points of this philosophy are the control and limitation of the emissions from
anthropogenic sources and the increase of energy efficiency, especially when using
fossil fuels as an energy source. Particular attention is devoted to the fields of trans-
portation and power generation, which are considered two of the major responsibles
for pollutants emission. Although different innovative technologies based on renew-
able energy sources are under study, an immediate short-term answer can be found by
improving the existing technologies for automotive and stationary power generation.
The topic is highly demanding and of primary importance, particularly in view of the
booming economic growth of some major developing countries. As an example, the
increase of energy consumption during the last years is reported in Figure 18.1 (3).
It is clear that despite a worldwide increase of energy demand, North America (in
particular, the United States) and mostly Asia (in particular, China and India) play
a leading role, the latter having exceeded the energy need of the most industrialized
countries in 2003 (Figure 18.1). As energy production is mainly based on fossil fuels
combustion (in gasoline or diesel motor engines and in thermoelectrical power gen-
eration units), a similar trend is shown by CO2 worldwide emissions (Figure 18.2).

Synthesis, Properties, and Applications of Oxide Nanomaterials, Edited by José A. Rodríguez and
Marcos Fernández-Garcia
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Figure 18.1. World total primary energy consumption by geographic areas (1980–2003).
North America’s data include Mexico. Data expressed as quadrillion (1015) Btu.

The situation is even more critical from this point of view, due to the use of obsolete,
less energy-efficient technologies in the developing countries.

Emissions from mobile sources are mainly constituted of partially unburnt hydro-
carbons (UHC), CO, NOx , SOx , and of course, CO2 and H2O. In addition, some
nitrous oxide (N2O), a powerful greenhouse gas, can form through the reduction
of NO and NO2 by catalytic converters in the case of “cold start”. Indeed, mobile

Figure 18.2. World carbon dioxide emissions from the combustion and flaring of fossil fuels
(1980–2003). North America’s data include Mexico. Data expressed as million (106) metric
tons carbon equivalent.
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combustion is responsible for ca. 20% of total U.S. anthropogenic N2O emissions
(4). As for stationary combustion processes, e.g., power generation units, the same
pollutants can be found in effluent gases, with more or less relevant amounts of SO2,
depending on the fuel nature and its pretreatment.

According to Ref. 5, three different mechanisms account for NOx formation during
combustion:

(1) “Thermal NOx” form through oxygen and nitrogen coupling, following
the Zeldovich mechanism (6). The rate of thermal NOx production increases
nearly linearly with residence time and strongly depends on flame temperature.

(2) “Prompt NOx” form in fast coupling of nitrogen with radicals formed at the
flame front, a mechanism favored by moderate temperatures and fuel-rich
conditions.

(3) “Fuel NOx” form by oxidation of nitrogen containing compounds in the fuel.
Their formation depends moderately on flame temperature and is favored by
fuel-lean conditions.

Table 18.1 reports emissions from energy consumption for electricity production
in the United States in the last decade. Despite the increase of CO2 release due
to the overall increase of electricity production, SO2 emissions slightly decreased
through the years, due to more efficient fuel desulphurization. An even stronger
decrease of NOx release can be noticed due to more sophisticated control of
thermal plants (7) and mostly to more efficient postcombustion treatments, such
as the selective catalytic reduction (SCR) process (8–11). In addition, N2O can
form in stationary combustion units as a result of chemical interactions between
nitrogen oxides, mostly NO2, and other combustion products. It is interesting to
observe that N2O emissions from anthropogenic sources have been reduced in the
agricultural and industrial fields, whereas they are still increasing when considering
energy production and waste management (Table 18.2), primarily due to combustion

TABLE 18.1. Gaseous Emission Connected with

Electricity Production in the United States (1993–2003)

(4). Data Reported as Thousand Metric Tons.

CO2 SO2 NOx

1995 2,079,761 11,898 7,885
1996 2,155,453 12,908 6,281
1997 2,223,347 13,524 6,324
1998 2,313,013 12,509 6,235
1999 2,326,558 12,445 5,732
2000 2,429,394 11,297 5,380
2001 2,379,603 10,966 5,045
2002 2,397,937 10,515 4,802
2003 2,408,961 10,594 4,396
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TABLE 18.2. N2O Emissions from Anthropogenic Sources in the United States

(1990–2003) (4).

Thousand Metric Tons N2O Percent Change

Source 1990 2003 1990–2003 2002–2003

Energy 183 228 24.4% 1%
Agriculture 814 788 −3.2% −0.8%
Industrial 96 45 −53.0% −11.8%
Waste management 16 20 23.7% 0.9%

processes. Moreover, in the case of stationary power generation units, methane, a
harmful greenhouse gas (1 ton CH4 equals 23.5 tons CO2), is often released due to
incomplete combustion.

Energetic efficiency is a must from the environmental point of view, but in the
last decades, it has also become of primary importance from the economical one.
Indeed, the world’s energy needs nowadays to depend essentially on fossil fuel
availability, raising many strategic problems. Hence, one of the main tasks of the
current century is the increase of energetic efficiency of the existing power gener-
ation technologies also in view of the decreasing availability of fuels and of their
increasing cost.

18.2. COMBUSTION TECHNOLOGIES

Thermal methods for power generation are based on combustion of oil, natural gas,
or coal to produce electricity. Some of the most representative currently available
technologies are as follows.

18.2.1. Steam Power (ST) Plants

The conventional steam power plant is a mature technology widely used through-
out the world. It consists of a steam generator (boiler), a steam turbine, and a
particulate removal equipment, which is typically an electrostatic precipitator (ESP).
Although steam units up to 1300 MW and supercritical steam conditions of 24 MPa
have been tried, in recent years, most units range in size between 300 and 900 MW,
with 16 MPa 550 ◦C/565 ◦C steam outlet conditions, and overall efficiency ranging
between 34% and 38%. Supercritical steam units have been in use in some countries
(Denmark and Japan) and have achieved efficiencies up to 42%. All types of coals,
oil, natural gas, and biomass, separately or in combination, can be used as fuels
in steam plants. However, the power plant needs to be designed for the available
fuel (12).
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18.2.2. Integrated Gasification Combined Cycle (IGCC)

The first step of this technology is coal gasification. IGCC combines both steam and
gas turbines (“combined cycle”), and 40–42% efficiency may be achieved depending
on the level of integration of the various processes. The fuel gas leaving the gasifier
must be cleaned up from sulphur compounds and particulate, reducing the overall pro-
cess efficiency and increasing costs. IGCC plants can achieve 99% SO2 removal and
NOx emissions below 50 ppm. The IGCC technology being in a demonstrative phase,
cost projections range from 1200 to 1400 US$/kW. The primary constraints to the
application of gasification and IGCC in developing countries are that the technology
needs further demonstration, the costs are higher than those of competing technolo-
gies, and the fact that environmental regulations in developing countries do not require
the so high SO2 removal and low-NOx emission achieved by IGCC.

18.2.3. Gas Turbines (GT)—Simple Cycle

The gas turbine apparatus is based on a compressor, a combustor, a power turbine, and
a generator. Ambient air is compressed to high pressure in a multistage compressor
and fed to the combustion chamber together with the fuel, usually natural gas. The
combustion gas powers an axial turbine that drives the compressor and the generator
before exhausting to atmosphere. The advantage of this technology is that there is
no need of heat transfer to a water/steam cycle to power a steam turbine. The latest
gas turbines are designed for inlet temperature of 1500 ◦C and compression ratio as
high as 30:1 (for aero-derivatives models), giving thermal efficiency of 35% or more
for a simple-cycle gas turbine (13). The temperature of turbine exhaust gas is about
540 ◦C, providing the opportunity of heat recovery in a steam boiler (cogeneration
facility). Many different technological implementations were introduced to further
improve the overall efficiency of the system. Control of NOx emission is particularly
difficult, and energy output and efficiency, as well as NOx formation, increases with
increasing firing temperature. However, the use of lean gas mixtures of combustor
design able to better average out temperature and of SCR equipments allow us to
reduce NOx emission to 25 ppm with respect to 300 ppm for natural gas-fuelled gas
turbines with no corrective measures. However, a drawback of lean combustion is
that CO and UHC increases significantly at reduced power (14).

18.2.4. Combined Cycles

These units combine the Rankine (steam turbine) and Brayton (gas turbine) thermo-
dynamic cycles by using heat recovery boilers to capture the energy in the GT exhaust
gases for steam production to feed another turbine. In GT design, the firing temper-
ature, compression ratio, mass flow, and centrifugal stress are the factors limiting
both unit size and efficiency. For example, each 55 ◦C increase in firing temperature
gives a 10–13% output increase and a 2–4% efficiency increase. The most critical
areas determining the engine efficiency and life lie within the hot gas path, i.e., the
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combustion chambers and the turbine first stage stationary nozzles and rotating buck-
ets. A typical gas turbine compression ratio is 16:1, but it can raise up to 30:1 in
aero-derivative models, with roughly 50% of the total turbine power being required
just to drive the compressor. The GT has the inherent disadvantage that reduced air
density due to high ambient temperature or high elevation over sea level causes a sig-
nificant reduction in power output and efficiency, because the mass flow through the
gas turbine is reduced. Today the largest aero-derivative power gas turbine is probably
the General Electric’s 40-MW LM6000 engine, with a 40% simple-cycle efficiency
and a weight of 6 tons. Gas turbines of about 150 MW are already in operation, man-
ufactured by at least four separate groups (General Electric and its licensees, Asea
Brown Boveri, Siemens, and Westinghouse/Mitsubishi). These groups are also devel-
oping, testing, and/or marketing gas turbine sizes of about 200 MW. Combined-cycle
units are made up of one or more such GTs, each with a waste heat steam generator
arranged to supply steam to a single steam turbine. Typical costs are ca. 600 US$/kW
(15). Combined-cycle efficiency is already over 50% and research aimed at 1370 ◦C
turbine inlet temperature, which may make 60% efficiency possible. GTs burn mainly
natural gas and light oil. Crude oil, residual oil, and some distillates contain corro-
sive components and require a fuel treatment equipment. In addition, ash deposits
from these fuels result in gas turbine deratings of up to 15% and in an increase of
the frequency of maintenance stops. A lot of application examples can be found in
Ref. 15.

18.3. CATALYTIC COMBUSTION

The flameless combustion of flammable fuel-air mixtures on platinum wires was
discovered in the nineteenth century and led to the invention of the miner’s safety
lamp by Davy in 1817 (16) and of the pneumatic gas lighter by Döbereiner in 1823
(17). Catalytic combustion is a means for burning a gaseous fuel without flame, thus
avoiding massive generation of NOx . Moreover, it imposes less restrictive constraints
concerning flammability limits and reactor design. This is especially important in
power generation by gas turbines (18,19). Replacement of a conventional burner with
a catalytic stage allows us to carry out the oxidation of methane at lower temperature
(<1200 ◦C) with respect to homogeneous flames (1800–2000 ◦C), in which large
amounts of NOx form (>200 ppm). Efficient burner design and control allow us to
reduce NOx emissions to 25 ppm (at 15% O2), but catalytic combustion attains levels
as low as 2–3 ppm. Moreover, this approach is cheaper than the various effluent clean-
up methods. Additional advantages are better flame stability and fewer pulsations
with respect to the conventional lean premix burners (20). As for the fuel, methane
combustion releases the lowest amount of CO2 per unit of produced energy. In view of
ever more stringent regulations on CO2 emissions, this makes natural gas, whose main
component is CH4 (80–90%), even more attractive as a fuel for energy production,
provided that methane is not released.

In principle, total methane combustion under fuel lean conditions can be achieved
at an even lower temperature, 550–800 ◦C depending on catalyst activity. However,
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the amount of fuel used in practical application would lead to unacceptable adiabatic
temperature raise, igniting the catalyst and destroying it. Therefore, a hybrid design
concept is usually adopted, providing one or two catalytic beds, which convert only a
part of the fuel, and a subsequent conventional burner zone, where the remaining fuel
(and, when needed, additional air) are added and homogeneous flame combustion
takes place. This allows us to keep temperature lower and much better controlled,
reducing substantially the formation of NOx in the flame zone. A schematic repre-
sentation of the concept and of the typical temperature of each step is represented in
Figure 18.3.

Air is compressed and mixed with the fuel before the catalytic step. Pressure
ratios were originally low (up to 12:1), with low adiabatic temperature (<1300 ◦C).
The improvement of the materials for the most critical hot zones and the design of
new cooling systems allowed us to noticeably increase both pressure ratio (up to
30:1) and adiabatic flame temperature (ca. 1500 ◦C). Pressure is a critical parameter,
affecting the overall yield of the turbine, the energy needed for compression and the
catalyst behavior. The catalytic reaction is not directly affected by pressure, but the
risk of homogeneous ignition is strongly pressure dependent and must be avoided
(20). By contrast, elevated pressures allow us to start up the homogeneous com-
bustion at relatively low temperature (800–900 ◦C) and to complete fuel oxidation
with limited NOx formation (14). If the temperature reached after compression is
not enough for the catalytic reaction to light on, an auxiliary preburner provides the
necessary heat. This depends mainly on the activity of the catalyst and on its possible
thermal deactivation during use, leading to progressively higher light-off temperature.
However, preburners should be avoided, whenever possible, because they form some
NOx and can cause uneven temperature and gas velocity distribution at a catalyst
bed inlet.

Catalyst design has to be tailored on the specific fuel to be used. Indeed, GTs are
usually fed with natural gas, which is mainly constituted of CH4, the less reactive

Figure 18.3. Scheme of the hybrid catalytic combustion-gas turbine design.
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component of the gas mixture. If significant quantities of higher hydrocarbons are
present, homogenous ignition can take place within the catalyst bed, deactivating it.
The original design (21) of catalytic GT systems was based on the catalytic combustion
of the entire fuel/air mixture, provoking catalyst destruction due to the adiabatic
temperature raise occurring in the process. This pushed to the “hybrid” concept, in
which part of the fuel bypasses the catalytic section to be fed directly in the homo-
genous burner (22–25). Dimensioning of the bypass section depends on the enthalpy
of combustion, so to keep below 1000 ◦C the temperature in the catalytic step.

An alternative way to limit hot spots and ignition in the catalytic section is a proper
catalyst design during deposition on honeycombs (26,27). Active phase deposition
can be e.g., tailored so to have alternate active–inactive channels. This allows a fairly
good control of temperature raise in the catalyst monolith, but it prevents the use
of different catalyst forms, such as foams or tortuous channel supports. A further
possibility is to employ a fuel-rich feeding mixture, in order to convert it in the catalytic
step to a mixture of partial and complete oxidation products, to be completely oxidized
in the postcatalytic section (28). In this way, the limited extent of complete oxidation
reaction prevents the catalyst from overheating (28,29). Moreover, the presence of
CO and H2, highly reactive species, improves flame stability, allowing us to decrease
NOx and UHC emissions (30,31).

To predict, control, and optimize catalyst performance in GT applications, sophis-
ticated modeling techniques are employed to simulate both temperature profiles along
the catalyst bed and in the homogeneous sections. Therefore, computational tools were
recently developed that provide opportunities to analyze the elementary chemical pro-
cesses occurring at the gas–solid interface and couple them to the surrounding gas
phase. In contrast to previous simulations (32,33), the new numerical codes are also
able to take into account transient phenomena. Details about reaction and burner
modeling can be found in Refs. 34 through 45.

A final reference concerns the application of deep oxidation to the abatement of
methane emissions from natural gas or methane combustion devices, catalytic or
not. A typical application would be the clean-up of the exhaust gas from station-
ary combustion units or from lean-burn natural gas vehicles (NGVs). The latter are
increasingly diffusing in urban areas, especially in the form of heavy-duty vehicles,
such as buses. Indeed, the use of natural gas offers a lot of environmental advantages
also in the transportation field, showing much higher fuel efficiency and lower NOx

emission. The EuroIV standards (October 2005) impose the limit of 3.5 g/kWh for
NOx emission for heavy-duty vehicles. This limit will be cut to 2.0 g/kWh at the end of
2008 (EuroV). Currently, NOx emissions from diesel buses are ca. 5 g/kWh, meeting
the requirement of the EuroIII regulation, whereas only 2 g/kWh are found with lean-
burn NG bus, so fully meeting the more stringent future regulations. Moreover, very
low amounts of SOx and of particulate form during combustion of natural gas. The
main concern about NGVs emissions is unburnt methane, which is a powerful green-
house gas, as mentioned. Without any clean-up treatment, methane emission from a
NG bus is ca. 3–4 g/kWh, much higher than the 1.1 g/kWh required by the EuroIV
and EuroV standards. Hence, highly active catalysts are needed for postcombustion
abatement of methane (46,47).
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18.4. CATALYSTS FOR THE FLAMELESS COMBUSTION

OF METHANE

Catalyst design for the catalytic flameless combustion (CFC) of methane is a highly
demanding task. Indeed, high catalytic activity is needed, to ensure low light-off
temperature, together with high thermal stability, to withstand the thermal shocks
due to the extremely high reaction temperatures. These two requirements are hardly
attainable simultaneously. Following the possible hybrid design concept (Figure 18.4),
the problem is faced by using two catalytic steps. In the first one, the key point is the
light-off temperature (maximum 350–450 ◦C), and hence, catalytic activity must be
sufficiently high. In the second step, the key point is thermal stability, activity being
less important, due to the higher reaction temperature (ca. 700–900 ◦C). Different
solutions are possible, but the current trend is to use noble metal-based catalysts in the
first step and more thermal-resistant catalysts such as perovskites or hexaaluminates
in the second step (49,50). Nanotechnology and nanoscience can be powerful tools
for both catalyst design and improvement of catalytically active species.

18.4.1. Supported Noble Metals

Many different examples of noble metal-based catalysts are reported in the literature
and recently reviewed in Refs. 5, 46, and 51.

Platinum and palladium show low light-off temperatures in oxidation of hydro-
carbons and other organic chemicals (52–56), palladium being generally more active
than platinum in the combustion of methane (57–61). The resistance of palladium to
thermal deactivation is usually better than that of platinum (62), but its resistance to
poisoning by either sulphur- or lead-containing species is worse (54,63,64). However,
besides these technical problems, one of the main drawbacks related to the use of noble
metal-based catalysts is their high and continuously fluctuating cost (Figure 18.4).

Figure 18.4. Noble metals’ price fluctuation over the years. Data based on London PM fix
quotations (48).
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Furthermore, noble metals availability raises some concern in the case of wide-scale
application at high loading, such as the current one. Hence, the research has moved
toward mixed metal oxides, which can show satisfactory activity and suitable thermal
stability.

18.4.2. Mixed Metal Hexaaluminates

Mn-substituted Ba-hexaaluminates are reported to be very active catalysts for CFC
of methane (65–71). The main problem with such catalysts is that activity is usually
strongly dependent on surface area, and the latter is commonly low in mixed oxides
prepared through conventional techniques. To overcome the problem, microemul-
sion preparation techniques have been developed to control the oxide particle size,
ranging, e.g., from 10 to 1000 nm and hence to control surface area (72). However,
although surface areas in excess of 50 m2/g were obtained, depending on the prepa-
ration conditions, catalytic activity was not optimal, showing light-off temperature
always higher than 400 ◦C and never attaining methane full conversion below 650 ◦C.
In addition, neither a deep study of catalyst stability nor of structured catalysts have
been done yet.

18.4.3. Perovskite-Like Mixed Oxides

Among the mixed oxides, those with perovskite-like structure are perhaps the most
widely studied. They have general formula ABO3, where A is usually a large-radius
metallic cation (e.g., a lanthanide or alkali-earth metal ion) and B is a lower size
transition metal ion. The same crystal structure can be obtained with carbides, halides,
nitrides, and hydrides, although oxides are by far the most common. One of the main
advantages of this family of oxides is the high versatility of their composition, which
can be further expanded through the partial substitution of the cations at both A and
B position to form A1−xA′

xB1−yB′
yO3±δ compounds, with widely different properties

and catalytic behavior (73). Another interesting feature is the exceptional stability of
the perovskitic structure, the crystal field force of which can force some ions to assume
unusual oxidation states.A typical example is Cu in Ba-substituted lanthanum cuprate,
in which Cu is present in both the 2+ and the 3+ oxidation states. This allowed us to
also develop an interesting set of superconducting materials working at a relatively
high temperature (74,75).

The ideal perovskitic structure is cubic, the smaller B ion being octahedrally
coordinated to 6 oxygen ions and the larger A ion attaining a coordination num-
ber of 12 (Figure 18.5). The following geometry-based relationship between ionic
radii holds for the ideal structure (73):

rA + rO = 21/2(rB + rO)
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Figure 18.5. Example of perovskite-like structure: (a) unit cell (76) and (b) example of CaTiO3
tri-dimensional array (77). See color insert.

However, some distortion is possible without destroying the perovskitic lattice.
A tolerance factor t is then introduced:

t = (rA + rO)/(21/2(rB + rO))

More or less distorted, the perovskitic structure can be obtained for t values ranging
from 0.75 to 1 (78).

One of the most interesting properties of perovskites is their nonstoichimetry
(73,79–81). Indeed, the whole structure has to be neutral, so cation charges have to be
distributed to give an overall 6+ sum: e.g., A1+B5+O3, A2+B4+O3, or A3+B3+O3.
However, the presence of defects, such as cationic or anionic vacancies, is very
common in real structures. Anionic vacancies are the most frequent and can extend
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up to a whole oxygen layer, leading to a different family of compounds, the brown-
millerites (81,82) (e.g., Ca2Fe2O5 and La2Ni2O5), in which up to one sixth of the
oxygen atoms are vacant. Sometimes an excess of oxygen can be also found. This is
the case of LaMnO3+δ (83–87), which shows a very good catalytic activity for total
oxidation reactions.

Some perovskites show interesting magnetic properties, which are connected with
the B ion properties. Paramagnetic species can also form, due to coupling with struc-
tural or adsorbed oxygen, which in turn may be involved in oxidation reactions.
Hence, EPR can be a powerful technique to investigate the nature of the possible
active species (88–92).

As for electric conductivity, no generalization is possible, due to the dependence
of the electrical properties on the nature of the B metal. Indeed, conductors, semi-
conductors, and insulators can be found, depending on the possibility to form a
delocalized orbitals array in which electrons can freely move. Semiconducting materi-
als, e.g., titanates, can be very interesting for photo-electrocatalytic application, but no
significant dependence of activity for full oxidation reaction on electric conductivity
was ever found (93).

More interesting from this point of view is ionic conductivity. This is due to ion
transport through the lattice, which is made easier by the relatively open perovskitic
structure. Ionic mobility is mainly due to oxygen ions, which can more or less easily
move through oxygen vacancies. Indeed, the activation energy for O2− jumping
between oxygen vacancies is usually low. This phenomenon offers interesting appli-
cation possibilities, e.g., in the development of ceramic materials for semipermeable
membranes. Moreover, some perovskites characterized by high ionic mobility, such
as La(1−x)SrxCo(1−y)FeyO3−δ , have been used as cathode materials for fuel cells
(94–96). Generally speaking, oxygen mobility depends on both the facility of oxygen
transport through the bulk phase and the exchange properties at the gas–solid inter-
phase. The first parameter plays a leading role and depends mainly on the size ofA and
B ions, i.e., on the tolerance factor t. A minimum in the activation energy for oxygen
transport was found for t ≈ 0.81 (97). The reason of this phenomenon is lattice relax-
ation around the vacancy, a sort of expansion of the vacancy permitting the decrease
of the electrostatic repulsion of the surrounding cations, leading to an easier oxygen
transit (73). Hence, in principle, it would be possible to increase oxygen mobility
by increasing oxygen vacancies concentration, of course, respecting the mentioned
structural requirements. This can be obtained, e.g., by catalyst doping with an A′ ion
of lower valence with respect to A (e.g., La(1−x)SrxMO3−δ) and/or by thermal treat-
ment at high temperature in inert gas, which can lead to oxygen release. Although
oxygen mobility is a key point, catalytic activity strongly depending on it (vide infra),
cationic mobility can also be an important parameter. It represents the ability of A
and/or B ions to move through the lattice. Although not directly connected with cat-
alytic activity, it represents an important parameter during the synthesis of the mixed
oxides, e.g., through a solid state reaction, allowing the rearrangement of the ions
in the correct position and, mainly, improving the stability of the structure. Indeed,
segregation of the single oxides (AxOy and BxOy) is possible, especially at a high
temperature, leading to partial or complete phase destruction. An easier segregation
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can be observed for some dopants, mainly at A position, possibly vanishing their
effect (98). Hence, caution is needed to prevent structural modifications during a
high-temperature application, such as the CFC of methane. Similarly to other prop-
erties, a generalization is difficult. It can only be said that cation diffusion depends
on ion size and charge (99), but of course structural factors and the overall material
stability play an important role.

Oxygen adsorption and release can be a good index of oxygen mobility. Further-
more, it can offer interesting information, especially when the catalyst is employed
for oxidation reactions. A powerful technique to collect such data is temperature-
programmed desorption (TPD) of preadsorbed O2. It consists of sample presaturation
in air or pure O2, followed by heating in inert gas, while monitoring the release of
both adsorbed and structural oxygen. Indeed, in a typical TPD pattern, two oxygen
desorption peaks can be detected, called α and β. The α peak occurs at relatively
low temperature (<500 ◦C), and it is usually attributed to surface O2 adsorbed on
anionic vacancies. By contrast, the β peak appears at higher temperature (>600 ◦C),
and it is usually ascribed to the release of structural oxygen (100,101). Moreover,
the β signal is tightly connected to the thermal decomposition temperature of the
B ion oxide (relative to the oxidation state in which B is present in the perovskite)
(98,102). Hence, the presence and the intensity of both the α and β peaks depend
on the nature of the B ion (thermal decomposition temperature and easiness to form
anionic vacancies) and on the presence of dopants, which can modify the vacancies
concentration and/or alter the B–O bond energy, affecting the release of structural
oxygen (98,100,101,103–107). As an example, in Figure 18.6, the results are reported
of the TPD analysis carried out on some lanthanum-based perovskites differing for
the nature of B ion or for the presence of an A′ dopant (98,103).

These features are connected with oxygen mobility. In addition, the energy of
interaction between oxygen and B ion is intuitively tied to the ease of oxygen transport

Figure 18.6. Typical TPD pattern of some perovskites. The signal refers to O2 release. Labels
indicate the so-called α and β peaks.
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through the oxide crystal lattice. These parameters are in turn correlated with catalytic
activity for deep oxidation reactions, such as the CFC of methane.

Catalyst doping with A′ ions of different valence with respect to A can either lead
to an increase of vacancies concentration and/or to oxidation or reduction of the
B ion, depending on the system under study. In the previously mentioned example
(Figure 18.6), the effect of Ce4+ and Eu2+ on LaCoO3 catalysts prepared by flame-
hydrolysis (FH) (vide infra), was studied by TPD (98); the βTPD peak appearing at ca.
750 ◦C was attributed to the release of bulk oxygen and it was related to the temperature
of thermal decomposition of the cobalt(III) oxide (895 ◦C), due to the partial Co3+

reduction to Co2+. By contrast, the α peak was connected with the nature and amount
of the A′ dopant. Indeed, with Ce4+ substituting for La3+, the α peak appeared at ca.
350–400 ◦C and its intensity was directly dependent on the substitution degree. With
Eu2+ as dopant (not reported in Figure 18.6), a similar increase of the α peak intensity
with increasing concentration of this ion in the lattice was observed, together with a
shift toward higher onset temperature (ca. 500 ◦C). Eu2+ substitution for La3+ can
provoke two main effects: an increase of vacancies concentration and/or the oxidation
of the B ion to a higher oxidation state. The latter is very unlikely, with Co3+ being
yet in its highest oxidation state, so oxygen vacancies formation should be expected.
It should be underlined that the effect would be different with other B metal ions,
such as Mn3+, which would likely be oxidized to Mn4+ (108,109). By contrast, Ce4+

doping would provoke a partial Co3+ reduction to Co2+, in order to save the overall
electro-neutrality of the system. It must be taken into account that a limit for CeO2
solubility into the perovskitic lattice exists. Indeed, with high substitution degree
(e.g., 20%), segregation of some CeO2 usually occurs, determining the formation of
cationic vacancies (98).

Upon high-temperature treatment in inert gas (He), followed by saturation with
air during cooling, oxygen vacancies form and fill in and possible oxidation of Co2+

to Co3+ occurs. Ce4+ doping leads to the formation of less tightly bound oxygen
species, i.e., released at lower temperature, which can be efficiently exploited during
the oxidation reaction. A clear relationship between the temperature of the α peak
maximum and the concentration of the dopant was indeed observed (98) and correlated
with catalytic activity. However, the onset temperature and intensity of both the α

and the β peaks also depend on the B ion. Indeed, the set of FH-prepared LaBO3
catalysts (B = Co, Fe, Mn) and La2NiO4±δ , studied by TPD (103) showed a different
behavior (Figure 18.6). La2NiO4±δ showed a relatively intense α peak around 300 ◦C,
indicating a high concentration of oxygen vacancies and of adsorbed oxygen, relative
to this defective structure, whereas the onset temperature of the β peak was ca. 650 ◦C.
LaMnO3±δ did not show any α desorption peak, whereas the onset temperature of
the β peak was perceptibly lower than in the previous case, leading to a lower and
broader maximum of the β desorption peak at 700–750 ◦C. LaCoO3±δ showed a
very small, almost undetectable α peak around 450 ◦C and a β peak, starting over
700 ◦C (vide supra). Finally, LaFeO3±δ showed neither α nor β peaks within the
temperature range investigated. The onset of the β peak can be correlated to that of
thermal decomposition of the pure B ion oxide also in the case of the Mn- and Ni-based
samples (102,110). The absence of the α peak for the undoped LaBO3 samples is in
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line with the above-mentioned discussion on the role of doping at A position to form
such defective sites. The presence of the β peak and its onset temperature can be
adopted as a qualitative description of catalyst reducibility and, together with the α

peak, of oxygen mobility within the oxide bulk. Both of these parameters can be
correlated with catalytic activity (98,103,111).

Methane full oxidation on perovskite-like catalysts can be interpreted through a
Mars–van Krevelen mechanism, based on a redox cycle centered on the B ion. Hence,
the substrate is oxidized by the lattice oxygen, reducing the B ion to a lower oxidation
state. The latter is oxidized back to the original oxidation state by gaseous oxygen
co-fed with the reactant. Clearly, this reaction mechanism involves oxygen mobility
(i.e., the easiness of oxygen transport through the bulk phase) and the B ion redox
properties. The activation energy for oxygen transport is higher for Mn- than for
Co-substituted perovskites (112). However, this reaction mechanism is usually active
at a relatively high temperature, at which oxygen mobility can be effective. According
to Voorhoeve et al. (113), this is called the intrafacial mechanism and it plays a
leading role at a temperature higher than 500–600 ◦C. It can be accompanied by a low-
temperature reaction mechanism, called suprafacial, which directly involves surface
adsorbed oxygen, and it is connected with the presence of oxygen vacancies. Hence,
the adsorption properties of the catalyst are also directly involved in the reaction
mechanism. To summarize, catalytic activity at both low and high temperatures are
tightly connected to the presence of anionic vacancies, the latter increasing both
oxygen adsorption and the subsequent desorption at low temperature and fast oxygen
mobility at high temperature. In addition, structural parameters (affecting oxygen
mobility) and B ion redox properties mainly affect the high-temperature catalytic
performance.

The above reported conclusions are supported by the comparison of TPD data with
catalytic activity for methane oxidation (98,103). Indeed, the catalysts that did not
show any α peak, i.e., possessing a low concentration of oxygen vacancies, were very
active at low temperature through the suprafacial mechanism. This confirmed the low
oxygen mobility of LaFeO3±δ and LaMnO3±δ samples. By contrast, the catalysts
characterized by the presence of a more or less intense α peak, such as La2NiO4±δ ,
and, to a minor extent, LaCoO3±δ , were exclusively or predominantly active through
the intrafacial mechanism (103). An example of catalytic activity dependence on dop-
ing at A position (i.e., possible formation of oxygen vacancies) and on the nature of
the B ion is given in Figure 18.7 (98,103). The low-temperature suprafacial mech-
anism is evident for the Mn and Fe containing samples, which lead to ca. 15% and
30% CH4 conversion, respectively, at a temperature as low as 300–350 ◦C. The eas-
ier reducibility–oxidizability of Co, Mn, and Fe with respect to Ni can be invoked
to explain their higher catalytic activity, together with the uneasy formation of a
pure perovskitic lattice for La2NiO4, in the absence of high-temperature additional
treatments (103,114). The beneficial effect of Ce doping is also evident, lowering
noticeably the light-off temperature (ca. 230 ◦C, with respect to ca. 280 ◦C of the
undoped LaCoO3 sample) and similarly decreasing the temperature of full methane
conversion (559 ◦C vs. 590 ◦C). By contrast, lower activity has been observed for
Sr(II) and Eu(II) doped cobaltites (98,106), in which the effect of the dopant would
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Figure 18.7. Catalytic activity of some selected samples. (�) LaMnO3; (�) La0.9
Ce0.1CoO3±δ ; (•) LaCoO3; (�) La2NiO4; (�) LaFeO3.

be an increase of oxygen vacancies and, hence, in principle, an increase of catalytic
activity.A possible explanation was found through EPR analysis, which evidenced the
formation of spin-glass, observed (115) in La0.9Sr0.1CoO3−δ , which would account
for the low oxygen exchange ability of the sample and therefore for its lower activity
with respect to the Ce-doped homologue, where spin-glass systems were not observed.

Partial substitution at the B position can strongly influence both oxygen mobility
and catalytic activity.A recent investigation on the activity of mixed Co- and Fe-based
catalysts for the CFC of methane allowed us to further underline the deep con-
nection between these two parameters (93). Indeed, composite materials such as
La1−xSrxCo1−yFeyO3−δ gained growing attention due to their high mixed conduc-
tivity. At ca. 800 ◦C, their electronic conductivity can attain 102 	−1cm−1 and ionic
conductivity ranges between 10−2 and 1 	−1cm−1. These compositions find applica-
tion in different fields, mainly as cathodes for solid oxides fuel cells (SOFCs) (94–96),
but also as membranes for oxygen separation and for membrane reactors for syngas
production and oxidation of hydrocarbons (116–119). Both doping at A position with
higher or lower valence A′ ions and at B position deeply affect the TPD pattern and
hence the catalytic performance. Unfortunately, many frequently counteracting phe-
nomena accompany the substitution of both the A- and the B-ion, so that it is very
difficult to predict a priori the catalytic behavior of the resulting material.

A further complication arises from the dependence of structural, conducting, and
catalytic properties on the preparation method. In fact, there is a strong dependence
of defects formation, phase purity, and particle size on the preparation procedure
adopted; all of these features of course affecting the catalytic performance and thermal
stability of the material (vide infra).

A final remark concerns another important property, surface area, which is usually
very important in catalytic applications. As this parameter strictly depends on the
temperature attained during catalyst preparation, the conventional preparation routes
usually lead to low-surface-area materials (1–20 m2/g), often characterized by poor
activity. With the samples essentially being nonporous, the contribution to surface area
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is substantially given by the external surface of particles. Hence, decreasing particle
size, i.e., moving from microsized toward nanostructured oxides, is a powerful method
to increase surface area and thus catalytic performance.

18.5. METHODS FOR THE PREPARATION OF NANOSIZED

PEROVSKITIC OXIDES

The application of perovskitic mixed oxides here analyzed in detail is the CFC of
hydrocarbons, using methane as a sample reactant, due to its wide use and to its
stability, which allows us to extend the results to the higher homologues through
a conservative approach. The reaction imposes restrictive requirements for cata-
lyst design. Indeed, the catalyst must show the highest possible activity, to offer
sufficiently low light-off temperature (at least <400 ◦C), avoiding the need of any pre-
burner (see paragraph 3). Moreover, high activity has to be coupled with sufficiently
high resistance to deactivation, due, e.g., to poisoning by sulphur compounds, but
mainly to thermal sintering. Unfortunately, these two features are hardly obtainable
simultaneously.

The first reported procedure for the preparation of perovskites is based on a
solid-state reaction. The precursor oxides are mixed, ground, and calcined at high
temperature, usually >1000 ◦C, several cycles of calcination-milling (CM) being
repeated until the desired perovskitic phase is obtained (50,120). This route leads to
highly sintered materials, generally characterized by satisfactory thermal resistance,
however accompanied by very low surface area (<2 m2/g) and thus by poor activity
and sometimes by low phase purity. Hence, this procedure is commonly applied to the
synthesis of ceramic materials, but it is unsuitable for the preparation of perovskites for
the current catalytic application.A variation of the method is the solid-state reaction of
the precipitated single hydroxides. This reaction is faster than with oxides, requiring
lower calcination temperature (ca. 900 ◦C). However, despite the higher phase purity
of the obtained product, the surface area remains too low.

To increase surface area, many different techniques were proposed. Among
these, the co-precipitation–thermal decomposition of different precursors (carbonates,
nitrates, oxalates, etc.) leads to somewhat better results (up to 10 m2/g), mainly due
to the lower calcination temperature during the decomposition of precursors (73,121–
124). In addition, some mechanical methods based on high-energy ball-milling were
proposed to overcome the need of a final high-temperature calcination (125–127).
Unfortunately, the difficulty in obtaining a complete conversion of precursors strongly
limits the possibility of their practical application (128). A better improvement are the
sol-gel (SG) type techniques, based on the use of a complexing agent (citric, malic
or tartaric acid, or polyethylene glycol, just to mention a few) to avoid excessive
growth of the primary particles forming the gel. These methods allow us to obtain
good perovskite-like phase purity by calcination at relatively low temperature (com-
monly 650–750 ◦C), permitting satisfactory values of surface area (up to 30 m2/g)
(88,89,93,106,109,128–140). However, the increase of surface area, and hence of
activity, due to the lower calcination temperature, is obtained at the expenses of a
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poor thermal stability. Thus, these preparation routes are suitable for a relatively low-
temperature application only, such as pollutants abatement like de-NOx processes and
CO oxidation. A detailed comparison between different preparation procedures has
been recently reported (128).

A possible way to combine the high thermal stability conferred by high tempera-
ture calcination with satisfactory catalytic activity (i.e., high surface area and phase
purity) comes from the observation that particle sintering depends on both calcination
temperature and time. Hence, a sensible decreasing of calcination time would limit
any extensive sintering, and thus, it can lead to high-surface-area nanosized materials.

A few years ago, we set up a method based on flame hydrolysis (FH) for the
preparation of perovskitic mixed oxides (88,89,98,103,128,141,142). This prepara-
tion technique is well known for the synthesis of very fine particles of some oxides,
such as silica or titania. However, to the best of our knowledge, the FH method was
applied to single oxides only and required the availability of a volatile precursor, such
as SiCl4 in the case of SiO2 (143,144). We substantially modified this procedure by
using an aqueous solution of precursors, instead of operating in gas phase, so in prin-
ciple extending its potentiality to the preparation of many different single or mixed
oxides.

Our FH apparatus (141) was based on a properly shaped nebulizer, fed with an
aqueous solution of the perovskite precursor salts. The latter is prepared by dissolving
the soluble salts (nitrates, acetates, or citrates) into the desired ratios either in pure
water or in a HNO3 solution. The concentration of precursors in the resulting solution
is to be kept at 5–6 wt%, in order to reach a compromise between particle size (and
hence surface area), powder crystallinity, and productivity. The addition of a com-
plexing agent, such as citric acid, helps in obtaining a clear solution and to increase
flame temperature, the organic compound also acting as additional fuel. A similar
effect was noticed when using organic anions of the precursor salts. However, it has
to be underlined that an excessive enhancement of flame temperature may cause an
unacceptable drop of surface area, so the amount of organic material in the solution
has to be calibrated. The resulting solution is fed into a preformed H2 + O2 flame by
means of a nebulizer, whose orifice diameter determines the size of the droplets and,
eventually, the particle size. Moreover, the air flow needed for the nebulization may
show a quenching effect on flame temperature, when excessive.

Powder collection was achieved by means of a properly designed electrostatic
precipitator working at 10 kV (141), consisting of an AISI 316 stainless steel multipin
effluviator, surrounded by a coaxial cylindrical collector, allowing us to recover over
80% of the product. An example of the powder particle size obtained by this method
is given in Figure 18.8a.

A wide variety of perovskitic mixed oxides were so synthesized, some of the most
representative being collected in Table 18.3. One key point was the versatility of
the procedure, which ensured satisfactory phase purity with widely different com-
positions, even in the preparation of ternary oxides. The better results as for phase
purity and particle size uniformity were obtained with La-based samples. The SrTiO3
samples often showed some segregation of SrCO3 as a consequence of the high sta-
bility of the latter, which can form during the combustion of organic precursors.
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Figure 18.8. Example of powder particle size of perovskitic mixed-oxide catalysts prepared
by (a) FH and (b) FP.

Furthermore, for the La-based samples, particle size distribution showed more uni-
form and particles smaller than 100 nm were usually obtained, independently of B
ion nature and of the presence of A′ dopants. Consequently, surface area was rather
high (considering the high preparation temperature), lying around 15–25 m2/g. As a
result of high phase purity and high surface area, the catalytic activity attained and,
in some cases, exceeded that of the SG-prepared catalysts (Table 18.3). However, the
main result achieved by the FH technique was the high thermal resistance of materi-
als. This parameter was measured by keeping the working sample at the temperature
Tf of maximum conversion for at least 100 h, looking for any worsening of catalytic
performance. After this preliminary test, at least three cycles of rapid deactivation
were performed, consisting in overheating the working sample at 800 ◦C for 1 h; after
which, the temperature was brought back to Tf to check the residual methane conver-
sion. An example of thermal resistance data for samples prepared through different
methods is reported in Figure 18.9.

Another set of samples prepared by FH are titanates, interesting semiconducting
materials, which can also be employed for the current application in the absence
or presence of dopants, such as Ag ions. In this case, the particle size distribution
of these catalysts was less uniform than for La-based perovskites and surface area
showed a bit lower. However, a higher calcination temperature was usually needed to
also obtain a sufficient phase purity through the SG preparation procedure, leading to a
low surface area (Table 18.3).As for doping atA position,Agn+ incorporation into the
perovskite lattice was never complete, independent of the preparation procedure. The
latter, however, determined more or less extensively the kind of active species (among
them even Ag2+-based active species were found) responsible for catalyst activity
(88,89,145). In addition, the presence of some extra-framework, segregated metallic
Ag helped in increasing thermal resistance, acting as a spacer and so preventing any
extensive sintering of the mixed oxide even after treatment at very high temperature
(Figure 18.9) (89).

The FH preparation procedure, although it is very versatile and powerful in
combining high surface area and thermal resistance, showed as main drawback a
very low productivity (e.g., a few mg/h with our apparatus), essentially due to the
very low concentration of the solution and to the nebulization method.



TABLE 18.3. Chemical–Physical Properties and Activity for the CFC of Methane of Some Perovskite Samples Differing in Composition

and/or Preparation Procedure.

Crystal Particle SSABET Tb T1/2 Tf

Catalyst Phasesa Size (nm)b (m2/g)c (◦C)d (◦C)d (◦C)d Ref.

LaCoO3-FH P 20–80 17.9 >290 466 602 98,141
La0.9Ce0.1CoO3±δ-FH P 20–80 24.0 <250 438 560 98,141
La0.9Eu0.1CoO3±δ-FH P 20–80 18.3 360 462 580 98,141
LaMnO3-FH P 20–60 19.3 270 489 605 103
LaFeO3-FH P 20–60 15.6 290 472 596 103
La2NiO4-FH La2NiO4 20–60 22.8 320 497 594 103
La0.9Ce0.1CoO3±δ-CM P >1000 4.6 390 550 >600 98
La0.9Ce0.1CoO3±δ-SGC P 400–600 22.0 350 520 >600 98
LaMnO3-SGC P 400–600 25.5 <290 395 453 128
LaMnO3-EDTA A n.d. n.d. n.d. n.d. n.d. 128
LaMnO3-BP1 A n.d. n.d. 350 569 >650 128
LaMnO3-BP2 A n.d. 3.0 350 561 >650 128
LaCoO3-SGC P 400–600 12.2 270 390 477 128
LaCoO3-EDTA-500 ◦C A n.d. n.d. n.d. n.d. n.d. 128
LaCoO3-EDTA-700 ◦C P n.d. 11.6 300 442 530 128
SrTiO3-FH P + SrCO3 40–200 12.0 <250 540 650 88
SrTiO3-SGC-950 ◦C P n.d. 1.0 400 575 >650 88
SrTiO3-FP P 30–60 107 360 520 >650 89
Sr0.9Ag0.1TiO3±δ-SGC-5e P +Ag 30–100 24 250 400 500 89
Sr0.9Ag0.1TiO3±δ-FH P +Ag 50–800 12 350 542 650 89
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Sr0.9Ag0.1TiO3±δ-FP P +Ag 30–60 67 250 402 503 89
Sr0.9K0.1TiO3±δ-FH P 50–500 5 345 550 >650 145
Sr0.9K0.1TiO3±δ-SGC-850 ◦C P + SrCO3 n.d. 5 n.d. n.d. n.d. 145
Sr0.9Gd0.1TiO3±δ-FH P 20–400 10 350 575 >650 145
Sr0.9Gd0.1TiO3±δ-SGC-850 ◦C P + SrCO3 100–500 2 n.d. n.d. n.d. 145

Notes: Catalytic activity determined under the following conditions: 0.2 g of catalyst (0.15–0.25 mm particle size), diluted with 1.3 g of quartz powder; sample activation
in 20 cm3/min of air, temperature ramp of 10 ◦C/min up to 600 ◦C, then kept for 1 h; activity tests carried out by feeding 10 cm3/min of 1.04% CH4 in He + 10 cm3/min
of air, heating by 2 ◦C/min from 250 up to 600 ◦C. The acronym refers to the preparation method: FH = flame hydrolysis, CM = calcination-milling, SGC = sol-gel
citrates, EDTA = sol-gel with EDTA as complexing agent, BP = ball-milling in planetary mill, and FP = flame pyrolysis. Details on the preparation can be found in the
corresponding reference (last column).
aCrystal phases revealed by XRD analysis. P = pure perovskite; A = amorphous. Reference data in Ref. 146.
bDetermined by SEM analysis.
cSpecific surface area (SSA) calculated through the BET method.
d Tb = temperature of light-off; T1/2 = temperature of 50% CH4 conversion; Tf = temperature of 100% CH4 conversion.
eHeating rate during calcination (◦C/min).
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Figure 18.9. Thermal stability of some Sr1−xAgxTiO3±δ (x = 0, 0.1) samples prepared
through the sol-gel (SG) method or by flame hydrolysis (FH). The last three points of each
curve refer to the rapid deactivation cycles (see text).

Many research groups reported different flame-based synthesis techniques for the
preparation of single or, in some cases, mixed oxides, based on aerosol or liquid-feed
flame pyrolysis (FP) (147–166).Among the methods proposed, the spray FP seems the
most interesting for the production of perovskitic oxides, because it does not require
volatile precursors. It is based on a specially designed vertical nozzle (147–158,166)
fed with oxygen and with an organic solution of the precursors, the solvent acting as
the fuel for the flame. High productivity and phase purity may be obtained, together
with nanometer-size particles (Figure 18.8b) and hence exceptionally high surface
area, even over 100 m2/g. The relatively high temperature of the flame in principle
should also ensure thermal stability, once the main operating parameters have been
optimized. Hence, we recently set up and optimized an FP apparatus for the prepa-
ration of perovskitic mixed oxides, at first using LaCoO3 as reference material and
then extending the procedure to different compositions (88,89,167,168).

A detailed description of the apparatus and of the effect of the main operating
parameters on the properties of the obtained catalysts is given elsewhere (167). Briefly,
the apparatus is composed of three sections:

(1) the flame reactor (burner), depicted in Figure 18.10;

(2) the feeding rate control devices for gaseous and liquid reagents; and

(3) the catalyst powder collection system, which is exactly the same adopted for
the FH apparatus (vide supra).

The burner includes a capillary tube (inner diameter 0.6 mm) through which the
precursors solution is fed by means of a syringe pump. This tube ends in the center of
the nozzle, where oxygen acts both as an oxidant and as a dispersing agent, to form
very small droplets of solution. The main flame is ignited and supported by a ring of
12 premixed O2 + CH4 flamelets. Oxygen linear velocity and pressure drop across
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Figure 18.10. Particular of the FP burner.

the nozzle can be varied by selecting a proper feeding rate and/or by adjusting the
nozzle discharge cross section and geometry.

The main steps of the FP synthesis are

(1) droplets formation;

(2) solvent evaporation and burning;

(3) precursors decomposition;

(4) particle nucleation; and

(5) particle growth due to coalescence, condensation, agglomeration, and
sintering.

Droplets size depends mainly on liquid and oxygen flow rate and linear velocity and
can be modeled through correlations between proper adimensional parameters (166).
Better dispersion and short droplet lifetime were observed by using oxygen rather
than air as dispersant/oxidant in the main nozzle. Indeed, large droplets can have a
lifetime longer than the residence time in the hottest zone of the flame, leading to
poor particle size homogeneity (150). Furthermore, if the solvent readily evaporates,
product formation proceeds via monomer or clusters formation as in aerosol processes
(see, e.g., ZrO2 synthesis reported in Ref. 152). By contrast, if solvent evaporation
is too slow, egg-shell hollow particles can initially form and then explode, due to the
rapid evaporation of the residual solvent inside them (149,152,155,159).

Once the primary particles have formed through nucleation, their growth is due to
coalescence, depending on collisions between the particles and sintering. The former
phenomenon can be controlled by decreasing particles concentration in the flame,
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however at the expenses of a lower productivity. Moreover, extensive sintering can
be avoided by lowering flame temperature and particle residence time in the hottest
zone of the flame. This parameter can be modulated in two different ways:

(1) by shortening flame height through a proper selection of O2 feeding flow rate
and

(2) by increasing O2 linear velocity.

In principle, to obtain high-surface-area dense particles, the operating parameters
leading to small particle size should be selected. This is often uneasy, the phenomena
depending on many factors, sometimes contrasting with each other. Some of the most
representative are

(1) O2 and CH4 flow rate to the supporting flamelets;

(2) organic liquid solution flow rate and concentration;

(3) O2 flow rate to the main nozzle;

(4) pressure drop across the nozzle;

(5) nozzle geometry; and

(6) nature of the organic solvent and of metal precursors.

As for the supporting flamelets, when air is used as an oxidizing agent, a poor
stability of the main flame can be observed, the optimum being a stoichiometric
O2/CH4 mixture. The overall flow rate of the reagent is not critical from the point of
view of the properties of the obtained material (i.e., phase purity, surface area, and
particle size), provided that a stable flame can be maintained.

Productivity can be increased by increasing the liquid solution flow rate. However,
the higher the latter parameter, the higher the concentration of primary particles in the
flame. This increases the frequency of particle collision, therefore, leading to often
unacceptable particle growth. Hence, if the goal is to obtain high surface area (i.e.,
poorly agglomerated products), a compromise has to be reached between productivity
and particle size.

Liquid flow rate can be varied by keeping constant the O2/liquid feeding ratio. This
keeps unchanged the flame height, without significant change of product surface area.
Indeed, the increase of particles concentration in the flame can be counterbalanced by
the decrease of their residence time within it. Alternatively, the liquid flow rate can
be increased at constant, over-stoichiometric, O2 flow rate. This leads to increased
productivity and higher flame height, accompanied, however, by a progressive drop
of surface area, due to the increase of particles concentration within the flame and to
the increased residence time within it, favoring particle sintering.

Similar considerations can be addressed as for the effect of precursors concen-
tration in the feeding solution. Indeed, to increase productivity, highly concentrated
solutions are preferable, of course, within the precursors solubility limits. However,
also in this case, the increased concentration of primary particles in the flame entrains
an increase of particles collision frequency and hence of particle growth. In addition,
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particles necking due to enhanced sintering in gas phase can be observed, favored
by the higher concentration of precursors in the flame. Hence, to prepare nanosize,
high-surface-area particles, diluted solutions are preferable. In this case, productivity
can be enhanced by increasing the liquid flow rate at constant O2/liquid feeding ratio
(vide supra) (167).

A detailed study of nozzle geometry and of its effect on the product properties
is reported in Ref. 167. In our design, nozzle configuration from convergent into
convergent–divergent can be varied by moving its inner body. For a convergent nozzle
configuration, the highest O2 discharge velocity is sonic, i.e., ca. 341 m/s, whereas for
the convergent–divergent geometry, supersonic discharge conditions can be attained.
If O2 velocity is increased at constant O2 flow rate, i.e., by narrowing the nozzle
discharge section and increasing the pressure drop across it, a significant effect on
surface area can be obtained. Indeed, an increase of surface area was noticed with
increasing O2 linear velocity under subsonic discharge conditions. However, when
sonic velocity was reached, a further increase of O2 pressure drop did not further
increase surface area, which remained constant, with the discharge linear velocity
being constant. When nozzle geometry changed into convergent–divergent, a further
increase of O2 discharge velocity was possible (i.e., supersonic discharge conditions),
bringing about a further decrease of particle size and hence an increase of surface area.
This behavior can be explained in terms of residence time of the primary particles
within the flame: the lower the residence time, the lower the particles sintering. So,
to decrease particle size, O2 discharge linear velocity has to be increased. Needless
to say that for the current application, as CFC catalysts, this effect has to be balanced
with the need of phase purity (i.e., sufficient residence time to allow the complete
conversion of the precursors into the perovskite-like phase and the complete burning
of the organic residua) and, even more important, of thermal stability, which is tightly
connected with calcination time, besides temperature (167). In addition, O2 velocity
has a secondary effect on particle residence time into the flame. In fact, a decrease
of flame height was observed with increasing of the latter parameter. Moreover, a
noticeable raising of discharge velocity could result in a transition of the flow regime
from laminar to turbulent. This can in turn affect particle size, because the more
efficient mixing characterizing the turbulent flow provokes a more uniform particle
size distribution (around 20 nm) and limits any extensive sintering, with a consequent
increase of surface area (157,167).

If O2 flow rate is increased at a constant nozzle cross-section area, an increasing
pressure drop across the nozzle is observed, which, under subcritical (i.e., below sonic
velocity) discharge conditions, leads to increasing O2 linear velocity. The surface
area of the powder was found to rapidly increase with increasing O2 flow rate (and
velocity) until a sonic regime is attained. Then, a further increase of O2 flow rate
provokes a further increase of surface area, but it is much less rapid than under
subsonic conditions. The reason for this behavior can be found in the above-reported
dependence of particle size on O2 linear velocity, but also in the diluting effect of
excess oxygen. Indeed, increasing oxygen flow rate at a constant liquid feeding rate
leads to a higher dispersion of the particles within the flame, decreasing the probability
of collision and hence of particle growth. Furthermore, the quenching effect due to
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the higher oxygen flow rate, lowering the flame temperature, and hence the particle
sintering rate, contributes to the decrease of particle size. The latter two effects can be
separated from that of O2 linear velocity by increasing oxygen flow rate under sonic
conditions. The quenching effect can be particularly critical, because it can inhibit
the formation of a crystalline perovskitic phase.

Together with calcination time (i.e., residence time of the particles in the flame),
flame temperature is an important parameter in determining particle growth. Flame
temperature can be roughly estimated on the basis of the fuel adiabatic combustion
enthalpy, but it is hard to predict its real value through modeling. Hence, the best
practice is to measure its distribution, e.g., though high-resolution thermal maps. As
an example, the effect of oxygen pressure drop on flame temperature is reported
in Table 18.4. It is evident that an increase of pressure drop causes a quenching
of flame temperature, which becomes more dramatic with increasing the combus-
tion enthalpy of the solvent mixture. The latter represents another crucial point,
directly affecting flame temperature. It is intuitive that an increase of the combus-
tion enthalpy of the solvent causes the increase of flame temperature (when keeping
constant any other operating parameter), hence provoking a decrease of surface area
and an increase of particle size due to sintering. An example of the effect of solvent
composition on flame temperature is also given in Table 18.4.As expected, this reflects
on catalytic activity, which progressively decreases with increasing flame tempera-
ture (i.e., decreasing surface area) and on thermal stability, which shows the opposite
trend.

From the results above summarized, it can be concluded that the FP technique
is very versatile. Indeed, its operating parameters can be properly tuned so to obtain
either very small particle size, and hence high surface area (even higher than 100 m2/g,
as for sample SrTiO3-FP in Table 18.3), or more sintered materials. Of course, this
affects catalytic activity for the current application. Provided that a pure perovskitic
phase is obtained, a decrease of particle size of the FP samples usually brings about an
increase of catalytic activity. An example is given in Table 18.5, where the parameter
considered is pressure drop through the nozzle and hence O2 linear velocity at the

TABLE 18.4. Dependence of FP Flame Temperature on Pressure Drop (�P)

Across the Nozzle and on Solvent Nature.

�P (bar) Solvent �Hc (kJ/cm3) Tmax (◦C) HTmax (cm)

1.5 PA −21 824 1.8
0.3 PA −21 897 1.1
1.5 PA + Xi (8:2) −27 895 1.1
0.3 PA + Xi (8:2) −27 1527 1.1
1.5 PA + Xi (2:8) −45 1089 2.5
0.3 PA + Xi (2:8) −45 1910 2.3

Abbreviations: PA = propionic acid; Xi = xylene (figures indicate the volumetric ratio); �Hc =
combustion enthalpy of the solvent; Tmax = max flame temperature in the main flame zone;
HTmax = distance from nozzle mouth.



18.5. METHODS FOR THE PREPARATION OF NANOSIZED PEROVSKITIC OXIDES 589

TABLE 18.5. Surface Area, Catalytic Activity, and Thermal Stability of FP-Prepared

LaCoO3 Samples (167).

Catalytic Activity Thermal Stability

CH4 Conv. CH4 Conv. CH4 Conv.
�P SSAa Tb T1/2 Tf (mol%) (mol%) (mol%)
(bar) (m2/g) (◦C)b (◦C)b (◦C)b 1st Cycle 2nd Cycle 3rd Cycle

0.4 47.3 279 430 527 94.8 93.3 92.3
1.5 54.2 276 404 497 80.0 78.2 76.1
6.0 65.4 274 383 471 57.9 45.6 45.2

Notes: Operation parameter varied: pressure drop (�P) across the nozzle. O2 discharge linear velocity:
subsonic (�P = 0.4 bar), sonic (�P = 1.5 bar), and supersonic (�P = 6.0 bar). Thermal stability reported
as residual CH4 conversion at Tf after the rapid deactivation cycles at 800 ◦C.
aSpecific surface area (SSA) calculated through the BET method.
bTb = temperature of light-off; T1/2 = temperature of 50% CH4 conversion; Tf = temperature of 100%
CH4 conversion.

nozzle discharge section. The transition from subsonic to sonic and finally to super-
sonic oxygen velocity is accompanied by a progressive increase of surface area and,
in a parallel way, of catalytic activity. However, from the previous considerations,
we can also conclude that the preparation conditions characterized by a shortening of
residence time into the flame or a decrease of flame temperature lead to less thermally
resistant materials. This is well evidenced in the same Table 18.5, in which a higher
residual methane conversion is shown by the more sintered material, i.e., that obtained
with the lower pressure drop across the nozzle. The activity data of the FP prepared
samples (Table 18.5) should be compared with those of the samples prepared through
other routes (Table 18.3). It may be concluded that even under preparation conditions,
which are less favorable from the point of view of activity, very active catalysts can be
obtained, competing with those obtained through traditional preparation techniques.
Moreover, even if some thermal deactivation occurs, mainly due to the high surface
energy connected with the particle nanometric size, such a deactivation tends to level
off. Indeed, even for the worst resistant catalyst, after an initial loss of ca. 50% in
methane conversion, the latter levels off without any further significant decrease. A
different behavior is shown by the SG-prepared samples, which further significantly
deactivate after the second and third overheating cycles (Figure 18.9).

In conclusion, both the FP and the FH preparation methods can be satisfactorily
used for the preparation of nanometer-size perovskitic catalysts for the flameless com-
bustion of methane. Moreover, these routes show intrinsic practical advantages with
respect to the traditional preparation procedures, being one-step, continuous tech-
niques. In addition, the FP procedure is even more versatile than FH and allows
us to substantially increase productivity with respect to FH, although the more
complex set of parameters affecting the properties (particle size, surface area, ther-
mal stability, etc.) of the desired material requires a careful optimization of the
procedure.
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18.6. STRUCTURED CATALYSTS FOR THE CFC OF METHANE

For practical application in the CFC of hydrocarbons, the catalyst needs to be sup-
ported. Indeed, the pressure drop along a pelletized or extruded catalyst bed would
be unacceptable, leading to a decrease of the inlet pressure in the GT, with a con-
sistent reduction of its efficiency. To decrease the pressure drop, different support
configurations can be used, such as ceramic of metallic foams. These supports are
characterized by a tortuous pore network, allowing good gas mixing and, hence,
better heat transfer, avoiding the formation of pronounced hot spots (or, in the
worst case, ignition) with the consequent catalyst destruction (169–173). However,
honeycomb monoliths are by far the most commonly used supports. They are usu-
ally made of cordierite, a Mg–Al–Si-based ceramic material, but they can also be
metallic, depending on working temperature. Ceramic monoliths are well suited
for the current application, due to their low thermal expansion coefficient, which
is preserved from thermal shocks (174,175). They are usually obtained by extru-
sion, with either square, triangular, or hexagonal channel cross sections of a different
opening size. Channel size is an important parameter, determining the ratio between
homogeneous gas-phase reaction and surface reaction. Larger channels allow lower
pressure drop across the monolith, but they expose a lower available surface for the
reaction. Common commercial channel density is about 400 channels per square
inch (cpsi).

In some recent studies, the active phase has also been directly mixed with
the cordierite precursors paste before extrusion (176–179). However, the tech-
nique usually adopted for the deposition of the active phase is the dip-coating, or
wash-coating, which consists of the immersion and withdrawal of the honeycomb
from a solution-suspension of the active-phase precursors, followed by drying and
calcination, to decompose the precursor and obtain the desired active-phase for-
mation and dispersion (174,180–182). The calcination temperature to obtain the
perovskite-like phase is much higher (700–800 ◦C) than for noble metal-based cat-
alysts. However, this method is not suitable to obtain a good perovskite dispersion
in the absence of a primer (vide infra). Indeed, the poor anchoring of the active
phase on the bare monolith surface causes the easy surface migration of the oxide,
with consequent formation of very large (20–100 µm) and poorly active parti-
cles, as evidenced by scanning electron microscopy micrographs (Figure 18.11a).
Some better results were obtained by deposition of the preformed perovskite from
a suspension. However, the thermal stability of the catalyst in this case is usually
insufficient (174).

In general, uniform distribution of a thin catalyst layer can be achieved by control-
ling the hydrodynamics of the system, the rheology of the suspension, and the speed
of dipping-withdrawal of the monolith. When substrate speed and liquid viscosity
are moderate, film thickness (h) can be calculated through the Landau–Levich
equation (183):

h = 0.94 · (ηU)2/3

γ
1/6
LV · (ρg)1/2
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Figure 18.11. SEM micrographs of honeycomb-supported samples. (a) Perovskite directly
synthesized on the honeycomb from nitrate precursors, by impregnation and calcination at
800 ◦C. (b) Excessive loading of LaFeO3 on La2O3-coated cordierite, after calcination at
800 ◦C. (c) La0.9Ce0.1CoO3±δ loaded onγ-Al2O3-coated cordierite and calcined at 800 ◦C. (d)
Example of compact perovskite coating (obtained with La2O3 as primer from nitrate precursor
calcined at 500 ◦C) after calcination at 800 ◦C.

where U is the withdrawal speed, η is the viscosity, γLV is the surface tension of the
liquid, and ρ is the density. This model applies to Newtonian liquids, and viscosity is
considered constant.

To favor a better adhesion of the mixed oxide-type active phases to the monolith,
a primer is usually needed. The most commonly used primer is γ-Al2O3, which is
loaded onto the support by dip-coating from a stable suspension of boehmite.

During the preparation of the alumina suspension, pH has to be carefully con-
trolled. The addition of nitric acid is very important to improve the stability of
the suspension and to govern the thickness of the deposited layer (174,180,184).
Indeed, a low-pH solution favors the peptization of the boehmite through the following
reaction (185):

AlOOH + 3H+ −→ Al3+ + 2H2O

whereas at higher pH, an equilibrium is established between the solid surface and the
solution:

=Al−OH + H+ ←→ =Al−OH+
2
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Furthermore, Al3+ hydrated ions are involved in the following equilib-
ria (186):

[Al(H2O)6]3+ ←→ [Al(H2O)5(OH)]2+ + H+

[Al(H2O)6]3+ ←→ [Al(H2O)4(OH)2]+ + 2H+

which contrast the increase of pH accompanying the dissolution of a part of the
boehmite and the protonation of the surface of solid particles. To minimize these
phenomena and obtain a stable suspension, the optimal molar ratio between H+ and
Al3+ lies around 0.05 (186).

Similar considerations can also be referred to other possible primer materials, such
as lanthanum oxide. Indeed, at pH = 6.5, the precipitation of lanthanum hydroxide
prevents the formation of a stable suspension and leads to a poorly uniform coating.
On the other hand, at too low a pH, the La precursor cannot be easily adsorbed on the
cordierite acidic surface. Hence, the optimal pH of the solution/suspension of La3+

should be around a value of 6 (174).
To obtain a strong and uniform grafting of both primer and perovskite layers on

the cordierite support, the speed of the honeycomb withdrawal during the dip coating
has to be carefully controlled. A high speed usually leads to an excessive and uneven
deposition, the excess fluid accumulating at the bottom of the monolith. On the other
hand, a low speed causes the adhesion of a too thin liquid layer to the surface, imposing
several dip-coating cycles to obtain the desired loading. Furthermore, primer and
perovskite loadings depend mostly on the concentration of the solution/suspension,
while being almost independent of immersion time (174,180).

The loading of both primer and active phases should be optimized with respect to
different parameters, such as coating adhesion [measurable through ultrasonic treat-
ment and determination of monolith weight loss (187)], activity, and thermal stability.
In the case of perovskite supporting, ca. 4–5 wt% of primer and ca. 2 wt% of perovskite
is allowed to obtain satisfactory activity and thermal stability (174,180,188). Indeed,
a too high loading usually entrains poor mechanical and thermal resistance of the
deposited layer, with consequent formation of cracks and exfoliation of active phase
after use at high temperatures (Figure 18.11b).

The primer plays a very important role for both catalytic activity and thermal sta-
bility in the current application, and it must be properly selected according to the
active phase nature. In fact, when noble metals are used, proper dispersion has to
be ensured, so the primer choice will be addressed toward high-surface-area mate-
rials, such as alumina. Furthermore, proper additives can be required to improve its
properties, such as oxygen buffers and stabilizers. By contrast, in perovskite support-
ing, the catalyst constitutes the bulk phase, the primer favoring its adhesion only.
Hence, selection must be done on the basis of thermal properties and inertness toward
the active phase. Indeed, due to the high temperature attained during the CFC of
methane, possible solid-state reactions can occur between the primer and the active
perovskitic layer. This is the case of LaCoO3 samples, which are very active cata-
lysts for the current application both as such or doped with A′ substituents. They can
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transform into other less active oxides through interaction with the alumina primer
layer. Indeed, CoAl2O4 with spinel structure can form at relatively low temperatures
(ca. 500 ◦C) (174,189–191), favored by the presence of water, supplied by the reac-
tion, which enhances the migration of Co toward alumina. The same transformation
was observed at higher temperatures (ca. 800 ◦C) even in dry conditions (192,193).
This phenomenon was not observed with different B metal ions, such as Mn or Fe.
Furthermore, La segregation from a LaCoO3 perovskite may also occur, with for-
mation of LaAlO3 (194). Besides these chemical interactions, another key point is
the difference in thermal expansion coefficients of cordierite, alumina, and the oxidic
active phase. Indeed, if this difference is too high, as in the above reported example,
problems can arise during heating and cooling cycles, bringing about the formation of
deep cracks (Figure 18.11c), with consequent exfoliation of the coating layer (174).

From the previous considerations, it can be concluded that alumina does not
represent the best primer for honeycomb supporting of La-based perovskites.An alter-
native primer can be La2O3 (114,174,188), wash-coated on the honeycomb starting
from a solution/suspension of a La precursor, showing very satisfactory results from
both the points of view of activity and thermal stability. A recent study (114,188)
on the properties of the primer material and on its modifications during catalytic
performance allowed us to conclude that the best results can be achieved by load-
ing the primer from its nitrate precursor, followed by calcination at relatively low
temperature (500 ◦C). During calcination, La(NO3)3 undergoes a series of complex
transformations, leading to several hydroxy–nitrate intermediates, which melt in their
crystallization water and progressively lose NOx and water to give the final La2O3
primer layer. After calcination of the primer precursor at 500 ◦C, the conversion into
the oxide is still incomplete and the morphology of the layer resembles that of a
needle carpet. When the perovskite powder is loaded onto it, a rough surface is avail-
able, favoring a better grafting of the active phase. Furthermore, when the sample is
finally calcined at higher temperature, the complete conversion of the primer precur-
sor into La2O3 occurs, partially incorporating the active phase, due to the change of
the needle-like morphology into a compact layer (Figure 18.11d).

A final remark should be addressed to the possible physical modifications occur-
ring to some active phases during honeycomb supporting. Indeed, some physical or
chemical transformations can take place during the various loading steps, such as
possible acid leaching, phase transitions during calcination, or possible interactions
with the La2O3 primer, with consequent modification of the perovskite-like phase
stoichiometry, as in the case of La2NiO4 samples (114).

18.7. CONCLUSIONS

The growing demand of energy imposes progressively more restrictive criteria on
its production, coupled with the selection of technologies characterized by higher
efficiency and lower emission of harmful species. The catalytic flameless combus-
tion of hydrocarbons, mainly of natural gas, is an efficient route to supply heat in
gas turbines for stationary power generation and for the clean-up of the exhaust
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gas from both stationary and mobile applications. Its inherently lower temperature
(<1000 ◦C), with respect to homogeneous combustion, allows us to almost completely
suppress NOx emissions (<3 ppm), meeting the ever more stringent environmental
regulations.

Catalyst design for the flameless combustion of hydrocarbons is a highly demand-
ing task. Indeed, high activity and high thermal stability are usually required, to obtain
low light-off temperature coupled with resistance under the very severe operating
conditions. Supported noble metal oxides, especially PdO, proved to be very active
catalysts, but their often unsatisfactory thermal resistance and high cost raise some
problems. Mixed metal oxides, especially of a perovskite-like structure, can be
efficiently used for the current application.

The flame-based preparation techniques can be effective routes to combine activity
and stability of perovskites, allowing us to obtain nanostructured materials, character-
ized by high phase purity and exceptionally high surface areas, leading to very active
and stable catalysts.

Finally, the practical application of these nanosized materials requires proper
supporting on preshaped inert monoliths. Furthermore, a primer is usually needed
to ensure a proper grafting and good dispersion of the active phase. The selection of
the primer has to meet the characteristics of the active phase. For instance, Al2O3 is
usually adopted for PdO loading on monoliths, whereas La2O3 was very efficient for
supporting La-based perovskites on cordieritic honeycombs.
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19.1. INTRODUCTION

N-containing molecules are typical pollutants directly related to industrial activities
in many cases. The combustion of fossil fuels to meet the society requirement of
energy and the needs of the chemical industry is the main source for the presence of
nitrogen oxides (NOx and N2O) in the atmosphere, whereas N-containing molecules
present in aqueous media are mainly originated from agricultural activities. These
pollutants are responsible for severe environmental problems such as acid rain, smog,
global warming, ozone layer depletion, and drinking water deterioration. Many NOx-
controlling technologies have been developed, but there are still not enough to meet
the more stringent regulations to come in the near future (1).

To face these problems, emission control and post-treatment technologies have
been implemented and improved constantly. Oxides are key components in some
of these technologies and, particularly, in the two main methods used currently for
the removal of emission gases: three-way catalysts (TWCs) developed for mobile
sources that use gasoline as fuel and the selective catalytic reduction of NOx with
ammonia (SCR), which is applied in the case of emissions from stationary sources
such a power plants. Together with these, nowadays other technologies have reached
or are reaching maturity to treat NOx-related environmental problems in the gas and
liquid phases. As an incomplete list, we can mention the use of adsorbents or scrub-
ber solutions, selective non-catalytic reduction with aqueous ammonia, catalytic wet
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air oxidation, NOx-storage and reduction catalysts (NSRs), catalytic reduction of
liquid-phase nitrates, or photo-catalysis (2–9). Of course, oxide-based technologies
are not the only ones, and for example, the use of biological systems for treating
water is now extensively used and actively investigated. Here, we will describe an
overview of oxide-based technologies with special emphasis in analyzing the exis-
tent information concerning size influence in the performance of these systems. To
rationalize the work currently available in the open literature, we have differentiated
between processes occurring in the gas and the liquid phase. Sections 19.2 and 19.3
will be devoted to the study of NOx and N2O decomposition and reduction technolo-
gies in the gas phase, whereas Section 19.4 describes the liquid-phase treatments. To
conclude, Section 19.5 introduces other technologies of interest.

19.2. DIRECT DECOMPOSITION

19.2.1. NOx

As is well known, NO accounts for 95% of all nitrogen oxide emissions mainly
resulting during processes of combustion of fossil fuels (10). From a thermodynamic
point of view, NO is unstable toward decomposition into molecular nitrogen and
oxygen:

NO −→ 1
2 N2 + 1

2 O2; �G0
f = −86 kJ mol−1 (19.1)

However, this decomposition reaction presents high activation energy (ca.
350 kJ mol−1) (11,12), with the use of a catalyst required to facilitate the process.
Many oxide systems have shown different degrees of ability to catalyse such a reac-
tion (10,13,14). These include simple or mixed transition metal oxides, alkaline-earth
oxides, rare-earth oxides, and zeolites exchanged with metals (Co, Ce, Sm, and most
particularly, Cu) (10,13–16). An early study by Winter examined different types of
metallic oxides for this reaction indicating that its rate depends strongly on the rate of
the O2 desorption step (15). This was observed to also correlate with rates of oxygen
exchange, which in both cases is generally related to the strength of the metal–oxygen
bond in the oxide (15,16). These arguments are generally employed to explain the
higher activities, among simple oxides, of CuO, Co3O4, or MnO2 as well as the signifi-
cant enhancement observed upon doping of Co3O4 with Na+ cations (18). Concerning
the nature of active sites and the reaction mechanism, it was proposed that the reac-
tion involved the reductive chemisorption of two NO molecules on adjacent anion
vacancies, reaction of the neighboring chemisorbed molecules to yield N2, and final
desorption of oxygen for recovery of the vacancies active center (15).A similar type of
clustered vacancies surface center (more recently directly observed by STM) (19,20)
was proposed to be active, in contrast to single vacancy center, for low-temperature
NO decomposition (to N2 or N2O and with gradual deactivation as a consequence of
reoxidation of the anionic vacancies centers) over reduced nanosized cerium oxide
(21). Hyponitrite species were proposed as intermediates in the NO decomposition
process on the basis of infrared evidence (21). Similar proposals with respect to the
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nature of the centers active and intermediate involved in the decomposition process
have been done in the case of La2O3 (22). In agreement with these proposals, mod-
ifications of the cerium oxide nanostructure as a consequence of supporting it on
alumina (yielding low size ca. 6-nm ceria particles, probably affected by an epitaxial
relationship with the underlying γ-Al2O3) (23) has been shown to be detrimental to
NO reduction (24), in correlation with the strong hindering of formation of clustered
vacancies centers in such supported ceria configuration (23).

The NO decomposition reaction over the oxides has been observed to be (as over
metals (10)) first order with respect to NO pressure and to be significantly inhibited
by the presence of oxygen (15,25). This latter result limits its practical application,
although oxygen tolerance can be enhanced by the addition of appropriate promot-
ers, as shown by Hamada in the case of silver-promoted cobalt oxide (26). Active
sites composed by a complex of Ag and Co oxides and the low affinity of silver for
oxygen are proposed as main points to explain the higher oxygen tolerance (26).
Perovskite-type oxides have also been tested for the NO decomposition reaction
with the aim of achieving lower inhibition by oxygen; this has been based on the
fact that defective perovskite configurations could permit easy desorption of oxygen
from the bulk (10,27–31). Indeed, maximum NO decomposition activity is usually
achieved for intermediate levels of M2+–M3+ substitution, although inhibition by
oxygen is typically observed (29,30). Moreover, oxygen inhibition is also generally
found for perovskite oxides (10,32). Some progress in this respect has been reported
to occur upon weak doping with silver of La0.6Ce0.4CoO3, in which oxygen is shown
to promote significantly the decomposition activity (33).

A significant enhancement of the NO decomposition catalytic activity with respect
to simple or mixed oxide systems was observed upon use of copper-exchanged zeo-
lites (13,14). In particular, the overexchanged Cu-ZSM-5 form (with MFI structure)
displays unique properties in this respect (14), being able to decompose NO at tem-
peratures between 673 and 773 K (34). Different reasons have been pointed out to
explain this exceptional activity, including optimized textural, geometrical, and acid–
base properties, efficient oxygen handling (in line with previous arguments), and
optimum configuration of the active copper sites (13,14,35). Concerning this latter
reason, certain controversy still appears to exist concerning the amount of copper
cations forming the active site (13,36), although dimeric cationic copper or dispersed
copper oxide clusters configurations appear most likely to be involved (37,38).

19.2.2. N2O

Nitrous oxide (N2O), also known as laughing gas, has been long considered as a
relatively harmless species and has suffered from a lack of interest from scientists,
engineers, and politicians. However, during the last decade, a growing concern has
been noticed because N2O is a harmful gas in our atmosphere, contributing to the
Greenhouse Effect and ozone layer depletion (39,40). Biological processes in soils
and oceans are the primary natural source of N2O. Human activities are believed to
be responsible for half or more of the total annual generation of N2O. Agriculture,
through soil cultivation and the use of nitrogen-fertilizers, contributes to 57% of the
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total emission in the European Union (EU). Chemical production and the burning
of organic material and fossil fuels are also important sources. A rapidly increasing
source that also doubled between 1990 and 1998 is the transport sector, as a side-effect
of the introduction of the catalytic converter to control NOx . N2O emissions that can
be reduced in the short term are associated with chemical production and the energy
industry (∼35% in the EU). Emissions from the chemical industry mainly apply to
adipic acid and nitric acid production plants and, in general, processes using nitric
acid as oxidizing agent or involving ammonia oxidation.

In the mid-1990s, adipic acid producers fulfilled a voluntary reduction of N2O
emissions (from 600 kton per year in 1994 to <100 kton per year currently) through
the development of thermal and catalytic measures for N2O decomposition (41). Sev-
eral catalysts have been developed, such as the DuPont and UOP system (ElimiNox)
based on a binary oxide supported system (CoO–NiO/ZrO2). At this moment, nitric
acid plants have represented the largest single source of N2O in the chemical industry
(400 kton per year). The 75 operative nitric acid plants in the EU-15 emit 130 kton
of N2O per year (40 Mton CO2-eq), representing 11% of the total greenhouse gas
emissions from industry worldwide (42). Extrapolation of de-N2O technology from
adipic acid to nitric acid plants proved ineffectual, and as a consequence, extensive
research programs for developing technology in nitric acid production were initiated
in the late 1990s. Abatement options in different locations of the process have been
investigated, as analyzed in a recent review (43). Catalytic N2O decomposition below
the noble metal gauzes in the ammonia burner (referred to as process-gas decompo-
sition or high-temperature option) and in the tail-gas train at a lower temperature
(referred to as tail-gas decomposition) were concluded as the most cost-effective
abatement measures, ranging from 0.2 to 1 euro per ton CO2-eq. Commercial sys-
tems for in process-gas N2O decomposition include supported oxide systems, such
as CuO/Al2O3 (BASF) and Co2AlO4/CeO2 (Yara International), as well as bulk
mixed oxides such as the lanthanum cerium cobalt perovskite (La0.8Ce0.2CoO3,
Johnson Matthey). For tail-gas abatement, Uhde is commercializing the EnviNOx
process for the combined removal of N2O and NOx in a single fixed-bed reactor
using iron-containing zeolites.

Many solid catalysts have been reported for direct N2O decomposition
(Reaction 19.2) and include supported and unsupported metals, pure and mixed
oxides, and zeolitic systems (44). However, most of the studies in the literature do not
have direct applicability because testing conditions differ strongly as to what is found
in industrial N2O sources, particularly regarding realistic effects by certain gases in
the feed. Here we summarize the work with oxide-based systems attending to the
scope of the book.

N2O −→ N2 + 1
2 O2; �H0

f = −82 kJ mol−1 (19.2)

Pure oxides for N2O decomposition have been reviewed elsewhere (44–48). The
highest activities are exhibited by the oxides of the transition metals of group VIII
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(Rh, Ir, Co, Fe, Ni), by CuO and by some rare-earth oxides (La2O3) (45,47,49,50).
High activities per unit surface area are also claimed for CaO, SrO, V2O3, and HfO2
(46,47,51). Moderate activities are found for elements of groups III–VII (Mn, Ce,
Th, Sn, Cr) and of group II (Mg, Zn, Cd). Figure 19.1 provides a comparison of spe-
cific activities (per unit surface area) of various oxides. The valence of an element is
also important. For manganese, which can have various oxidation states, the specific
activity order was MnO < MnO2 < Mn3O4 < Mn2O3 (52), so 3+ appears as the
optimal oxidation state. For vanadium, V2O3 is much more active than the nearly
inactive V2O5 (53). It should be mentioned that depending on the experimental con-
ditions, some oxides are not stable and are partially converted, like MnO2, MnO (52),
Cu2O (54), and CoO (55). The apparent activation energies range between 80 and
170 kJ mol−1. The rate is usually proportional to the partial N2O pressure or has a
slightly lower order due to the inhibition of produced oxygen. The order in partial O2
pressure for strong inhibition amounts to −0.5. Some oxides seem not to be affected
by the presence of oxygen, which holds for Ca, Sr, La, Ce, Zn, and Hf (48).

Much work has been done on mixed oxide systems, like doped oxides or solid
solutions, spinels, and perovskites, not only for the N2O decomposition reaction as
such, but also predominantly for a better mechanistic understanding of catalytic phe-
nomena over oxidic transition metal (TM) in general (56–63). The latter are of high
fundamental value and provide guidelines for the recent development of industrial
catalysts. Cimino, Stone, and others systematically studied the effect of various transi-
tion metal ion concentrations in relatively inert oxide matrices like MgO, Al2O3, and
MgAl2O4 for N2O decomposition. The catalytic activity already develops strongly
in very dilute solutions (<1 TM ion per 100 cations), where the activity per TM ion

Figure 19.1. N2O decomposition rates of selected pure oxides, illustrated as Arrhenius plots
calculated for 10 kPa N2O and 0.1 kPa O2 pressure (46,47,52,53). Reprinted with permission
from Elsevier.
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Figure 19.2. Relative activities of 3d TM ion solutions in MgO (1 at.-%), illustrated as
Arrhenius plots (44,56). Reprinted with permission from Elsevier.

is the highest at the lowest dilution. For example, Figure 19.2 compares the activity
of several transition metals at 1 atomic% concentration in MgO.

The TM ions act specifically; i.e., the activity of different oxidation states varies
widely. An example of the former is the study of Ciminio and Indovina (64), who
demonstrated that Mn3+ ions dispersed in a MgO matrix had the most active oxidation
state compared with Mn2+ and Mn4+, in agreement with the results for the pure oxides
(52). The activation energies of the higher concentrations TM resemble those of the
pure oxides of the same oxidation state; this unequivocally shows that a size effect
influences chemical activity. For Ni, Cr, and Co ions in MgO, the activation energy
decreases with increasing dilution, which is ascribed to a weaker bonding of the
adsorbed oxygen (56,57,59,62,65). Although molecular oxygen can adsorb on these
systems and exhibits an inhibiting effect, this adsorption is much less for the diluted
system. Cr has been studied further in magnesium aluminate and α-alumina, with
similar results as for magnesia. Co-aluminate has been reported as the most active
system of the pure TM aluminates (66).

Perovskites and other mixed oxides (e.g., spinels, pyrochlores) are of a similar
interest as the solid solution systems. Perovskites can be represented by the general
formula ABO3 (67,68). Also, double (and multiple) structures exist, as indicated by
AA′BB′O6. The A ion is generally the larger one, often a rare-earth element, mostly
La, and catalytically relatively inactive, whereas B is mostly a 3d-transition metal
element like Cu, Cr, Fe, Co, Ni, Mn, and Ti, mostly responsible for the catalytic
activity, although the A ion influences this. Partial substitution of the A and/or B
ion with an ion of another valence gives rise to abnormal valencies of the B-site
cation (e.g., Cu3+ and Ni3+) and/or to oxygen vacancies. These structures can be
represented by A′

xA1−xB′
yB1−yO3−λ, where λ is the oxygen vacancy to compensate

for the cation charges. Sr and other alkaline-earth elements and Ce are often applied
for A-site substitution, whereas B-site substitution is studied to a lesser extent.
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Thus, a wide variety of structures can be formed, explaining the large amount
of studies on these materials. Perovskites are known for their structural and thermal
stability, due to their high-temperature preparation, resulting in low specific surface
areas (<10 m2/g). The wide compositional variety control over the oxygen defects
and valence of metal ions makes them suitable model compounds to study the relation
between solid-state chemistry and catalytic activity, including the N2O decomposition
reaction (67–70).

Despite their low specific surface area, the reactivities of these catalysts is relatively
high. Upon variation of the B-site in LaMO3 (M = Co, Ni, Mn, Fe, Cr) (67,70), good
correlations were found between the activation energy for the decomposition reaction
(35–130 kJ/mol), and the oxygen binding bond strength plays an important role. The
activity order is Co > Ni, Cu > Fe > Mn > Cr (Figure 19.3). The oxide matrix has
a considerable effect on the activity of the TM ions as is apparent by comparing
Figures 19.1–19.3. The effect of oxygen varies considerably. The reaction at 6.6-kPa
N2O over Fe is not, over Ni weakly and over Co-systems strongly inhibited by oxygen
(70). The reaction is first order in partial N2O pressure and −0.5 in partial O2 pressure
for strong inhibition.

Variation of the A-site ion in MMnO3 (M = La, Nd, Sm, Gd) resulted in a decreas-
ing activation energy from 105 to 30 kJ/mol, which is also explained by an increased
electron density on the Mn site, resulting in a facilitated desorption of oxygen (67). For
the related structure M2CuO4 (M = La, Pr, Nd, Sm and Gd), the activation energies
ranged nonsystematically between 45 and 85 kJ/mol at 6.6 kPa, whereas at 26 kPa,
the values dropped to between 45 and 85 kJ/mol. Oxygen inhibited strongly.

Partial substitution of the three-valent La by the two-valent Sr in La2CuO4 induces
an increasing average Cu valence oxidation state (up to ca. +2.3) and the presence

Figure 19.3. Comparison of activities for N2O decomposition of mixed oxides of the
type LaMO3 and La2MO4. Conditions 723 K, 0.1 kPa N2O, and W/FN2O = 7200 g s/mmol
(44,70). Reprinted with permission from Elsevier.
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Figure 19.4. N2O conversion, normalized per unit surface area, over La2CuO4 doped
with Sr as a function of the fraction Sr for reaction at 723 K, 0.1 kPa N2O, and
W/FN2O = 7200 g s/mmol. Included is the average oxidation number (AON) of copper
(44,70). Reprinted with permission from Elsevier.

of oxygen defects (70–72). The highest activity is obtained at an optimal fraction of
Sr of 0.5, where the cooper has its highest average oxidation state (Figure 19.4). No
correlation with the oxygen vacancy concentration is found, which is apparently not
the activity-determining factor. The oxygen inhibition is the strongest at low pressures,
but at higher partial O2 pressure(>1 kPa), the rate does not decrease further, like that
observed for Pt catalysts.

Very active mixed-oxide catalysts were reported, and prepared from thermal
decomposition (ca. 700 K) of transition metal (Co, Cu, Ni, Rh, Ru, Pd, La) con-
taining hydrotalcites, belonging to the class of clay minerals. Some of them are even
more active than the zeolitic catalysts (73–75). A typical reaction order found is
Co-Rh > Co-La > Co-Mg > Co-ZSM-5. Conversion of N2O already occurs below
500 K. The apparent activation energies amount to 45–55 kJ/mol, and the reaction is
first order in partial N2O pressure. The Co-containing calcined samples exhibit a sus-
tained life at temperatures above 900 K in a wet and oxygen containing atmosphere
with 10 vol.% N2O (74), keeping promises for practical application.

19.3. NOX REDUCTION REACTIONS

Reduction reactions of nitrogen oxides and the corresponding catalytic systems are
somewhat unspecific in respect to the nitrogen-to-oxygen ratio of the target molecule,
and current technologies deal simultaneously with NO and N2O molecules in the so-
called stoichiometric (equal amount of reductant and oxidant molecules), reducing or
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fuel-rich gas mixtures, whereas NO and NO2 appear simultaneously in oxygen-rich
gas mixtures (3–6). Although the exact conditions under which these molecules are
eliminated differ from one case to another in terms of the reaction temperature and
contact time, catalyst formulation and other important variables, a key characteristic
of the reaction is the nature of the reductant molecule used to reduce nitrogen oxides
and to obtain (vide infra) N2. For this reason, this section is divided into subsections
that deal with the most important results concerning the use of CO, hydrocarbons,
hydrogen, and ammonia.

19.3.1. CO

The reduction of NO by CO (NO + CO → 1
2 N2 + CO2) is one of the most important

reactions taking place in automotive converters. Although such a reaction is mainly
catalysed by highly active dispersed noble metals in modern automotive converters
(5,14), base metal-oxide catalysts were among the first investigated for such process,
whereas perovskite oxides also display an ability for the process (14,31). Early work
by Shelef et al. revealed distinct activities and selectivities for various supported
transition metal oxides, as summarized in Table 19.1 (76,77). These were mainly
explained on the basis of the abilities of the different oxides to handle NO in the
general context of redox-type mechanisms (NO reoxidation of active sites, proposed
as a rate determining step, or facility to accommodate NO molecules in neighboring
sites) (76). The results reveal a general increase of the selectivity to N2 formation
with reaction temperature, although selectivity differences between the catalysts are
apparent. In this respect, N2O was proposed as a gas-phase intermediate in the reaction
on the basis of parallel tests for the N2O–CO reaction and kinetic measurements,
whereas various intermediates are proposed to explain the catalytic features observed
(14,77). Nanosized Co3O4 (average size of 26 nm) has also been recently tested in
the CO–NO reaction (78). Overall, a 50% NO conversion is observed in this case at

TABLE 19.1. Catalytic Parameters of Various Metal-Oxide Catalysts Supported

on 95% Alumina-5% Silica for the CO–NO Reaction (1.2 mol% CO and

2.0 mol% NO).

50% CO Temperature of N2O
Isoconversion Maximum N2O Concentration at the

Catalyst Temperature (K) Yield (K) Maximum (mol %)

Fe2O3 418 473 0.84
CuCr2O4 428 453 0.36
Cu2O 448 493 0.28
Cr2O3 493 513 0.62
NiO 523 573 0.68
Co3O4 623 623 0.12
Al2O3–SiO2 (support) 698 733 0.34
MnO 708 – 0.00
V2O5 833 – 0.00
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383 K (and full conversion below 573 K); note, however that experimental conditions
are different than those employed by Shelef et al. (Table 19.1), and therefore, direct
comparison is not possible. The reaction has been shown to take place simultaneously
with a reduction of Co3O4 into CoO. A redox mechanism between Co3+ and Co2+

ions based on NO decomposition was proposed.
An aspect of practical interest with respect to employment of CO as reductant con-

cerns the influence of having oxygen in the reactant mixture (i.e., the respective ability
of O2 and NO for catalytically oxidizing CO). In this respect, the main focus of the
work by Shelef et al. was put on analyzing differences between the oxides with respect
to catalytic performances for individual reactions CO–NO versus CO–O2 (76). It was
interesting in this respect that most oxides displayed higher activity for the latter reac-
tion, with Fe2O3 and Cr2O3 being the only exceptions among the examined systems.
Nevertheless, analysis of Cr2O3 in a reactant mixture containing the three components
revealed a significant inhibition of NO reduction in the presence of O2 (76). Similar
results have been observed in the case of highly dispersed copper oxide catalysts
supported on nanostructured ceria (or a structurally related Ce–Zr mixed oxide) (79).
Basic aspects pointed out as most relevant to explain such results have been related to
the facility to achieve partially reduced states in the dispersed CuO phase, in agree-
ment with proposals for other supported-CuO systems (14), and the particular redox
properties of the CuO–nanoceria interface (79). In this respect, considering operation
within a redox-type mechanism, oxygen is demonstrated to be a stronger oxidant of
both copper and ceria interfacial components than NO, thus explaining the difficulties
to reduce NO in the presence of oxygen in the reactant mixture (79).

On the other hand, the relevancy of generating the adequate configuration of surface
defects for NO reduction is illustrated by differences in the catalytic activities of two
different nanostructured configurations of ceria under CO–O2–NO mixtures (24).
The considerably higher activity for NO reduction observed over a bulk CeO2 sample
(with ca. 15-nm average size on the basis of analysis of the X-ray diffractogram (23))
in comparison with an Al2O3-supported CeO2 sample (in which average ceria size
is of ca. 6 nm, according to TEM and XRD (23); consider also that alumina does
not apparently participate in the catalytic activity (24)) has been explained on the
basis of the higher facility for generating associated vacancies centers (active for
decomposing NO, as mentioned (21)) in the former with respect to the latter (24).
It must, however, be noted that this must not be analyzed merely as a particle size
effect because such active configuration of surface defects can also appear in CeO2
particles of sizes lower than 6 nm (23). Morphological changes as a consequence of
an epitaxial relationship with the underlying alumina appear thus to play an important
role on specific activities of the ceria nanoparticles.

19.3.2. Hydrocarbons

The employment of hydrocarbons (HC’s) as reductants of NOx is of high relevancy
from an environmental point of view because both types of pollutants usually appear
associated in the waste of processes involving combustion of fossil fuels. In this
respect, the different situations can be classified as a function of the chemical nature



19.3. NOX REDUCTION REACTIONS 613

and/or source of the hydrocarbon involved. Methane is usually considered a useful
reductant for emissions produced in stationary power plants using natural gas as fuel,
whereas it is the most chemically stable hydrocarbon. In turn, higher hydrocarbons
are more reactive and considered useful reductants of NO in mobile sources, in accor-
dance with the nature of the exhaust gases or the type of fuel employed (80). In any
of the cases, the catalytic requirements for the materials to be employed in each case
are basically imposed by the composition of the gas mixture. Thus, for emissions
produced as a consequence of stoichiometric combustion conditions (giving rise to
redox balanced stoichiometric emission), three-way catalysts are employed to deal
with NO–HC reactions, in which active sites are essentially related to noble met-
als (with nanostructured ceria-related oxides acting as the activity promoter) (5,80).
However, oxide systems can play a more relevant role for treatment of lean-burn
emissions in which NOx can strongly compete with oxygen for the hydrocarbon
reductant according to a process in which selective catalytic reduction (SCR) of the
NOx (competing with hydrocarbon combustion) is desirable:

reductants oxidants main products

NOx(N + NO2) N2 + CO2 + H2O

HC’s + O2
SCR catalyst−−−−−−−−−→

etc. (undesired) subproducts

N2O, CO, CxHyOz, HCN, etc.

Taking these aspects into account, this section will be essentially dedicated to analysis
of oxide materials for such SCR processes.

19.3.2.1. CH4 Several oxidic systems have displayed interesting properties as cat-
alysts for NOx-SCR with methane. In general terms, these can be classified into two
groups: metal-exchanged zeolites and simple (promoted or not) oxides. Among the
former, unique performance has been revealed by Co-exchanged zeolites, most parti-
cularly using topologies such as those in Co-ZSM-5 and Co-ferrierite (81,82). These
(along with other metal-exchanged zeolites, among which Ga- and In-exchanged
are probably most active) apparently present important advantages with respect to
Cu-exchanged zeolites, active for other deNOx processes as shown throughout this
chapter, in terms of oxygen tolerance (81). This has been related to the respective
activities for methane combustion as well as to differences in the way Cu2+ and Co2+

comparatively activate NO (83). Highly dispersed Co2+ ions exchanged in the zeolitic
matrix (undergoing changes within the Co2+/Co3+ redox couple) are considered to
be the active sites for the reaction (82,84); in turn, NO seems to be activated through
formation of an adsorbed intermediate (of the nitrate form) in whose formation zeolitic
protons can also have a role while NO oxidation (to NO2) can also compete with the
SCR process (84).

The main drawback of these zeolitic systems is that the activity of the catalysts is
significantly inhibited by steam (81), although this effect can be limited, for instance,
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TABLE 19.2. Summary of Catalytic Properties of Various Oxide Systems

Under CH4–NO–O2 Mixture at 773 K (16).

Rate of N2 Formation (µ mol s−1 × 103)

Catalyst Per Gram Per m2 TOF (s−1 × 103)

La2O3 30 8.5 2.2
Sr/La2O3 22 13 2.3
CeO2 0.75 0.30 0.17
Nd2O3 23 6.7 2.54
Sm2O3 25 3.5 0.77
Sr/Sm2O3 21 3.2 1.0
Tm2O3 2.7 2.9 0.49
Lu2O3 18 7.3 1.4
Li/MgO 0.84 0.24 0.32
Co-ZSM-5 1280 6.6 2.3

by mixing the zeolite catalysts with metal oxides such as manganese oxide (85). How-
ever, the zeolitic systems are hydrothermally unstable due to dealumination and loss
of the active phase (36). This has motivated the search for new catalysts, among which
simple (or promoted) oxide systems have shown interesting properties, although in
general, their activity window appears at a higher temperature than for the zeolitic
systems (81). As an example, Ga2O3/Al2O3 has been claimed to be more active and
selective than Ga-ZSM-5 and Co-ZSM-5 at high temperature as a consequence of its
lower hydrothermal degradation (86). On the other hand, the concept of favoring CH4
activation has led Vannice et al. to test catalysts known as active in methane oxidative
coupling (16,87,88). Comparison of a series of these oxide systems with Co-ZSM-5
is shown in Table 19.2, in which it can be appreciated that some oxide systems are
comparable with Co-ZSM-5 on a turnover frequency (TOF) basis. They also have
the advantage of exhibiting no activity bendover at high temperatures. However, their
low surface area is a serious drawback, and development of stable nanostructured
systems appears interesting in this respect. Indeed, dispersing La2O3 on alumina
(and promoting with Sr) has been shown to improve significantly the activity not
only on a weight but also on a TOF basis, suggesting new interesting properties
for the nanostructured configurations of these systems (89). Other oxides like CaO
(promoted with La) or perovskite systems have also shown interesting properties for
this reaction (90,91).

19.3.2.2. Higher Hydrocarbons Following the pioneering work by Iwamoto
et al. as well as that by Held et al., which showed the activity of Cu/ZSM-5 for
the process (13,92), many systems have been tested for the NOx-SCR with higher
hydrocarbons, taking into account the possibilities of the process to treat diesel engine
lean-burn emissions (5). A classification of these systems can be established on the
basis of their catalytic behavior as platinum group metal and base metal-oxide systems,
whereas systems of metal exchanged on microporous materials (mainly zeolites)
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apparently provide optimum configuration of the catalytic components although, as
mentioned in the former section, their thermal stability is usually low, which limits
their practical application (13,93). Platinum group metals catalysts (in which active
sites are essentially believed to be constituted by zero-valent states of the metals)
(5,92) are the most active for the process, although they have the drawback of forming
generally substantial amounts of N2O (a greenhouse gas—about 200 more powerful
than CO2−) and are ineffective at high temperature (5).

Base metal-oxide systems are the least active (they only show activity at relatively
high temperature), although they are usually fully selective to N2 and can present
improved thermal stability (5). In general terms, the extent of the selective reduc-
tion of NOx depends on a series of factors like the nature of the metal oxide or of
the hydrocarbon (or another co-reductant or gaseous promoter like H2, CO, etc.)
employed as reductant, the nature of the support employed to disperse the metal
oxide, as well as preparation parameters (metal precursor employed, type of pretreat-
ment, etc.) (92). More or less dispersed oxides of Co, Ni, Cu, Fe, Sn, Ga, Au, In, and
Ag have been tested for this process employing mainly Al2O3, TiO2, and ZrO2 to
support them (13,92). Among them, probably the most promising results have been
obtained for the silver system supported on Al2O3 (5,92). The main catalytic prop-
erties of this system are illustrated in Figure 19.5 in which the catalytic performance
of systems differing in the silver loadings is shown (94). Optimum performance is
usually achieved for low or intermediate silver loadings. This has been related to the
unique properties of the highly dispersed Ag+ cations that appear in a tetrahedral-like
local coordination closely resembling that of β-AgAlO2 (95). Subtle differences with
respect to this aluminate structure were related to XAFS observation of a significant
local disorder around Ag centers as well as a noticeable reduction of the average
Ag–O first-shell coordination distance with respect to those present in the β-AgAlO2
material. For higher loadings, segregation of Ag2O entities (and/or further surface
silver reduction) could occur upon contact with the reducing agent at reaction temper-
atures. Such highly loaded systems then become much more active for hydrocarbon
oxidation (Figure 19.5) or even for N2O formation (5,92,94,95).

Concerning the reaction mechanism, it appears that both the NO and the hydrocar-
bon require a first step of activation through formation of chemisorbed nitrates and
oxygenated hydrocarbon species (acrylate or acetate, in the case of propene) in the case
of silver or tin oxide systems (5,94,96), followed by generation of nitrogen-containing
hydrocarbon intermediates that could finally decompose to the reaction products via
intermediates like cyanide or isocyanate with influence of gas-phase reaction deter-
mining N-selectivity (92,94,97). Other hypotheses, like NO preactivation to NO2,
have been proposed for supported gold systems in which significant promotion of the
SCR activity is observed upon addition of Mn2O3 (98). Acid–base properties of the
support are also proposed to play a relevant role on these activating steps (92,94,95).

Concerning the composition of the reactant mixture in terms of the type of
hydrocarbon employed, the effectiveness of the HC in the SCR of NOx during the
competition with the burning reaction with oxygen (see Scheme in Section 19.3.2)
increases with the HC molecular weight; this is probably due to the parallel increase
in the heat of adsorption and the decrease of the C–H bond strength (99). It is
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Figure 19.5. Conversion of NOx and propene obtained during tests under 0.1% NO, 0.1%
C3H6, 5% O2 and 3% H2O (N2 balance) at a fixed space velocity of 4 × 104 h−1 over different
alumina-supported silver catalysts (95).

interesting that in the case of employment of higher hydrocarbons, the possibility
of operation under a mechanism combining heterogeneous and surface-mediated
homogeneous radical reactions has also been pointed out (100). When comparing
between alkanes, alkenes, and oxygenated hydrocarbons with the same number of
carbons, NOx reduction is typically most difficult with the former and easiest with
the latter (92). Another interesting approach to enhance NOx-SCR activity consists
in adding a gaseous promoter like H2 or CO to the reactant mixture (92). Thus, in the
case of alumina-supported silver catalysts, an important increase of the NOx conver-
sion is observed upon H2 addition (101). The absence of such promotion upon CO
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addition and the similarity with H2 concerning the effects induced on active silver
species (clustering) suggests that hydrogen could have a direct chemical effect on the
reaction mechanism (101).

19.3.3. H2

Employment of hydrogen as a NO reductant (NO + H2 → 1
2 N2 + H2O) is interest-

ing from the point of view of exhaust treatment, given the formation of hydrogen
(usually associated with CO as a consequence of incomplete hydrocarbon com-
bustion) during fossil fuel combustion. N2O and NH3 can also be formed as
subproducts of such a reaction (14). Different oxide materials (base oxides, per-
ovskites, metal exchanged zeolites) have been tested for this reaction (14). Shelef and
Gandhi first investigated the reduction of NO with hydrogen on copper chromite
catalysts (102). On these oxides, NH3 is one of the main products of the reac-
tion in a wide range of temperatures, although the product distribution strongly
depends on the inlet concentration: generally speaking, the selectivity to NH3
decreases monotonically with the NO concentration, whereas the NH3 yield reaches
a maximum at intermediate inlet concentrations. Similar results have been obtained
with other oxides (14). The influence of water on the reactant mixture appears
also highly relevant, apparently inducing the opposite effects related to inhibi-
tion of NO reduction while favoring NH3 formation (14,102). Acke and Panas
have examined the positive influence of Na and Fe impurities present in CaO
on the catalytic activity, which are attributed to modifications in the Arrhenius
pre-exponential factor rather than to changes in the apparent activation energy
within a reaction mechanism basically involving two redox steps with surface
oxygen abstraction and reoxidation; such difference is proposed to be due to the
presence of defects (like O−) induced by the impurities (103). The same work
examines the activity for this reaction over a series of alkaline-earth simple oxides
observing a linear increase in the apparent activation energy with the lattice param-
eter (103). A positive effect of doping an oxide for this reaction has also been
reported in the case of Fe-doped ZrO2; the spillover of hydrogen species (as
hydroxyls) on the support is proposed to play an important role on the activity
enhancement (104).

The activity of La0.9A0.1BO3+δ (A = Ce, Eu; B = Mn, Co) and La0.8Sr0.2BO3+δ

(B = Mn, Fe, Co, Ni) perovskites for this reaction was analyzed by Ferri et al. (105).
They found Co as the most active among cations in the B position, which is attributed
to the presence of oxygen vacancies suitable for NO adsorption along with the lower
oxidation state of the B-site metal cation within a redox type mechanism. Substitution
at A-site with a bivalent (Eu) versus tetravalent (Ce) metal cation also influences the
catalytic activity observing enhanced activity for cobaltates, when Ce is substituted
for La, and for manganites when Eu is introduced, which is attributed to differ-
ences in the type of defects present in each case. In the La0.8Sr0.2BO3 series, the
stability of the B ionic species seems the key factor for the order of activity of the
catalysts.
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19.3.4. Ammonia

The selective catalytic reduction (SCR) process is based on the following reactions:

4NH3 + 4NO + O2 −→ 4N2 + 6H2O (19.3)

2NH3 + NO + NO2 −→ 2N2 + 3H2O (19.4)

8NH3 + 6NO2 −→ 7N2 + 12H2O (19.5)

Reaction 19.3 proceeds very rapidly on a catalyst at 523 > T > 723 K in excess oxygen
for the overall stoichiometry of the process (NH3/NO = 1/1) because NOx typically
consist in more than 90% NO on stationary plan gas exhausts. The selective term refers
to the ability of ammonia to react selectively with NOx instead of being oxidized by
oxygen to form N2, N2O, and NO. Mechanistic details of this reaction can be found in
Ref. 106. Common applications of this technology are coal-, oil-, and gas-fired power
plants and cogeneration plants, but also it has been applied to industrial and municipal
waste incinerators, and in the glass, steel, and cement industries. Conventional SCR
catalysts are employed in the form of honeycomb monoliths, plates, and coated metal
monolights (106–108).

In addition to Reactions 19.3 to 19.5, potential side reactions, depending on the
catalyst and operational variables, impact the working conditions of SCR and down-
stream units. At low temperature, nitrite/nitrate salt formation by the NO2 + NH3
reaction may generate explosion risk problems. Nitrous oxide (N2O) may be formed
in specific conditions, particularly in the absence of moisture. When sulfur is present
in the fuel of power plants, SO2 and minor percentages of SO3 can be formed. SO2
can be oxidized to SO3 on the catalyst with further reaction with ammonia and gener-
ation of sulfuric acid and sulfates (NH4HSO4; (NH4)2SO4) in the presence of water.
Sulfates can be deposited and accumulated on the catalysts and other parts, affect-
ing performance. Additional poisons are Na, K, and As coming from the fuel and/or
lubricating oils in coal-fired applications, whereas in municipal solid waste treatment,
alkaline metals and halogenidric acids can be detected (107–109).

Three types of catalysts have been developed for SCR application and mainly dif-
ferentiated by the temperature range of operation. At low temperature, 432–573 K,
Pt-based systems were originally used as they combine high NO reduction and CO
oxidation activity, although their replacement by metal (Ni, Cu, etc.) oxides has been
implemented in some cases due to problems related to the noble metal high activity in
ammonia oxidation (108). More recently, the use of activated carbon or carbon fibers
promoted with transition (Mn, Ni) metal oxides/hydroxides has been extensively
studied (110). Concerning the oxide role on the SCR reaction, lack of size-related
information can be noticed, although NO usually contributes to the dispersion or
limits aggregation of the active metal under the specific SCR reaction conditions,
whereas other reactants, like CO, may volatilize the metal by forming carbonyl enti-
ties, eliminating them from the solid catalyst over an extended period of operation.
This potential dynamic behavior of the system under reaction conditions makes it dif-
ficult to work out size-dependence phenomena (106). In the case of carbon-supported
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systems, the selectivity to N2 and concomitant presence of N2O as a product seem
connected with the crystalline size of MOx entities, with smaller sizes of the active
phase particles producing less N2O (110).

At medium temperatures, 523–723 K, theVOx/TiO2 system is widely used.Among
hundreds of catalyst formulations investigated, those based in vanadia supported
on titania in the anatase form, and promoted with tungsta and molybdena, were
found to present genuine advantages in NO reduction and SO2 oxidation reactions
(106–108). The use of V as the active element and its superior activity and stabil-
ity were well established by the 1970s, whereas the choice of TiO2 anatase relies
on the fact that the oxide is only weakly and reversibly sulfated in presence of
SO2 + O2 while it also can accomplish the role of a promoter of catalytic activ-
ity. Vanadia is responsible for the activity in NO reduction but also for the undesired
SO2 oxidation. Accordingly, V content is generally kept low and below 1 wt% in the
presence of high SO2 concentration streams, with the maximum loading value close
to 6 wt%, a value near the monolayer surface coverage. WOx and MoOx , approx-
imately 5–10 wt%, are employed to increase acidity, activity, and thermal stability
besides limiting SO2 oxidation. Additionally, MoOx prevents deactivation by As.
Finally, silico-aluminates and fiberglass are used as ceramic additives to improve
mechanical properties. Novel formulations, not deactivated by SO2, are based on
VOx/carbon (111).

The structural and electronic properties of V species have been reviewed in several
dedicated publications (112–114). As detailed below, the capital chemical importance
of theV oxide nature and structural and electronic properties evolves from the fact that
oxygen handling in the reaction involves V species. Bulk V2O5 posseses platelet mor-
phology, whereas supported V species are strongly dependent on the support nature
coverage and hydration state (115). V-supported species usually anchor the oxide sub-
strate by preferentially interacting with the basic hydroxyls. Below monolayer surface
coverage, isolated [VO4] units and/or polymeric, raft-like species are observed in all
systems, using supports such as TiO2, CeO2, ZrO2, and Al2O3, except in the SiO2
case. Independently of the structure, V is in a V(V) dominant state under oxidant
gas mixtures and V(IV) and less significantly V(III) only get a concentration about
traces under the influence of net-reducing gas atmospheres. These isolated/polymeric
species appear in real VOx/TiO2 catalysts, and obviously, their chemistry is well dif-
ferentiated from a bulk phase. Both contain two oxygen species, one shared with
the support phase and other corresponding to a V = O double bond. For polymeric
entities, additional V–O–V species are present. Differences between the chemical
behavior of such species can be expected as activity may be strongly influenced by
acidity properties at high temperature, but redox properties may be key variables at
low temperature, so oxygen lability and vacancy replacement are likely key steps
in the reaction scheme (106,108,115). On the other hand, above monolayer surface
coverage, V2O5 crystallites are readily detected.

A somewhat similar structural behavior in terms of species occurring below mono-
layer surface coverage is observed with W and Mo oxide entities. The main differences
concern the existence of variable quantities of tetrahedral-like [MO4] and distorted
octahedral-like [MOx] (x = 5,6) as isolated species and a more complex linkage, from
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a structural point of view, of M–O–M units. Both cations have a single double M=O
bond in all isolated and polymeric species (116,117).

Unfortunately, the influence of the support size is still to be investigated as this
subject has only been attempted by using VOx/TiO2/SiO2 systems where, under
the appropriate preparation conditions, V selectively interacts with titania (118,119).
The titania size is determined by varying the corresponding loading. Results do not,
however, allow us to extract conclusive information as, as said before, the uncoupling
of the size and the TiO2–SiO2 interaction effect is difficult to perform on experimental
observables.

Finally, above 673 K and using a maximum temperature of 873 K, zeolite-based
systems have been used (107,108). Zeolites in the acid form and exchanged with
transition metal ions (e.g., Fe) can be used at temperatures where previous systems
lack thermal stability. The thermal stability of the zeolite system is increased, and its
tendency to sulfidation is diminished by increasing the Si/Al ratio through the removal
of aluminium cations from the crystal matrix. The Fe cationic species present in a
zeolite and particularly on ZSM-5 are strongly dependent on the preparation method,
but below or nearly complete exchange, mono- and dimeric (oligomeric) species are
usually obtained (120,121). The reactants interaction with these species is completely
different from the single oxide; such differences are mainly detected in the unselective
oxidation of ammonia, which is favored in the presence of FeOx aggregates and,
maybe, oligomeric species, with respect to isolated species (122).

19.4. LIQUID PHASE DeNOX

Groundwater pollution by harmful organic compounds is a growing concern in
advanced societies. Although current liquid-phase depollution technologies may not
include broadly applied and important DeNOx technologies, we may give here a brief
overview to liquid-phase treatments closely related to gas-phase DeNOx processes
but carried out in the liquid phase. These are the elimination of nitrates in drink-
ing water and of NO-containing organic molecules using catalytic wet air oxidation
processes.

Nitrates are one of the most problematic and widespread of the vast number
of groundwater contaminants. Although their elimination by using separation (ion
exchange, reverse osmosis, electrodialysis) and destruction (electrochemical reduc-
tion, biological denitrification) technologies is well developed, there is still concern in
terms of increasing the treating capacity, reducing the time of treatment, and favoring
the disposal of remainings (123). Recently, the development of the selective heteroge-
neous catalytic hydrogenation to N2 using hydrogen or formic acid as reducing agents
has been shown as a potential alternative. After the work of Volpov et al. (124), the
combination of noble metals (Pd, Pt) with transition ones (Cu, Ni, Sn, In) has displayed
promising activity and selectivity to nitrogen (125–132). Warna et al. (133) proposed
a kinetic model for catalytic nitrate reduction essentially accepted by the community
and which has been completed by many others authors in subsequent contributions
(127,132). The promoting transition metal seems responsible for nitrate reduction to
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nitrite by a redox reaction, whereas the main function of the noble metal could be to
regenerate the metallic state of the active phase by means of activated (chemisorbed)
hydrogen and to further reduce nitrite to nitrogen.Ammonia is detected as a byproduct
evolving from over-reduction reactions. It has been shown that the kinetics and the
selectivity to nitrogen of the process are severely limited by diffusion (134,135), and
several strategies have been devoted to overcoming this problem by operating under
poor surface hydrogen concentration with the help of membranes (135) or by taking
advantage of a reversible electrostatic interaction with layered supports (128).

Concerning the contribution of oxide components to this reaction, most interesting
papers are related to the use of reducible oxides like SnO2 (134,136), or TiO2 (137).
It would appear that the metal–support interaction developed in the pre-reduction
treatment of the catalyst may produce the existence of oxygen vacancies and help in
the electron flow control, influencing in this way the selectivity of the reduction pro-
cess and allowing the use of monometallic (Pd, Pt) systems with improved properties
(selectivity to N2) with respect to bimetallic systems supported on alumina, carbon, or
other typical supports. In the case of Pd, this is strongly related to the behavior of the
Pd beta-hydride phase formed in the presence of hydrogen and the control of the yield
of over-reduced products. It can be envisaged that methods that control the existence
of oxygen vacancies may influence the reaction by affecting hydrogen–hydride chem-
ical activity through metal–support interactions (137). Size and doping are therefore
variables that await a careful scanning by interested researchers. A last contribution
to the reduction of nitrates is the use of Ag/TiO2 photo-catalytic systems, which in
the presence of adequate sacrificial hole scavengers display promising activity (138).

The catalytic wet air oxidation process is typically used to treat toxic and/or non-
biodegradable organic pollutants. In the context of this chapter, it is used to eliminate
NO-containing molecules (139) or N2O (140), but the main problems are related
to the stability of heterogenous metal-supported catalysts by the leaching of active
components in the reaction media. The wet oxidation key steps seem to involve oxygen
activation and handling and the direct electron transfer (redox reaction) to the NO-
containing molecule; both steps are, as illustrated in other chapters, size-dependent
but to our knowledge have not been explored to date.

19.5. OTHER STRATEGIES FOR NOX REMOVAL

19.5.1. NOx -Sorbing Materials

A general view of absorbent materials and the influence of particle size in
their behavior has been described in Chapter 14. Sorptive NOx removal uses
adsorption, absorption or bulk-like type reactions, and/or solid–gas/liquid reactions
and, typically, is used as a previous step in several technological processes or in
combination with biological technologies (3–8). Oxide-type materials are investi-
gated for the sorption of mainly NO and NO2 in the gas phase. For reviewing,
the existent technologies are based on materials that can be classified into three
main categories. The first contains oxides corresponding to alkaline, transition, and
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rare-earth oxides. The second embraces oxygen-containing materials as exchanged
zeolites, spinels, perovskites, and double-layered cuprates. Finally, a third one will
be shortly reviewed that will englobe non-oxidic materials such as carbonaceous
adsorbents.

19.5.1.1. Metal Oxides

Alkaline and Alkaline-Earth Oxides. Thermodynamic and reaction data demon-
strate that the basicity of the bulk-like oxide drives the NOx absorption or trapping
performance by being directly related to the corresponding calculated equilibrium
constants [e.g., MOx + NOx = M(NO3)y for nitrate production, the main product
although nitrites are often observed]. At 625 K, the performance order is K > Ba ≥
Sr > Na > Li ≥ Mg (141,142). At higher temperatures, desorption of NOx species
may take place for some oxides, limiting the usefulness of these oxides for real appli-
cations (4). These oxides mainly absorb NO2, and in the presence of O2, only the
help of a metallic component makes the reaction with NO and further generation of
nitrates possible. The presence of other gases, e.g., H2O, CO, CO2, and O2, typically
present in energy production emission streams, drastically changes the NOx-uptake
of the oxide. At least in the case of Ba, the presence of CO2 in a gas mixture dom-
inantly generates Ba carbonate at 423 > T > 873 K, with this compound essentially
being stable in all oxidizing conditions. The BaO to BaCO3 transformation occurs at
room temperature for samples exposed to air in extended periods typical for storing
industrial absorbents/catalysts. Other gases, like H2O or SO2, limit NOx-uptake but
typically do not fully suppress it (4,142). Other possible initial phases of applied sys-
tems, where alumina or other oxides are used as a carrier, like BaAl2O4 or BaSnO3
display distinctive properties, having a selective interaction with NO2 in the presence
of NO and other gases (CO2, H2O) (143,144) but breaking Ba-M (M = Al, Sn) bonds
and forming Ba sulfates in the presence of SO2 (145).

No information is available for the size behavior of alkaline oxides, but their depo-
sition on alumina allows us to obtain some data.As said, binary MOx/Al2O3 materials
are used for technological applications related to exhaust gas cleaning in automobiles
(4). Of course, oxide–Al2O3 interactions would obscure the size-related informa-
tion as there is no easy way to uncouple both effects from experimental observables.
Additionally, the heterogeneity of the initial system can be noteworthy. After calcin-
ing in air, Ba may form a BaO-type phase for surface coverage below the monolayer
while two less-interacting (with alumina) types of Ba carbonates can be additionally
detected. Most apparent differences with bulk-types phase behavior appear for one of
these Ba carbonates, which may absorb NOx species and form nitrates by displacing
carbonates groups, whereas XRD or Raman-detected, alumna-supported carbonates
seem stable and mostly form NOx-surface adspecies, maintaining their characteristic
bulk BaCO3 structure (146,147). The presence of a noble metal in storage and reduc-
tion catalysts (NSRs) in the vicinity of the MOx moities has profound implications
on the absorptive behavior of the system (4), and NOx-storage properties seem to
be optimized for Ba quantities corresponding to coverages near or slightly below the
monolayer but, as said, is strongly dependent of the Pt–Ba degree of interaction under
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operation conditions (148). The behavior under contact with hydrocarbons has been
analyzed in Section 19.3.2.2.

Transition Metal Oxides. NO-uptake on transition metal oxides has been typically
measured on Al2O3 or Al2O3;SiO2 supported samples (149–151). Table 19.3 gives
an overview of main results as summarized by Gómez-Varela et al. (3). Some oxides,
like Fe, Cr, or Mn, are in a partially reduced chemical state by effect of a pre-reduction
treatment. These show a significantly higher sorption capacity than the fully oxidized
samples. It is established that NO chemisorption on Cr(III), Co(II), and Mn(II) is par-
ticularly large due to the formation of metal–adsorbate covalent bonds. It is, however,
clear that such chemical species may not be stable in an O2-containing stream; in fact,
Fe(III) and Mn(II) are known to be oxidized by NO alone. Cu is the only element
with a higher sorption capacity in the fully oxidized state than for the reduced form
(Cu2O). The reasonable sorption capacity showed by Cu cannot be directly used in
certain practical applications because CuO is also a good SO2 scavenger via for-
mation of copper sulfate (150). This fact, however, has allowed the development of
CuO/Al2O3 systems, sometimes promoted by other oxides, for NOx–SO2 “simulta-
neous” removal using the help of NH3 as reductant; this system appears as a serious
competitor and/or can be used together with the technology based on Na(OH)/Na2O
materials (152,153). Again, lack of the NO-uptake size-dependence can be noticed in
the literature concerning the transition metal oxide’s behavior.

Table 19.3 also includes unsupported Pt oxide particles with a primary particle size
of ca. 30 nm, showing a low sorption capacity per weight of the material but relatively
high per square meter when compared with the rest of the systems. Pd surfaces also
present strong chemisorption (154), indicating that noble metal and particularly Pt
may be good NO-adsorbers. They can be used with NO2, NO, or NO + O2 as they
catalyze NO oxidation to NO2, but they also easily oxidize SO2 to SO3 with fast
sulfate deposition and poisoning. This problem has been attempted to be solved by
addition ofV, Nb, or other oxides (4). Size-dependence of NO-sorption on noble metal

TABLE 19.3. NO Sorption Capacity (mg NO g−1; in parenthesis

mg NO m−2) for Supported Metal Oxides on Alumina-Silica

95:5 w/w at 1 mbar of NO and 298 K.

Supported
Metal Oxide Amount (wt%) Sorption Capacity

Fe3O4 8.5 20.7 (0.23)
α-Fe2O3 8.5 5.4 (0.06)
CuO 8.9 12.5 (0.12)
NiO 6.9 11.0 (0.15)
Cr2O3 10.0 6.0 (0.12)
Co3O4 – 4.6 (0.23)
Pt (surface oxidized) – 1.7 (0.20)
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particles is related to the NO adsorption versus dissociation probabilities, disfavoring
the adsorption as the particle grows in the nanometer range (155).

Rare-Earth Oxides. The NO and N2O interactions with bulk-like rare-earth oxides
have been analyzed by Rosynek (156). The study indicates that oxygen vacancies
play a significant role in the interaction, giving raise to reduced (N2/N2O) products.
Further studies were able to show that hyponitrites are intermediates in the reductive
pathways (21). The presence of other molecules, like water, decreases the probability
of obtaining N2/N2O by eliminating vacancies, but there is a structure sensitivity
factor as (111) terminations are more resistant to being oxidized (157). The inherent
presence of vacancies in the nanometer range (158) would favor the relative activity
of small nanoparticles in the formation of reductive pathways under real operation
conditions, but this has not been fully examined up to date. Other sorption products
are formed by oxidation reactions, giving raise to nitrites and nitrates mainly present
at surface layers (21,156) NO2, on the other hand, mildly oxidizes oxygen vacancies
present at the oxide surface, giving rise to the presence of nitrites and nitrates at the
surface (156).

Recently, a lot of work has been devoted to the study of binary and ternary
rare-earth-based oxides with fluorite-type structure, the structure typical of several
rare-earth oxides (Ce, Pr, Tb) (159–161). Alio-valent (M(IV)) cations improve oxy-
gen handling (e.g., mobility and exchange) properties but may not strongly influence
NO-uptake properties until the basicity of the materials is strongly affected. How-
ever, under the appropriate reaction mixture or temperature (T > 673 K), the ease
by which oxygen vacancies are formed strongly influences NO-uptake and behav-
ior (159). According to XRD–Rietveld analyses, the presence of M cations with
valence below +4 yields the stoichiometric quantity of oxygen vacancies to achieve
electroneutrality (161). Due to the significantly large number of such vacancies com-
paring with those related to nanoscale size, even for a small weight percentage of
the M cation, these solid solutions are likely to increase significantly NO-uptake
and favor reductive pathways with respect to the corresponding single-oxide parent
system. The presence of an M cation influences oxygen mobility and the surface ver-
sus bulk vacancy equilibrium, also modifying the thermal behavior of the NO–solid
interaction. A particular case could be Mn–Ce samples, as Mn is able to signifi-
cantly enhance the oxidation of NO to nitrites and nitrates and to store these products
with the cooperative help of Ce(IV) cations (162). To the best of our knowledge,
no detail comparison has been published for NO-uptake capacity of rare-earth oxide
solid solutions, although in some cases, like Ce-Zr, the NO–solid interaction has been
analyzed (163).

19.5.1.2. Other Oxide-Type Materials

Ion-Exchanged Zeolites. Zeolite-based systems can be viewed as the limit case
in size-dependent studies as they can represent, if adequately synthesized, systems
where M cations are isolated or forming part of rather size-limited (e.g., dimers and
trimers) entities. Since the pioneering work of Iwamoto et al. (13,164) zeolite studies
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have been extensively reported in the literature as potentially useful materials for some
DeNOx processes. The NOx-sorption properties of ZSM-5 exchanged with various
metals at 273 K were examined by Zhang et al. (165). ZSM-5 seems to offer significant
advantages over other zeolitic supports for the specific case of the NO-uptake (166).
Adsorption occurs both through a reversible (via NO+) and an irreversible (via NO+

2 ,
NO−

2 , NO−
3 ) way. As summarized in Table 19.4, zeolite exchanged with alkaline and

rare-earth elements as Ce, La, or Na, take up NO only weakly. The highest sorption
capacity was measured with Co > Cu > Ni > Mn and, in some cases, is comparable
with the uptake displayed by the pure oxides, reaching values between 10 and 15 mg
NO g−1 at the conditions mentioned in Table 19.1. However, contrary to pure oxides,
the presence of oxygen has a strong influence, decreasing significantly the NO sorption
capacity except in the case of Na where formation of a similar N2O3 intermediate
is reported in the presence/absence of oxygen (167). The detrimental effect is also
observed with H2O and CO and seems to affect both the reversible and the irreversible
ways of adsorption, whereas SO2 mainly decreases the irreversible one. Fe-ZSM-5
was sometimes noted as a system able to work under complex gas mixtures due to a
specific interaction with NO, but this result may lack consistency due to problems in
reproducing the synthesis of solid catalysts (120). The reversible/irreversible ways
are important in all cases studied and make the NO-uptake process sensitive to the
level of exchange, presumably by the different proportion of mono-, bi-coordinated,
and oligomeric species and the significant differences in their interaction with NO
(168,169).

TABLE 19.4. NO Sorption Capacity (g NO g−1) for

Metal-Exchanged ZSM-5 Under 10% NO/He at 273 K.

Cation Degree of Sorption
Cation Content (wt%) Exchange (%) Capacity

Transition Metals

Co 3.1 90 0.795
Cu 5.9 157 0.720
Ni 2.4 68 0.288
Mn 4.2 127 0.235
Ag 10.9 90 0.148
Fe 2.1 62 0.134
Cr 0.9 41 0.060
Zr 3.8 96 0.056

Other Metals

Ca 1.3 54 0.126
Sr 5.4 105 0.109
Ba 6.4 80 0.109
Mg 0.7 46 0.034
Ce 0.4 8 0.028
La 0.4 7 0.002
Na 2.8 100 0.001
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TABLE 19.5. NO2 Sorption Capacity

(mg NO2 g−1) for Perovskite Materials

During Temperature Ramps up to 873 K.

Structure Sorption Capacity

BaSnO3 17
SrSnO3 13
CaSnO3 9
BaZrO3 12
SrZrO3 8
CaZrO3 3
BaTiO3 3

Other oxide-ion-containing systems are spinels (AB2O4), perovskites (ABO3), and
double-layer cuprates La2−xSrCu2O6.Although some perovskites like ZnCo2O4 with
Co(III) ions on octahedral positions display important sorption capacity (149,170),
some samples with (Co, Ni, Mg) on tetrahedral coordination (A site) could decompose
N2O on N2/O2 at 475–573 K in the absence/presence of O2/H2O, a fact with potential
practical use (171). However, generally speaking, perovskites seem better alternatives,
and Hodjati et al. have shown their potential as NO2 sorption materials (Table 19.5),
with the formation of bulk nitrates and a partial breaking of the solid structure in
a process surprisingly reversible (172). NO sorption properties seem nevertheless
significantly inferior (173). Finally, Marchida et al. reported the NO–solid reaction
based on intercalation into substituted double-layered cuprates (174).

19.5.1.3. Other Materials Apart from oxides, there are other attractive alterna-
tives for NO sorption materials. Among those studied, heteropolyacid and carbona-
ceous solids are most relevant and the information concerning these systems has been
reviewed in Ref. 3. As these materials are not covered by the main subject of this
chapter, we just mention that doped carbon fibers (with metal oxides and/or organic
compounds) display high NO sorption values, but the oxidation state stability and the
capture of SO2 seem real drawbacks for the practical implementation of a carbon-
based technology. The doping with metal oxides/hydroxides improves the system
performance in the SCR of NOx , particularly the selectivity to N2, presumably by
affecting NO-related reaction steps, but the size-dependence of this phenomenon has
been barely studied (175). Heteropolyacids show bulk and surface NO sorption capac-
ity even in the presence of CO2 and SO2, with this potential being useful in the future
if the thermal stability of this solid type is improved.

19.5.2. Miscellaneous Strategies

To end this chapter, we would like to briefly mention other strategies that have been
shown potential to solve DeNOx problems at specific situations. These are mainly
based on photo-catalytic processes. Although there are publications in several DeNOx
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fields, the only promising photocatalytic DeNOx process seems to be the NO reduction
with CO, which uses TiO2 (176) or Co on SiO2 or MCM (mobil composition of mat-
ter) supported (177,178) catalysts. In the first case, the presence of surface hydroxyl
groups appear important for catalytic performance, whereas in the second, the pres-
ence of light excited [Mo5+–O−] entities, which further react with CO, may be key
intermediates in a step-like process that follows a NO → N2O → N2 reductive path-
way. The size-dependence study of the catalytic properties awaits implementation,
but at least for TiO2, the strong correlation of surface acidity–basicity with size would
suggest a significant influence.
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Department of Chemistry, Brookhaven National Laboratory, Upton, NY 11973, USA

20.1. INTRODUCTION

The chemistry of sulfur dioxide (SO2) on oxide nanoparticles is receiving a lot of
attention due to its importance in the industrial production of sulfuric acid (1) and
environmental catalysis (2–4). Sulfur-containing molecules are common impurities
present in coal and crude oil. SO2 is one of the major air pollutants released to the
atmosphere as a result of the combustion of fuels in power plants, factories, houses,
and transportation (2). It contributes to the generation of smog and constitutes a
serious health hazard for the respiratory system (2). After its oxidation and reaction
with water in the atmosphere, it is responsible for the acid rain that kills vegetation
and corrodes buildings and monuments in modern cities (2). In addition, the SO2
produced by the combustion of sulfur-containing fuels in automotive engines poisons
the catalysts that are used for the removal of CO and NO in exhaust catalytic converters
(2CO + O2 → 2CO2; 2CO + 2NO → 2CO2 + N2) (4,5). When SO2 is present in
the catalytic converter at high concentrations, it dissociates on the precious-metal
component of the catalyst (Rh, Pd, or Pd), blocking active sites and reducing the
overall activity of the system through medium- or long-range electronic effects (6,7).
At the levels of 5 to 20 ppm currently present in the typical automotive exhaust,
SO2 interacts primarily with the ceria component of the catalytic converter, and the
poisoning of this oxide is a major concern nowadays (8–10).

Governments are constantly tightening regulations to limit the production of SO2
and emission of sulfur compounds into the air (3–5). Over the past 30 years, several
processes have been proposed and developed for the removal of SO2 from exhaust
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systems and DeSOx operations (3–5,11). There is still not a universally acceptable
solution to this problem. Due to their low cost, oxides are frequently used as sorbents
or scrubbers for trapping the SO2 molecule in industrial processes (11). Also, there
is a general interest (3,4,11–15) in using oxides as catalysts for the Claus reaction
(SO2 + 2H2S → 2H2O + 3Sn) and the reduction of sulfur dioxide by CO (SO2 +
2CO → 2CO2 + Sn). In these reactions, the rupture of the S–O bonds on the oxide
catalyst is one of the most difficult steps.

This chapter presents an overview of recent studies that focus on the chemistry of
SO2 and DeSOx processes on oxide nanoparticles. In principle, the unique electronic
and structural properties of oxide nanostructures can lead to a high activity for the
cleavage of S–O bonds. A comparison with studies performed using single crystals
like ZnO(0001), MgO(100), or CeO2(110) allows a detailed analysis of structure sen-
sitivity and the impact of defects and O vacancies. This chapter is organized as follows.
First, a brief general description of the behavior of SO2 on bulk oxide systems is pre-
sented. This is followed by a more detailed description of the interaction of SO2 with
nanoparticles of CaO, MgO, SrO, Al2O3, Al2O3/MgO, Fe2O3, Fe2O3/CaO, CeO2,
Ce1−xZrxO2, and Ce1−xCaxO2−y. Approaches useful for facilitating or promoting the
dissociation of SO2 on oxide nanoparticles are discussed.

20.2. CHEMISTRY OF SO2 ON BULK OXIDES

A study of the interaction of SO2 with CeO2 is interesting for two basic reasons.
First, ceria doped with copper or other metals can catalyze the reduction of SO2 by
CO (14,15). And second, the SO2 formed during the combustion of fuels in auto-
motive engines can affect the performance of the CeO2 or Ce1−xZrxO2 present in
catalysts used for reducing CO and NOx emissions (8–10). The species responsi-
ble for ceria deactivation is mainly attributed to cerium sulfate, which blocks the
Ce3+ sites for the redox cycle in the process of oxygen storage/release (8–10).
Reaction of SO2 with CeO2 powders and polycrystalline ceria films supported on
Pt(111) at 25 ◦C shows sulfate (SO4) as the main surface species as evidenced
by a combination of X-ray absorption near-edge structure (XANES), temperature
programmed desorption (TPD), and high-resolution photoemission (16). Photoemis-
sion studies for the adsorption of SO2 on CeO2(111) and Ce1−xZrxO2(111) point
to the formation of a SOx species on the surface that could be either SO3 or SO4
(17,18). The identification of this species on the basis of only photo-emission is
not conclusive (17). To address this issue, XANES was used to study the interac-
tion of SO2 with CeO2(111) and Ce1−xZrxO2(111) surfaces (19). Figure 20.1 shows
S K-edge spectra for the adsorption of SO2 on CeO2(111) and Ce0.7Zr0.3O2(111)
surfaces at room temperature. A comparison with the corresponding peak positions
for sulfates and sulfites (19) indicates that SO4 is the main species formed on the
oxide surfaces with a minor concentration of SO3. There is no dissociation of the
adsorbate.

The top layer of CeO2(111) and Ce0.7Zr0.3O2(111) contains only O atoms, see
Figure 20.2. The adsorption of SO2 on these O atoms would yield directly sulfite or
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Figure 20.1. S K-edge spectra taken after dosing SO2 to CeO2(111) and Ce0.7Zr0.3O2(111)
surfaces, and nanoparticles of CeO2, Ce0.66O0.33O2 and Ce0.66Ca0.33O2−y. The samples
were exposed to 0.1 Torr of SO2, for 5 min at 25 ◦C. Reprinted from Ref. 19.

sulfate species:

SO2,gas + Olattice −→ SO3,ads (20.1)

SO3,ads + Olattice −→ SO4,ads (20.2)

“Holes” in the top layer of CeO2(111) and Ce0.7Zr0.3O2(111) expose Ce and Zr
cations in the second layer; see Figure 20.2. These cations have all their O neighbors
(eight in total) and interact very weakly with an adsorbed SO2 molecule (17).

Figure 20.3 displays photo-emission data for the adsorption of SO2 at 300 K on a
MgO(100) crystal, bottom panel, and a MgO(100) epitaxial film grown on a Mo(100)
substrate, top panel (20). The (100) face of MgO consists of a 50%–50% mixture of
Mg and O atoms. The photo-emission data indicate that only the O atoms interact
strongly with SO2 forming a mixture of SO3 and SO4 species on the oxide surface
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Figure 20.2. Top and side views of an oxygen-terminated Ce1−xZrxO2(111) surface (x < 0.4).
The large spheres represent O atoms, and the small spheres correspond to Ce or Zr atoms in a
solid solution.

(20). An identical result was observed with XANES after exposing MgO powders
to moderate pressures of SO2 (21). The metal centers of MgO interact weakly with
SO2 and are not able to dissociate the molecule (20,21). In general, bulk powders
of pure stoichiometric oxides (MgO, Al2O3, TiO2, Cr2O3, Fe2O3, NiO, CuO, ZnO,
ZrO2, V2O5, MoO3, CoMoO4, and NiMoO4) do not decompose SO2 (12,13,16–26).
Well-defined surfaces of oxides that expose metal cations with a high coordination
number {MgO(100), ZnO(0001), TiO2(110), NiO(001), V2O5(0001), Fe2O3(0001)}
also do not dissociate SO2 (17,18,27–31). Thus, stoichiometric oxides can be very
good as sorbents (forming SO3 or SO4 species), but in general, they will not be active
as catalysts for reactions that involve S–O bond cleavage.

At a theoretical level, the bonding between SO2 and the cations of oxides has
been investigated using extended two-dimensional slabs {MgO, CaO, SrO, TiO2
(21,24,32)}. In all theoretical calculations, the frontier molecular orbitals of SO2 mix
poorly with electronic states located on the metal centers of the oxides. Figure 20.4
compares the band energies of a common oxide (MgO) and the molecular orbital
energies of SO2 (33,34). For the oxide, the empty and occupied bands are indicated by
dotted and solid lines, respectively. The lowest unoccupied molecular orbital (LUMO)
of SO2 is S–O anti-bonding (32,34). In typical oxides, the occupied states of the metal
centers are too stable for interacting or transferring electron density into the LUMO
of SO2 (i.e., no effective band-orbital mixing). This leads to small SO2 adsorption
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Figure 20.3. S 2p photo-emission spectra for the adsorption of SO2 on a MgO(100) single
crystal and a MgO(100) epitaxial film grown on a Mo(100) substrate. Reprinted from Ref. 20.

energies on the cations and prevents dissociation of the molecule (21,24,32). To
dissociate SO2 on an oxide surface, one needs to create occupied metal states above
the valence band of the oxide. This can be accomplished by the introduction of O
vacancies or other structural defects on the surface. This type of defect is frequent
on oxide nanoparticles and tend to move up, the occupied levels or down the empty
levels (19); see Figure 20.4.

The presence of O vacancies in CeO2(111) and Ce0.7Zr0.3O2(111) induces the
interaction of SO2 with the metal cations and dissociation of the molecule (17,18). The
right-side panel in Figure 20.5 shows S 2p photo-emission results for the adsorption of
SO2 on several ceria systems (16). The left-panel displays the corresponding valence
photo-emission spectra for the ceria systems before the adsorption of SO2 (16). In
the case of CeO2, the valence spectrum shows no signal in the region between 4 and
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Figure 20.4. Energy position for the valence and conduction bands of bulk MgO. Empty states
are shown as doted lines, whereas solid lines denote occupied states. For comparison, we also
include the molecular orbital energies of SO2 and the type of energy shift that can occur for
the states of a nanoparticle. Such a shift facilitates interactions with the LUMO of SO2. The
zero of energy is the vacuum level. Reprinted from Refs. 33 and 34.

0 eV, where Ce3+ appears. The features between 8 and 4 eV contain O 2p character
(main component) and metal character (16–18). On this system, the adsorption of SO2
mainly produces SO4 (16). O atoms can be preferentially removed from CeO2 by Ar +

sputtering (16–18). In Figure 20.5, the valence spectra for CeO2−x and Ce2O3+x are
characterized by a Ce3+ peak near 2 eV (16,17). Thus, the introduction of O vacan-
cies creates occupied metal states above the valence band of CeO2. This phenomenon
should make the oxide active for the dissociation S–O bonds (see above).And, indeed,
the S 2p data exhibit features between 164 and 162 eV that come from the full decom-
position of the SO2 molecule on CeO2−x and Ce2O3+x . CeO2 is useful as a catalysts
for the reduction of SO2 by CO only at elevated temperatures, when CO can create
O vacancies and associated Ce3+ sites in the oxide (16,33,35).

MgO(001), TiO2(110), NiO(001), V2O5(0001), and Fe2O3(0001) also become
active for the decomposition of SO2 after the creation of O vacancies by ion sputtering
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Figure 20.5. Right: Valence photo-emission spectra for a series of ceria systems. Left: S 2p

spectra taken after dosing 5 langmuir of SO2 at 300 K to the ceria surfaces. Reprinted from
Ref. 16.

(21,27–32). Theoretical calculations show that, on these defects, the adsorption energy
of SO2 is much larger than on flat stoichiometric surfaces with a substantial weakening
and elongation of the S–O bonds (21,32). In principle, oxides that can be reduced
by CO to form O vacancies could be active catalysts for the 2COgas + SO2,gas →
2CO2,gas + Sads reaction. This is the case of CuO and CeO2 (14,15,16,35). To favor
the formation of O vacancies and active centers in these oxides, the reaction is usually
carried out at high temperatures with a CO/SO2 ratio in the feed >2. In the case of
ceria, doping with a second metal helps the formation of O vacancies (36,37) and
increases catalytic activity (14,15,35,38).

20.3. CHEMISTRY OF SO2 AND DeSOX PROCESSES ON

OXIDE NANOPARTICLES

“Size effects” have not been studied for many oxides in a systematic way (39). For a
vast number of oxide compounds, this comes out from the fact that the preparation
procedures are not able to give a size distribution approaching the delta function (39).
Detailed studies have appeared in the literature examining the interaction of SO2 with
only a few types of oxide nanoparticles: CaO, MgO, SrO, BaO, Al2O3, Al2O3/MgO,
Fe2O3, Fe2O3/CaO, CeO2, and Ce1−xZrxO2. The focus has been mainly on oxides
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of the alkaline-earth elements, frequently used as DeSOx scrubbers (11), and ceria
based materials, useful as DeSOx catalysts (14,15).

20.3.1. Interaction with CaO, MgO, and SrO

Nanoparticles of CaO, MgO, and SrO usually prefer to adopt a nearly perfect or
somewhat distorted cubic shape, exposing the (100) face of a rocksalt crystal structure
(40,41). Nanoparticles exhibiting (110) and (111) faces are much less common and
frequently are not stable at high temperatures. For example, when Mg metal is burned
in air or oxygen, the MgO smoke particles that are formed are almost perfect cubes
having (100) faces (42). Special procedures to prepare MgO nanoparticles exhibiting
(110) and (111) faces have been partially successful (43), but in general, they tend to
facet to surfaces containing (100) planes (44).

An important aspect to consider when dealing with MgO nanoparticles is the
possible presence of O vacancies (45). These can have a tremendous influence on
the electronic and chemical properties of the nanoparticles. The anionic vacancies
in MgO are known as F centers; depending on the charge, one can have F, F+,
and F2+ centers that correspond to the removal of a neutral O atom, an O−, or an
O2− anion, respectively (45). The F centers can be described as an electron pair
trapped in the cavity left by the missing oxygen. They can produce electronic states
localized well above the valence band of MgO (45). The F+ centers consist of a
single electron associated with the vacancy and give rise to a typical signal in electron
paramagnetic resonance (EPR). Finally, F2+ centers are strongly electron deficient
and have a tendency to ionize bonded molecules.

The adsorption of SO2 on nanoparticles of MgO at 300 K mainly produces SO4
groups, SO2(gas) + 2O(oxide) → SO4(adsorbed), with a very small amount of SO3
and without cleavage of S–O bonds (i.e., no deposition of atomic sulfur on the Mg
cations) (44). In contrast, the adsorption of SO2 on a MgO(100) crystal under similar
conditions mainly yields SO3 with SO4 as a secondary product (see above) (44).
Calculations based on the Hartree–Fock method and density functional theory (DFT)
indicate that the formation of SO4 on MgO(100) is not spontaneous and requires a
major reconstruction of the surface with the participation of defect sites (21,24). In
the calculations, the interaction of SO2 with MgO(100) produces a SO3-like species
(21,24). For SO2 on the MgO nanoparticles, the existence of corner and edge sites
in the oxide substrate facilitates the structural changes necessary for the formation of
SO4 (46).

For several industrial applications, MgO is doped with small amounts of a transi-
tion metal. Such doping can induce structural transformations and be used to stabilize
MgO nanoparticles that expose (110) or (111) faces (44). The doping also can lead to
perturbations in the electronic properties of the nanoparticles by favoring the forma-
tion of O vacancies or by introducing new occupied states above the valence band of
MgO as shown in Figure 20.6 (47). The position of the new occupied states depends
on the nature of the dopant element. This phenomenon is particularly important when
the doping is done with metals like Fe or Cr that induce states 2–3 eV above the MgO
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Figure 20.6. Valence photo-emission spectra for pure and doped magnesium oxide. Reprinted
from Refs. 39 and 48.

valence band. In general, the TMxMg1−xO systems (TM = Ni, Fe, Mn, Cr) exhibit
electronic and chemical properties different from those of pure MgO (44,47).

The doping of the MgO nanoparticles with Cr produces a system that is extremely
efficient for the destruction of SO2 (44,48). The Mg1−xCrxO2 nanoparticles are able
to cleave the S–O bonds at temperatures below 300 K, whereas bulk MgO and Cr2O3
only adsorb the molecule to form SO3 or SO4 species (44,48). The Cr atoms in
the Mg1−xCrxO2 nanoparticles are trapped in a “+2” formal oxidation state and
have occupied electronic states that appear well above the MgO valence band (see
Figure 20.6). These properties facilitate interactions with the LUMO of SO2 and make
the nanoparticles more chemically active than bulk MgO or Cr2O3 (44,48).

Depending on the exact procedure followed for the preparation, nanoparticles of
MgO and CaO with polyhedral or hexagonal shapes can be prepared, but they also
contain OH groups (40,49). In these morphological shapes, the nanoparticles posses
more defects than expected for the typical cubic shape of MgO and CaO (49). Such
defects could be of the Frenkel or Schottky type (vacancies) or be manifested as
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unusual configurations of edges, corners, or crystal planes (40). Adsorption data for
SO2 and other molecules are conclusive that the polyhedral or hexagonal nanocrystals
of MgO and CaO are more reactive than cubic microcrystals of these oxides (49).
This has been mainly attributed to morphological differences, including the concen-
tration of defects. However, intrinsic electronic effects due purely to “smallness”
(confinement) could not be ruled out (49).

A comparison of the reactivity of CaO particles with sizes of 7.3 and 14.6 nm
shows that the smaller particles are ∼1.5 times more efficient for the trapping of
SO2 than the bigger particles (50). This can be attributed to a larger concentra-
tion of corner and edge sites in the 7.3-nm particles, sites that are important for
the adsorption of SO2 (51). Both sizes of CaO nanoparticles are more reactive than
the bulk oxide. Furthermore, the pure nanoparticles of CaO exhibit a higher acti-
vity for S–O bond cleavage than nanoparticles of pure MgO (44,50,51). A mixture
of calcium sulfite, calcium sulfate, and calcium sulfide is observed on the CaO
upon the adsorption of SO2. These species may be formed through two different
mechanisms (50):

CaO + SO2 −→ CaSO3 (20.3)

CaO + SO2 −→ 3
4 CaSO4 + 1

4 CaS (20.4)

The SO2/CaO system is complex, and cation-to-cation exchanges of the SO2−
3 ↔

O2−, SO2−
4 ↔ O2−, and S2− ↔ O2− type may be occurring (50). One reason why

the nanocrystals display such a large efficiency for trapping SO2 is that the small size
of the particles permits a shorter ion migration distance to the core of the particle than
for that of conventional calcium oxide. With the shorter ion migration distances, it is
easier to react with the entire CaO particle by effectively “eating out” the core (50).

Nanoparticles of SrO also can be used to mitigate atmospheric pollution and
sequester SO2 (52). A particularly large efficiency was seen for nanoparticles with
sizes under 10 nm. The results of extended X-ray absorption five structure (EXAFS)
indicate that this large efficiency is associated with a substantial degree of disorder in
the lattice structure (52).

20.3.2. Interaction with Al2O3 and Al2O3/MgO

Nanocrystals of Al2O3 and Al2O3/MgO were produced through a modified aerogel
synthesis (53). The resulting oxides were in the form of powders having crystallites of
about 2 nm or less in dimension. They exhibited a reactivity toward SO2 much larger
than that of bulk aluminas or MgO (53). This is thought to be due to morphological
differences, whereas larger crystallites have only a small percentage of reactive sites
on the surface, smaller crystallites possess much higher surface concentration of such
sites per unit surface area.

Figure 20.7 shows infrared spectra collected after exposing the nanoparticles
(NCs) and commercial powders (CMs) to SO2 (20 Torr, room temperature) followed
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Figure 20.7. Infrared spectra collected after exposing nanoparticles of Al2O3 and
Al2O3/MgO to 20 Torr of SO2 at room temperature followed by a two 2-hour evacuation.
“NC” and “CM” refer to nanocrystalline and commercial, respectively. Reprinted from Ref. 53.

by a 2-hour evacuation (53). The CM–MgO and CM–Al2O3 showed no adsorbed
species. On the other hand, both NC–Al2O3 and NC–Al2O3/MgO show new peaks
at 1135 and 1130 cm−1 that correspond to chemisorbed monodentate SO2. Clearly
the nanoparticles have a special chemical activity. The nanoparticles of Al2O3/MgO
were found to be the best SO2 sorbents among the examined samples (53). A
significant feature is that, by a cogellation synthesis, Al2O3 and MgO have been
intermingled, which engenders enhanced reactivity/capacity over the pure forms of
nanoscale Al2O3 or MgO (53).

20.3.3. Interaction with Fe2O3, Fe2O3/CaO, and Fe2O3/SrO

Nanoparticles of Fe2O3−x with sizes in the range of 2–4 nm can be used for sequester-
ing SO2 and do have a moderate activity for the SO2 + 2CO → 2CO2 + Sn reaction
(3,44). S K-edge spectra taken after the adsorption of SO2 at room temperature point
to the presence of S, SO2, and SO3 on the surface of the Fe2O3−x nanoparticles
(44). They are much more reactive than bulk Fe2O3 (3,44), probably due to the
presence of O vacancies and surface defects (44). Measurements of X-ray powder
diffraction show a lot of stress, caused by imperfections, in the lattice of the Fe2O3−x

nanoparticles (44).
Coating with Fe2O3 enhances the ability of CaO and SrO nanoparticles to adsorb

SO2 (50,52,54). Only small amounts of Fe2O3 are necessary to see this phenomenon
(see Figure 20.8). The supported Fe2O3 acts as a facilitator, and there is a direct
reaction of the calcium or strontium oxide with SO2. The reaction does not stop
at the surface, and the CaO and SrO behave as a stoichiometric reagents (50,54).
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Figure 20.8. Top panel: Lattice strain for CeO2, Ce0.66Zr0.33O2, and Ce0.66Ca0.33O2−y

nanoparticles (36,37). Bottom panel: Amount of atomic sulfur deposited on CeO2,
Ce0.66Zr0.33O2, and Ce0.66Ca0.33O2−y nanoparticles as a consequence of the dissociation
of SO2. The samples were exposed to 0.1 Torr of SO2, for 5 min at 25 ◦C. Then, the gas was
evacuated and S K-edge spectra were collected. Reprinted from Ref. 19.

Table 20.1 compares the reaction efficiencies for the trapping of SO2 by calcium
oxide nanoparticles pure or coated with Fe2O3 (50). The CaO nanoparticles have
sizes of 7.3 and 14.6 nm (SP and MP particles, respectively, in our notation). The
extent of the reaction is indicated by the breakthrough number and the number of
moles of SO2 that are adsorbed per mole of CaO (50). The breakthrough number
is defined as the number of 1-mL injections that are made to the reaction cell until
the first trace of excess SO2 is eluted from the bed of the adsorbent. In Table 20.1,
it is obvious the tremendous effect of Fe2O3 on the efficiency of the system. MP–
CaO particles coated with Fe2O3 are more active than SP–CaO particles, and when
the SP–CaO particles are coated with Fe2O3, the efficiency of the system is very
close to the maximum limit (i.e., 0.94 versus 1.0). Systematic studies indicate that
the enhancement in reactivity is a kinetic phenomenon (50).
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TABLE 20.1. Breakthrough Numbers and Reaction

Efficiencies for the Trapping of SO2 by CaO and Fe2O3/CaO

Nanoparticles.a

Breakthrough Reaction Efficiencies
Sample Number (mol of SO2/mol of CaO)b

MP–CaOc 11 0.36
Fe2O3/MP–CaO 23 0.55
SP–CaOd 19 0.51
Fe2O3/SP–CaO 44 0.94

aFrom Ref. 50.
bTheoretical maximum would be 1.0.
cMP = 14.6 nm in size.
dSP = 7.3 nm in size.

The structure of Fe2O3/SrO nanoparticles before and after exposure to SO2
was investigated using Sr and Fe K-edge EXAFS measurements (52). In the fresh
Fe2O3/SrO nanoparticles, the first Sr–O peak is almost unchanged with respect to
that in bulk SrO, but the second Sr–Sr peak is dramatically decreased. This points to
a disordered oxide lattice in the Fe2O3/SrO nanoparticles and may help to enhance
their reactivity toward SO2 (52). The Fe K-edge EXAFS data for the fresh Fe2O3/SrO
nanoparticles indicate that the Fe2O3 coating has a large degree of disorder, and some
cations may be reduced to metallic iron (52). Upon interaction with SO2, the charac-
teristic Fe–S peak for iron sulfide was not seen. Unfortunately, it was not possible to
discriminate between disordered Fe2O3 and Fe2(SO4)3 because they have a similar
first Fe–O peak (52).

20.3.4. Interaction with CeO2 and Doped-Ceria

Figure 20.1 compares S K-edge XANES spectra collected after dosing SO2 at
25 ◦C to CeO2(111) and Ce0.7Zr0.3O2(111) surfaces and nanoparticles of CeO2,
Ce0.66Zr0.33O2, and Ce0.66Ca0.33O2−y (19). The spectra for the extended surfaces
display a peak for SO4 as a dominant feature with a minor peak for SO3. For the
oxide nanoparticles, again one finds that SO4 is the main sulfur-containing species
present on the surface, but in addition, features are seen at photon energies between
2470 and 2472 eV that denote the existence of metal-S bonds (19) as a consequence
of the full dissociation of sulfur dioxide (SO2 → S + 2O) on the cerium cations. In
principle, clusters and nanoparticles of Ce1−xZrxO2 probably have metal cations at
corner and edge sites that can interact well with the SO2 molecule. On some of these
special sites that are very reactive, SO2 decomposes. In addition, there may be O
vacancies in the surface of the Ce0.66Zr0.33O2 and Ce0.66Ca0.33O2−y nanoparticles
that facilitate S–O bond cleavage (36). In Figure 20.1, the Ce0.66Ca0.33O2−y system
has the largest concentration of O vacancies (36) and the highest reactivity for the
dissociation of SO2.
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From the X-ray diffraction (XRD) data of the nanoparticles, one can get a strain
parameter that is a measurement of the lattice stress existing in the materials because
of surface defects (differences in local symmetry and distances with respect to the
bulk) and/or the crystal imperfections (O vacancies, other point defects, line defects,
and plane defects) (36,37,39). The top panel in Figure 20.8 shows the strain para-
meters for the CeO2, Ce0.66Zr0.33O2, and Ce0.66Ca0.33O2−y nanoparticles (36,37).
Pure ceria nanoparticles exhibit a larger lattice strain than bulk ceria (36). Clearly,
the introduction of an alien species like Zr or Ca leads to extra forces that increase
the strain in the lattice of the nanoparticles. The effects of Ca are more significant
because Ca likes to form oxides with a relatively low content of O and the oxidation
states of Ca and Ce are different (36). In Figure 20.8, a qualitative correlation can
be found between the amount of S deposited on the nanoparticles, as a consequence
of the dissociation of SO2 (19), and the strain parameter of the nanoparticles. The
nanoparticles that have more lattice imperfections, Ce0.66Ca0.33O2−y, are the more
active for S–O bond cleavage.

Figure 20.9 shows the effect of the temperature on the sulfate (SO4) signal for the
CeO2 and Ce1−xZrxO2 systems in Figure 20.1 (19). As the temperature is raised,
SO4 decomposes. In the case of the CeO2(111) and Ce0.7Zr0.3O2(111) surfaces,
the adsorbed SO4 transforms into SO2 gas. On the other hand, in the case of the
nanoparticles, most decomposed SO4 yields SO2 gas, but a fraction undergoes com-
plete decomposition depositing S on the oxide substrate. The SO4 adsorbed on the
nanoparticles is somewhat more stable than that present on the (111) surfaces. For
both types of systems, the presence of Zr seems to induce an increase in the thermal
stability of the adsorbed sulfate. The Zr cations also enhance the thermal stability of
SO4 species formed on partially reduced Ce1−xZrxO2−y(111) surfaces (17).

Nanoparticles of Ce1−xDxO2−y(D = Sr, Sc, La, Gd, Ni, Cu) display catalytic
activity for the reduction of SO2 with carbon monoxide (SO2 + 2CO → 2CO2 +
S) or methane (2SO2 + CH4 → CO2 + 2H2O + 2S) (55,56). High catalytic activity
was observed when ceria was doped with copper or nickel. It is well established that
copper facilitates the reduction of ceria nanoparticles by CO (57).A redox mechanism
has been proposed to explain the reduction of SO2 by CO on the Ce1−xDxO2−y

nanoparticles (55):

cat-O + CO −→ cat-[ ] + CO2 (20.5)

cat-[ ] + SO2 −→ cat-O + SO (20.6)

cat-[ ] + SO −→ cat-O + S (20.7)

First, an oxygen vacancy is created as a surface capping oxygen is removed by CO.
Then, SO2 donates one of its oxygens to the vacancy to form SO. The SO is mobile
on the surface until it finds another vacancy to donate its oxygen or a vacancy may
migrate to a neighboring site to accept its oxygen. High oxygen mobility in the catalyst
will facilitate the oxygen transfer from one site to another on the surface or from the
bulk to the surface. A dopant may help in this respect. However, surface reduction by
CO is still the key step to initiate the reaction (55). Under reaction conditions, CO
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Figure 20.9. Effect of temperature on the XANES signal for the SO4 formed on the CeO2 and
Ce1−xZrxO2 systems of Figure 20.1. The top panel shows the results for the (111) surfaces,
whereas the bottom panel contains the corresponding results for the nanoparticles. Reprinted
from Ref. 19.

and SO2 compete for the surface oxygen. Reaction with CO produces an O vacancy
(Reaction 20.5) whereas reaction of SO2 with the surface oxygens forms sulfite or
sulfate species that are strongly bound and hinder the redox reaction.

The Cu–Ce(La)–O nanocatalysts displayed a better performance than Ce(La)–
O2 or CuO (55). Thus, a synergistic effect was observed for the Cu-dopped ceria.
Copper and cerium oxide probably play different roles in the redox mechanism (55).
Cerium oxide comprises the matrix of the catalyst and provides the oxygen and oxygen
vacancy sources, whereas Cu cations promote the reducibility of cerium oxide and
provide surface sites for CO adsorption (55,57).
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20.4. CONCLUSIONS

On bulk stoichiometric oxides, SO2 mainly reacts with the O centers to form SO3 or
SO4 species that decompose at elevated temperatures.Adsorption on the metal cations
occurs below 300 K and does not lead to cleavage of the S–O bonds. In bulk oxides,
the occupied cation bands are too stable for effective bonding interactions with the
LUMO of SO2. The effects of quantum confinement on the electronic properties of
oxide nanoparticles and the structural defects that usually accompany these systems
in general favor the bonding and dissociation of SO2. Thus, nanoparticles of MgO,
CaO, SrO, Al2O3, Fe2O3, and CeO2 are all more efficient for sequestering SO2 than
the corresponding bulk oxides. Structural imperfections in pure or metal-doped ceria
nanoparticles accelerate the reduction of SO2 by CO by facilitating the formation and
migration of O vacancies in the oxide surface.
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21.1. INTRODUCTION

The finding of new sources of energy is perhaps the most important problem that
faces humanity today (1). The crucial energy problem is caused by the decrease in
fossil fuel reserves due to world population growth, technological developments, and
increasing energy demand; the global climate change due to the increase of carbon
dioxide concentration from the burning of fossil fuels in the atmosphere; and the
conflicts and wars due to fluctuations in energy prices, economic recessions, decrease
in living standards, and increase in unrest among countries (2). The energy policy of
the developed countries is directed by the need for a secure energy supply and by the
wish for sustainable growth. Therefore, the new challenges are to create alternative
fuels, clean the environment, deal with the causes of global warming, and keep us
safe from toxic substances and infectious agents (3).

There are many different kinds of alternative fuels: liquefied petroleum gas, natural
gas, methanol, dimethylether, ethanol, bio-diesel, synfuel, and hydrogen (4). Among
these alternative fuels, hydrogen is a potential solution for satisfying many of our
energy needs while reducing (and eventually eliminating) carbon dioxide and other
greenhouse gas emissions (5–8). In the early 1970s, the potential use of hydrogen was
discussed at the beginning of the energy crisis. Nowadays, it is high on the political
agenda and on the priorities of agencies funding research. Hydrogen is expected to
play an important role in future energy scenarios, replacing to some degree fossil fuels
and becoming the preferred portable energy carrier for vehicles and in stationary
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applications as well. Fuel cells will play a key role for both situations, as will be
discussed below.

Hydrogen can be manufactured via a variety of routes as shown in Figure 21.1.
Hydrogen, the most plentiful element available, can be extracted from water by elec-
trolysis. One can imagine capturing energy from the sun and wind and/or from the
depths of the earth to provide the necessary power for electrolysis. Alternative energy
sources such as these are the promise for the future, but for now they are not fea-
sible for the power needs across the globe. A transitional solution is required to
convert certain hydrocarbon fuels to hydrogen (9). Renewable energy sources such
as hydraulic, solar, wind, geothermal, wave, and solid waste energy can be used to
generate hydrogen from hydrocarbons and/or water. The use of natural gas represents
a partial solution because of its high content of hydrogen. Biomass may be converted
into hydrogen via gasification or by pyrolysis, followed by liquid-phase “reforming”
at subcritical conditions. Currently, nearly 95% of the hydrogen supply is produced
from the reforming of crude oil, coal, natural gas, wood, organic wastes, and biomass
(10,11). Hydrogen is manufactured today primarily by reacting steam with natural
gas. This is the cheapest route, at least for the demand known today, and the process is
highly efficient (4).

Fuel cells play a key role for the use of hydrogen in stationary and mobile applica-
tions. A fuel cell is a device that uses hydrogen (or a hydrogen-rich fuel) and oxygen
to cleanly and efficiently produce electricity by an electrochemical process with water
and heat as byproducts. Fuel cells are unique in terms of the variety of their potential
applications; they can provide energy for systems as large as a utility power station
and as small as a laptop computer. Fuel cells have several benefits over conventional

Figure 21.1. H2 production pathways.
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combustion-based technologies currently used in many power plants and passenger
vehicles. They produce much smaller quantities of greenhouse gases and none of the
air pollutants that create smog and cause health problems. If pure hydrogen is used
as a fuel, fuel cells emit only heat and water as a byproduct.

A single fuel cell consists of an electrolyte and two catalyst-coated electrodes
(a porous anode and cathode). Although there are different fuel cell types as shown
in Figure 21.2, all work on the same principle (12,13):

• Hydrogen, or a hydrogen-rich fuel, is fed to the anode where a catalyst separates
hydrogen’s negatively charged electrons from positively charged ions (protons).

• At the cathode, oxygen combines with electrons and, in some cases, with species
such as protons or water, resulting in water or hydroxide ions, respectively.

• For polymer electrolyte membrane and phosphoric acid fuel cells, protons move
through the electrolyte to the cathode to combine with oxygen and electrons,
producing water and heat.

• For alkaline, molten carbonate, and solid oxide fuel cells, negative ions travel
through the electrolyte to the anode where they combine with hydrogen to
generate water and electrons.

• The electrons from the anode side of the cell cannot pass through the electrolyte
to the positively charged cathode; they must travel around it via an electrical
circuit to reach the other side of the cell. This movement of electrons is an
electrical current.

Figure 21.2. Different types of fuel cells (taken from Ref. 12). See color insert.
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In most fuel cells, electrochemical oxidation of hydrogen takes place at the anode.
In high-temperature fuel cells, it is possible to convert the fuel to hydrogen inside the
cell by using the heat from the electrochemical reaction, but otherwise it is necessary
to convert the primary fuel outside the stack into a hydrogen-rich gas that is fed to
the anode. The coupling of fuel processing with the fuel cell operation is essential to
achieve high plant efficiency. It is necessary to integrate the fuel processing system
and the fuel cell stack to use the waster heat generated in the fuel cell stack itself. The
aim is to reduce the amount of heat generated in the fuel cell power plant, because
this can be transferred into electricity only via the Carnot cycle (14).

The primary objective of this chapter is to discuss the key role of free and supported
oxide nanomaterials in clean hydrogen production and in the fabrication of fuel cells.
Clean hydrogen production from the water–gas-shift (WGS) reaction will be discussed
in detail in the second part of this chapter. As an example, we will show recent in
situ X-ray diffraction (XRD) and X-ray absorption fine structure (XAFS) studies for
the WGS on ceria-based nanocatalysts. Potential applications of oxide nanomaterials
in fuel cells will be covered in the third part of this chapter, making emphasis on
proton-exchange membrane fuel cells (PEMFCs) and solid oxide fuel cells (SOFCs).

21.2. PRODUCTION

21.2.1. Oxide-Based Nanocatalysts and the

Water–Gas-Shift Reaction

As mentioned, hydrogen is manufactured primarily by the steam reforming process
today: CnHm + nH2O → nCO + (n − m/2)H2. The reformed fuel contains 1–10%
CO, which degrades the performance of the Pt electrode in fuel cell systems (15,16).
To get clean hydrogen for fuel cells and other industrial applications, the WGS reac-
tion (CO + H2O → CO2 + H2) and preferential CO oxidation (2CO + O2 → 2CO2)
processes are critical (Figure 21.1) (10,11,17). To accelerate them, heterogeneous
catalysts are frequently used (18). A fundamental understanding of the configuration
and properties of the active sites for the WGS reaction is a prerequisite for designing
catalysts with a high activity or efficiency (18).

In industrial applications, the classic catalyst formulations contain a mixture of
Fe and Cr oxides or Cu and Zn oxides (18). There has been a lot of controversy
about what is the active phase and the mechanism of the WGS reaction on these
catalysts (19). Most of the debate resides in the mechanistic area on whether the
mechanism is associative, taking place through intermediates such as formates, or
regenerative, via redox reactions involving special forms of copper. In addition to
formates, other species such as carbonates and hydroxycarbonates may be participat-
ing in the reaction (18,19). A generally accepted mechanism for the WGS reaction yet
fails to exist, and this is not surprising considering the complex nature of the catalyst
surface. The need for in situ characterization under reaction conditions is clear for
these systems (19).
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The design of new WGS catalysts is aimed at obtaining systems with a high
activity and a lower temperature of operation (20). At the same time, one has to
find a compromise between activity and cost. CeO2-based nanocatalysts have been
reported to be very promising for the WGS reaction. Among these materials, the two
most studied systems currently are Cu- and Pt-based catalysts (19–22). It is antici-
pated that, with proper development, metal-promoted ceria catalysts should realize
much higher CO conversions than even commercial CuZnO catalysts (23). However,
the roles played by ceria and the metal in the WGS reaction are still a matter of
debate. The redox properties and oxygen storage capacity of ceria are usually consid-
ered important, whereas the metal plays a direct role in the mechanism of the WGS
reaction.

21.2.1.1. WGS Reaction on Cu-Ceria Nanocatalysts Two synchrotron-
based techniques, time-resolved XRD and XAFS, have been used for examining the
behavior of Cu-ceria nanocatalysts in situ under the WGS reaction. The properties
of Ce1−xCuxO2 catalysts prepared by a novel microemulsion method (24–27) can be
compared with those of conventional CuOx/CeO2 andAuOx/CeO2 catalysts prepared
by incipient impregnation methods (28–31). The Cu atoms embedded in ceria have an
oxidation state higher than those of the cations in Cu2O or CuO (32). The lattice of the
Ce1−x CuxO2 systems still adopts a fluorite-type structure, but it is highly distorted
with multiple cation–oxygen distances in contrast to the single cation–oxygen bond
distance seen in pure ceria. The doping of CeO2 with copper introduces a large strain
into the oxide lattice and favors the formation of O vacancies. Cu approaches the
planar geometry characteristic of Cu(II) oxides but with a strongly perturbed local
order. The chemical activities of the Ce1−xCuxO2 nanoparticles were tested using the
reactions with H2 and O2 as probes (32). During the reduction in hydrogen, an induc-
tion time was observed and became shorter after raising the reaction temperature.
The fraction of copper that can be reduced in the Ce1−xCuxO2 oxides also depends
strongly on the reaction temperature. A comparison with data for the reduction of
pure copper oxides indicates that the copper embedded in ceria is much more diffi-
cult to reduce. The reduction of the Ce1−xCuxO2 nanoparticles is reversible, and no
significant amounts of CuO or Cu2O phases are generated during reoxidation (32).
This reversible process demonstrates the unusual structural and chemical properties
of the Cu-doped ceria materials. The chemical properties of these unusual materials
were tested for the hydrogen production via the WGS reaction.

A typical set of time-resolved XRD patterns is shown in Figure 21.3a for a
Ce0.95Cu0.05O2 catalyst during the WGS reaction at different temperatures. Only the
diffraction lines for ceria are seen (33,34), indicating that most copper is embedded
in the host oxide forming a solid solution. In Figure 21.3b, one can see a big increase
in catalytic activity for the production of H2 when going from 200 ◦C to 300 ◦C and
then to 400 ◦C. CO2 production followed the same curve as H2 production and is
not presented in Figure 21.3b. This turn-on of the catalytic activity did not produce
diffraction lines for CuOx or Cu species. As we will see in Figure 21.4, the Cu in
Ce0.95Cu0.05O2 is fully reduced under WGS conditions, but it is dispersed within the
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Figure 21.3. (a) Time-resolved X-ray diffraction patterns for a Ce0.95Cu0.05O2 catalyst during
the WGS reaction at different temperatures (λ = 0.922 Å). (b) The relative concentration of
H2 produced as a function of time at different temperatures during the WGS reaction as shown
in (a).

oxide probably forming nanoparticles that have sizes under 2 nm and do not yield
diffraction peaks.

Similar experiments were carried out with in situ time-resolved XAFS.
Figure 21.4a displays Cu K-edge X-ray absorption near-edge structure (XANES)
spectra collected over the Ce0.95Cu0.05O2 catalyst cooled down to room temperature
after the WGS reaction at 25, 100, 200, 300, and 400 ◦C. The corresponding Fourier
transforms for the extended XAFS (EXAFS) region are shown in Figure 21.4b. The
XANES data for temperatures above 200 ◦C, when substantial WGS activity was seen,
show a line shape typical of pure metallic copper (35,36). In the Fourier transform
for the EXAFS, the position of the main peak located between 1.1 and 2.0 Å at room
temperature is similar to the first Cu–O coordination shell in CuO (37,38). The Cu–O
peak disappeared at high temperatures with a simultaneous increase of the Cu–Cu
peak for metallic copper. The product curves from the in situ XAFS experiments are
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Figure 21.4. (a) Cu K-edge XANES and (b) EXAFS spectra collected over a Ce0.95Cu0.05O2
catalyst cooled down to room temperature after the WGS reaction at different temperatures.

not shown here because they were similar to those for the in situ TR–XRD experi-
ments. These results demonstrate the important role of metallic copper in the WGS
reaction. Another set of experiments for a Ce0.8Cu0.2O2 catalyst, Cu K-edge XANES
spectra in the top panel of Figure 21.5, also indicates that Cu is fully reduced when
the catalyst displays high WGS activity.

Figure 21.5b compares the Ce L3-edge XANES spectra from the Ce0.8Cu0.2O2
sample in the WGS reaction at different temperatures with the spectrum for a
Ce(NO3)3 · 6H2O reference, in which the cerium atoms are trivalent. The two
main peaks in the spectrum of the sample at room temperature are separated by
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Figure 21.5. (a) Cu K-edge XANES spectra collected over a Ce0.8Cu0.2O2 catalyst cooled
down to room temperature after the WGS reaction at the indicated temperatures. (b) Ce
L3-edge XANES spectra collected over Ce0.8Cu0.2O2 during the WGS reaction at different
temperatures.

approximately 7 eV, in agreement with previous results (39). Based on the comparison
of the intensities of the spectra near the Ce3+ position, it is clear that oxygen vacancies
and Ce3+ were formed during the WGS reaction. The amount of oxygen vacancies
and Ce3+ is seen to increase with the raise of reaction temperature up to 300 ◦C, but
decreases at higher temperatures, especially above 400 ◦C. When the Ce0.8Cu0.2O2
catalyst was exposed to 5% CO in He, the amount of Ce3+ formed was bigger than
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for the experiments in Figure 21.5b and increased continuously with the temper-
ature of exposure. These results show that ceria was oxidized by H2O under the
WGS reaction, with oxygen vacancies and Ce3+ being eliminated, especially at high
temperature (40,41).

As Ce3+ is bigger than Ce4+, a simple reduction leads to a ceria lattice cell expan-
sion. Changes in the ceria lattice parameter can be directly related to the concentration
of oxygen vacancies and Ce3+ cations in this oxide (42–44). Figure 21.6a shows the

Figure 21.6. (a) Ceria lattice parameters during gas-switch experiments over a Ce0.8Cu0.2O2
catalyst at 400 ◦C. (b) Ceria lattice parameters of Ce0.8Cu0.2O2 in the gas-switch experiments
as a function of temperature.
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lattice parameters for ceria determined from (111) diffraction peaks of TR–XRD pat-
terns for Cu0.2Ce0.8O2 under different gases at 400 ◦C. The sample was first heated
to 400 ◦C in He. The ceria lattice displayed a significant increase after exposure to
CO and a decrease in H2O, indicating that CO reduced ceria while H2O oxidized it.
In other words, CO created oxygen vacancies while H2O eliminated them.

In the bottom panel of Figure 21.6 are summarized the results of gas-switch exper-
iments for Cu0.2Ce0.8O2 at different temperatures. The ceria lattice parameter under
the WGS reaction reflects a combination of the effects of CO reduction and H2O
oxidation, implying that oxygen vacancies on the fluorite phase are involved in the
chemistry of the process.

The activity and behavior of ceria impregnated with copper oxides, CuOx/CeO2,
during the WGS reaction has also been investigated (32). Figure 21.7 compares the
XRD patterns for the Ce1−xCuxO2 and CuOx/CeO2 systems. The mixed metal oxides
exhibit only the diffraction lines of ceria because they are essentially solid solu-
tions. On the other hand, diffraction peaks for CuO and Cu2O are observed for the
CuOx/CeO2 catalysts. In experiments of time-resolved XRD, it was found that the
diffraction lines for CuO and Cu2O disappeared under the WGS reaction, whereas
diffraction lines for Cu appeared (32). This CuOx → Cu transformation is also clear in
the Cu K-edge XANES spectra in Figure 21.8. The 5%CuOx/CeO2 catalyst initially

Figure 21.7. XRD patterns for ceria impregnated with copper oxides (top two traces, 3% and
5% Cu in weight) and Ce1−xCuxO2 samples (bottom three traces) (λ = 0.922 Å), (taken from
Ref. 32).



21.2. PRODUCTION 661

Figure 21.8. Cu K-edge XANES spectra collected over a 5%CuOx/CeO2 catalyst cooled
down to room temperature after the WGS reaction at the indicated temperatures.

exhibits the spectrum typical of CuO, but the line shape of metallic Cu was observed
at temperatures above 200 ◦C when the production of H2 and CO2 was significant.
This trend corroborates that Cu, and no CuOx , is the species present in the active sites
for the WGS reaction.

Ce L3-edge XANES spectra (not shown) demonstrated the partial reduction of
ceria in 5%CuOx/CeO2 during the WGS, but the formation of Ce3+ was not as pro-
nounced as seen in Figure 21.5b for Cu0.2Ce0.8O2, probably because the copper in the
impregnated sample had a lower dispersion within the oxide support than in the doped
sample. Figure 21.9 summarizes the behavior of the ceria lattice in 5%CuOx/CeO2
under different gases at 400 ◦C. Exposure to CO produces the formation of Ce3+ and
expands the ceria lattice. The adsorption of H2O on the O vacancies removes the Ce3+

and contracts the lattice. These are in agreement with those changes for the doped
samples shown in Figure 21.4a.

21.2.1.2. WGS Reaction on Au-Ceria Nanocatalysts During the past
decade, many studies have established that Au on reducible oxides has a remark-
able catalytic activity for many important industrial reactions, including the
low-temperature oxidation of CO, the WGS reaction, hydrocarbon oxidation, NO
reduction, and the selective oxidation of propylene to propylene oxide (45–50).
Au-CeO2 nanocatalysts have recently been reported to be very promising catalysts for
the WGS reaction (47,50). As prepared, these catalysts contain nanoparticles of pure
gold and gold oxides (AuOx) dispersed on a nano-ceria support. The ceria support
may not be a simple spectator in these systems (51). Pure ceria is a very poor WGS
catalyst, but the properties of this oxide were found to be crucial for the observed
activity of the Au–CeO2 catalysts (46,52).



662 H2 PRODUCTION AND FUEL CELLS

Figure 21.9. Ceria lattice parameters in gas-switch experiments over a 5%CuOx/CeO2 sample
at 400 ◦C.

Several models have been proposed for explaining the unusual catalytic properties
of gold supported on oxides (44,45,48): From special chemical properties resulting
from the limited size of the active gold particles (usually less than 5 nm), to the
effects of metal:support interactions. In particular, it has been suggested by several
authors that the active phase in Au–CeO2 catalysts are AuOx nanoparticles or more
specifically cationic Auδ+ species (47,53). Similar Auδ+ centers have been proposed
as the active centers for the oxidation of CO on Au/MgO catalysts (54). In contrast,
Haruta et al. have indicated that the active species are small metallic gold particles
(46,49). In studies dealing with a Au/TiO2(110) model catalyst, Goodman et al.
found that for catalytic activity, metallic gold is indispensable (48,55,56). However,
the catalytic activity could be further enhanced by perturbing the electronic structure
of gold (Auδ−) by a strong interaction between the metal and O vacancies in the oxide
support (45,46,49,56–58). In principle, the active sites for the catalytic reactions could
be located only on the supported Au particles or on the perimeter of the gold–oxide
interface (45,49,57–60).

To address these issues, an in situ time-resolved characterization of the Au–CeO2
catalysts under operational conditions is critical. Synchrotron-based in situ time-
resolved X-ray absorption spectroscopy (XAS) (50,61–63) and time-resolved XRD
(64,65) were employed to study the WGS reaction over nanostructured Au–CeO2
catalysts. In addition, the oxidation and reduction of Au nanoparticles supported
on a rough ceria film or a CeO2(111) single crystal were investigated using photo-
emission (50,51).

We will begin by examining results of in situ TR–XRD experiments for the WGS
reaction over a 2.4wt%Au–Ce(10at%Gd)Ox catalyst (50). A typical set of results is
shown in Figure 21.10. The catalyst was held at temperatures of 300, 400, and 500 ◦C.
The XRD pattern for the as-prepared catalyst, bottom of Figure 21.10, showed the
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typical peaks for nano-ceria (50) and no features that could be attributed to nano-
particles of Au or AuOx . The gold species were present as aggregates or clusters that
had sizes below 2 nm. Exposure of the Au–CeO2 catalyst to a mixture of CO/H2O
at temperatures of 300–500 ◦C led to the formation of H2 and CO2 without inducing
the appearance of diffraction peaks for AuOx or Au species. The catalytically active
gold particles had a very small size (<2 nm) and were in close contact with the ceria
support because they did not agglomerate at temperatures as high as 500 ◦C.

Figure 21.10. Top panel: Relative amounts of H2 and CO2 formed during the WGS reaction
on a 2.4wt%Au–Ce(10at%Gd)Ox catalyst. A mixture of 5%CO and 3%H2O in He (total flow
∼10 mL/min) was passed over the catalyst at 300, 400, or 500 ◦C. Bottom panel: X-ray diffrac-
tion patterns collected in situ during the WGS on the 2.4wt%Au–Ce(10at%Gd)Ox catalyst. For
comparison, we are also including the XRD pattern for a fresh catalyst with 5wt%Au, dashed
trace.
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The chemical state of gold during the WGS was determined by means of in situ
XANES. Figure 21.11 shows Au L3-edge XANES spectra collected at room temper-
ature for fresh catalysts with a Au content of 0.5wt% (dashed trace) or 2.4wt% (solid
traces) (50). The line shape of these two spectra is very similar and shows a clear
feature at ∼2.5 eV above the edge that is not seen for metallic gold and is character-
istic of gold oxides (66,67). The intensity of this peak is higher than that observed for
Au2O and closer to that seen inAu2O3 (66,67). Once the 2.4wt%Au–Ce(10at%Gd)Ox

catalyst was exposed to a mixture of CO/H2O at elevated temperatures, the XANES
features for gold oxide disappeared. At temperatures above 200 ◦C, when significant
WGS activity was detected, the line shape of the Au L3 edge resembled that of pure
gold (50). The XANES spectra in Figure 21.11 were obtained under a reaction mixture
of 5% CO and 3% H2O in He (total flow ∼10 mL/min). Similar results were found
when using a 1% CO and 3% H2O in He reaction mixture (50). The AuOx in the Au–
CeO2 catalysts was also fully reduced upon exposure to CO or H2 at 200–500 ◦C. The
in situ TR–XANES data indicate that cationic Auδ+ species cannot be the key sites
responsible for the WGS activity in Figure 21.10, because they do not exist under
reaction conditions. Small Au aggregates (<2 nm in size) supported on ceria exhibit
a WGS activity not seen for pure gold or ceria.

In a separate set of experiments, the interaction of O2 and mixtures of CO/H2O
with gold nanoparticles supported on a well-defined CeO2(111) surface or rough
ceria films was investigated. These experiments were done using a ultra-high vacuum

Figure 21.11. Au L3-edge XANES spectra collected in situ during the WGS reaction over a
2.4wt%Au–CeO2 catalyst. The sample was exposed to a mixture of 5%CO and 3%H2O in He
(total flow ∼10 mL/min) at the indicated temperatures. For comparison, we also include the
spectra for a fresh 0.5wt%Au–CeO2 catalyst, dashed trace, and a gold foil.
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(UHV) chamber that has attached a high-pressure cell or batch reactor (51,68–70).
The sample could be transferred between the reactor and the vacuum chamber without
exposure to air. Small coverages of gold (0–0.2 monolayer) were vapor-deposited on
the CeO2(111) surface at 25 ◦C. At these coverages, the admetal grows forming three-
dimensional (3D) islands on the CeO2(111) substrate that have sizes in the range of
0.5–3 nm (50). The Au/CeO2(111) surfaces were exposed in the batch reactor to a
mixture of H2O (10 Torr) and CO (pressures varying from 2 to 20 Torr) at temperatures
of 300–400 ◦C. The production of H2 and CO2 through the WGS was observed. After
pumping the gases, photo-emission spectra (Au 4f and Ce 3d core levels) indicated
that Au remained in a zero-valent state (i.e., no formation of AuOx), and there was a
partial reduction of the CeO2(111) support.

Interfaces of AuOx/CeO2 were prepared by first vapor-depositing small amounts
of Au (<0.2 monolayer) on a Ce film supported on Pt(111) (70). The Au–Ce/Pt(111)
systems were then oxidized by reaction with 500 Torr of O2 in a high-pressure cell.
This produced AuOx/CeO2 interfaces that have the typical Ce 3d features of ceria
(50,71) andAu 4f7/2 peaks located in between those expected forAu+1 andAu+3 (50).
As in the case ofAu/CeO2(111), theAuOx/CeO2 interfaces were exposed to mixtures
of CO/H2O at 300–400 ◦C in a reaction cell. Figure 21.12 displays typical results
of photo-emission. Initially, Au3+ and some Au0 were present in the AuOx/CeO2
system. Exposure to a mixture of 5 Torr of CO and 10 Torr of H2O at 30 ◦C led to a
full reduction of the gold oxide and partial reduction of ceria (Ce 3d spectrum, not
shown). The gold oxide in theAuOx/CeO2 interfaces was fully reduced upon exposure
to CO, H2, or reaction mixtures that had a CO/H2O ratio varying from 0.2 to 2 (50).

The top panel in Figure 21.13 compares the WGS activity of Au/CeO2−x(111) and
Au/CeO2−x catalysts that contained the same amount of gold (∼0.15 monolayer).
These catalysts were preconditioned by exposing the fresh Au/CeO2(111) and

Figure 21.12. Au 4f core-level photo-emission spectra collected before and after exposing a
AuOx/CeO2 interface (θAu ∼ 0.15 monolayer) to a mixture of 5 Torr of CO and 10 Torr of
H2O at 300 ◦C for 5 min.
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AuOx/CeO2 systems to a mixture of 20 Torr of CO and 10 Torr of H2O for 5 minutes at
350 ◦C. Photo-emission indicated that the catalysts contained only pureAu and a quan-
titative analysis of the line shape of the Ce 3d core levels (72,73) gave stoichiometries
of Au/CeO1.94(111) and Au/CeO1.88. These compositions remained essentially con-
stant during the experiments in the top panel of Figure 21.13. In these experiments,

Figure 21.13. Top panel: Amounts of H2 and CO2 produced during the WGS reaction on
reducedAu/CeO2(111) andAuOx/CeO2 (θAu ∼ 0.15 monolayer) catalysts. The catalysts were
preconditioned as described in the text. Then, they were exposed to a mixture of 20 Torr of
CO and 10 Torr of H2O at 350 ◦C for 5 min in a batch reactor. The amounts of H2 and CO2
produced during this time period are plotted in the graph. Bottom panel: Amounts of H2 and
CO2 produced during the WGS reaction on reduced Au/CeO2(111) catalysts with different Au
coverages. After preconditioning (see text), each surface was exposed to a mixture of 20 Torr
of CO and 10 Torr of H2O at 350 ◦C for min.
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the Au/CeO1.94(111) and Au/CeO1.88 catalysts were under a mixture of 20 Torr of
CO and 10 Torr of H2O for 5 minutes at 350 ◦C. Then, the amount of H2 and CO2
produced through the WGS was measured. Both catalysts have a much higher activity
than that observed for Cu(110) and Cu/ZnO catalysts under similar reaction condi-
tions (74). The catalyst generated from AuOx/CeO2 was clearly the more active,
probably because it contained a larger amount of surface defects and O vacancies
than the catalyst generated from Au/CeO2(111) (50).

The bottom panel in Figure 21.13 shows the effect of Au coverage on the catalytic
activity of Au/CeO2−x(111). These surfaces were preconditioned as described above,
and then we measured the catalytically produced H2 and CO2 after exposure to a
mixture of 20 Torr of CO and 10 Torr of H2O for 5 minutes at 350 ◦C. A maximum
in the catalytic activity is seen for Au coverages of 0.4–0.5 monolayer. The drop in
the catalytic activity at high Au coverage is probably an effect of a growth of the Au
nanoparticles (>3 nm in size) (50,75) and agrees with the fact that there is no increase
in WGS activity when going from a 2.4%wtAu– to a 5.0%wtAu–Ce(10at%Gd)Ox

catalyst (47).
The results of photo-emission and in situ TR-XAS indicate that the active phase

of the gold/ceria catalysts for the WGS contained pure Au and CeO2−x . This is
consistent with studies that show that Au as an admetal facilitates the reduction of
ceria (76). The generation of Ce3+ in ceria produces an expansion in the unit cell of
the oxide that can be monitored with TR–XRD (50). Figure 21.14 shows the lattice
parameters for ceria determined from (111) diffraction peaks of TR–XRD patterns
for 2.4wt%Au–Ce(10at%Gd)Ox under different gases at 500 ◦C. The sample was first
heated from 25 to 500 ◦C in He, producing an increase of ∼0.02 Å in the ceria lattice
due to thermal expansion (50). The oxide lattice varied significantly after exposure

Figure 21.14. Ceria lattice parameters determined from TR–XRD patterns for a
2.4wt%Au–Ce(10at%Gd)Ox catalyst under different gases at 500 ◦C: pure He, 5% CO in
He, 5% CO and 3% H2O in He, again 5% CO in He, and finally 5% O2 in He.
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to CO, an ∼0.04 Å increase as a consequence of the formation of O vacancies and
Ce3+, or H2O, an ∼0.03 Å decrease probably as a result of the decomposition of this
adsorbate on the O vacancies. Under a mixture of CO/H2O, O vacancies were formed
that could be removed only upon exposure to O2. The changes of ceria in Au–CeOx

catalysts were consistent with those changes observed for ceria in Cu–CeOx catalysts
during similar gas-switch experiments, indicating the same role played by ceria for
both systems.

From the data in Figures 21.11–21.14, it appears that the rate determining steps
for the WGS at temperatures above 250 ◦C occur at the gold–ceria interface, with the
active phase involving small gold clusters (<2 nm) and O vacancies. A strong inter-
action between the admetal and the support prevents the generation of big particles
(>2 nm) of gold and is probably a key issue for determining the catalytic properties
of the gold/ceria system. It is not necessary to invoke a special catalytic activity for
nonmetallic gold nanoparticles (AuOx) (50).

Figure 21.15 compares the conversion of CO during the WGS reaction over
the same amount (∼5 mg) of 2.4%AuOx/CeO2, 5%CuOx/CeO2, Ce0.8Cu0.2O2,
Ce0.95Cu0.05O2, and CuO at 400 ◦C. No activity was observed over pure nano-ceria
under the current operating conditions. The 2.4%AuOx/CeO2, 5%CuOx/CeO2, and
Ce0.95Cu0.05O2 catalysts have a similar activity. Figure 21.15 clearly shows that the
catalyst based on pure CuO has little activity. This catalyst certainly had the largest
concentration of copper sites among the studied samples. These results indicate that
interactions between copper and ceria enhance the activity of the metal in Cu–CeO2
catalysts, suggesting that the WGS reaction may take place preferentially on the
metal/ceria interface. The same may be also valid for the Au–CeO2 catalyst because

Figure 21.15. CO conversions for the WGS reaction at 400 ◦C over CuO, 5%CuOx/CeO2,
Ce0.8Cu0.2O2, Ce0.95Cu0.05O2, and 2.4wt%AuOx/CeO2 catalysts with the same operating
conditions (Space velocity ∼1.5 × 105/h, ∼5 mg of catalyst).
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this system is more active than either pure gold or pure ceria (47). The moderate
activity of the Ce0.8Cu0.2O2 catalyst may be a consequence of the formation of a
large amount of strongly bound carbonates on its surface (32). The CuOx and AuOx

species present in the fresh Cu–CeO2 and Au–CeO2 nanocatalysts of Figure 21.15 do
not survive above 200 ◦C under the WGS conditions (32,50). Data of time-resolved
XRD and XANES indicate that metallic copper or gold and oxygen vacancies in ceria
are involved in the generation of the catalytically active sites.

21.2.1.3. WGS on Other Oxide-Based Catalysts There has been an interest
in the Pt/CeO2 system since the early 1980s, when in connection with the development
of the three-way catalysts for reducing exhaust engine pollution, it was discovered that
such a system enhances the rate of the WGS (77).Academic research on Pt, Pd, Rh, Ni,
Fe, and Co-ceria as catalysts for the WGS involved mechanistic studies and the effect
of the ceria oxygen-storage properties on the WGS activity (78,79). The performance
of the catalysts was strongly affected by the method used for the pretreatment of
the ceria support (78). It was proposed that the WGS occurred primarily through a
bifunctional mechanism in which CO adsorbed on the precious metal is oxidized by
ceria, which in turn is oxidized by water (78,79). A reaction mechanism that involves
a surface formate intermediate cannot be ruled out (80). Enhancement of the WGS
activity of Pt/CeO2 has been observed after doping of the oxide with Zr (81). The
doping with zirconia decreases the temperature for the surface reduction step in the
WGS process (81). Pt/MgO and Pt/ZrO2 are active catalysts for the WGS reaction
(80), but they are not as good as Pt/CeO2.

Ruthenium deposited on α-Fe2O3 has been mentioned in the literature as giving
promising WGS conversions (82). Non-precious-metal formulations for the WGS are
sought because of their low cost. The WGS activity of alkaline-promoted basic oxides
based on Mg, Al, La, Nd, Pr, Mn, and Mg has been tested and found satisfactory at
elevated temperatures (>400 ◦C) (83). Mixtures of Co- or Ni-promoted Mo, V, or W
oxides are also catalytically active under similar conditions (83).

21.2.2. Production of H2 Through Other Methods

Hydrogen can be produced by the steam reforming, CnHm + nH2O → nCO +
(n − m/2)H2, or the partial oxidation, CnHm + n/2 O2 → nCO + (m/2)H2, of
hydrocarbons. Natural gas is the major feedstock for the production of hydrogen
via syngas (84). Because CH4 is a very stable molecule, it has to be processed under
very severe conditions (84). The steam reforming of methane is a highly endothermic
reaction (�H◦ = 206 kJ/mol), whereas the partial oxidation is slightly exothermic
(�H◦ = −36 kJ/mol). The traditional methane steam-reforming catalysts for the
production of hydrogen and synthesis gas contain Ni/NiO or CoOx supported on
alumina (85) or combined with a rare-earth oxide like ceria (86). The catalysts are
frequently promoted with alkali and alkali-earth oxides to improve their stability and
facilitate coke gasification (85).

Partial oxidation of methane is a much faster reaction than steam reforming, offer-
ing therefore the advantage of smaller reactors and higher throughputs (87). Catalysts
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include mixtures of NiO–MgO, nickel modified hexa-aluminates, and platinum group
metals deposited on alumina or ceria-containing supports (87–89). Examples of
catalysts for the oxidative reforming of methane based on ceria are Ni/CeO2 and
Ni/CeO2–ZrO2 (90), Pt/CeO2–ZrO2 (89,91), and Ru/CeO2–ZrO2 (89). The activity
of these catalysts seems to be enhanced by metal-support interactions and the oxygen
storage capacity (OSC) of ceria under oxidizing-reducing conditions (42,89,92). More
systematic studies need to be done investigating the application of oxide nanocata-
lysts in the production of hydrogen through steam reforming or the partial oxidation
of hydrocarbons.

Hydrogen can be obtained directly from methanol following three different pro-
cesses: (1) steam reforming, (2) decomposition, and (3) partial oxidation (84). Typical
catalysts for methanol steam reforming are based on Cu–ZnO–Al2O3 (93). Sometimes
zirconia is added to these catalysts to enhance its activity or to improve its selec-
tivity toward carbon dioxide (94). NiO and CuOx supported on high-surface-area
carriers and promoted with other metal oxides have been used for methanol decom-
position: CH3OH → CO+2H2 (95). Small nanoparticles (3–8 nm) of copper oxide
undergo partial reduction before becoming catalytically active for methanol decom-
position (96). Partial oxidation of methanol over Cu-containing catalysts produces
mainly carbon dioxide and hydrogen: CH3OH + 0.5O2 → CO2 + 2H2. Cu–ZnO–
Al2O3 catalysts used for methanol synthesis display a very good performance in
methanol partial oxidation (84).

Other possible routes for the production of H2 are thermochemical water split-
ting and photo-assisted water splitting (2,5,84). Currently, these processes are not
efficient enough for the industrial production of hydrogen. Photo-chemical water
splitting to H2 and O2 has been successfully carried out using ultraviolet irradiation of
aqueous suspensions (or thin-film photo-anodes) of various photo-catalysts, including
TiO2 (97), transition-metal doped TiO2 (98,99), SrTiO3 (100), and transition-metal
loaded SrTiO3 (101). Among these photo-catalysts, TiO2 is the one most frequentely
employed because of its low cost, nontoxicity, and structural stability (99). How-
ever, pure titania is only activated by ultraviolet light (97). Recently, N-doped titania
(TiO2−xNx) has been synthesized and uses as a photo-catalyst that uses visible light
(>420 nm) (102–104). This material absorbs solar light in a region where TiO2 or
SrTiO3 do not due to their wide band gaps. Such a behavior is very important for
practical applications because solar light contains less than 5% of ultraviolet radia-
tion. In principle, a dopant element can induce energy levels within the band gap of
TiO2 that may increase the yield for electron-hole pair formation under illumination
with visible light (97,98,102). Two different models have been proposed to explain
the good performance of TiO2−xNx as a photo-catalyst (102,105,106). In one model,
hybridization of the N 2p states of the dopant with the O 2p valence band of TiO2
leads to band narrowing (102). Optical absorption studies on N-doped TiO2 point
to a gap narrowing (102), but no band gap narrowing has been observed in photo-
emission studies (107). In the second model, the dopant N 2p levels form localized
states within the band gap just above the O 2p valence band maximum for titania
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(105). For a detailed discussion of the photo-chemical properties of pure and doped
nanoparticles of TiO2, the reader is referred to Chapter 16.

21.3. FUEL CELLS

In this section, we will describe two types of fuel cells that make use of the H2 produced
through the processes described in the previous section. These fuel cells have found
a place in technological applications, and they may use either H2 or hydrogen-rich
fuels in their operation. However, if pure hydrogen is used as a fuel, the fuel cells
emit only heat and water as a byproduct.

21.3.1. Polymer Electolyte Membrane Fuel Cell (PEMFC)

The PEMFC, more commonly known as the proton-exchange membrane fuel cell,
was first used in the 1960s as an auxiliary power source in the Gemini space flights.
Advances in this technology were stagnant until the late 1980s when the funda-
mental design underwent significant reconfiguration. Nowadays, the PEMFC is one
of the most promising fuel cell types for widespread use because it offers several
advantages for transport and several other applications. Its low-temperature operation,
high power density, fast start-up, system robustness, and low emissions have ensured
that the majority of motor manufacturers are actively pursuing PEMFC research and
development. Already in Europe with demonstration buses and passenger vehicles in
California, for example, a first market introduction of fuel cell vehicles will be seen
in the near future (108).

As indicated in Figure 21.16 (109), a single proton-exchange membrane (PEM) cell
comprises three types of components: a membrane-electrode assembly (MEA), two
bipolar plates, and two seals. In its simplest form, the MEA consists of a membrane,
two dispersed catalyst layers, and two gas diffusion layers (GDLs). The membrane
separates the half reactions allowing protons to pass through to complete the overall
reaction. The electron created on the anode side is forced to flow through an external
circuit, thereby creating current. The GDL allows direct and uniform access of the
fuel and oxidant to the catalyst layer, which stimulates each half reaction. In a fuel
cell stack, the bipolar plates are vital components. Each bipolar plate supports two
adjacent cells. The bipolar plates typically have four functions:

(1) to distribute the fuel and oxidant within the cell,

(2) to facilitate water management within the cell,

(3) to separate the individual cells in the stack, and

(4) to carry current away from the cell.

In the absence of dedicated cooling plates, the bipolar plates also facilitate heat
management. Different combinations of materials, fabrication techniques, and layout
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Figure 21.16. PEMFC schematic diagram (taken from Ref. 109).

configurations have been developed for these plates to achieve high performance and
optimal cost (108).

Mehta and Cooper reviewed the material needs for designing and manufac-
turing PEM fuel cells for vehicle applications (110). In their article, 16 polymer
electrolyte membranes, 2 types of GDLs, 8 types of anode catalysts, 4 types of cath-
ode catalysts, and over 100 bipolar plate designs are recommended for further study.
The prime requirements of fuel cell membranes are high proton conductivity, low
methanol/water permeability, good mechanical and thermal stability, and moderate
price (110). Membranes and their operating parameters have a profound influence on
the performance of PEMFCs. Membranes built from perfluorinated ionomers, hydro-
carbon and aromatic polymers, and acid–base complexes have been described by
Smitha et al. (111). Membranes containing nano-arrays of NiO, TiO2, and titanium
silicates have been prepared and tested (112,113). Promising avenues for further
research in this area have been identified (110–113).

Farrauto et al. reviewed methods for the production of hydrogen for the PEM fuel
cells (114). Technologies including heterogeneous catalysts for the WGS reaction,
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the reforming of methanol (either autothermal or steam reforming), the preferential
oxidation of CO, and anode tail gas combustion were discussed in detail in this article
(114). The rapid development in recent years of the PEM fuel cell technology has
stimulated research in all areas of fuel processor catalysts for hydrogen generation.
The principal aim is to develop more active catalytic systems that allow for the reduc-
tion in size and increase the efficiency of fuel processors. The overall selectivity in
generating a low CO content hydrogen stream as needed by the PEM fuel cell is depen-
dent on the efficiency of the catalysts used in each segment of the fuel processor. The
hydrogen produced via steam reforming and partial oxidation of hydrocarbons always
contains CO (83,84). As discussed in the previous section, oxide-based nanocatalysts
can be very efficient for the removal of CO and the production of nearly pure H2
through the WGS reaction.

In a PEM fuel cell, the type of fuel used dictates the appropriate type of anode
or cathode catalysts needed to facilitate the chemical transformations inside the cell.
Within this topic, tolerance to carbon monoxide is an important issue. The amount of
CO present in the feed can be greatly reduced through the WGS, but CO always will
be present at the ppm level. It has been determined that the PEM fuel cell must be
capable of tolerating a CO concentration of at least 100 ppm in order to reduce the
size of the hydrogen production/cleaner unit (115). An approach is to alloy the anode
catalyst to minimize its sensitivity toward CO; one (a binary catalyst) or sometimes
two elements (a ternary catalyst) are added to the base catalyst, usually Pt/C. Mehta
and Cooper summarized over 26 different kinds of catalysts for the MEA component
of PEM fuel cells (110). The anode catalysts were divided into three groups based
on the number of metal elements used: single metal catalysts (Pt/C), binary catalysts
(Pt–Ru/C, Pt–Mo/C, Au–Pd/C, etc.), and tertiary catalysts (Pt–Ru–Mo/C, Pt–Ru–
W, Pt–Ru–Al4, and Pt–Re–MgH2) (110). In addition to Pt/C, Pt–Ni/C, and Pt–Co/C
were reported for cathode applications (116). Anode and cathode catalysts built from
oxide nanostructures that have a reasonable high conductivity and resistance to CO
are also under consideration and being tested (112,113).

The design of electrodes for PEMFCs is a delicate balancing of transport media
(109). Conductance of gas, electrons, and protons must be optimized to provide
efficient transport to and from the electrochemical reactions. This is accomplished
through careful consideration of the volume of conducting media required by each
phase and the distribution of the respective conducting network (109). In addition,
the issue of electrode flooding cannot be neglected in the electrode design pro-
cess. New fabrication methods, which have now become conventional, were adopted
and optimized to a high degree. Possibly, the most significant barrier that PEM
fuel cells have to overcome is the costly amount of platinum required as a cata-
lyst. The large amount of platinum in the original PEM fuel cells was one of the
reasons why fuel cells were excluded from commercialization (109,110). Thus,
the reconfiguration of the PEM fuel cell was targeted directly on the electrodes
employed and, more specifically, on reducing the amount of platinum in the elec-
trodes. This continues to be a driving force for further research on PEM fuel cell
electrodes (109), and low-cost conducting oxide nano-arrays could be an alternative
(112,113).
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21.3.2. Solid Oxide Fuel Cell (SOFC)

The solid oxide fuel cell is an all-solid device that converts the chemical energy of
gaseous fuels, such as hydrogen and natural gas, to electricity through electrochem-
ical processes (117,118). These fuel cells provide many advantages over traditional
energy conversion systems, including high efficiency, reliability, modularity, fuel
adaptability, and very low levels of NOx and SOx emissions. The efficiency of SOFCs
is inherently high as it is not limited by the Carnot cycle of a heat engine (117). A
solid oxide fuel cell essentially consists of two porous electrodes separated by a
dense, oxygen ion conducting electrolyte (117,118). They can be arranged in a planar
or tubular configuration (Figure 21.17) (118). The cathode or air electrode operates at
elevated temperatures (usually 800–1100 ◦C) and participates in the oxygen reduction
reaction:

0.5O2(g) + 2e −→ O2−(s)

i.e., oxygen in the gas phase is reduced to oxide ions, consuming two electrons
in the process. The air electrode frequently consist of lanthanum manganite doped
with alkaline and rare-earth elements (118,119). Lanthanum manganite (LaMnO3)
is a p-type perovskite oxide and shows reversible oxidation–reduction behavior.
Recently, a composite cathode was fabricated using well-dispersed nanosize grains of
La(Sr)MnO3 and Y2O3 stabilized ZrO2 (120). The composite cathode had a unique
morphology that led to high electrochemical activity at 800 ◦C, suggesting that inter-
mediate temperatures (<800 ◦C) of operation can be achieved by using composite
arrays of oxide nanoparticles (120).

SOFCs are based on the concept of an oxygen-ion conducting electrolyte through
which the oxide ions (O2−) migrate from the air electrode (cathode) side to the fuel
electrode (anode) side where they react with the fuel (H2, CH4, etc.) to generate an
electrical voltage. Fluorite-structured oxide materials such as yttria-stabilized zirconia

Figure 21.17. Tubular configuration of an SOFC (taken from Ref. 118).
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(YSZ), rare-earth doped ceria, and rare-earth doped bismuth oxide are widely used
for electrolytes in SOFCs (118,119). The oxygen-ion conducting capabilities of these
oxides in many cases improve when going from the bulk to the nanoscale (see Chapter
13), also improving their performance in SOFCs (113,117,120,121).

In an SOFC, the anode is the electrode for the electrochemical oxidation of the
fuel. Hydrogen oxidation is one of the most important electrode reactions in SOFCs.
The process for the electrochemical oxidation of H2 can be written as

H2(g) + O2−
oxide −→ H2O(g) + 2e

where O2−
oxide is an oxygen ion in the electrode. To minimize the polarization losses of

the H2 oxidation reaction, anode materials should have a high electronic conductiv-
ity and electrocatalytic activity (117,121). Nanostructured oxides can be particularly
useful in this respect (113,120). Current activities in the area of materials develop-
ment for SOFCs are increasingly focused on decreasing the operating temperatures of
the cell from 1000–1100 ◦C to 500–800 ◦C (118–120). The most common anodes for
SOFCs contain a metal-oxide cermet: Ni/Y2O3–ZrO2 (the so-called Ni/YSZ cermet)
(118,121). Conventional Ni/YSZ cermet anodes are usually made of commercial NiO
and YSZ powders, which are then homogenized by mechanical mixing and milling.
The NiO/YSZ ink is applied to the YSZ electrolyte and sintered to form a porous
Ni/YSZ cermet electrode (118). The performance of these cermet anodes depends
critically on the microstructure and distribution of the Ni and YSZ phases (118). The
use of nanosize grains for the oxide precursors leads to a better dispersion/ mixing
and a subsequent improvement in the performance of the Ni/YSZ cermets (120,121).
The Ni/YSZ cermets have very good electrocatalytic properties for cells that use H2
as a fuel, but they suffer a series of drawbacks in systems where natural gas is the
fuel, notably the sulfur poisoning and carbon deposition caused by the cracking of
C2 and higher hydrocarbons (121). Theoretical studies of more conventional sup-
ported nickel catalysts have focused on ensemble size effects, nickel crystallite size
effects, and control of highly active step and edge sites to reduce carbon formation
(122–124). The acidity of the support has also been considered important, with acidic
supports such as Al2O3 to be avoided, and basic supports such as MgO or MgAl2O4
being preferred (125). With these latter supports, it is believed that adsorption of H2O
is increased, facilitating the gasification of carbon that is deposited on the surface
(126). Takeguchi et al. investigated the carbon deposition during the steam reforming
of methane on Ni/YSZ anodes modified with the addition of MgO, CaO, SrO, or
CeO2 (127,128). The presence of nanoparticles of CaO, SrO, and CeO2 suppressed
the carbon deposition, whereas the addition of MgO nanoparticles promoted it and
decreased the steam-reforming activity of the anodes. A high content (1–2 wt%) of
CeO2 and SrO in the Ni/YSZ cermets also led to a substantial decrease in the steam-
reforming activity. However, other literature showed that MgO has unique properties
in its interaction with NiO, due to its ability to form a solid solution. On reduction,
Ni appears to be stabilized relative to sintering and carbon formation, as it main-
tains a strong interaction with the MgO or a MgO–NiO solid solution (125). Sample



676 H2 PRODUCTION AND FUEL CELLS

preparation methods and catalyst compositions played important roles in the different
behaviors of the MgO containing system and need to be investigated more thoroughly
in the future (125). Additional studies showed that the addition of Ru and Pt promotes
the reforming activity and suppresses the carbon deposition (127,128).

Several studies have been carried out on the use of electronic or mixed conduct-
ing oxides to make alternative metal/oxide cermets such as ceria-stabilized zirconia
(CeO2–ZrO2), calcium-doped ceria (Ca–CeO2), yttria-doped ceria (YDC), samaria-
doped ceria (SDC), and praseodymium oxide (PrOx) (121). Mixed results were
reported, and the performance of the electrode depends strongly on the prepara-
tion method (121). Eguchi et al. observed that the activity of Ni/oxide cermets for
hydrogen oxidation increased following the sequence (129):

Ni/YSZ < Ni/CeOx < Ni/SDC < Ni/PrOx

The improved performance was attributed to the increase of the effective reaction
area due to the ionic conduction of the oxides (126). A comparison of the hydrogen–
oxidation activity of Ni/CeO2 cermets prepared with bulk NiO and CeO2 or with
nano-NiO (3–6 nm) and CeO2 (5–8 nm) shows that the second type of electrode is
∼four times more active than the first (130).

Gorte et al. focused their efforts on the development of Cu/CeO2/YSZ-based
anodes (121,131–133). Copper is much less reactive than nickel. Copper is inert to
hydrogen or hydrocarbon oxidation and has no catalytic activity for the formation of
C–C bonds, thus suppressing the carbon deposition. The primary function of copper
in the cermet anodes is to provide a path for the conduction of electrons (129,130).
A pure Cu/YSZ anode has very low electrochemical activity for both H2 and CH4
oxidation reactions. Ceria catalyst was added to the Cu/YSZ cermet to improve the
electrode activity (128,129).

Pure or doped titanates (TiO2, SrTiO3, ZrTiO4) and lanthanum chromites (LaCrO3)
have been tested as anode materials (117,121). Chromite/titanate-based perovskite
anodes generally show much poorer electrochemical activity for H2 oxidation as
compared with that of Ni/YSZ cermet anodes despite the high electrical conductiv-
ity of some perovskites (121). The performance of these oxides can be improved
when going from the bulk to the nanoscale (113,127), but then there are issues with
their long-term stability (119). In general, they do not show clear advantages when
combining activity and stability and comparing with respect to the properties of the
Ni/YSZ system.

21.4. CONCLUSIONS

Oxide nanosystems play a key role as components of catalysts used for the production
of H2 via the steam reforming or the partial oxidation of hydrocarbons and for the
WGS reaction. The behavior seen for Cu-ceria and Au-ceria WGS catalysts indicates
that the oxide is much more than a simple support. The special chemical properties
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of the oxide nanoparticles (defect rich, high mobility of oxygen) favor interactions
with the reactants or other catalyst components. More in situ characterization and
mechanistic studies are necessary for the optimization of these nanocatalysts.

The use of oxide nanomaterials for the fabrication of PEMFCs and SOFCs can
lead to devices with a high practical impact. One objective is to build electrodes
with low-cost conducting oxide nano-arrays. The electron and oxygen-ion conducting
capabilities of many oxides improve when going from the bulk to the nanoscale.
Furthermore, one can get a more homogeneous surface morphology and an increase
of the effective reaction area. Much more fundamental and practical research needs
to be done in this area.
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22.1. INTRODUCTION

The word ceramics is usually associated with art, dinnerware, pottery, tiles, brick, and
toilets. These products, however, should be referred to as traditional or silicate-based
ceramics. Despite these traditional products have been, and continue to be, important
to society, a new class of ceramics is emerging. These advanced or technical ceramics
are being used for applications simply unexpected (or even unknown) some years ago,
such as space shuttle tiles, engine components, artificial bones and teeth, computers
and other electronic components, or cutting tools.

Broadly speaking, “ceramics” can be defined as inorganic compounds, constituted
by a couple of elements, one metallic and the other nonmetallic, with markedly differ-
ent electronegativities (as alumina Al2O3 or zirconia ZrO2), typically produced from
clays and other natural minerals or chemically processed powders. However, some
ceramic compounds are formed between two nonmetallic elements neighboring in the
Periodic Table (as silicon nitride Si3N4, silicon carbide SiC, or boron nitride BN), thus
having strongly covalent properties, and other compounds are formed by more than
two elements (as aluminium titanate or sialons). Ceramics are typically crystalline in
nature. Glass is often considered a subset of ceramics, although it is somewhat different
than ceramics in that it is amorphous or lacks long-range crystalline order (1).

All “classic” ceramics contain clays; actually, the word ceramics is related to the
Greek word for designating clays (κεραμικη). Although some common ceramics,
mostly those found in homeware, are still related to clay materials, a new class
of ceramics, usually denoted as advanced ceramics and not containing clays, have
become very important in the last few decades.

Advanced ceramics are distinguished from traditional ceramics by their larger
strength, higher operating temperatures, improved toughness, and tailorable prop-
erties. Advanced ceramics, also known as engineering or technical ceramics, refer
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to materials that exhibit superior mechanical properties, corrosion/oxidation resis-
tance, and thermal, electrical, optical, or magnetic properties. Advanced ceramics
can be classified as structural ceramics, electrical and electronic ceramics, ceramic
coatings, and chemical processing and environmental ceramics. An important advan-
tage of advanced ceramics is that they can replace metals in applications where
materials with lower density and higher melting points, together with high resistance
to corrosive environments such as acids, alkalis, and organic solvents, are needed,
such as engine components, cutting tools, valves, bearings, and chemical process
equipment (2).

Structural ceramics are useful for applications such as industrial wear parts, bio-
ceramics, cutting tools, and engine components. Electronic applications for ceramics
with low thermal expansion coefficient and high thermal conductivity include super-
conductors, substrates, magnets, capacitors, and transducers. Electronic ceramics,
which have the largest share of the advanced ceramic market, includes capacitors,
insulators, substrates, integrated circuits packages, piezoelectrics, magnets, and super-
conductors. Ceramic coatings find applications in engine components, cutting tools,
and industrial wear parts. Chemical processing and environmental ceramics include
filters, membranes, catalysts, and catalyst supports.

We review in this chapter the chemical and structural properties of the main ceramic
compounds, classified from their composition. Thus, we may consider zirconia, boron
nitride, silicon carbide, silicon nitride, sialon, boron carbide, and aluminum titanate.
We describe their structures and their main preparation methods, in some cases based
on synthesis reactions and in others on purification of natural ores, also paying spe-
cial attention to the chemical aspects of the processes. Although we describe some
peculiarities of these syntheses, we will not discuss in detail other important steps of
the preparation of these materials, such as sintering and densification, discussed in
other chapters of this book.

22.2. MAIN CERAMIC COMPOUNDS

Table 22.1 lists several ceramic materials currently included under the heading of
advanced structural ceramics. The most important advanced structural materials being
developed at this time are alumina, zirconia, and beryllia (all of them oxides) and the
covalent materials silicon carbide and silicon nitride. In addition, cordierite is also
important because of its use in heat exchangers. Table 22.2 lists some important
mechanical properties of several of these materials.

Aluminas exhibit good mechanical performances at temperatures as high as
1900 ◦C provided they are not exposed to thermal shock, impact, or highly corrosive
atmospheres. Above 2000 ◦C, the strength of alumina drops; consequently, many
applications are under steady-state, high-temperature conditions, but not where abrupt
temperature changes would cause failure arising from thermal shock. Aluminas have
good creep resistance up to about 1800 ◦C, above which other ceramics show a better
behavior. In addition, aluminas are susceptible to corrosion from strong acids, steam,
and sodium.
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TABLE 22.1. Chemical Formulas of Some Advanced Structural Ceramics (3).

Generic Name Chemical Formula

Alumina Al2O3
Zirconia ZrO2
Zircon ZrSiO4 or ZrO2 · SiO2
Spinel MgAl2O4 or MgO · Al2O3
Mullite Al6SiO11 or 3Al2O3 · SiO2
Cordierite Mg2Al4Si5O18 or 2MgO · 2Al2O3 · 5SiO2
Silicon carbide SiC
Silicon nitride Si3N4
SiAlON Si6−zAlzOzN8−z

Boron carbide B4C
Aluminum nitride AlN
Glass ceramics Al2O3, Li2O, and SiO2 with TiO2 or ZrO2 as

nucleating agents

Beryllia (BeO, with the hexagonal wurtzite-like structure; Figure 22.1) ceramics
are efficient heat dissipaters and excellent electrical insulators. They are used in elec-
trical and electronics applications, such as microelectric substrates, transistor bases,
and resistor cores. Beryllia has excellent thermal shock resistance (some grades can
withstand 800 ◦C/s changes), a very low thermal expansion coefficient, and a high
thermal conductivity. It is expensive, however, and is an allergen to which some
persons are sensitive.

TABLE 22.2. Engineering Ceramic Materials and their Main Properties (3).

Property Si3N4 SiC ZrO2 Al2O3 (+ZrO2) Al2TiO5

Density, g/cm3 3.2 3.2 6 3–4 3
Bending strength,

MPa
200–1000 500 500 to >1000 300–600 40

Bending strength at
1400 ◦C, MPa

200–600 200–400 100 100–400 50

Hardness, GN/m2 14–17 25–30 12 18–23
Fracture toughness

KIC, MPa m0.5
3–10 3–5 6–15 3 (8) 1

Young’s modulus 200–300 400 200 400 (300) 20
Thermal expansion

coefficient
20–1200 ◦C,
(10−6 K−1)

3 4.5 10 8 2

Thermal
conductivity,
W m−1 K−1

10–40 100–140 2 30 2

Thermal shock
resistance

high high medium low (medium) very high

Abrasion resistance very good very good good good no



686 OXIDE NANOMATERIALS IN CERAMICS

Figure 22.1. Idealized structure of beryllia, BeO. Black spheres correspond to Be2+and large,
gray spheres to O2− (4).

Zirconia is used primarily for its extreme inertness to most metals. Zirconia ceram-
ics are very strong even near their melting point, well over 2200 ◦C, the highest of all
ceramics. Applications for fused or sintered zirconia include crucibles and furnace
bricks.

Transformation-toughened zirconia ceramics are among the strongest and toughest
ceramics even made. These materials are of three main types: Mg–PSZ (zirconia par-
tially stabilized with magnesium oxide),Y–TZP (Yttria-stabilized tetragonal zirconia
polycrystals), and ZTA (zirconia-toughened alumina) (5).

Applications of Mg–PSZ ceramics are mainly under low- and moderate-
temperature abrasive and corrosive environments—pump and valve parts, seals,
bushings, impellers, and knife blades. Y–TZP ceramics (stronger than Mg–PSZ
but less flaw tolerant) are used for pump and valve components requiring wear and
corrosion resistance in room-temperature service. Lower dense ZTA ceramics have a
better thermal shock resistance, and they are cheaper than the other two; they are used
in transport equipment where they need to withstand corrosion, erosion, abrasion, and
thermal shock.

Many engineering ceramics have multioxide crystalline phases. An especially
useful one is cordierite (Al3Mg2AlSi5O18 in the dehydrated form, constituted by
alternate layers of SiO4 tetrahedra, on one side, and AlO4 tetrahedra and MgO6 octa-
hedra, on the other; Figure 22.2), which is used in cellular ceramic form as a support
for a washcoat and catalyst in catalytic converters in automobile emission systems.
Its low thermal expansion coefficient accounts for its resistance to thermal fracture.

Glass ceramics are prepared from molten glass and subsequently crystallized by
heat treatment. They are constituted by several oxides forming complex, multiphase
microstructures. Glass ceramics do not exhibit the strength-limiting porosity of
conventional sintered ceramics, but other properties can be tailored by controlling
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Figure 22.2. Idealized structure of cordierite (4). The gray tetrahedra correspond to SiO4 units,
the black tetahedra to AlO4 units, and the white octahedra to MgO6 units.

their crystalline structure in the host glass matrix. Major applications are as cooking
vessels, tableware, smooth cooktops, and several technical products such as radomes.

The three common glass ceramics, lithium-aluminum-silicate (LAS, or
β-spodumene, Figure 22.3), magnesium-aluminum-silicate (MAS, or cordierite), and

Figure 22.3. Idealized structure of β-spodumene (4). The tetrahedra correspond to SiO4 and
AlO4 units, and the black sphere to Li+ ions.
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Figure 22.4. Idealized structure of keatite (4).

aluminum-silicate (AS, or aluminous keatite, a silica polymorh; Figure 22.4), are sta-
ble at high temperatures, have near-zero thermal expansion coefficients (LAS and AS
have essentially nonmeasurable thermal expansion up to 400 ◦C), and are resistant to
high-temperature corrosion, especially oxidation. The high silica content of LAS is
responsible for its low thermal expansion, but the presence of silica decreases strength;
regarding its chemical resistance, LAS is sensitive to sulphur and sodium attack.

Several metal carbides and nitrides also qualify as engineering ceramics. Most
commonly used are boron carbide and nitride, silicon carbide and nitride, and
aluminum nitride.

Boron carbide is known for its very large hardness and low density, making it
useful for lightweight, bulletproof armor plates. The material has the best abrasion
resistance of any ceramics, so it is also specified for pressure-blasting nozzles and
similar high-wear applications. A use limitation of boron carbide is due to its low
strength at high temperatures.

Despite their high prices, silicon carbide (SiC), aluminum nitride (AlN), and boron
nitride (BN) are challenging alumina, particularly for the more critical applications.
BN, for example, has a high dielectric strength and near-zero thermal expansion in
some temperature ranges.
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Silicon carbide and silicon nitride can be considered the high-temperature, high-
strength superstars of the engineering ceramics. These are the strongest structural
ceramics for high-temperature oxidation-resistant service. However, SiN and SiC
primary particles do not easily self-bond. Consequently, many processing variations
have been devised to fabricate parts from these materials, creating several tradeoffs
in cost, fabricability, and properties. As ceramic powders can be consolidated by hot
pressing, under simultaneous high temperature and pressure and, in some cases, the
presence of additives acting as bond-forming catalysts, fully dense material can be
formed.

On the other hand, Si3N4 and SiC particles can be bonded without pressure by
several processes, namely reaction bonding, recrystallization (for silicon carbide),
or reaction sintering. With these processes, “green” parts can be dry or isostatically
pressed, extruded, slip-cast, or, in some cases, formed by conventional plastic molding
techniques such as injection molding, and then sintered. Complex shapes, close to
finished size, can be produced by these techniques, but the ceramic is only about 80%
as dense as the hot-pressed counterpart and has lower strength and poorer thermal
shock resistance.

Silicon carbide, either hot pressed or reaction bonded, is not as strong as silicon
nitride up to about 1400 ◦C; silicon nitride grain boundaries soften, or creep, and
strength drops. Above 1400 ◦C, silicon carbide is the strongest ceramic known. At
1300 ◦C, however, strength of hot-pressed ceramics nearly equals that of reaction-
bonded ceramics (2).

22.3. TYPES OF ADVANCED MATERIALS

According to their applications, advanced ceramics can be classified into structural
ceramics and electronic ceramics or electroceramics. In the last few years, a new
important family has arised, the so-called bioceramics.

22.3.1. Structural Ceramics

Structural ceramics are those ones in which the mechanical properties (namely,
strength, modulus, toughness, wear resistance, and hardness) are the most impor-
tant clues controlling their performance and applications. These ceramics constitute
about 10% of the market nowadays, but this market quota may highly increase if they
become effective to be used in engines. Their hardness, low density, and resistance—
both to high temperature and to corrosive environments—favor their use, whereas
their low fracture toughness and low reliability are some drawbacks. In any case, as
mentioned, it is expected that ceramics with better properties to be used in engines
and automotive components will be hopefully developed.

From the chemical point of view, structural ceramics are mainly composed
of inorganic materials and often possess nonmetallic properties, such as good
thermal and electrical insulators. Some components include ionic–covalent materials
(alumina, zirconia, titania, and magnesia) as well as covalent materials (diamond,
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cubic boron nitride, silicon nitride, silicon carbide, aluminum nitride, cordierite,
and glass ceramic). Structural ceramics are used in industries such as Aerospace,
Electronics, Heat-treating, High-temperature Furnaces, Instrumentation, Lighting,
Medical, Semiconductor, and Welding and Plasma Cutting.

World demand for advanced ceramics will strongly increase in the next years.
According to the predictions from Freedonia Group, world demand for advanced
ceramics will increase over 7% annually, driven by the manufacture of a wide variety
of electronic components. Alumina will remain the primary material used to produce
advanced ceramics, whereas ferrites, beryllia, and zirconia ceramics continue to erode
the alumina market share. This study analyzes the US$24 billion world advanced
ceramics industry, with historical data (1989–1999), and forecasts to 2004 and 2009 by
material (e.g., alumina, titanate, ferrite, zirconate, cordierite, beryllia, silicon nitride)
and by end-use market, as well as for 6 geographic regions and 11 key countries.
The study also examines the market environment, details industry and market share,
and profiles over 40 key companies, including KEMET, Kyocera, Murata, NGK
Insulators, Saint-Gobain, TDK, Toshiba, and Vishay Intertechnology (6).

Another well-known marketing company, Business Communications Company
(BCC), estimates in its December 2005 report that the North American market of
advanced structural ceramics will reach US$2.3 billion in 2005 and will expand at
an average annual growth rate of 5.8% to reach US$3 billion by 2010. This study is
based on an overview of the various advanced ceramic materials and their production
technologies and applications, on the determination of the current market size and
future growth for applications in tool inserts, wear-resistant components, energy and
high temperature resistant components, aircraft and aerospace components, military,
bioceramics and finally, auto and turbine engine components, and on a determination
of the current market size and future growth of alumina-based ceramic, zirconia,
silicon carbide, boron carbide, silicon nitride, titanium diboride, glass and glass-
ceramics, and other categories (7).

22.3.2. Electroceramics

Electroceramics are widely present today in our daily lives. Essential, and often
critical, components in devices ranging from the humble gas lighter to the
sophisticated cellular phone contain these ceramics. They may have insulating,
dielectric, piezoelectric, magnetic, optical, or superconducting properties, allowing
them a widespread use in electrical and electronic devices. Chemically, electroceram-
ics are mainly composed of mixed oxides, sometimes with the spinel or perovskite
structures.

Piezoelectric lead zirconate titanate (PZT) is one of the best known electroceramics
and is widely used in gas lighters; telephones and autofocus cameras; capacitors made
of barium titanate ceramic in televisions, radios, and almost all electronic equipment;
as well as the microwave dielectric ceramics used in highly selective filters for cellular
phones and satellite communication systems. Soft ferrites are used in sensitive radio
antennas and transformers; hard ferrites are used in many small electric motors—as
many as 20 such motors are used in some models of automobiles for functions such
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as power seats and door locks. Fuel cells, which may replace the internal combustion
engine in cars in the near future, contain ceramics such as zirconia working as solid
electrolytes to generate power from fuels without combustion.

A class of electroceramics that show diverse phenomena and have wide appli-
cations are the ferroelectric ceramics. Similar to ferromagnets, these ceramics can
be electrically polarized permanently and the direction of polarization can also be
reversed. They have potential applications as memories in computers, mechanical
sensors, and transducers and as room temperature infrared sensors.

Although ceramics have traditionally been used for their mechanical and thermal
stability, their unique electrical, optical, and magnetic properties have become of
increasing importance in many key (and even strategic) technologies, including
communications, energy conversion and storage, electronics, and automation. Such
materials are now classified under electroceramics as distinguished from other
functional ceramics such as advanced structural ceramics.

Historically, developments in the various subclasses of electroceramics have par-
alleled the growth of new technologies, examples including ferroelectrics (high
dielectric capacitors, nonvolatile memories), ferrites (data and information storage),
solid electrolytes (energy storage and conversion), piezoelectrics (sonar), and
semiconducting oxides (environmental monitoring).

22.3.3. Bioceramics

A market has also developed for ceramics called “bioceramics,” which are used as
hip and bone transplants, as supports for directed delivery of limited and controlled
amounts of drugs to the affected areas, and as components in implant devices such as
pace makers. Their inertness to body fluids and adequate mechanical strength makes
some ceramics the ideal materials for these applications.

22.4. CHEMICAL NATURE OF ADVANCED CERAMICS

As noted, some of the most important advanced ceramics currently used are composed
of alumina, zirconia, silicon nitride, silicon carbide, boron carbide, or boron nitride.
In some cases, mixtures of these compounds are used, whereas in others, small
amounts of other compounds are added to improve their properties. Without paying
special attention to the effects of the addition of dopants to a given oxide, we review
here some important properties of these compounds that make them available for
ceramic uses.

22.4.1. Alumina (Al2O3)

Alumina is the most versatile engineered ceramic because it can be used up to very
high temperature, and because of its chemical, electrical, and mechanical properties.
Its relatively low cost and easy fabrication also enhance its use. Alumina products
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range from relatively low-calcined grades of polishing aluminas to the extremely hard,
fused alumina and synthetically produced sapphire.

The main properties that make alumina valuable in ceramic applications are its
high melting point (2050 ◦C), hardness (9 on the Mohs scale), strength, dimensional
stability, chemical inertness, and electrical insulating ability. Together with its avail-
ability in large quantities at moderate prices, these properties have led to extensive
and varied uses of alumina as a ceramic material (8).

Alumina is currently the most highly developed engineering ceramic.A wide range
of high Al2O3 ceramics is produced under different trade names, the Al2O3 content
usually ranges from 92% to 99.8%, with trace components, particularly silica, enhanc-
ing its properties. Properties of 99.8% alumina are listed in Table 22.3. Strength and
temperature capability increase with Al2O3 content, but shaping capability decreases
with increasing Al2O3 content. SiO2, MgO, and other additives are added to aid shap-
ing and to control sintering temperature. The microstructure of high-Al2O3 ceramic
also contains some glassy phase arising from the sintering additives. One drawback for
its use is a poor thermal shock resistance and the difficulty of machining sintered mate-
rials to obtain high-dimensional accuracy of complex-shaped components. Indeed,
because of its high hardness, α-Al2O3 (corundum, Figure 22.5) has long been used
in abrasives, either in the form of loose grains or bonded material in grinding wheels.
Retention of hardness at high temperature is an important characteristic because the
tool temperature can reach values as high as 1000 ◦C during the machining of ductile
materials such as steel. Silicon carbide whiskers can be added to Al2O3, increasing

TABLE 22.3. Some Mechanical, Thermal, and Electrical

Properties of 99.8% Al2O3 alumina (3).

Property (conditions, unities) Value

Bulk density (20 ◦C, g/cm3) 3.96
Tensile Strength (20 ◦C, MPa) 220
Flexural (Bending) Strength (20 ◦C, MPa) 410
Elastic Modulus (20 ◦C, GPa) 375
Hardness (20 ◦C, kg/mm2) 14
Fracture Toughness (20 ◦C, MPa•m1/2) 4–5
Porosity (20 ◦C, %) 0
Maximum working temperature (-, ◦C) 1700
Thermal Expansion Coefficient (10−6/◦C) 25–300 ◦C: 7.8

25–1000 ◦C: 8.1
Thermal Conductivity (20 ◦C, W/m K) 28
Dielectric Strength (2.5 mm tk, ac-kv/mm) 10
Dielectric Constant (1 MHz, -) 9.7

20 ◦C: >1014

Volume Resistivity (Ohm cm) 300 ◦C: 1010

1000 ◦C: 106

Loss Factor (1 MHz, -) 0.009
Dissipation Factor (1 MHz, -) 0.0001
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Figure 22.5. Idealized structure of corundum, α-Al2O3 (4). The centers of the octahedra are
occupied by Al3+ ions (two out of three octahedra in each layer), and the corners are occupied
by O2− ions, here shown as small spheres.

its thermal conductivity and, consequently, the resistance to thermal shock. They also
significantly increase toughness, which has led to improved tool performance (8,9).

Sintered Al2O3 is also used for missile radomes, external containers for radar, and
other equipment. The radome must be transparent to radar signals, thus requiring some
particular dielectric properties; in addition, as an external surface, it is also exposed
to aerodynamic and thermal effects during flight. It is also widely used for crucibles,
tubes, and rods for high-temperature use and for a large number of wear-resistant
and corrosion-resistant specialized items. Perhaps the most important single products
are spark plugs and the optically translucent polycrystalline alumina lamp hulls for
high-temperature sodium vapor street lamps.

Figure 22.6. Flowchart showing transformations among Al–O compounds.
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When aluminum hydroxides or oxo-hydroxides are heated in air at atmospheric
pressure, they undergo a series of compositional and structural changes (Figure 22.6),
before ultimately being converted to α-Al2O3. Several aluminium hydroxides and
oxo-hydroxides are known. A general classification of aluminum hydroxides includes
well-defined crystalline forms as the three trihydroxides Al(OH)3: gibbsite, bayerite,
and nordstrandite, as well as two modifications of aluminum oxide hydroxide
AlO(OH): boehmite and diaspore (10). Besides these well-defined crystalline phases,
several other forms have been described in the literature. However, there is still a
controversy as to whether they are truly new phases or simply forms with distorted
lattices containing adsorbed or interlamellar water and impurities (β-alumina actually
corresponds to the chemical formula NaAl11O17; Figure 22.7).

Gelatinous hydroxides may consist of predominantly X-ray indifferent aluminum
hydroxide or pseudoboehmite. The X-ray diffraction pattern of the latter shows
broad bands in positions roughly coincident with those for strong reflections of the
well-crystallized oxide hydroxide boehmite.

The aluminum hydroxides broadly distributed in nature are gibbsite, boehmite,
and diaspore. Gibbsite and bayerite have similar structures. Their lattices are built
of layers of anion octahedra (that for bohemite is shown in Figure 22.8), in which
aluminum cations occupy two thirds of the octahedral holes. In the gibbsite structure,
the layers are somewhat displaced relative to one another in the direction of the

Figure 22.7. Idealized structure of β-Al2O3 (4). Small black spheres correspond to Al3+ ions,
large black spheres to Na+ ions, and gray spheres to O2− ions.
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Figure 22.8. Idealized structure of (left) bohemite and (right) diaspore, showing the stacking
of octahedra layers occupied by Al3+; the corners are occupied by O2− or OH− ions, here
shown as small spheres (4).

a-axis. As a consequence, the hexagonal symmetry of this lattice type (brucite type)
is lowered to monoclinic.

In bayerite, the layers are arranged in approximately hexagonal close packing.
Because of shorter distances between the layers, the density is higher than in the case
of gibbsite. The crystal class and space group of bayerite have not yet been established
clearly.

The individual layers of hydroxyl octahedra in both the gibbsite and the bayerite
structures are linked to one another only through weak hydrogen bonds. Bayerite does
not form large single crystals; the most commonly observed growth forms are spindle-
or hourglass-shaped somatoids. The long axis of these somatoids stands normal to
the basal plane; i.e., the somatoids consist of stacks of Al(OH)3 layers. The effect of
alkali ions on the structures of Al(OH)3 types was investigated by several workers,
and intercalation of Li+ ions in empty octahedral holes transforms gibbsite into the
hydrotalcite-like structure.

Nordstrandite, the third form of Al(OH)3, was described by van Nordstrand and
others. The structures of nordstrandite and bayerite were investigated and com-
pared with those of monoclinic and triclinic gibbsite, which had been determined
previously.

The lattice of nordstrandite is built of the same, electrically neutral Al(OH)3
octahedral layers that form gibbsite and bayerite. The lattice period amounts to
1.911 nm in the direction normal to the layer. This corresponds to the sum of identical
layer distances of bayerite plus gibbsite. The identical nordstrandite structure consists
of alternating double layers, in which the OH octahedra are arranged once in the pack-
ing sequence of bayerite, and then in that of gibbsite. Materials containing continuous
transitions from bayerite through nordstrandite to gibbsite have been prepared through
a proper selection of precipitation conditions.
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The thermal transformations from the hydroxides or the oxo-hydroxides into
alumina are topotactic. Despite a loss of 34 or 15% of mass for the trihydroxides or
oxide hydroxides, respectively, the habit of the primary crystals and crystal aggregates
is only slightly changed. This leads to a considerable internal porosity, which may
increase the specific surface area of the material to several hundreds of square meters
per gram. Several structural forms develop that, albeit thermodynamically unstable,
are reproducibly formed and are characteristic for a given temperature range and
starting material. The hexagonally closest packed α-Al2O3 (corundum) modification
is the only stable oxide in the Al2O3–H2O system. Corundum is a common min-
eral in igneous and metamorphic rocks. Red and blue varieties of gem quality are
known as ruby and sapphire, respectively. The lattice of corundum is composed of
hexagonally closest packed oxygen ions forming layers parallel to the (0001) plane
(Figure 22.5). Only two thirds of the octahedral holes are occupied by aluminum ions.
The structure may be described roughly as consisting of alternating layers of Al and
O ions.

The simplest transformation yielding to corundum is that from diaspore,
(Figure 22.8). As the structures of these two compounds are very similar to each
other, nucleation of α-Al2O3 requires only a minor rearrangement of the oxygen lat-
tice after the hydrogen bonds are broken, and complete transformation can be attained
at temperatures as low as 860–870 K. The newly formed corundum grows epitaxially
on the decomposing diaspore, with the (0001) plane of Al2O3 parallel to the (010)
plane of AlO(OH). Transformation to the corundum (α-Al2O3) proceeds through an
intermediate α′-Al2O3 phase (8).

The thermal transformation, at ambient pressure, of boehmite and the trihydroxides
to α-Al2O3 requires considerably more structural rearrangements than from disapore
and is generally not completed until the temperature reaches at least 1100–1125 ◦C.
The first step in the reaction sequence is the diffusion of protons to adjacent OH
groups and the subsequent formation and removal of water. This process begins at
a temperature close to 200 ◦C. If the water molecules cannot diffuse rapidly out of
large trihydroxide particles, hydrothermal conditions may develop locally, resulting
in the formation of γ-AlO(OH). As water loss proceeds, a large internal porosity
develops. The lattice voids left by the escaping water are not readily healed because
of the slow diffusion in this low-temperature range. The voids are oriented parallel
and perpendicular to the basal plane of the trihydroxide crystals.

Transition oxides formed at lower temperatures are mostly two-dimensional,
formed by short-range ordered domains within the texture of the decomposed
hydroxides. Extensive three-dimensional ordering begins at ca. 775 ◦C. Until
completely converted to corundum, the solid retains considerable amounts of hydroxyl
ions; most likely protons are retained to maintain electroneutrality in cation-deficient
areas. Therefore, the presence of protons may retard reordering of the cation sub-
lattice. The high surface area (>75 m2/g) of γ-Al2O3 has been shown to provide
thermodynamic stability. The addition of fluorine to the furnace atmosphere removes
protons. As a result, rapid transition to α-Al2O3 occurs at temperatures as low as
875 ◦C. Markedly tabular corundum crystals form, possibly because the preceding
transition alumina is mostly two-dimensionally ordered.
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Alumina is prepared by the Bayer process (11). The method is based on the fact
that, due to their amphoteric properties, boehmite, gibbsite, and diaspore can be
dissolved in NaOH solutions under moderate hydrothermal conditions; although the
solubility of Al2O3 in NaOH is temperature-dependent, most other components of
natural bauxite are quite inert in the process (e.g., silica forms a nearly insoluble
byproduct). These features lead to formation of a sodium aluminate solution, from
which impurities are removed by filtration, and finally precipitation of pure Al(OH)3
from the cooled solution (or after gentle decrease of pH by bubbling CO2). The final
operation in production of alumina is calcination, for which the temperature is raised
above 1110 ◦C.

This reaction can take several pathways, and several transition forms may appear.
The end of all pathways is α-alumina (Figure 22.6). In European practice, a major
portion of the alumina is converted to the α-phase, sometimes by the addition of a
fluoride salt to lower the transformation temperature. InAmerican practice, calcination
always has been less severe; so, normally, only 20% of the alumina is in the α-phase.

22.4.2. Zirconia (ZrO2)

Among the families of engineering ceramic materials, zirconias provide the best
combination of mechanical properties; for instance, they show the highest mechanical
strength and toughness at room temperature. At higher temperatures where the
mechanical strength of metals would plummet, the drop-off in the strength of engi-
neering ceramics is more gradual. Zirconias have better wear-resistant properties than
metals, are usually resistant to corrosion, and possess a thermal expansion coefficient
close to those of many metals.

The use of zirconium oxides in technical ceramics is well established, notably
for their electrical, wear, and heat-resistant properties. Zirconia and yttria-stabilized
zirconia materials are vital ingredients in a huge range of industrial and domestic
products, including capacitors, microwave telecommunications, piezoelectrics, wear
part ceramics, molten metal filters, fibre optic ferrules, and oxygen sensors.

Zirconia is very resistant to acids and bases, but it slowly dissolves in concentrated
hydrofluoric acid or hot concentrated sulphuric acid. It is also resistant to many fluxes,
molten glasses, or melts, silicate, phosphate, or borate, but it is attacked by fluoride or
alkaline melts. Zirconium oxide and alkaline oxides or caustic substances can be fired
together to form solid-solution oxides, known as zirconate compounds, or a mixture
of both. Because of its high melting temperature (2764 ◦C), zirconia can be used for
structural applications at higher temperatures than alumina (12).

Zirconium oxide is extracted from two commercial ores: baddeleyite (natural form
of zirconia, containing ∼2% HfO2 and other impurities) and zircon (ZrO2•SiO2;
Figure 22.9). Various undesired elements should be removed from these ores, silica
in the case of zircon and low-level impurities of other compounds, such as titanium
and iron oxides, from baddeleyite.

The breakdown of zircon and baddeleyite through reaction with sodium hydroxide
is the most common method for chemical production of the pure oxide. Sodium
hydroxide and zircon react above 600 ◦C to form sodium zirconate, sodium zirconate
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Figure 22.9. Idealized structure of zircon, ZrSiO4 (4). The centers of the gray polyhedra are
occupied by Zr4+ ions, those of black tetrahedra by Si4+ ions, and the O2− ions (spheres) are
in the corners.

silicate, and sodium silicate. Careful control of the zircon/sodium hydroxide ratio,
temperature, and reaction conditions (particularly the surrounding atmosphere) can
yield nearly complete conversion. When sodium carbonate is used, reactions require
higher temperatures and depend on the sodium carbonate to zircon ratio.

Three polymorphs of ZrO2 are stable at atmospheric pressure: the cubic one above
2370 ◦C, the tetragonal phase above 1170 ◦C, and the monoclinic one below 1000 ◦C.
The cubic form has the fluorite structure, and the tetragonal and monoclinic structures
are also known (Figure 22.10). Transformation of the monoclinic phase to the tetrag-
onal phase begins at ca. 1050 ◦C and is completed at ca. 1170 ◦C. This transformation

Figure 22.10. Idealized structures of ZrO2 polymorphs (4): (left) cubic, (center) monoclinic,
and (right) tetragonal. In the first case, the centers of the cubes are occupied by Zr4+ ions,
shown as small black spheres in the other two structures. The other spheres correspond to
O2− ions.
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is accompanied by a volume shrinkage of 3–5% and shows thermal hysteresis: On
gradual cooling, the tetragonal phase is stable to ca. 1000 °C and the conversion to the
monoclinic one is only completed at ca. 800 ◦C. Upon rapid quenching, the tetragonal
phase is metastable to room temperature.

Only the tetragonal phase provides ceramic materials with satisfactory properties,
but the mechanical behavior limits its use. The cubic phase shows moderate mechan-
ical properties, whereas the monoclinic phase weakens the mechanical performance
and simultaneously reduces the cohesion among the particles and thus the density.
Consequently, the percentage of the monoclinic phase in a mixture should be as small
as possible for structural ceramics. Some properties of these phases are summarized
on Table 22.4.

The monoclinic–tetragonal transformation is accompanied by a volume change of
ca. 7% together with considerable hysteresis, resulting in stress and cracking in pure
ZrO2 ceramics. Consequently, such ceramics cannot be manufactured. The addition
of suitable metal oxides (mainly CaO, MgO, and Y2O3 in solid solution with ZrO2
for refractory purposes) leads to stabilization of the cubic modification down to room
temperature. A fully stabilized ZrO2 can be achieved by the addition of a 5–10%
stabilizer. Partially stabilized zirconia raw materials with a 3–6% stabilizer added are
now used in most cases. This leads to smaller volume changes on heating and provides
the additional advantage of creating microcracks, which increases the thermal shock
resistance of the brick (1).

The volume expansion during the tetragonal-to-monoclinic phase transition can
be used as an advantage to improve both the strength and the toughness of ceramics:
Zirconia particles within a critical size range are introduced into the ceramic, and
the constraining pressure exerted by the surrounding matrix retains zirconia in the
tetragonal structure. If a crack grows in such a ceramic, the tensile stress around the
advancing crack tip allows the tetragonal–monoclinic transformation to take place.
The resulting expansion introduces a compressive stress around the crack tip, thereby
reducing its tendency to propagate. The addition of 15 vol % ZrO2 to Al2O3 improves
fracture toughness to 12 Mpa m1/2; this material is used commercially in modern
Al2O3 cutting tools. Transformation toughening in ZrO2 is achieved by isothermally
aging a partially stabilized (3% MgO) ZrO2 at 1400 ◦C to develop small tetragonal
precipitates within the cubic matrix. This material is used for cutting and slitting
industrial materials; the insulating potential in automotive engine parts, where the low

TABLE 22.4. Some Properties of Zirconia Polymorphs (12).

Monoclinic Tetragonal Cubic

Space Group P21/c P42/nmc Fm3m
a (Å) 5.156 5.094 –
b (Å) 5.191 5.177
c (Å) 5.304
β (◦) 98.9
Density (g/cm3) 5.830 6.100 (calculated) 6.090 (calculated)
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thermal conductivity is advantageous, is currently being evaluated. The low thermal
conductivity of ZrO2 has also resulted in its use in coating jet engine components (1).

As indicated, to improve its properties, zirconia is extensively modified by the
addition of elements that stabilize the cubic structure (13). The amount of these oxides
added may produce a partially stabilized zirconia (PSZ) or form a zirconia modifi-
cation that maintains the cubic structure from its melting point to room temperature,
namely, fully stabilized zirconia (FSZ). The oxides more widely used to stabilize
zirconia are MgO, CaO, Y2O3, and rare-earth oxides, giving rise to novel and inno-
vative ceramic materials that have brought about considerable technological change.
The acronyms frequently used to denote zirconia ceramic alloys are summarized in
Table 22.5.

Usually, the molar percentage and symbol of the added, stabilizing element used
are also written in the acronym. Stabilized zirconium oxides contain from 3% yttria
to 8% calcia. They have the same crystal structure from room temperature to melting,
avoiding the catastrophic mechanical failure shown by pure zirconia ceramic parts on
transforming from the tetragonal to monoclinic phase while cooling.

Partially stabilized zirconias can be thermally cycled to precipitate metastable
tetragonal zirconia within the grains of cubic zirconia. These materials have higher
toughness than fully stabilized zirconias. The increased toughness of PSZ is the result
of stress-induced martensitic transformation of the metastable tetragonal grains to the
monoclinic form in the stress field of a propagating crack. This leads to development
of an entirely tetragonal zirconia, known as tetragonal zirconia polycrystal (TZP).
The orthorhombic structure can be stabilized at atmospheric pressure by addition of
>12 mol % of niobia or tantala or a mixture thereof (2).

Y–TZP is very hard, and it has been the ceramic of choice for most uses. However,
this material is prone to environmental degradation under humid conditions. Also
Mg–TZP and Ca–TZP undergo continuous leaching of the Mg2+ and Ca2+ cations in
aqueous environments, in addition to requiring critical control during annealing. These
problems have led us to pay more attention to Ce–TZP, which is more stable under
environmental conditions and less prone to leaching and degradation of mechanical
properties in aqueous environments. This is possible because the ceria content is
larger than 10 mole %. Besides, Ce–TZP has an attractive yellowish-green lustre and
is cheaper than Y–TZP (2).

To prepare zirconium oxides with satisfactory stability, the presence of yttrium
oxide is necessary, the ideal content being 5.15 wt.%. The most common impurity
when preparing zirconia is alumina, which should be less than 0.5 wt.%. The ISO

TABLE 22.5. Acronyms for Zirconia Ceramics Alloys.

TZP tetragonal zirconia polycrystals
PSZ partially stabilized zirconia
FSZ fully stabilized zirconia
TTC transformation toughened ceramics
ZTA zirconia toughened alumina
TTZ transformation toughened zirconia
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TABLE 22.6. Chemical Composition and Some ISO

Properties for Zirconia Materials (14).

Property Value

ZrO2 + HfO2 >94.05%
HfO2 ≤5%
Y2O3 4.95 ± 0.45%
Al2O3 <0.5%
Others <0.5%
Density ≥6.00 g/cm3

Average grain size ≤0.6 µm
Bending strength ≥800 MPa
Biaxial strength ≥500 MPa
Sphericity tolerance 10 µm
Surface roughness 0.02 µm

requirements for ceramic zirconia, both for chemical composition and for some prop-
erties, are summarized in Table 22.6. When using zirconia for special optical and
ophthalmic glasses, the requirements are even more strict.

Some applications of zirconia ceramics have been already indicated, and others are
listed in Table 22.7. Although stabilized zirconias are insulators at room temperature,
at elevated temperatures, the vacancies in the anion lattice allow O2− ions to diffuse
and the zirconia becomes a solid electrolyte with applications in oxygen sensors and
high-temperature fuel cells. Some stabilized zirconias can also be used as resistors
or susceptors. Inductively heated yttria-stabilized zirconia cylinders are used as heat
sources to melt quartz boules for the drawing of quartz optical fibres.

Zirconia is a constituent of lead zirconate titanate (PZT) used in piezoelectric
ceramics for applications as gas furnace and barbeque igniters, microphone and
phonograph crystals, ultrasonic transducers for medical ultrasound imaging, for agi-
tation in cleaning tanks, and for underwater sonar. With the further addition of
lanthanum (PLZT), ferroelectric optically active transparent ceramics have become
available (12).

22.4.3. Boron Nitride (BN)

Boron and nitrogen form the 1:1 compound BN, which has allotropes isostructural to
those of carbon. This is not surprising considering that these elements are neighboring
carbon in the Periodic Table, and the average number of electrons per atom in BN is
the same as in a carbon atom. The allotropes of BN (Figure 22.11) are as follows:

α-BN, hexagonal modification with a layered structure similar to graphite,
sometimes called white graphite.

β-BN, high-pressure diamond-like modification, cubic zinc blende structure.

γ-BN, dense hexagonal modification, wurtzite structure.
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TABLE 22.7. Some Applications of ZrO2 and the Benefit Thereof Induced (12).

Application Benefit

Adhesives Reduces water sensitivity and improves adhesion of aqueous
adhesive formulations.

Antiperspirants Improves efficacy of antiperspirant formulations.
Printing inks Non-yellowing adhesion promoter to enhance adhesion, thermal,

solvent, and scratch-resistance properties of inks on difficult
substrates such as polymer films and metals.

Oil industry Clay stabilizer for secondary oil recovery, rheological control of
cementing applications, fracturing fluids.

Paint Through drier for alkyd based paints, thixotropic agent for flat
emulsion paints.

Pigment coating Surface treatment of titanium dioxide and other pigments to
improve durability by reducing UV degradation of coating
binders.

Metal treatment Improves adhesion of surface treatment to aluminium.
Waterproofing Component of waterproofing formulation to improve adhesion to

textile substrates.
Ceramic colours For all zircon and zirconia pigments.
Electronic ceramics Dielectrics, sensors, and piezoelectrics and capacitors.
Engineering ceramics Tough wear-resistant technical ceramics.
Glass For glass toughening and optical property control.
Solid oxide fuel cells Custom-made products for the electrolyte and anode.
Ceramic colours For all zircon and zirconia pigments.
Electronic ceramics Dielectrics, sensors, and piezoelectrics and capacitors.

Paper Industry

Adhesives Promotes greater printing ink adhesion to plastics and metals.
Crosslinkers In printing inks and polymers.
Paper coatings Strength giving, water-resistant surface coatings for paper and

paperboard.
Pigment coating For better weathering of paint films.
Polymer adhesives Various additives including crosslinkers.

The most common form of boron nitride is the graphite-like hexagonal one,
used increasingly because of its unique combination of properties: low density
(2.27 g/cm3), high-temperature stability (melting point close to 3000 ◦C), chemical
inertness (especially its resistance to acids and molten metals and its stability in
air up to 1000 ◦C and in inert gases like N2, CO, and Ar up to 270 ◦C), stabil-
ity to thermal shock, workability of hot-pressed shapes, extremely low electrical
conductivity—which makes it an excellent insulator—and high thermal conductivity.

The cubic form of boron nitride, β-BN, resembles diamond in its crystal structure
and in some of its properties. Pure β-BN is colorless and a good electrical insulator.
Doping with Li3N or other elements (Be, Si, C, or P) turns β-BN yellow to black
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Figure 22.11. Idealized structures of BN polymorphs (4): (left) α, (center) β, and (right) γ.

and modifies other properties, such as conductivity or toughness. The calculated
density of β-BN is 3.48 g/cm3. Because β-BN is stable in air up to 1400 ◦C, higher
than diamond, which burns away at only 800 ◦C, it is an effective high-temperature
abrasive (15).

Wurtzite-like boron nitride, γ-BN, which is metastable at the pressures and
temperatures where β-BN is prepared, has a density close to that of cubic β-BN.
Above 5.5 GPa and 1300 ◦C, the γ-BN to β-BN transformation takes place.

Hexagonal α-BN is prepared mainly by two processes on an industrial scale (16):

1. Reaction of boric oxide or boric acid with ammonia in the presence of a carrier,
often tricalcium orthophosphate:

B2O3 + 2NH3 −→ 2BN + 3H2O (900 ◦C)

A second heat treatment for purification and stabilization is carried out at
>1500 ◦C under N2.

2. Reaction of boric acid or borax with organic nitrogen compounds, e.g., urea or
melamine:

B2O3 + CO(NH2)2 −→ 2BN + CO2 + 2H2O (>1000 ◦C)

The first method usually leads to formation of crystalline α-BN as thin hexag-
onal platelets with a thickness of about 0.1–0.5 µm and a diameter of up to 5 µm.
The second method can produce a “turbostratic” boron nitride, a hexagonal struc-
ture characterized by partial or complete absence of three-dimensional order among
its lamellae. A third method, known as self-propagating high-temperature synthesis,
has been developed recently (17), which is based on a solid–solid reaction, strongly
exothermic, where the intense heating of the reacting mass is self-propagating by
way of a combustion front or wave; depending on the process, the temperatures in
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this front can reach values as high as 4000 ◦C, creating pressures up to 25 Mpa. The
main advantages of this technology are the simplicity of the process and the
low energy consumption, the high purity of the products formed, and the high
productivity (15).

Properties of boron nitride ceramics are listed in Table 22.8. Cubic boron nitride
is the second hardest material known after diamond. In fact, it is considered not a
form a boron nitride but a different compound. It was first introduced commercially
in 1969; it is known by the initials CBN and commercialized with the trade names of
Borazon and Amber Boron Nitride, among others.

This abrasive may be made in any of the high-pressure, high-temperature
apparatuses used for diamond production. By using different raw materials and
manufacturing conditions, a variety of products having a range of friabilities may
be produced. Color ranges from almost colorless through shades of yellow, red, and
black. As with diamonds, the producers supply CBN in sized grains and flours.

CBN uses are similar to those of diamond, i.e., machining and drilling. Grinding
wheels made from resin- or metal-bonded β-BN grits are in many cases superior and
less expensive than diamond wheels because of their better chemical resistance and
greater toughness. Sintered dense compacts of β-BN are being used increasingly as
cutting tools for hard steels and tough nickel-based superalloys, as wire drawing dies,
and as cutting heads in rock drills (15).

TABLE 22.8. Properties of Boron Nitride Ceramics (15).

Hot-Pressed
Hot Isostatically Composite Ceramics

Hot-Pressed BN Pressed BN BN/ZrO2

Bulk density, g/cm3 2.0 2.2 2.8–3.6b

Porosity, vol % <7 <1 <7
Modulus of rupture

(4-point),a MPa
100/80 50 130/70

Young’s modulus,a GPa 70/35 30 80/35
Thermal conductivity,

Wm−1K−1
20 ◦C 65/45 50 35–25/20–18b

400 ◦C 50/30 40 31–21/17–15
700 ◦C 30/20 30 28–18/15–13
1000 ◦C 15/10 20 25–15/13–18

Thermal expansion
coefficient, 10−6 K−1

(at 20–1000 ◦C)

1.2/8.0 4.0 4.5–9.0/8.5–11.0b

Specific heat, J/gK
(at 20 ◦C)

0.8 0.8 0.7

Electrical resistivity, 	cm
(at 20 ◦C)

>1012 >1012 >1012

Dielectric strength,
kV/mm (at 20 ◦C)

>6 >6 >6

aTest orientation vertical/parallel to pressing direction.
bDependent on BN/ZrO2 ratio.
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22.4.4. Silicon Carbide (SiC)

Silicon carbide was the first synthetic abrasive invented and commercialized. It was
discovered by Acheson in 1891, when he tried to make diamonds by an electric-arc
heating process. As Acheson wrongly thought that this compound was a combination
of carbon and corundum, he called it “carborundum,” a name maintained even after
knowing its real chemical composition.

Its chemical formula is SiC, with a composition of 70.05 wt % Si and 29.95 wt
% C. Its density is 3.21 g/cm3. It does not exhibit a congruent melting point. In a
closed system, i.e., under equilibrium conditions at a total pressure of 0.1 MPa, SiC
decomposes at 2830 ± 40 ◦C into carbon and a silicon-rich melt; in an open system
decomposition, it begins at ca. 2300 ◦C (18).

Silicon carbide has special chemical and physical properties, especially a high
chemical resistance, a great hardness, and semiconducting properties. It is conse-
quently used in the production of abrasives, refractory materials, heating elements,
voltage-dependent electrical resistors, light-emitting diodes, and structural ceramic
components. Silicon carbide also has the ability to dissolve in molten iron, and it is
therefore used in ferrous metallurgy as an alloying and deoxidizing agent.

Silicon carbide has the diamond structure, with C and Si atoms located in alternated
positions in the structure, each one having a tetrahedral coordination of atoms of the
other type (Figure 22.12).

Figure 22.12. Idealized structure of SiC (4) showing the wurtzite structure, with Si and C
atoms tetrahedrally bonded to the opposite ones.
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Silicon carbide exists as both polymorphs and polytypes. As indicated, coordina-
tion of both C and Si atoms is tetrahedral. Depending on the plane packing, two forms
of silicon carbide may occur: cubic β-SiC and α-SiC, which includes a large number
of hexagonal and rhombohedral crystal types. In addition, different polytypes are
formed, such as 3C, 4H, 6H, and 15R. β-SiC is metastable and is formed initially in
SiC production. It changes into α-SiC above 1900 ◦C (19). Different packing patterns
for these polytypes are shown in Figure 22.13.

Silicon carbide is produced industrially from silicon dioxide and carbon, which
react according to the overall equation:

SiO2 + 3C −→ SiC + 2CO

The reaction is strongly endothermic with �H298K = +618.5 kJ/mol (20). The
reaction in fact takes place in several stages. The initiation step

SiO2 + C −→ SiO + CO

is thermodynamically possible above ca. 1700 ◦C and in fact starts when SiO2 melts.
The next steps are

SiO + C −→ Si + CO

Si + C −→ SiC

The SiC thus formed appears as an incrustation on the carbon grains, preventing
further formation of SiC, and ultimately causing the reaction to halt. The SiC then

Figure 22.13. Different packing patterns for SiC polytypes.
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reacts further

SiC + 2SiO2 −→ 3SiO + CO

SiC + SiO ←→ 2Si(g) + CO

The yield and quality of silicon carbide are seriously affected by any impurities
existing in the raw materials. Therefore, high-purity raw materials should be used.

The source of silicon is generally very pure, natural silica sand or ground quartz.
The SiO2 content is 99.0–99.9%, preferably >99.7%, depending on the quality of SiC
required. The usual impurities are Fe2O3 (0.01–0.05%) andAl2O3 (0.02–0.50%) (21).

The preferred carbon source is low-ash petroleum coke, with a typical composition
93.7% Cfix, 6.2% volatiles, and 0.1% ash. Charcoal and anthracite are also used to
produce silicon carbide, but these materials are not sufficiently pure to produce the
highest quality SiC grades such as green SiC.

An important new process is the direct manufacture of sinterable β-SiC powders
from the gas phase by decomposing gaseous silicon halides in the presence of hydro-
carbons in a plasma jet reactor. In another CVD process, the starting materials are
organosilicon compounds. Another method of producing a sinterable β-SiC powder
is the carbothermic reduction of finely divided SiO2.

In addition to its hardness, an important property of silicon carbide is its chemical
resistance: It is resistant to organic solvents, alkalis, acids, salt solutions, and even
aqua regia and fuming nitric acid.

The behavior of silicon carbide toward oxygen and oxygen-containing gases is of
industrial importance. Oxidation of pure SiC begins at ca. 600 ◦C, forming a SiO2
coating on the surface of the SiC that prevents further oxidation. This is named passive

oxidation, and it may be distinguished from the active oxidation, which takes place
under oxygen deficient conditions above 1000 ◦C, leading to decomposition of SiC
and formation of SiO, through the following reaction (22):

SiC + O2 −→ SiO + CO

Silicon carbide is attacked and decomposed by oxidizing agents if the SiO2 protective
layer is removed, thereby enabling the reaction to proceed unhindered. SiC is decom-
posed in this way by fused alkalis such as Na2CO3 + Na2O2 or Na2CO3 + KNO3.
In the presence of oxygen, fused lead borate causes complete decomposition of SiC.
Pb3O4 or a mixture of K2Cr2O7 with PbCrO4 reacts very vigorously on heating with
silicon carbide.

A mixture of hydrofluoric acid, nitric acid, and sulphuric acid slowly attacks sili-
con carbide. However, complete dissolution only takes place under pressure and at a
high temperature if SiC is very finely divided. Chlorine reacts with SiC above 800 °C,
forming silicon tetrachloride and carbon. Silicon carbide behaves toward molten met-
als in various ways: It is not attacked by molten zinc or zinc vapor, whereas molten
aluminum attacks SiC slowly, forming Al4C3 and Si (23).



708 OXIDE NANOMATERIALS IN CERAMICS

SiC is sensitive to oxygen and oxygen-containing gases such as water vapor. In an
oxidizing atmosphere, SiC begins to decompose to SiO2 and CO or CO2 at ca. 900 ◦C.
Above ca. 1200 ◦C, the SiO2 layer formed on the SiC grains becomes glassy and
retards further oxidation. Oxidation can be largely prevented by a dense protective
coating (e.g., an Al2O3 surface layer). SiC is also sensitive to alkali melts, basic slags,
chlorine gas, and metal melts other than lead, zinc, and copper. Alkali resistance can
be increased by using a nitride bond.

SiC is used in blast furnaces, kiln furniture in the ceramic industry (maximum
service temperature, 1500 ◦C), incinerators, retorts for zinc distillation, aluminum
industry (submerged burner tubes), and in tubes for ceramic regenerators (3,18).

22.4.5. Silicon Nitride (Si3N4)

Silicon and nitrogen form a covalent compound with chemical formula Si3N4, whose
structure is shown in Figure 22.14. In the cubic and tetragonal forms, each silicon
atom is tetrahedrally linked to four nitrogen atoms and each nitrogen atom is in the
center of a triangle, whose corners are occupied by silicon atoms, whereas in the
hexagonal form, the coordination is tetrahedral for both atoms.

Silicon nitride exists in two basic forms: porous and dense. The porous form,
reaction-bonded silicon nitride (RBSN), is produced by controlled nitridation of
a compact silicon powder in a nitrogen atmosphere at 1400 ◦C. Dense silicon

nitride is made by several processes, including hot pressing and pressureless
sintering.

RBSN has the lowest strength over most of the temperature range. The strength
depends on bulk density, which can be controlled in the range 2.0–2.8 g/cm3, com-
pared with the calculated density of ca. 3.2 g/cm3. Pore morphology is an additional
strength-controlling factor. Flexure strength is relatively low, but it is maintained to
>1200 ◦C because the absence of sintering aids means that no glassy phases are
present in the microstructure. One manufacturing advantage is that little shrinkage
occurs on nitridation. Thus, the pressed and machined silicon powder shape can often
be made close to the final dimensions. Reaction-bonded silicon nitride is used in light

Figure 22.14. Idealized structures of three Si3N4 polymorphs (4): (left) cubic, (center)
tetragonal, and (right) hexagonal. The black spheres correspond to Si atoms and the gray
ones to N atoms.
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alloy foundries for pouring spouts, continuous casting dies, and so on, and in heat
treatment and brazing fixtures.

The production of dense silicon nitride requires the incorporation of sintering aids.
Sintering may be carried out at atmospheric or slight overpressure to produce sintered
material (sintered silicon nitride, SSN). Sintering takes place during hot pressing (hot
pressed silicon nitride, HPSN) or hot isostatic pressing; the amount of sintering aid
required generally decreases with applied pressure. Oxides such as MgO, Y2O3, and
Al2O3 are incorporated as sintering aids, and densification occurs at 1600–1800 ◦C
by dissolution and precipitation of β-Si3N4 from the liquid produced by the sintering
aids. The resultant microstructure contains two or more phases depending on the aids
used. The first widely used additive was MgO, which reacts with SiO2 to develop
a low-viscosity glassy phase that limits temperature capability. A more refractory
glass is produced by addition ofY2O3;Y2O3-containing materials, therefore, possess
higher temperature capability.

Dense silicon nitride has been used for various static and rotating turbine
components and has been built into automobile turbocharger rotors.

The properties of silicon nitride are strongly dependent on the additives it contains.
Table 22.9 compares the properties of silicon nitride hot pressed with MgO additive,
silicon nitride sintered withY2O3 additive, reaction bonded silicon nitride, and Sialon.
Generally speaking, higher strengths are achieved both at low and high temperatures
by hot pressing; however, this is not an easily commercialized process for mass
production. Reaction-bonded silicon nitride, made by exposing a compact silicon
powder to nitrogen at high temperatures, has poor low-temperature strength but good
high-temperature strength (3).

22.4.6. Sialons (Si6−zAlzOzN8−z)

A compound related to silicon nitride that has found successful commercialization is
SiAlON, an aluminum silicon oxide nitride. The most common form has the formula
Si6−zAlzOzN8−z, where z ranges from 0 to 4. Compounds with z near zero have good

TABLE 22.9. The Effects of Additives on the Properties of Silicon Nitride (24).

Bending Strength, Thermal
Four Point, MPa Elasticity Expansion Thermal

Modulus Coefficient, Conductivity,
Material RT 100 ◦C 1375 ◦C GPa 10−6 K−1 W m−1 K−1

Hot pressed (MgO
additive)

690 620 330 317 3.0 30–15

Sintered (Y2O3
additive)

655 585 275 276 3.2 28–12

Reaction bonded
(2.45 g/cm3)

210 345 380 165 2.8 6–3

SiAlON (sintered) 485 485 275 297 3.2 22
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Figure 22.15. Idealized structure of Si3Al3O3N5 (4). The centers of the tetrahedra are occupied
by Si or Al atoms, whereas the corners (spheres) correspond to O or N atoms.

high-temperature strength, creep resistance, and oxidation resistance, whereas those
with z approaching 4 have good low-temperature properties, i.e., strength, toughness,
and abrasion resistance; the structure for z = 3 is shown in Figure 22.15.

Sialons are based on a solid solution of Al2O3 in Si3N4, where nitrogen is partially
replaced by oxygen and silicon is partially replaced by aluminum. They may be pro-
duced by firing under a nitrogen-containing atmosphere a green mixture composed of
Si–SiC, which may also include Al2O3 or other alumina-bearing compounds. They
also contain additives such as Y2O3, because they are made by hot pressing or sinter-
ing. The second phase in such materials can be crystallized toY3Al5O12. The result is
a higher temperature capability because this is not a glassy phase. Sialon containing a
glassy second phase has been used for machining nickel superalloy turbine disks at a
surface speed of 5 m/s, compared with a maximum of 0.25 m/s for tungsten carbide
inserts (3).

22.4.7. Boron Carbide (B4C)

Recent studies (25) using density functional theory have shown that the structure of
boron carbide, B4C, can be described as a arrangement of 3-atom linear chains and
12-atom icosahedra (Figure 22.16); all chains have a CBC structure and although
most of the icosahedra have a B11C structure—the C atom placed in a polar site—a
few percentage have a B12 structure or a B10C2 structure with the two C atoms placed
in two antipodal sites.
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Figure 22.16. Structure of B4C as concluded from DFT studies. Reprinted from Ref. 25 with
permission.

Boron carbide is produced by carbothermic reduction from a charge of high-purity
boron oxide glass and high-purity coke according to the following reaction, usually
carried out in arc or Acheson furnaces (26):

2B2O3 + 7C −→ B4C + 6CO

It can be also prepared by reduction of boric oxide with magnesium in the presence
of carbon, at high temperature, with the reaction being:

2B2O3 + 6Mg + C −→ B4C + 6MgO

This abrasive is unsuited for use in bonded or coated products. However, for
loose-grain applications, such as the lapping of cemented carbides and other hard
materials, it is used alone or mixed with silicon carbide.

22.4.8. Aluminium Titanate (Al2TiO5)

The chemical formula of this compound can be written as Al2TiO5 or as Al2O3•TiO2.
It has the psuedobrookite (Fe2TiO5) crystal structure.
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TABLE 22.10. Typical Physical Properties for Aluminium

Titanate (27).

Property Value

Density 3–3.4 g.cm−3

Modulus of Rupture (RT) 30 MPa
Modulus of Rupture (1000 ◦C) 60 MPa
Young’s modulus 20 GPa
Thermal expansion (20–600 ◦C) 0–1 × 10−6 K−1

Thermal expansion (600–1000 ◦C) 1–2 × 10−6 K−1

Thermal conductivity (RT–1000 ◦C) <2W.m.K−1

Maximum service temperature 1000 ◦C continuous
1100 ◦C intermittent

Thermal shock resistance Excellent
Resistance to molten metals Good

Aluminium titanate is synthesized by solid-state reaction (ceramic method)
between alumina and titania, with a temperature higher than 1350 ◦C being needed.
The reaction product is sintered in air at 1400–1600 ◦C.

Ceramics manufactured from aluminium titanate exhibit extremely good resistance
to thermal shock. The excellent thermal shock resistance and low thermal conductiv-
ity coupled with good chemical resistance to molten metals (particularly aluminium)
result in the material fulfilling several metal contact applications in the foundry indus-
try. They are also used in the automotive industry as an insulating liner for exhaust
manifolds.

The main properties of aluminium titanate are summarized in Table 22.10.
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