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Preface 

This book examines ways to generate hydrogen from sunlight and water.  It largely 
arose out of a desire to bring all the disparate ways to accomplish this goal within the 
confines of a single edited volume.  Thus we are aware of many books and reports 
discussing the pros and cons of a hydrogen economy but none, that we are aware of, 
that focus on the science and technology of generating hydrogen from sunlight and 
water. While renewable hydrogen currently remains an elusive goal, at least from a 
cost perspective, the scientific principles behind its generation are well understood.  
Thus over and above reviewing this substantial fundamental database, part of the 
incentive for creating this book was to hopefully inspire future generations of 
scientists and engineers to respond to the grand challenge of translating the 
impressive laboratory advances and prototype demonstrations to a practical 
renewable energy economy.  Much of this daunting hurdle has to do with optimizing 
the efficiency and hence the cost-effectiveness of hydrogen producing solar energy 
systems. 

History certainly is on our side in meeting this challenge.  Many early 
civilizations used the sun, water, and the wind to meet basic needs.  Even geothermal 
heat was used by North American Indians some 10,000 years ago for cooking.  The 
ancient Greeks used hydro power to grind flour and the Persians used windmills to 
pump water in the first millennium.   The human race is very good at solving 
technological problems and we can certainly wean ourselves from fossil fuels if we 
collectively put our minds to it.  But cost is certainly going to be a driver and no 
amount of civic sense is going to render the hydrogen economy practically realizable 
if a gallon of gasoline continues to be substantially cheaper than a kilogram of 
hydrogen.  Unfortunately however we can only give short shrift to the issue of 
economics in this book because of the rapidly shifting landscape of assumptions that 
an evolving technology brings with it.  Nonetheless, the concluding chapter of this 
book examines investments, levelized hydrogen prices, and fuel cycle greenhouse 
gas emissions of a centralized electrolytic hydrogen production and distribution 
system powered by photovoltaic electricity. 

 



viii Preface 
 

Another important and related topic, not specifically addressed in this book, 
concerns the issue of how to store hydrogen, especially in a mobile transportation 
application.  We felt that this topic was specialized and wide ranging enough to 
warrant a separate volume to be created by scientists and engineers far more 
qualified and knowledgeable than us.  While fuel cells are briefly introduced in 
Chapter 1, how hydrogen is to be utilized to generate power is again left to many 
other excellent treatises in the literature; some of these are cited in what follows.   

Every effort was made to remove redundancy and add homogeneity to the 
material in this multi-author volume.  Indeed, the more authoritative level of 
discussion afforded by having specialists write each chapter will have hopefully 
overridden any “rough edges” that remain from chapter to chapter.  Undoubtedly, 
many flaws remain for which we as editors are wholly responsible; we would 
welcome feedback on these. 

A project of this magnitude could not have been completed without the collective 
contributions of many people, some of whom we wish to acknowledge at this 
juncture.  First, Ken Howell deserves special thanks for his many useful suggestions.  
His patience as this book production went through countless delays is also much 
appreciated.  Don Gwinner, Al Hicks and their production team at NREL managed to 
create quality illustrations from the drawings and graphs (many in primitive form) 
that were furnished to them.  Maria Gamboa is thanked for very capably doing the 
pre-print lay-out of the various manuscripts.  Finally we offer simple thanks to our 
families for their love and support and for putting up with the many weekends away 
spent in putting this volume together. 
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1 Renewable Energy and the Terawatt Challenge 

Technological advancement and a growing world economy during the past few dec-
ades have led to major improvements in the living conditions of people in the devel-
oped world.  However, these improvements have come at a steep environmental 
price.  Air quality concerns and global climate impact constitute two major problems 
with our reliance on fossil energy sources.  Global warming as a result of the accu-
mulation of greenhouse gases such as CO2 is not a new concept.  More than a cen-
tury ago, Arrhenius put forth the idea that CO2 from fossil fuel combustion could 
cause the earth to warm as the infrared opacity of its atmosphere continued to rise.1 
The links between fossil fuel burning, climate change, and environmental impacts 
are becoming better understood.2  Atmospheric CO2 has increased from ~275 ppm to 
~370 ppm (Figure 1); unchecked, it will pass 550 ppm this century.  Climate models 
indicate that 550 ppm CO2 accumulation, if sustained, could eventually produce 
global warming comparable in magnitude but opposite in sign to the global cooling 
of the last Ice Age.3  The consequences of this lurking time bomb could be unpredict-
ably catastrophic and disastrous as recent hurricanes and tsunamis indicate. 

Every year, a larger percentage of the 6.5 billion global population seeks to im-
prove their standard of living by burning ever-increasing quantities of carbon-rich 
fossil fuels.  Based on United Nations forecasts, another 2.5 billion people are ex-
pected by 2050 with the preponderance of them residing in poor countries.4 Coupled 
with this growing population’s desire to improve their quality of life are the devel-
oped countries already high and rising per capita energy use which promises to add 
to the environmental pressure.  

Oil, coal, and natural gas have powered cars, trucks, power plants, and factories, 
causing a relatively recent and dramatic buildup of greenhouse gases in the atmos- 
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Fig. 1.  Atmospheric carbon dioxide record from Mauna Loa. Data courtesy of C. D. Keeling 
and T. P. Whorf. 

phere, most notably CO2. The anthropogenic buildup of heat-trapping gases is inten-
sifying the earth’s natural greenhouse effect, causing average global temperatures to 
rise at an increasing rate.  We appear to be entering into a period of abrupt swings in 
climate partially due to buildup of human-released CO2 in the atmosphere.  Most 
alarming is not the fact that the climate is changing but rather the rate at which the 
buildup of CO2 is occurring.   

Ice core samples from Vostok, Antarctic, look back over 400,000 years before 
present at atmospheric CO2 levels by examining the composition of air bubbles 
trapped in the polar ice buried over 3623 m (11,886 ft) deep.5 These data show that 
the range of CO2 concentrations over this time period have been relatively stable, 
cycling between about 180 and 300 parts per million by volume (ppmv).  According 
to the World Meteorological Organization the CO2 concentration in 2005 reached an 
unprecedented 379.1 ppmv.6    

This environmental imperative requires us to quickly come to terms with the ac-
tual costs, including environmental externalities, of all of our energy use.  Only then 
will the economic reality of energy consumption be realized and renewable sources 
expand through true market forces.  That is not to say that fossil fuels like oil, natural 
gas, and coal do not have a future in helping to meet this growing demand.  Howev-
er, it should go without saying that all new sources of CO2 should be captured and 
stored (i.e., sequestered).  Although integrating the systems required to safely and 
economically storing CO2 deep underground have not been realized.  More than  
ever, CO2 released into the atmosphere by coal-fired power plants must be addressed  
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to effectively deal with global climate change.  In addition to greenhouse gas emis-
sions, destructive extraction and processing of the fuel, fine particulates of 2.5 mi-
crometers (μm) released from coal-fired power plants are responsible for the deaths 
of roughly 30,000 Americans every year.7 

Even notwithstanding this climate change and global warming concern are issues 
with the supply side of a fossil-derived energy economy.  Gasoline and natural gas 
supplies will be under increasing stress as the economies of heavily-populated devel-
oping countries (such as India and China) heat up and become more energy inten-
sive.  It is pertinent to note that this supply problem is exacerbated because the Unit-
ed States alone consumes a disproportionately higher fraction (more than the next 
five highest energy-consuming nations, Ref. 8) of the available fossil fuel supply.  
There are no signs that the insatiable energy appetite of the U. S. and other advanced 
parts of the world are beginning to wane.  While there is considerable debate about 
when global oil and natural gas production is likely to peak,9 there is no debate that 
fossil fuels constitute a non-renewable, finite resource.  We are already seeing a 
trend in some parts of the world (e.g., Alberta, Canada) of a switch to “dirtier” fossil 
fuels, namely, coal, heavy oil or tar sand as petroleum substitutes.  This switch 
would mean an increase in CO2 emissions (note that the carbon content of these 
sources is higher than gasoline or natural gas), a greater temperature rise than is now 
being forecast, and even more devastating effects on the earth’s biosphere than have 
already been envisioned.10 

Currently, renewable energy only constitutes a very small fraction of the total 
energy mix in the U. S. and in other parts of the world (Figure 2).  For example, in 
2000, only about 6.6 quads (one quad is about 1018 J) of the primary energy in the U. 
S. came from renewables out of a total of 98.5 quads.11 Of this small fraction sup-
plied by renewable energy, about 3.3 quads were from biomass, 2.8 from hydroelec-
tric generation, 0.32 from geothermal sources, 0.07 from solar thermal energy and 
0.05 quads from wind turbines.8  This profile would have to switch to an energy mix 
that resembles the right-side panel in Figure 2 if the CO2 emissions are to be capped 
at environmentally safe levels.  This is what the late Professor Rick Smalley, winner 
of the Nobel Prize in Chemistry, referred to as the Terawatt Challenge.  Recent ana-
lyses12 have posited that researching, developing, and commercializing carbon-free 
primary power to the required level of 10-30 TW (one terawatt = 1012 W) by 2050 
will require efforts of the urgency and scale of the Manhattan Project and the Apollo 
Space Program. 

This book examines the salient aspects of a hydrogen economy, particularly with-
in the context of a renewable, sustainable energy system. 

2  Hydrogen as a Fuel of the Future 

Jules Verne appears to be one of the earliest people to recognize, or at least articu-
late, the idea of splitting water to produce hydrogen (H2) and oxygen (O2) in order to 
satisfy the energy requirements of society.  As early as 1874 in The Mysterious Isl-
and, Jules Verne alluded to clean hydrogen fuels, writing:  
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Fig. 2.   The terawatt renewable energy challenge; the energy mix has to switch from the panel 
on the left to the panel on the right to cap CO2 levels at safe limits.  Data from the Internation-

al Energy Agency. 

"Yes, my friends, I believe that water will someday be employed as fuel, that 
hydrogen and oxygen, which constitute it, used singly or together, will furnish 
an inexhaustible source of heat and light….I believe, then, that when the de-
posits of coal are exhausted, we shall heat and warm ourselves with water.  
Water will be the coal of the future."   

Remarkable words indeed from a prophetic visionary who foresaw also the tech-
nological development of spacecraft and submarines.  Hydrogen gas was first iso-
lated by Henry Cavendish in 1766 and later recognized as a constituent of water by 
Lavoisier in 1783.13 The production of hydrogen and oxygen by the electrolytic de-
composition of water has been practiced since the year 1800, when the process was 
first discovered by Nicholson and Carlisle.14 Since then, the idea of society using 
hydrogen as a primary energy carrier has been explored and refined.     

In the late 1920s and the early 1930s a German inventor, Rudolf A. Erren, recog-
nized and worked towards producing hydrogen from off-peak electricity and modify-
ing the internal combustion engine to run on hydrogen.15 Erren’s primary objective 
was to eliminate pollution from the automobile and reduce oil imports.  In the 1970s 
Derek Gregory appears to have been one of the leading advocates in creating the 
case for a hydrogen-based economy.13,15,16  

The literature suggests that the term hydrogen economy may have been coined by 
H. R. Linden, one of Gregory’s colleagues at the Institute of Gas Technology, in 
1971.13 Gregory points to hydrogen’s environmental benefits and recognizes that, 
while fossil fuels are inexpensive, requiring the atmosphere to assimilate the by-
products of their combustion is not without consequence.   
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The water electrolyzer industry grew substantially during the 1920s and 1930s, as 
elaborated later in Chapter 3.  This included products from companies such as Oerli-
kon, Norsk Hydro, and Cominco in multi-megawatt sizes.14,17,18 Most of these instal-
lations were near hydroelectric plants that supplied an inexpensive source of electric-
ity.  As more hydrogen was needed for industries, steam reforming of methane 
gradually took over as the hydrogen production process of choice because it was less 
expensive.   

Hydrogen is often blamed for the 1937 Hindenburg disaster.  The shell of the 
German airship was a mixture of two major components of rocket fuel, aluminum 
and iron oxide, and a doping solution which was stretched to waterproof the outer 
hull.  Researchers concluded that the coating of the Hindenburg airship was ignited 
by an electrical discharge and the ensuing explosion to be inconsistent with a hydro-
gen fire.19 It turns out that 35 of the 37 people who died in the disaster, perished from 
jumping or falling from the airship to the ground. Only two of the victims died of 
burns, and these were from the burning airship coating and on-board diesel fuel.20 
Modern laboratory tests confirmed that the 1930s fabric samples to still be combust-
ible. 

“Although the benefits of the hydrogen economy are still years away, our big-
gest challenges from a sustainability standpoint are here today,”  

said Mike Nicklas, Past Chair of the American Solar Energy Society, during his 
opening comments at the first Renewable Hydrogen Forum in Washington, D.C., in 
April 2003.21 

Hydrogen (H) is the simplest of atoms, consisting of one proton and one electron 
also called a protium.  As atoms, hydrogen is very reactive and prefers to join into 
molecular pairs (H2) and when mixed in sufficient quantities with an oxidant (i.e., 
air, O2, Cl, F, N2O4, etc.) becomes a combustible mixture.  Like all other fuels, H2 
requires proper understanding and handling to avoid unwanted flammable or explo-
sive environments.  Hydrogen is not a primary source of energy; rather it is an ener-
gy carrier much like electricity.  Therefore, energy is required to extract hydrogen 
from substances like natural gas, water, coal, or any other hydrocarbon.   

At 25 °C and atmospheric pressure the density of air is 1.225 kg m-3 while hydro-
gen is 0.0838 kg m-3, making it 14.6 times lighter than air. This is an important safety 
consideration in that a hydrogen leak will dissipate quickly.  Hydrogen’s positive 
buoyancy significantly limits the horizontal spreading of hydrogen that could lead to 
combustible mixtures.  Hydrogen is the lightest (molecular weight 2.016) and smal-
lest of all gases requiring special considerations for containing and sensing a leak. 
 Figure 3 shows the two types of molecular hydrogen distinguished by the spin, 
ortho- and para-hydrogen. They differ in the magnetic interactions as ortho-hydrogen 
atoms are both spinning in the same direction and in para-hydrogen the protons are 
spinning anti-parallel.  At 300 K, the majority (75%) is ortho-hydrogen, while at 20 
K 99.8% of the hydrogen molecules are para-hydrogen.  As the gas transitions from 
gas to liquid at 20 K heat is released and ortho-hydrogen becomes unstable.22 Hydro-
gen becomes a liquid below its boiling point of −253 °C (20 K) at atmospheric pres- 
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Fig. 3. Ortho- (left) and para-hydrogen (right). 

 
sure. Pressurization of the hydrogen to 195 pisg  (13 barg) increases the boiling point 

to −240 °C (−400 °F), pressures above that don’t return a significant improvement.22 
At ambient temperature and pressure hydrogen is colorless, odorless, tasteless 

and nontoxic.  However, leaks of hydrogen (or any gas for that matter) can displace 
oxygen and act as an asphyxiant.  Any atmosphere with less than 19.5% oxygen by 
volume in considered oxygen deficient and asphyxiation can lead to physiological 
hazards.   

The primary hazard associated with gaseous hydrogen is the unintentional mixing 
of the fuel with an oxidant (typically air) in the presence of an ignition source.  Hy-
drogen fires and deflagrations have resulted when concentrations within the flamma-
bility limit were ignited by seemingly harmless ignition sources.  Ignition sources 
include electrical, mechanical, thermal and chemical. For example; sparks from 
valves, electrostatic discharges, sparks from electrical equipment, mechanical im-
pact, welding and cutting, open flame, personnel smoking, catalyst particles and 
lightning strikes in the proximity of hydrogen vent stacks.23 

With the exception of helium, hydrogen has the lowest boiling point at atmos-
pheric pressure of where it becomes a transparent and odorless liquid.  Liquid hydro-
gen has a specific gravity of 0.071, which is roughly 1/14th the density of water and 
is neither corrosive nor reactive.  The low specific gravity of liquid hydrogen further 
reveals hydrogen’s low volumetric energy density in that a cubic meter of water 
contains more hydrogen (111 kg) than a cubic meter of pure hydrogen in liquid state 
(71 kg). The values of the main physical properties of gaseous hydrogen are shown 
in Table 1. 

Leaking hydrogen gas and (once ignited) its flame are nearly invisible.  The pale 
blue flame of a hydrogen fire is barely visible and is often detected by placing a 
standard household wicker broom in the path of the suspected hydrogen flame.  The 
hydrogen flame temperature in air (2045 C, 3713 F) releases most of its energy in the 
ultraviolet (UV) region requiring UV sensors for detecting the presence of a flare or 
fire.  The UV radiation from a flaring hydrogen fire can also cause burns akin to 
over-exposure to the sun’s damaging UV radiation.   
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Table 1. Selected properties of gaseous hydrogen at 20 °C and 1 atm. 

Physical Property  Units 

Molecular weight 2.016  
Density 0.0838 kg/m3 
Specific gravity 0.0696 (Air = 1) 

Viscosity        8.813 x 10-5 g/cm sec 
Diffusivity 1.697 m2/hr 
Thermal conductivity 0.1825 W/m K 

Expansion ratio 1:848 Liquid to gas 
Boiling point (1 atm) -253 (-423) °C (°F) 
Specific heat, constant pressure      14.29 J/g K 

Specific heat, constant volume      10.16 J/g K 
Specific volume      11.93 m3/kg 
Diffusion coefficient in air        6.10 cm2/sec 

Enthalpy   4098 kJ/kg 
Entropy       64.44 J/g K 

 
The amount of thermal radiation (heat) emitted from a hydrogen flame is low and 

is hard to detect by feeling (low emissivity).  Most commercially available combust-
ible gas detectors can be calibrated for hydrogen detection. Typically alarms from 
these sensors are set by the manufacturer between 10%–50% of the lower flammabil-
ity limit (LFL) of hydrogen to avoid the presence of an unwanted flammable envi-
ronment. 

Table 2 compares the same fuels as above and reports their volumetric energy 
density in kg m-3.  Hydrogen has the highest energy content per unit mass than any 
fuel making it especially valuable when traveling into space.  As mentioned earlier, 
hydrogen suffers volumetrically when compared with traditional fuels making stor-
ing sufficient on-board terrestrial vehicles an engineering challenge. 

The LFL of hydrogen represents the minimum concentration required below 
which the mixture is too lean to support combustion.24 Hydrogen has a wide flam-
mability range of (4%–75%) while gasoline is (1.5%–7%) when mixed with air at 
standard temperature (25 ºC) and pressure (1 atm).  Hydrogen in oxygen has a 
slightly wider flammability range (4%–95%).  Table 3 summarizes a selected num-
ber of important combustion properties of hydrogen. 

 
 

Table 2. Comparing hydrogen properties with other fuels. Based on LHV and 1 atm,  
25 °C for gases. 

 Hydrogen Methane Gasoline Diesel Methanol 

Density, kg m-3     0.0838      0.71        702      855       799 
Energy density, MJ m-3   10.8    32.6   31,240 36,340   14,500 
Energy density, kWh m-3      3.0      9.1      8680 10,090       4030 
Energy, kWh kg-1    33.3    12.8          12.4        11.8               5.0 

*Energy density = LHV ∗ density (�), and the conversion factor is 1 kWh = 3.6 MJ. 
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Table 3. Selected combustion properties of hydrogen at 20 oC and 1 atm.a 

Combustion Property  Units 

Flammability limits in air 4 – 75 vol% 
Flammability limits in oxygen 4 – 95 vol% 
Detonability limits in air 18 – 59 vol% 

Detonability limits in oxygen 15 – 90 vol% 
Minimum ignition energy in air 17 �J 
Auto ignition temperature 585 (1085) °C (°F) 

Quenching gap in air 0.064 cm 
Diffusion coefficient in air 0.061 cm2/sec 
Flame velocity 2.7 – 3.5 m/s 

Flame emissivity 0.1  
Flame temperature 2045 (3713) °C (°F) 

aFrom Ref. 19. 
 
Each fuel is limited to a fixed amount of energy it can release when it reacts with 

an oxidant.  Every fuel has been experimentally tested to determine the amount of 
energy it can release and is reported as the fuel’s higher heating value (HHV) and 
lower heating value (LHV).  The difference between the two values is the latent heat 
of vaporization of water, and the LHV assumes this energy is not recovered.22 In 
other words, LHVs neglect the energy in the water vapor formed by the combustion 
of hydrogen in the fuel because it may be impractical to recover the energy released 
when water condenses. This heat of vaporization typically represents about 10% of 
the energy content.   

It is often confusing to know which heating value to use when dealing with simi-
lar processes such as electrolysis and fuel cells.  The appropriate heating value de-
pends on the phase of the water in the reaction products.  When water is in liquid 
form, the HHV is used; if water vapor (or steam) is formed in the reaction, then the 
LHV would be appropriate.  An important distinction is that water is produced in the 
form of vapor in a fuel cell as well as in a combustion reaction and, therefore, the 
LHV represents the amount of energy available to do work. Table 4 shows both the 
LHV and the HHV for common fuels.  

Obviously, the most important virtue of using hydrogen as a fuel is its pollution-
free nature.  When burned in air, the main combustion product is water with O2 in a 
fuel cell to directly produce electricity; the only emission is water vapor.  Indeed this 
 

Table 4. HHVs and LHVs at 25 °C and 1 atm of common fuels, kJ g-1 a 

Fuel HHV LHV 

Hydrogen 141.9 119.9 

Methane  55.5 50.0 

Gasoline  47.5 44.5 
Diesel  44.8 42.5 
Methanol  20.0 18.1 

aFrom Ref. 22. 
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Fig. 4.  Decarbonization of the energy source over the centuries.   

fuel cell product is clean enough to furnish drinking water to the crews in spacecraft!  
Crucially, the use of hydrogen completes the decarbonization trend that has accom-
panied the evolution of energy sources for mankind over the centuries (Figure 4).  
The combustion of H2, unlike fossil fuels, generates no CO2.  Unlike fossil fuels, 
however, hydrogen is not an energy source but is an energy carrier since it almost 
never occurs by itself in nature, at least terrestrially.  (The atmospheres of other 
planets, e.g., Mars, are rich in hydrogen.  Should space travel prove to be economical 
and accessible in the future, we may have a viable means to "mine" H2 as we are 
doing for petroleum and coal these days!) 

In the interim timeframe: Where is the H2 to come from?  Historically, H2 has 
been used for energy since the 1800s.  It is a major constituent (up to ~50% by vo-
lume) of syngas generated from the gasification of coal, wood, or municipal wastes.  
Indeed, syngas was used in urban homes in the U. S. for heating and cooking pur-
poses from the mid-1800s until the 1940s and is still used in parts of Europe, Latin 
America and China where natural gas is unavailable or too expensive.  Most of the 
H2 manufactured these days comes from the steam reforming of methane (see 
above). Other processes for making H2 from fossil fuel sources include the water gas 
shift reactions. Neither of these approaches is carbon-neutral in that significant 
amounts of CO2 are generated in the H2 manufacture process itself. 

The ultimate goal would be to produce H2 with little or no greenhouse gas emis-
sions. One option is to combine H2 production from fossil fuels with CO2 sequestra-
tion. Carbon sequestration, however, is as yet an unproven technology.  Another 
approach is biomass gasification––heating organic materials such as wood and crop 
wastes so that they release H2 and carbon monoxide.  This technique is carbon-
neutral because any carbon emissions are offset by the CO2 absorbed by the plants 
during their growth. A third possibility is the electrolysis of water using power gen-
erated by renewable energy sources such as wind turbines and solar cells. This ap-
proach is discussed in Chapters 3 and 4. 

Although electrolysis and biomass gasification involve no major technical hur-
dles,  they  are  cost-prohibitive,  at  least  at  present:  $6–10 per kilogram of H2 pro- 
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Fig. 5.  The water splitting/hydrogen fuel cycle without (left panel) or with (right panel) inclu-
sion of solar energy input. 

duced.The goal is to be able to develop and scale-up technologies to afford a pump 
price for H2 of $2–4 per kilogram.  In such a scenario, hydrogen in a fuel cell po-
wered car would cost less per kilometer than gasoline in a conventional car today. 

Clearly, water would be the ideal and most sustainable source for H2 and this H2 
generation concept dates back two centuries. Table 5 summarizes various schemes 
for generating H2 via splitting of water and Figure 5 depicts the water split-
ting/hydrogen fuel cycle without (left panel) or with (right panel) inclusion of solar 
energy input. The approaches considered in Table 5 and Figure 5 form the topics of 
discussion in Chapters 4 through 7 of this book. 

The power needed for water electrolysis could come from nuclear energy al-
though producing H2 this way would not be significantly cheaper than using renewa-
ble power sources. Nuclear plants can generate H2 in a non-electrolytic, thermal 
mode because of the intense heat generated in a thermonuclear reaction.  This ap- 
 

Table 5. The ability of nuclear and various renewable energy sources to meet the 14-20 TW 
demand of carbon-free power by 2050.a 

Source Power available 
TW 

Comments 

Biomass 7–10 Entire arable land mass of the planet must be used 
excluding the area needed to house 9 billion people 

Wind on land 2.1 Would saturate the entire Class 3 (wind speed at 5.1 
m/s at 10 m above ground) global land mass with 
windmills 

Nuclear 8 Requires the construction of 8000 new nuclear 
power plants 

Hydroelectric
  

1.5 Would require damming of all available rivers 

a From Ref. 26 
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proach, while potentially cost-effective, has not been demonstrated yet.  It must be 
noted that any option involving nuclear power has the same hurdles that have dogged 
the nuclear electric power industry for decades, namely those of waste disposal prob-
lems, proliferation concerns and lack of public acceptance. (This contrasts with the 
success of the nuclear power industry in some countries, e.g., France.)  Producing 10 
TW of nuclear power would require the construction of a new 1-GWe nuclear fission 
plant somewhere in the world every other day for the next 50 years!25 

3  Solar Energy and the Hydrogen Economy 

Solar energy is a virtually inexhaustible and freely available energy source. More 
sunlight (~1.2×105 TW) falls on the earth's surface in 1 h than is used by all human 
activities in 1 year globally.  The sun is earth's natural power source, driving the 
circulation of global wind and ocean currents, the cycle of water evaporation and 
condensation that creates rivers and lakes, and the biological cycles of photosynthe-
sis and life. It is however a dilute energy source (1 kW/m2 at noon, Chapter 2); about 
600–1000 TW strikes the earth's terrestrial surfaces at practical sites suitable for 
solar energy harvesting.27 Covering 0.16% of the land on earth with 10% efficient 
solar conversion systems would provide 20 TW of power,28 nearly twice the world's 
consumption rate of fossil energy and an equivalent 20,000 1-GWe nuclear fission 
plants. Clearly, solar energy is the largest renewable carbon-free resource amongst 
the other renewable energy options. 

Consider the total amounts possible for each in the light of the 14–20 TW of car-
bon-free power needed by 2050.  Table 5 provides a summary;26 clearly the addition-
al energy needed per year over the 12.8 TW fossil fuel energy base is simply not 
attainable from biomass, wind, nuclear and hydroelectric options.  The answer to this 
supply dilemma must lie with solar energy. Chapter 2 provides an overview of the 
solar energy resource with particular emphasis on the solar spectrum. 

Solar energy can be harnessed in many ways25 but three routes of particular re-
levance to the theme of this book rely on electrical, chemical, and thermal conver-
sion.  Thus the energy content of the solar radiation can be captured as excited elec-
tron-hole pairs in a semiconductor, a dye, or a chromophore, or as heat in a thermal 
storage medium.  Excited electrons and holes can be tapped off for immediate con-
version to electrical power, or transferred to biological or chemical molecules for 
conversion to fuel. Solar energy is "fixed" in plants via the photosynthetic growth 
process.  These plants are then available as biomass for combustion as primary fuels 
or for conversion to secondary fuels such as ethanol or hydrogen.  All of these possi-
bilities are addressed in more detail in the Chapters that follow. 

While there is tremendous potential for solar energy to contribute substantially to 
the future carbon-free power needs, none of the routes listed above are currently 
competitive with fossil fuels from cost, reliability, and performance perspectives.  
Photovoltaic solar cells have been around for decades and have been widely dep-
loyed in space vehicles. Terrestrially, their utilization thus far has been limited to 
niche applications or remote locales where less expensive electricity is not available.  
Costs for turnkey installations were 6–10 times more expensive in 1999 for solar  
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electrical energy than for electricity derived from coal or oil. The present cost of 
photovoltaic (PV) modules is ~$3.50/peak watt.  Considering the additional balance 
of system costs (land, maintenance, etc.) this translates to an energy cost of 
~$0.35/kWh.  The target at present is ~$0.40/peak watt corresponding to electricity 
at $0.02/kWh or H2 produced by PV hybrid water electrolyzers at $0.11/kWh.  Major 
advances in electrolyzer technology could bring this hydrogen cost to $0.04/kWh,29 
which is about the present cost of H2 from steam reforming of natural gas.  These 
issues are further elaborated in Chapters 2, 3, and 9.  A cost goal of $0.40/peak watt 
requires solar photovoltaic conversion at a total cost of $125/m2 combined with a cell 
energy conversion efficiency of ~50%.  Such combinations of cost and efficiency 
require truly disruptive photovoltaic technologies.  Many such approaches are being 
actively pursued in research laboratories around the world.  A critical discussion of 
outstanding issues, including dispelling the seven myths of solar electricity may be 
found in Refs.25, 29, and 30. 

The economic outlook for the other two solar approaches is not much rosier, at 
least at present.  Solar fuels in the form of biomass produce electricity and heat at 
costs that are within the range of fossil fuels, but their production capacity is limited. 
The low efficiency with which plants convert sunlight to stored energy means large 
land areas are required. To produce the full 13 TW of power used by the planet, 
nearly all the arable land on earth would need to be planted with switchgrass, the 
fastest growing energy crop. Artificial photosynthetic systems, however, are more 
promising (see next Section) and these are discussed in Chapter 6. Solar thermal 
systems provide the lowest-cost electricity at the present time, but require large areas 
in the Sun Belt in the U. S. and continuing advances in materials 
science/engineering. 

4 Water Splitting and Photosynthesis 

The decomposition of liquid water to form gaseous hydrogen and oxygen: 

    ( ) ( ) ( )g2g22 OHOH
2

1
+→l      (1) 

is a highly endothermic and endergonic process with ΔH° = 285.9 kJ/mol and ΔG° = 
237.2 kJ/mol.  This reaction may be driven either electrochemically or thermally via 
the use of solar energy. 

The standard potential ΔE° for Reaction 1 corresponding to the transfer of two 
electrons is given by: 

    ΔE° = −ΔG°/2F = −1.23 V     (2) 

In Eq. 2, F is the Faraday constant (96485 C mol−1) and the negative sign denotes 
the thermodynamically non-spontaneous nature of the water splitting process. The 
actual voltage required for electrolysis will depend on the fugacities of the gaseous 
products in  Reaction 1  as well as on the electrode reaction kinetics  (overpotentials)  
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Fig. 6.  Pourbaix diagram of water.31 

along with the Ohmic resistance losses in the cell.  In practice, steady-state electroly-
sis of water at 298 K requires the application of ~1.50 V. 

Figure 6 contains a Pourbaix diagram for water;31 the zones in this diagram are 
labeled by the formulas for the predominant species at the electrode potential and pH 
indicated on the axes. Thus the threshold (thermodynamic) potentials for the decom-
position of water via: 

   ( ) ( ) ( )aqg22 H40e4OH +− ++→l      (2a) 

or 

   ( ) ( ) ( )lOH2Oe4OH4 2g2aq ++→ −−     (2b) 

and 

    ( ) ( )g2aq He2H2 →+ −+      (3a) 

or 

   ( ) ( ) ( )aqg22 OH2He2OH2 −− +→+l     (3b) 

clearly depend on solution pH and they vary at a Nernstian rate of −0.059 V/pH at 
298 K. 

Optimizing the rates of the electrochemical processes (Reactions 2 and 3) consti-
tute much of the R&D focus in electrochemical or photoelectrochemical splitting of 
water.  Two-compartment cells are also employed to spatially separate the evolved 
gases with special attention being paid to the proton transport membranes (e.g., Na-
fionR).  Chapter 3 provides a summary of the progress made in water electrolyzer 
technologies. 
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Water is transparent to the wavelengths constituting the solar spectrum. There-
fore, photocatalytic or photoelectrochemical splitting of water requires an agent 
(semiconductor, dye, or chromophore) capable of first absorbing sunlight and gene-
rating electron-hole pairs. Molecular approaches are discussed in Chapter 6 and 
semiconductor-based approaches are described in Chapter 7. 

Thermochemical splitting of water involves heating water to a high temperature 
and separating the hydrogen from the equilibrium mixture. Unfortunately the de-
composition of water does not proceed until temperatures around 2500 K are 
reached. This and other thermal routes are discussed in Chapter 5.  Solar thermal 
processes are handicapped by the Carnot efficiency limits. On the other hand, solar 
photonic processes are limited by fundamental considerations associated with band-
gap excitation; these have been reviewed in Refs.32 and 33. 

The water splitting reaction, Eq. 1, have been stated here as the Holy Grail21 of 
hydrogen generation using solar energy. However other chemical reactions have 
been investigated and include, for example:34,35 

    22
hυ BrHHBr2 +⎯→⎯      (4) 

   22
hυ

2 HClOH2Cl2OH2 ++⎯→⎯−+ −     (5) 

However, these alternative schemes are fraught with problems associated with the 
generation and handling of toxic or hazardous by-products such as Br2 and Cl2. 

Turning to photobiological schemes for producing H2 (Chapter 8), a complex 
reaction scheme uses solar energy to convert H2O into O2 and reducing equivalents 
which appear as NADPH. In photosystem 1, the reducing equivalents in NADPH are 
used to reduce CO2 to carbohydrates: 

   2612822 O6OHChυ48CO6OH6 +→++    (6) 

or in bacteria, used directly as a reductive energy source.36,37  In artificial photosyn-
thesis, the goal is to harness solar energy to drive high-energy, small-molecule reac-
tions such as water splitting (Reaction 1) or CO2 reduction, Reaction 7:38 

   222 OHCOOH2hυ4CO2OH2 +→++     (7) 

Photobiological processes for H2 production are considered in Chapter 8. 

5  Completing the Loop: Fuel Cells 

The high-energy chemicals such as H2 that form in the reactions considered in the 
preceding reaction, can be recombined in fuel cells to extract the stored chemical 
energy as electricity. A fuel cell is an electrochemical device that converts the chem-
ical energy in a fuel (such as hydrogen) and an oxidant (oxygen, pure or in air) di-
rectly to electricity, water, and heat. Fuel cells are classified according to the electro-
lyte that they use (Table 6).  For automobile applications, the polymer-electrolyte-
membrane (PEM) type of fuel cell is the leading candidate for developing zero-
emission vehicles.  Other types of fuel cells (e.g., solid oxide fuel cells or SOFCs)  
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Table 6.   Types of fuel cells.a 

Type Electrolyte 
Operating temperature, 

°C 
Polymer-electrolyte membrane (PEM) Sulfuric acid impregnated in membrane               60–80 
Alkaline KOH               70–120 
Phosphoric acid  Phosphoric acid 160–200 
Molten carbonate  Lithium/potassium carbonate                 650 
Solid oxide  Yttria-stabilized zirconia              1,000 

aAdapted from Ref. 39. 
 
have been considered for stationary power needs.  Figure 7 contains the schematic 
diagram of a PEM fuel cell.39 

The major virtue of a fuel cell, other than its clean emissions, is its high electrical 
conversion efficiency. This is not Carnot-limited (unlike in heat engines) and for an 
ideal hydrogen-oxygen fuel cells, can approach an impressive 83%.40 In practical 
devices, up to 60% of the energy content in H2 can be converted to electricity, the 
remainder being dissipated as heat. For comparison, practical internal combustion 
engines using H2 fuel achieve efficiencies of only 45%.40 

The principle of fuel cells has been known since 1838 thanks to William Grove.  
However, widespread deployment did not begin till the 1960s and 70s when fuel 
cells were used in space and for military (e.g., submarine) applications. Nowadays, 
fuel cells are being considered for low-polluting co-generation of heat and power in 
buildings and for transportation applications. 

As with the technologies considered earlier, the main deterrent is cost. Today's 
fuel cell demonstration cars and buses are custom-made prototypes that cost about $1 
million apiece.41 Economies of scale in mass manufacture would bring this cost to a 
more reasonable $6,000-10,000 range.  This translates to about $125 per kilowatt of 
engine power, which is about four times as high as the $30 per kilowatt cost of a 
comparable gasoline-powered internal combustion engine.41 A major cost component 
in the PEM fuel cell is the noble metal (usually Pt) electrocatalyst. Efforts are un-
derway in many laboratories to find less expensive substitutes (see for example, 
Refs. 42–44). 

Other technical hurdles must be overcome to make fuel cells more appealing to 
automakers and consumers. Durability is a key issue and performance degradation is 
usually traceable to the proton exchange membrane component of the device. De-
pending on the application, 5,000–40,000 h of fuel cell lifetime is needed. Chemical 
attack of the membrane and electrocatalyst deactivation (due to gradual poisoning by 
impurities such as CO in the feed gases) are critical roadblocks that must be over-
come. 

High temperature membranes, that can operate at temperatures above 100 °C, are 
desirable to promote heat rejection, speed up electrode reaction rates, and to improve 
tolerance to impurities. This is an active area of materials research. Unfortunately, 
space constraints preclude a detailed description of fuel cell technologies and the 
underlying issues. Instead, the reader is referred to excellent reviews and books that 
exist on this topic.45-47 
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Fig. 7.  Schematic diagram of a PEM fuel cell.  Reproduced from Ref. 39. Copyright (2004), 
by permission of The Electrochemical Society. 

6  Concluding Remarks 

If renewable energy economy based on hydrogen were to become a reality, a nexus 
of three technologies, namely solar energy (thermal and photovoltaic), hydrogen 
production, and fuel cells will have to occur. However, many grand challenges re-
main in overcoming the technical and cost hurdles associated with each of these 
technologies. Many of these have been outlined above but are also elaborated in the 
Chapters that follow. Nonetheless, it is interesting to note, at this juncture, that all 
three technologies are poised at a very interesting stage of development in their 
translation from the R&D laboratory to the commercial world. How soon will they 
reach the marketplace will depend on many factors, some more tangible than others. 
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1  Introduction: Basic Properties of the Sun 

The sun is class G2-V yellow dwarf star of radius 6.95508 x 107 km and surface area 
of 6.087 x 1022 cm2. It emits radiation produced by the internal conversion of matter 
into radiation into the entire 4-pi steradian solid angle (sphere), with the sun at the 
center. The mean radiation intensity, or radiance of the solar surface is 2.009x107 
watts per square meter per steradian (Wm-2 sr-1), or a total of 2.845x1026 watts. The 
Earth's orbit is elliptical with an eccentricity of 0.0167 (1.4710x109 km at perihelion, 
1.5210x109 km at aphelion). At the mean Earth-Sun distance, the sun subtends a 
solid angle of 9.24 milliradians or 0.529°.1  Thus the sun is not truly a point source, 
and the rays from the sun are not truly parallel, but diverge into a cone with half 
angle of about 0.529°. At the mean distance of the Earth from the sun of 1.495979 x 
109 km, the solar radiation reaching the top of the Earth's atmosphere is 1366.1 Wm-2 

± 7.0 Wm-2 or 1.959 calories cm-2 minute-1.2 
The Earth's elliptical orbit causes the distance between the Earth and the Sun (the 

Earth's radius vector) to vary by 3.39% from perihelion (closest) to aphelion (far-
thest). These variations in distance cause the intensity of solar radiation at the top of 
the atmosphere to vary as 1/R2, where R is the radius vector. Thus the solar input at 
the top of the atmosphere varies from 1414 Wm-2 (in December) to 1321 Wm-2 (in 
July). Additional variations in solar intensity, or brightness, result from the solar 
sunspot cycle, and even solar oscillations. These slight variations in the solar output 
are usually accounted for in the calculation of solar energy available at the top of the 
atmosphere, or the total extraterrestrial solar radiation, referred to as ETR. The ETR 
has only been monitored from space since the early 1970's, or almost three solar 
sunspot cycles. Excellent histories of ETR measurements and analysis are provided 
in Frohlich3 and Gueymard.4  
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2  The Spectral Distribution of the Sun as a Radiation Source 

In this chapter we briefly describe the solar spectral distribution, or distribution of 
energy with respect to wavelength, over the region of the electromagnetic spectrum 
of use to renewable energy systems. The sun radiates energy at wavelengths ranging 
from the X-ray and gamma ray spectral region out into the very long wavelength 
radio spectral region. We will restrict our discussion, for the most part, to solar ener-
gy in the wavelength region between the ultraviolet (UV) of wavelength 250 nano-
meters (nm) and the near infrared (NIR) with wavelength of 4000 nm or 4.0 micro-
meters. 

The Planck theory of blackbody radiation provides a first approximation to the 
spectral distribution, or intensity as a function of wavelength, for the sun. The black-
body theory is based upon a "perfect" radiator with a uniform composition, and states 
that the spectral distribution of energy is a strong function of wavelength and is pro-
portional to the temperature (in units of absolute temperature, or Kelvin), and several 
fundamental constants. Spectral radiant exitance (radiant flux per unit area) is de-
fined as:  

    
)1(

2)( /5

2

−λ

π
=λ λkThce

hcM      (1) 

where λ is wavelength (in meters), h is Planck's constant = 6.626196x10-34 Joule 
seconds (J s), c is the velocity of light in vacuum = 2.9979250x108 meter per second 
(ms-1), k is Boltzman's constant = 1.3806x10-23 Joule per Kelvin (J K-1), and T is 
absolute temperature in Kelvins.  

The sun is not a "perfect" radiator, nor does it have uniform composition. The sun 
is composed of about 92% hydrogen, 7.8% helium. The remaining 0.2% of the sun is 
made up of about 60 other elements, mainly metals such as iron, magnesium, and 
chromium. Carbon, silicon, and most other elements are present as well.1 The inte-
raction of the atoms and ions of these elements with the radiation created by the 
annihilation of matter deep within the sun modifies and adds structure to the solar 
spectral distribution of energy. Astrophysicists such as Kurucz have used quantum 
calculations and the relative abundance of elements in the sun to compute the theo-
retical spectral distribution from first principles.5 Figure 1 shows a plot of the Kurucz 
computed spectral distribution at very high resolution (0.005 nanometer at UV) as 
well as an inset showing much lower resolution (0.5 nanometer in UV to 5 nm in IR) 
plot. 

Figure 2 is a plot of the low resolution ETR spectrum compared with the Planck 
function for a blackbody with a temperature of 6000 Kelvin. The differences in the 
infrared, beyond 1000 nanometers are small. The larger differences in the shortwave-
length region are due to the absorption of radiation by the constituents of the solar 
composition, resulting in the "lines" observed by Fraunhofer and named after him. 
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Fig. 1. The theoretical extraterrestrial solar spectral distribution (at the top of the Earth's at-
mosphere at the mean Earth-Sun distance of one astronomical unit) of Kurucz at high and low 

spectral resolution. 

 

 

Fig. 2. The low-resolution ETR spectral distribution (gray jagged curve) and the 6000-Kelvin 
blackbody spectral distribution. 
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3  The Earth's Atmosphere as a Filter 

Above, we described the solar resource at the top of the atmosphere. The atmosphere 
acts as a continuously variable filter for the ETR radiation. The atmosphere has sta-
ble components of 78% nitrogen, 21% oxygen, and 1% argon and other "noble" 
gases. There are also variable components in the atmosphere, such as water vapor 
(0% to 2% of the total composition), and gases dumped into the atmosphere by man-
made and natural process, such as carbon dioxide, (0.035%), methane, and nitrous 
oxides.6  

At a concentration of only 0.3 parts per million, Ozone absorbs and attenuates the 
dangerous UV radiation below 280 nm. Water vapor absorbs mainly in the infrared, 
contributing to the heating of the atmosphere. Similarly, small concentrations of 
"greenhouse" gases such as carbon dioxide and methane absorb in the infrared, but 
with such strength that their increasing concentration may pose a threat to the stabili-
ty of the Earth's climate. Suspended particulates such as aerosols, dust and smoke, as 
well as condensed water vapor (clouds) also strongly modify the solar resource as the 
atmosphere is traversed by photons from the top of the atmosphere to the surface. 
As the photons propagate through the atmosphere, radiation in the narrow cone of 
light from the solar disk (the direct beam) interacts with the atmosphere by being 
absorbed or scattered out of the beam. Molecules of atmospheric gases, aerosols, 
dust particles, and so on, do the absorption and scattering. Scattered radiation contri-
butes to the bright blue of the clear sky dome, or the dull gray of overcast skies. The 
scattered radiation also illuminates clouds, which reflect most of the wavelengths of 
light in the visible region, making them appear white. Figure 3 schematically shows 
this process of atmospheric sorting of the radiation into three components: the direct 
beam, the scattered radiation (called diffuse radiation) and the combination of the 
direct and diffuse radiation, called the total hemispherical, or global radiation from 
the entire sky dome. 

As a result of the absorption and scattering processes in the atmosphere, the ETR 
spectral distribution is significantly modified. Figure 4 shows the effect of the at-
mosphere on the ETR spectral distribution for a very specific solar geometry, re-
ferred to as Air Mass 1.5. As indicated in Fig. 3, Air Mass 1.0 occurs when the sun is 
directly overhead. The angle between the horizon and the observer (solar elevation) 
is then 90°, and the angle between the zenith (overhead point) and the observer is 0°. 
The relative position of the sun with respect to the horizon or zenith is specified as 
the elevation angle, ε, or zenith angle, z, respectively. The term Air Mass refers to 
the relative path length through the atmosphere, with respect the minimum path 
length of 1 for zenith angle 0°. Geometrically, Air Mass M is:  

   )(cos/1 zM =   or  )(sin/1 ε=M    (2) 

Figures 5 and 6 show how the direct beam and global horizontal spectral distribu-
tions are modified on a clear day as a function of increasing Air Mass. Note how, as 
the Air Mass increases, the direct beam spectra change more than the global sky  
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Fig. 3. Scattering of the direct beam photons from the sun by the atmosphere produces diffuse 
and global sky irradiance. 

 

 

Fig. 4. The attenuation and absorption of the ETR spectral distribution by the atmosphere. Top 
curve is the ETR spectral distribution. In decreasing order, the global, direct, and diffuse 

spectral distributions at the bottom of the atmosphere (at sea level) for the sun at zenith angle 
48.2° (Air Mass 1.5) are shown.  
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Fig. 5. Progressive reduction in direct beam spectral distributions as air mass in increased. The 
plots representing uniformly increasing 10° steps in zenith angle from 0° (top curve) to 80° 

(bottom curve). 

 

Fig. 6. Progressive reduction in global total hemispherical spectral distributions as Air Mass is 
increased, as in Fig. 5.  
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spectra. This is because the energy scattered out of the direct beam is "transferred" 
into the global spectra, as increasing contributions to the diffuse sky radiation. 

Figure 5 in particular illustrates the shift of the spectral peak to longer (red) wa-
velengths associated with red skies at sunset and sunrise. Figure 7 schematically 
shows the relationship of absolute temperatures, and color as perceived by the human 
eye for various outdoor natural conditions, and artificial indoor sources. Our eyes 
adapted to take advantage of the energy peak in solar spectral distribution between 
400 nm and 700 nm, and evolved under the spectral distribution of our sun. There-
fore, the match (or mismatch) of artificial source spectral distributions with the solar 
spectral distribution is important for both natural and artificial lighting applications. 

As mentioned above, other elements besides the gases in the atmosphere interact 
with the ETR spectral distribution. One of the most important of these other atmos-
pheric constituents are small particles called aerosols. Particles scatter radiation most 
efficiently when the wavelength of the radiation is smaller than the particle size. 
Many of the particles that work their way into our atmosphere (dust, decaying organ-
ic material, smoke from fires, etc.) have diameters that scatter shortwave (UV) and 
visible light very efficiently. This removes a great deal of energy from the direct 
beam, and redistributes the energy over the sky dome.7  

A measure of the scattering power of aerosols is the amount of energy removed 
from (or the attenuation of) the beam radiation. The Beer-Bouger-Lambert law for 
the attenuation of a beam of intensity Io to intensity I, resulting from the amount, x, 
of a material is given by: I/Io = e-τ x or I = Io e-τ x where τ is the attenuation coeffi-
cient, called the aerosol optical depth , or AOD. The attenuation by aerosols is both 
exponential, and a strong function of wavelength, implying a large impact on the 
direct beam solar spectral distribution. Anders Angstrom first proposed a relation 
between the wavelength and τ, dependent on two parameters and a reference point at 
a wavelength of 1000 nm as τ= β λ−α.  β is related to the size of the particles, and 
ranges from about 1 to 2. α is related to the scattering properties of the particles, and 
ranges from about 0.001 to 0.5. 

Most often, AOD is referred to a specific wavelength, usually 500 nm, or occa-
sionally 550 nm. An AOD of 0.01 at 500 nm represents very clean, pristine, clean 
atmosphere. Values of AOD at 500 nm of 0.1 to 0.2 are quite typical of average 
conditions. Values of 0.4 or greater represent a heavy aerosol load and very hazy 
skies. Figure 8 shows the clear sky direct beam spectral distribution at Air Mass 1.5 
for a range of AOD from 0.05 to 0.40 

From the discussion above and Figs. 5 to 7, the fluctuations in the solar spectrum 
at the Earth's surface are dependent on many factors. These variations can be charac-
terized with measurements and models to account for their impact on solar renewa-
ble energy technologies. 

4  Utilization of Solar Spectral Regions: Spectral Response of 
Materials 

Why this extended discussion of the solar spectral distribution? The primary reason 
is provided by the example discussing the sensitivity of our eyes, in the previous  
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Fig. 7. Temperature and color relationships for various natural and artificial sources of optical 
radiation. 



The Solar Resource 27
 

 

Fig. 8. Decreasing direct beam spectral irradiance as aerosol optical depth at 500 nm increases 
from 0.05 (top curve) to 0.04 (bottom curve). 

 
 

 
 

Fig. 9. Human eye daytime (photopic) relative spectral response (right axis) and solar spec-
trum (jagged curve). 
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Section. Figure 9 shows the wavelength region where the human eye responds, the 
spectral response of the eye, overlaying an Air Mass 1.5 global solar spectrum. The 
peak of this response is at 555 nm, corresponding to the color green. 

Many of the materials used in renewable, and specifically, solar energy system 
applications have a significant response to the solar spectrum over a limited spectral 
interval.  

The green color of most plant leaves is the result of absorption of blue and red 
light by chlorophyll, which reflects almost all of the light in the region around 550 
nm, as shown in Fig. 10. 

Our skin contains compounds that absorb ultraviolet light with wavelengths 
shorter than 400 nm. These compounds react with the UV photons to produce sun-
tans, sunburns, or even cancer.  

Similarly, many semiconductors, such as silicon, germanium, etc. produce a flow 
of electrons (the photovoltaic effect) when photons of a certain wavelength interact 
with the materials. Figure 11 shows Air Mass 1.5 direct normal, diffuse sky, and 
total global solar spectral distributions, with indications of the spectral regions where 
our vision, plants, and various photovoltaic materials interact with the solar spectral 
distribution. 

 
 

 
 

Fig. 10.  Blue and red light absorbed by chlorophyll (types a and b shown) used in photosyn-
thesis. Green (around 550 nm) is reflected and not used. 
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Fig. 11. Solar spectral distributions and the various regions of spectral sensitivity for vision, 
plant photosynthesis, and photovoltaic conversion technologies. 

 
Figure 12 shows that various combinations of photovoltaic materials can be con-

structed to respond over different spectral ranges, utilizing more or less of the solar 
spectral distribution.8  

The different response regions shown in Fig. 12 are the result of the band gap be-
tween bound electrons in the material and the conduction band for electrons (and 
holes) in terms of energy (in electron volts, eV). The energy, E, of a photon is related 
to the wavelength as E = (h c) / λ. In semiconductors suitable for Photovoltaic appli-
cations, the band gaps are relatively close together, so photons with relatively low 
energy (0.5 to 1.5 eV) can stimulate electrons to enter the conduction band.  We can 
convert the power versus wavelength plot to one of number of photons versus ener-
gy, as on the left of Fig. 13. On the right of Fig. 13 we show the relationship between 
the available solar energy and projected conversion efficiencies of some PV mate-
rials can approach 50%, if concentrated (focused by lens or mirrors) solar radiation is 
used in conjunction with future generation materials.  
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Fig. 12. Spectral response regions for various photovoltaic technologies. CIG stands for cad-
mium indium gallium selenide. 

 
 
 
 
 

 

Fig. 13. Correlation of available solar spectral photon energies with band gap of present and 
future generation photovoltaic materials. New represents some new combination of materials 

optimized or tailored for a specific band gap. 
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As Fig. 13 shows, future generation materials with "designer" band gaps can pro-

duce higher efficiency devices to generate more electricity with the same solar spec-
trum.  By  stacking the available materials,  additional  components of  the  solar 
spectrum contribute to the overall production of conduction electrons, or electric 
current. 

Optimization of the performance of solar energy systems, as well as building 
thermal performance (heating and cooling loads), and daylighting (window perfor-
mance) all require knowledge of the terrestrial solar spectral distribution. Optical 
properties of materials such as transmittance, reflectance, and absorption are always 
dependent on the wavelength of the incident radiation. For example, Fig. 14 shows 
the properties of several components of a window for building applications. The top 
left panel shows the properties of a single pane of glass which permits thermal infra-
red radiation into a room; high inside reflectance keeps the thermal energy trapped, 
offsetting the need for more heating energy in a cold climate. 

In the lower panels of the figure, properties of each pane of a double pane struc-
ture are shown. Low IR transmittance (lower left) of the outer pane keeps thermal 
infrared solar radiation from entering the building. The broad transmittance band of 
the inner layer and low inside reflectance of the inner pane allows thermal infrared 
energy to escape. This structure reduces the cooling load in a sunny environment. 

 
 

 

Fig. 14. Examples of optical properties of materials (reflectance, transmittance) for window 
structures. When used in conjunction with solar spectral distributions, energy savings can be 

computed. 
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Fig. 15. Spectral response of thermopile pyranometer measuring total solar radiation is shown 
with thick black line. Spectral radiance (brightness) of the sky dome (blue line). The cut-off at 
3000 nm means the radiometer will not respond to the infrared sky radiation that peaks at 7000 

nm (7 micrometers). 

 
Similar principles can be used for designing selective absorbers, where the goal is 

absorb as much of the solar spectrum as possible and convert that absorbed energy 
into heat, or thermal energy. Conversely, reflective materials can be designed to 
select only visible (cold mirror) or infrared (hot mirrors) to isolate and direct se-
lected portions of the solar spectrum for various applications. 

Knowledge of the optical properties of materials in relation to the solar spectrum 
is also important in measuring broadband solar radiation. For instance, a pyranome-
ter used to monitor total solar radiation for a renewable energy system has a spectral 
response (due to the special glass dome protecting the detector) that does not respond 
to the thermal infrared radiation of the sky beyond 3000 nm, as shown in Fig. 15. 
However, there will be thermal infrared radiation exchanged between the radiometer 
and the sky dome, which will influence the measurement performance of the pyra-
nometer.9  

5  Reference Spectral Distributions 

From the discussion in the preceding Sections, even without addressing the influence 
of clouds, it is clear that the terrestrial solar spectrum is highly variable. So, how can  
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we relate the spectral responses and spectral optical properties of materials to each 
other when this variability is present? The answer is to establish a standard spectral 
distribution with which to compute performance. Then comparisons can be made 
based on standard set of conditions. Furthermore, if measurements are made under 
conditions, deviations from the standard conditions can be computed, documented, 
and in most cases corrected or scaled to the reference conditions. 

Several national and international consensus standards organizations, such as the 
American Society for Testing and Materials (ASTM) and the International Standards 
Organization (ISO) have adopted a reference standard extraterrestrial spectral distri-
bution (ASTM E490-00a), and terrestrial reference spectral distributions for direct 
beam and total hemispherical (on a 37° tilted south facing surface) spectra at a pre-
scribed air mass of 1.5 (ASTM G173-03).2,10,11  

The extraterrestrial reference spectral distribution was assembled from a number 
of recent diverse space-based (satellite) measurement sources. The ETR reference 
spectrum is normalized to a total integrated irradiance of 1366.1 Wm-2. 

The terrestrial reference spectra required a more extensive set of criteria to be 
met. Specifically, a set of reasonable conditions that could occur rather commonly in 
nature should be used. The conditions for the terrestrial reference spectra were cho-
sen to meet the following criteria:12  

• Air mass 1.5 represents the condition where approximately 1/2 of the total 
available solar energy is available for air masses greater than and less than 
this condition, respectively. 

• For solar thermal and photovoltaic systems using flat plate collectors, energy 
collection is optimized for collectors tilted south (in the northern hemis-
phere) at approximately the latitude of the site. 

• The mean latitude of the contiguous 48 United States is approximately 37° 
North. 

• Standard test conditions prescribed in photovoltaic standards require a total 
hemispherical irradiance on flat plate collectors of 1000 Wm-2 (a value that 
can obtained on a clear day around noon). 

• Concentrating solar collector systems that utilize the direct beam radiation 
would be more likely deployed in areas with relatively low aerosol optical 
depth, to maximize direct beam utilization.13  

• The terrestrial reference should be easily reproducible, preferably by a sim-
ple (but accurate) model calculation, and the model should be easily main-
tained and updated, and in the public domain.14  

• The terrestrial reference spectrum should have uniform wavelength incre-
ments for ease of computation and comparison with measured spectral data. 

These criteria resulted in the choice of a relatively simple, but accurate spectral 
model of Gueymard (SMARTS: Simple Model for Atmospheric Transmission of 
Sunshine) to compute the reference standard terrestrial spectra.7  

The philosophy behind the SMARTS model is to parameterize the band model 
transmittance functions used by a very complex (50,000 line of FORTRAN code and 
about 200 subroutines) MODTRAN (MODerate resolution TRANSmittance) code15 

developed  by  the  Air  Force  Geophysics  Laboratory,  for  the  most  important  at- 
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Table 1. Transmission expressions developed for SMARTS model. 

Absorption Mechanism Transmittance Expression 
Rayleigh Scattering Tr(λ) = exp{(P/Po)/[a0(λ/λo)4+a1(λ/λo)+a2+a3(λ/λo)-2]} 
Ozone  To(λ) = exp [–mo uo Ao(λ) ] 
Nitrogen Dioxide 
 (NO2) Tn(λ) = exp [–mn un An(λ) ] 

Mixed and Trace Gases  Tg(λ) = exp [–( mg ug Ag(λ))] 
Water Vapor  Tw(λ) = exp[–( mw uw)Bw(λ)Bm(λ)Bp(λ)Baw(λ) Aw(λ)] 
Aerosol  Ta(λ) = exp [–ma βi (λ/λ1)-αi] 

 
mospheric constituents, at a resolution of 0.5 nm in the ultraviolet less than 400 nm, 
1 nm between 400 nm and 1700 nm, and 5 nm between 1700 nm and 4000 nm. 
These parameterized transmittance functions were developed to account for Rayleigh 
scattering (Tr), ozone (To), mixed gas (Tg), nitrogen dioxide (Tn), water vapor (Tw), 
and aerosol (Ta) transmission of the direct beam irradiance using Eq. 3: 

  E(λ) = Eo(λ) Tr(λ) To(λ) Tg(λ) Tn(λ) Tw(λ) Ta(λ)    (3) 

at each wavelength (λ, in nm), where E is the terrestrial spectral irradiance, Eo is the 
extraterrestrial spectral irradiance, and the spectral transmittances are defined above. 
Table 1 summarizes the form of transmittance functions developed for the SMARTS 
model.  

Table 1 expression parameters are; P = station pressure, Po = standard pressure, ai 
= fitting coefficients, m = air mass correction for path length, u = absorber abun-
dances, A = absorption coefficients, a = absorber/wavelength dependent, Bs = water 
vapor band, airmass, and pressure scaling factors, αi βi, = Ångstrom parameters, i = 1 
for λ < 500 nm,  i = 2 for λ ≥ 500 nm,* λ1: Reference wavelength (usually 1000 nm 
or 1 μm) 

Figures 16 and 17 show percent difference between SMARTS MODTRAN re-
sults and one of many comparisons of measured and SMARTS spectral data. Agree-
ment within the uncertainty limits of spectral irradiance measurements (1% in the 
visible, and 3% to 5% in the ultraviolet and infrared), is achieved. 

Version 2.9.2 of the SMARTS spectral model used to generate the spectral refer-
ence  standard,  the  users  manual  for  the  model,  and a  list of references,  can  be 
downloaded free of charge from the National Renewable Energy Laboratory Renew-
able Resource Data Center at the following URL: http://rredc.nrel.gov/solar/models 
/SMARTS/. A CD-ROM adjunct to the ASTM G-173-03 standard, with a copy of 
the model, manual, and reference material is available for purchase from ASTM. 

The SMARTS input file is a straightforward assembly of fifteen to twenty para-
meters arranged as in a stack of input cards. Table 2 is an annotated input file used to 
generate the ASTM G173 standard spectra on a 37° tilted south facing plane. Note 
that we do not show all possible input combinations. 

Figures 18 and 19 portray the ETR and terrestrial standard reference spectra.  

                                                           
* The common assumption the α1 = α2 = α can lead to errors for the urban, maritime, and rural aerosol 
profiles. The Angstrom exponents are determined as a function of aerosol type and relative humidity (cf. 
Appendix B of Gueymard.)7 
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Fig. 16. Percent difference between MODTRAN and SMARTS spectral results, for ASTM 
reference spectra conditions. Largest differences due to SMARTS trace gases. 

 

 

Fig. 17. SMARTS model results (lines) and measurements (symbols) at 5 nm resolution for 3 
air masses at NREL, Sep 18, 2001. 
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Table 2. SMARTS version 2.9 input file for ASTM reference spectra G173-03. 

Card ID Value Parameter/Description/Variable name 

1 ASTM_G173_Std_Spectra Comment line 
2 1 Pressure input mode (1 = pressure and altitude): ISPR 
2a    1013.25 0. Station pressure (mb) and altitude (km): SPR, ALT 
3 1 Standard Atmosphere Profile Selection (1 = use default  

atmosphere): IATM1 
3a USSA Default Standard Atmosphere Profile: ATM (one of eleven 

choices, including user defined) 

4 1 Water vapor input (1 = default from Atmospheric Profile): 
IH2O (may be user specified) 

5 1 Ozone calculation (1 = default from Atmospheric Profile): IO3 
(may be user specified) 

6 1 Pollution level mode (1 = standard conditions/no pollution): 
IGAS (for 10 pollutant gases) 

7                  370 Carbon monoxide volume mixing ratio (ppm): qCO2  
7a 1 Extraterrestrial spectrum (1 = SMARTS/Gueymard): ISPCTR 

(one of seven choices) 

8 S&F_RURAL Aerosol profile to use: AEROS (one of 10 choices, including 
user specified) 

9 0 Specification for aerosol optical depth/turbidity input (0 = AOD 
at 500 nm): ITURB 

9a        0.084 Aerosol optical depth @ 500 nm: TAU5 
10                   38 Far field spectral Albedo file to use (38 = Light Sandy Soil): 

IALBDX (on of 40 choices, including user defined) 
10b 1 Specify tilt calculation (1 = yes): ITILT 

10c 38 37 180 Albedo and Tilt variables—Albedo file to use for near field, 
Tilt, and Azimuth: IALBDG, TILT, WAZIM 

11 280 4000 1.0 1367.0 Wavelength range—start, stop, mean radius vector correction, 
integrated solar spectrum irradiance: WLMN, WLMX, 
SUNCOR, SOLARC 

12 2 Separate spectral output file print mode (2 = yes): IPRT: Spec-
tral & broadband files 

12a 280 4000 .5 Output file wavelength—Print limits, start, stop, minimum step 
size: WPMN, WPMX, INTVL 

12b 2 Number of output variables to print: IOTOT (up to 32) 

12c 8 9 Code relating output variables to print (8 = Hemispherical tilt, 9 
= direct normal + circumsolar): OUT(8), OUT(9) [up to 32 
spectral parameters available for output] 

13 1 Circumsolar calculation mode (1 = yes): ICIRC 
13a 0 2.9 0 Receiver geometry—Slope, View, Limit half angles: SLOPE, 

APERT, LIMIT 
14 0 Smooth function mode (0 = none): ISCAN (Gaussian and 

triangle filter shapes can be specified) 
15 0 Illuminance calculation mode (0 = none): ILLUM (Luminance 

and efficacy may be selected) 

16 0 UV calculation mode (0 = none): IUV (UVA, UVB, action 
weighed dosages available) 

17 2 Solar geometry mode (2 = Air Mass): IMASS (zenith and 
azimuth, date/time/lat/long available) 

17a                     1.5 Air mass value: AMASS 
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Fig. 18. ASTM E490-00a extraterrestrial reference spectrum. The actual spectral data go out 
to 100,000 nm (100 microns). Inset shows details in the 250 nm to 2000 nm region. 

 
 
 

 
 

Fig. 19. ASTM G173-03 Terrestrial reference spectra for Air Mmass 1.5, conditions specified 
in Table 2. 
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6  Summary 

The basic properties of the sun and the solar radiation received at the top of the 
Earth's atmosphere have been described in this chapter. The extraterrestrial solar 
spectral distribution is modified through interactions with the gases and particles in 
the atmosphere to produce terrestrial spectral distributions that vary with respect to 
both amplitude and wavelength over a very wide range. The solar resource to a spe-
cific solar renewable energy technology depends upon the spectral response of the 
systems and materials involved. This is true whether the technology addresses bio-
mass (photosynthesis), daylighting, building heat loads, thermal energy conversion, 
or photovoltaic production of electricity. Each application utilizes one or mores 
specific regions of the terrestrial solar spectrum, either in isolation or in various 
combinations. The solar renewable energy community has developed a set of tools 
and standards to assist in the design and optimization of solar renewable systems, 
including hybrid systems that may combine solar and other renewable technologies, 
such as wind energy generation. The present set of extraterrestrial and terrestrial 
solar spectral standards have evolved over the past 30 years to keep abreast of the 
requirements that new, innovative renewable energy systems researchers, designers, 
and manufacturers require to meet their customers’ needs. 
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Electrolysis of Water 

Kevin Harrison and Johanna Ivy Levene 

NREL, Golden, CO 

1  Introduction 

 
Hydrogen energy systems, based on renewable energy (RE) sources, are being pro-
posed as a means to increase energy independence, improve domestic economies, 
and reduce greenhouse gas emissions from stationary and mobile fossil-fueled 
sources. In 2003, the United States consumed roughly 84.3 billion m3 (7.6 billion 
kilograms) of hydrogen, the majority of which was produced via the widely estab-
lished thermal process known as steam methane reforming (SMR).1. The electrolytic 
production of hydrogen, while not economically competitive today with SMR, is 
positioned to become the preferred method due to the inevitable price increase of 
natural gas and as environmental, social, and economic factors are weighed. 

SMR constitutes roughly 50% of the 450–500 billion m3 yr-1 (38–42 billion kg  
yr-1) of global production of the gas.1,2. SMR, like hydrogen production from all 
fossil fuels, suffers from supply issues and climate-altering carbon-based pollution. 
The reforming process generates CO2 as well as carbon monoxide (CO), which is 
poisonous to humans because the oxygen-transporting hemoglobin has 200 times the 
affinity to CO than O2.3 Electrolysis currently supplies roughly 4% of the world’s 
hydrogen. 

If hydrogen is to be used as a transportation fuel, the United State could conceiv-
ably replace the 140 billion gallons per year (gal yr-1) of gasoline consumed in 2004 
with domestically produced hydrogen. The energy equivalent of this much gasoline 
is 17.3x1015 BTU, assuming approximately 5.2 million BTU bbl-1 of motor gasoline.4 
The environmental gains hoped for by the transition to a hydrogen economy can only 
be achieved when renewable sources are ramped up to produce an increasing amount 
of the hydrogen gas. 
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From the early 1800s to the mid 1900s town gas was comprised of roughly 50% 
hydrogen that brought light and heat to much of America and Europe and can still be 
found in some parts of Europe, China and Asia. Due to hydrogen’s thermal conduc- 
tivity and low density the gas is being used to cool many large thermal electrical 
power generators.  

Hydrogen is used in a wide variety of applications:5 

• Chemicals 
- Ammonia and fertilizer manufacture 
- Synthesis of methanol 
- Sorbitol production 
- General pharmaceuticals and vitamins 

• Electronics 
- Polysilicon production 
- Epitaxial deposition 
- Fiber optics 

• Metals 
- Annealing/heat treating 
- Powder metallurgy 

• Fuels 
- Petroleum refinement 
- Liquid rocket fuel 
- Some use in fuel cells 

• Food and float glass 
- Fats/fatty acids 
- Blanketing 

Renewable sources of electricity and off-peak hydroelectric can be used to pro-
duce a sustainable supply of hydrogen for transportation, peak-shaving applications 
and in some special cases to smooth the variability in the renewable source. Power-
ing millions of hydrogen internal combustion engines and/or fuel cell vehicles with 
hydrogen generated with traditional fossil fuel sources (without carbon dioxide 
(CO2) capture and storage or geological sequestration) is merely transferring the 
pollution from the tailpipe to the stack pipe. In the case of SMR, liquid natural gas 
imports would increase to replace today’s 12.9 million bbl day-1 of oil imports here 
in the U.S.4.4 As developing countries fall in love with motorized transportation, 
much like the developed countries already have, transportation’s contribution to 
greenhouse gas emissions will grow from the 25% it holds today.6  

Still today, the electrolytic production of hydrogen using renewable sources is the 
only way to produce large quantities of hydrogen without emitting the traditional by-
products associated with fossil-fuels. The electrolysis of water is an electrochemical 
reaction requiring no moving parts and a direct electric current, making it one of the 
simplest ways to produce hydrogen. The electrochemical decomposition of water 
into its two constituent parts has been shown to be reliable, clean and with the re-
moval of water vapor from the product capable of producing ultra-pure hydrogen  
(> 99.999%).  
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The primary disadvantage of electrolysis is the requirement of high-quality of 
electrical energy needed to disassociate the gas. Electricity is a convenient energy 
carrier as it can be transported to loads relatively easily. However, locating and con-
structing new transmission and distribution power lines is challenging and expensive.  
The cost of transporting electricity along power lines can constitute greater than 50% 
of the total cost at the point of end-use.7 Historically, hydrogen production via elec-
trolysis has only been viable where large amounts of inexpensive electricity have 
been available or the high purity product gas was necessary in a downstream process. 

The potential environmental benefit of a hydrogen-based economy is hinged to a 
large degree on the ability to generate the gas from renewable resources in a cost-
effective manner. An apparently ideal solution is to use wind-generated electricity to 
electrolyze water. Today, hydrogen production via electrolysis only meets the U.S. 
Department of Energy (DOE) goals of $2–$3 per kilogram (kg) in large installations 
where electrolyzer capital costs are low, less than $800 per kilowatt (kW), and those 
having access to inexpensive electricity, less than $0.04 per kilowatt-hour (kWh).8 

Electricity from large-scale wind farms in Class 4 or better resource can be gen-
erated in the range of $0.05–$0.08 kWh-1, not including today’s $0.019 kWh-1 Feder-
al production tax credit.9,10 The out-of-pocket cost of fossil-fuels, whether for elec-
tricity production or as transportation fuels, has remained relatively low; limiting the 
expansion of renewable forms of energy. For example, if the external costs of pro-
duction were taken into account the cost of coal-generated electricity would rise an 
additional $0.03–$0.06 kWh-1.11Further limiting market penetration of renewable 
sources is that fossil fuels continue to receive the bulk of tax incentives here in the 
U.S.12  

The term renewable defines these technologies as driven by natural and sustaina-
ble processes which are inherently variable, not intermittent. Natural processes vary 
over time but are not subject to the on-off switching that, for example, a light bulb 
connected to a switch is subjected to. Advocates may want to begin training them-
selves to describe RE as variable, not intermittent, to better describe their naturally 
occurring behavior. RE sources of energy can provide cost-effective, emission-free 
electricity with zero- or low-carbon impact making it one of the preferred methods 
for supplying energy to society. The large-scale wind energy facilities being installed 
throughout the world are a testament to the growing demand, environmentally pre-
ferred and cost-effectiveness of this RE technology. 

2  Electrolysis of Water 

“Personally, I think that 400 years hence the power question in England may 
be solved somewhat as follows. The country will be covered with rows of me-
tallic windmills working electric motors, which in their turn supply current at 
a very high voltage to great electric mains. At suitable distances there will be 
great power stations where during windy weather the surplus power will be 
used for the electrolytic decomposition of water into hydrogen and oxygen…. 
In times of calm, the gases will be recombined in explosion motors working 
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 dynamos which produce electrical energy once more or more probably in 
oxidation cells.” 

 Haldane, in his talk entitled, Daedalus or Science and the Future, Cambridge Uni-
versity, 1923.13  

Hydrogen as an energy carrier and potentially widely-used fuel is attractive be-
cause it can be produced easily without emissions by splitting water. In addition, the 
readily available electrolyzer can be used in a home or business where off-peak or 
surplus electricity could be used to make the environmentally preferred gas. Electro-
lysis was first demonstrated in 1800 by William Nicholson and Sir Anthony Carlisle 
and has found a variety of niche markets ever since. Two electrolyzer technologies, 
alkaline and proton exchange membrane (PEM), exist at the commercial level with 
solid oxide electrolysis in the research phase. 

Electrolysis is defined as splitting apart with an electric current. Decomposition 
of the water occurs when a direct current (DC) is passed between two electrodes 
immersed in water separated by a non-electrical conducting aqueous or solid electro-
lyte to transport ions and completing the circuit. The voltage applied to the cell must 
be greater than the free energy of formation of water plus the corresponding activa-
tion and ohmic losses before decomposition will proceed. Ion transport through the 
electrolyte is critical as the purest of water would only contain small amounts of ions 
making it a poor conductor.  

Ideally, 39 kWh of electricity and 8.9 liters of water are required to produce 1 kg 
of hydrogen at 25 °C and 1 atmosphere pressure. Typical commercial electrolyzer 
system efficiencies are 56%–73% and this corresponds to 70.1–53.4 kWh/kg.14 The 
U.S. consumes somewhere between 140–150 billion gallons of gasoline per year 
equating to the same number of kilograms if we were to use only hydrogen for trans-
portation. This would result in needing 330 billion gallons of water to make that 
much hydrogen. If the hydrogen were used in a fuel cell that is two times as efficient 
as an internal combustion engine in a car the amount of water required would be 
half. For comparison, gasoline production uses 300 billion gallons per year, domestic 
water use tops 4800 billion gallons per year and thermal electric power generation 70 
trillion gallons per year.15  

When comparing literature from fuel cell (FC) models with water electrolysis 
work it is important to remember the differences between the system anode and 
cathode. This basic understanding may be trivial to most but is many times confused 
when switching between the two processes. The anode is always the electrode at 
which oxidation occurs, where electrons are lost. The cathode is defined as the elec-
trode at which electrons enter, where reduction takes place. In electrolysis the ca-
thode is the electrode where H2 gas is created, in FC systems the anode is the elec-
trode where H2 is introduced. 

2.1 Alkaline 

The alkaline electrolyzer is a well-established technology that typically employs an 
aqueous solution of water and 25–30 wt.% potassium hydroxide (KOH). However, 
sodium hydroxide (NaOH), sodium chloride (NaCl) and other electrolytes have also 
been used. The liquid electrolyte enables the conduction of ions between the elec 
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trodes and is not consumed in the reaction but does need to be replenished periodi-
cally due other system losses. Typically commercial alkaline electrolyzers are run 
with current densities in the range of 100–400 mA cm-2. The reactions for the alka- 
line anode and cathode are shown in Eqs. 1 and 2 respectively, showing the hydroxyl 
(OH-) ion transport. 

   4 OH–
(aq)  O2(g) + 2 H2O(l)      (1) 

   2 H2O(l) + 2e–  H2(g) + 2 OH–
(aq)     (2) 

The first water electrolyzers used the tank design and an alkaline electrolyte.20  
These electrolyzers can be configured as unipolar (tank) or bipolar (filter press) 
designs. In the unipolar design (see Figure 1), electrodes, anodes, and cathodes are 
alternatively suspended in a tank. In this design, each cell is connected in parallel 
and the entire system operated at 1.9–2.5 Vdc.  

The advantage to the unipolar design is that it requires relatively few parts, is ex-
tremely simple to manufacture and repair because individual cells can be taken off-
line while the remaining cells remain productive. The disadvantage is that it usually 
operates at lower current densities and lower temperatures.16 More recent unipolar 
designs include operation at high hydrogen pressure outputs (up to 6,000 psig). 
The bipolar design (Fig. 2), often called the filter-press, has alternating layers of 
electrodes and separation diaphragms that are clamped together. The cells are con-
nected in series and result in higher stack voltages. Since the cells are relatively thin, 
the overall stack can be considerably smaller than the unipolar design. The advantag-
es to the bipolar design are the reduced stack footprints, higher current densities, and 
its ability to produce higher pressure gas. The disadvantage is that it cannot be re-
paired without servicing the entire stack.16,17 Fortunately, it rarely needs servicing. 
Previously asbestos was used as a separation diaphragm, but manufacturers have 
replaced or are planning to replace this with new polymer materials such as Ry-
ton®.18 

2.2 Proton Exchange Membrane 

A second commercially available electrolyzer technology is the solid polymer elec-
trolyte membrane (PEM). PEM electrolysis (PEME) is also referred to as solid po-
lymer electrolyte (SPE) or polymer electrolyte membrane (also, PEM), but all 
represent a system that incorporates a solid proton-conducting membrane which is 
not electrically conductive. The membrane serves a dual purpose, as the gas separa-
tion device and ion (proton) conductor. High-purity deionized (DI) water is required 
in PEM-based electrolysis, and PEM electrolyzer manufacturer regularly recommend 
a minimum of 1 MΩ-cm resistive water to extend stack life. 

PEM technology was originally developed as part of the Gemini space program.16 
In a PEM electrolyzer, the electrolyte is contained in a thin, solid ion-conducting 
membrane rather than the aqueous solution in the alkaline electrolyzers. This allows 
the H+ ion (proton) or hydrated water molecule (H3O+) to transfer from the anode 
side of the membrane to the cathode side, and separates the hydrogen and oxygen  
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Fig. 1. Unipolar (tank) electrolyzer design. 

 

 
 

Fig. 2. Bipolar (filter-press) electrolyzer design. 
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Fig. 3. PEM cell components and reaction showing the positive anode and negative cathode 
electrodes. 

gases. Oxygen is produced at the anode side and hydrogen is produced on the ca-
thode side. The most commonly used membrane material is Nafion® from DuPont.  
PEM electrolyzers use the bipolar design and can be made to operate at a high diffe-
rential pressure across the membrane.  

DI water is introduced at the anode of the cells, and a potential is applied across 
the cell to dissociate the water. The protons (H+) are pulled through the membrane 
under the influence of an electric field and rejoin with electrons being supplied by 
the power source at the cathode to form hydrogen, H2, gas. PEM electrolyzers are 
operated at higher current densities (> 1600 mA cm-2) almost an order of magnitude 
higher than their alkaline counterparts. Stack efficiency decreases as current density 
increases but is necessary to increase hydrogen production to offset the higher capital 
costs of PEM cells. PEM advantages over alkaline include the ability to maintain a 
significant differential pressure across the anode and cathode avoiding the risk of 
high pressure oxygen. In addition, PEM electrolysis requires DI water but avoids the 
hazards surrounding KOH. The PEM anode and cathode reactions are described in 
Eqs. 3 and 4, respectively, and shown in Figure 3, 

    2
_

2 O 4e  H 4OH 2 ++→ +      (3) 

    2
_ H 2 4e  H 4 →++       (4) 

Figure 4 shows the major water and hydrogen components inside Proton Energy 
Systems HOGEN 40RE® including the heart of the system: the PEM stack in front  
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Fig. 4. Internal components of HOGEN 40RE. 

center. The compartment behind these systems (not viewable) contains the AC/DC 
power converter, ventilation fan, 24 Vdc power supply, system controller, radiator, 
and control relays. The RE version contains a DC/DC power converter and DC dis-
connects used to interconnect to a PV array. The combustible gas detector monitors 
hydrogen levels in this compartment and the oxygen phase separator. 

Figure 5 shows the step currents from the power supplies and the resulting hy-
drogen flow in standard cubic feet per hour (scfh) from the system. Hydrogen pro-
duction ripple is caused by the internal hydrogen phase separator pumping down the  
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Fig. 5. Sample current step waveform from external power supplies and resulting hydrogen 
mass flow from HOGEN 40RE.  

accumulated water and desiccant drying tube crossover. These system functions 
cause a drop in system pressure resulting in varying hydrogen production output.  

The system efficiency (Eq. 5) is calculated using both the ancillary losses plus 
the stack energy. The system efficiency uses the higher heating value of hydrogen 
(39 kWh kg−1), the energy consumed by the stack (kWh), efficiency of the DC power 
supplies, and the balance of plant ancillary loads like pumps, valves, sensors and 
controller (kWh). Stack efficiency (Eq. 6) is determined by calculating the ideal cell 
potential at the operating temperature and pressure multiplied by the number of cells 
in the stack and then divided by the measured stack voltage, 
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PotentialStack Actual

PotentialStack  Ideal  EfficiencyStack =      (6) 

The HHV of hydrogen is 39 kWh kg−1 and the ideal stack potential is a function 
of temperature and pressure. All efficiencies are referenced to the HHV of hydrogen. 
The minimum amount of energy that must be consumed to split water into hydrogen  
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Table 1. Constants for heat capacities of gases in ideal state and liquid water. 

 A B C D 
H2 3.249 0.422x10-3          0          0.083x105 
O2 3.639 0.506x10-3          0          –0.227x105 
H2O 8.712 1.25  x10-3 –0.18x10-6            0 

 
 
and oxygen is known as the heat of formation (enthalpy) and corresponds to the 
HHV of hydrogen.  

3  Fundamentals of Water Electrolysis 

3.1 First Principles 

The overall reaction of the electrolysis cell (Eq. 7) provides the required stoichiome-
tric coefficients for the products and reactant used in Eq. 8. The sign convention is 
positive for products and negative for reactants with analogous definitions for ΔB, 
ΔC and ΔD. Data for the constants A, B, C and D are thermodynamic properties and 
are reproduced in Table 1 from,19 
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The model uses the specific heat capacity of water and gases in the ideal state to 
determine the standard Gibbs free energy of reaction, ΔG°, i.e., Eq. 9,  
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where ΔH0
o and ΔG0

o are the standard enthalpy and Gibbs energy of formation of 
liquid water, respectively, at reference temperature T0. The integrals of Eq. 9 take 
into account the temperature dependency of the heat capacities of the products and 
reactants and are reduced to Eqs. 10 and 11, 
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where T is the reaction temperature (K), T0 is the reference temperature (298 K), R is 
he universal gas constant (8.314 J mol-1 K-1) and tau (τ) is defined as τ ≡ T/T0. 

Enthalpy is an intrinsic property of a substance and a function of temperature and 
pressure.19 In practice the Gibbs free energy is the net internal energy available to do 
work, less work done by changes in pressure and temperature.20 Exergy, on the other 
hand, is defined as the total amount of work that can be harnessed and becomes more 
relevant in high-temperature and high-pressure electrolysis.  

At standard temperature and pressure (STP, 25 °C, 1atm) Gibbs free energy of 
formation is defined as the point of zero energy and is used to calculate the change in 
energy of a system. The reversible (i.e., the minimum) voltage required to electro-
lyze water into hydrogen and oxygen is determined by the change of Gibbs free 
energy of formation between the products and reactants. As described above, the 
Gibbs free energy of formation is not constant; it changes with temperature and state 
(liquid or gas),20  

     
zF
GE

o
o

Δ
−=       (12)     

where Eo is the theoretical minimum reversible voltage of a cell, z is the number of 
electrons (2) taking part in the reaction and F is Faraday’s constant (96,485 Coulomb 
mol-1). The actual voltage (Vcell) required to decompose water at any significant rate 
will require Vcell be greater than Eo. The difference between the voltages is known as 
overpotential, polarization or simply losses.  

The Nernst potential (Vn) of Eq. 13 accounts for changes in the activity of the 
reaction and for nonstandard conditions, 
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where PH2, PO2 and PH2O represent the partial pressures of hydrogen, oxygen and 
water respectively.  

The partial pressure of water is determined with the empirical formula from Ref. 
21 and is shown in Eq. 14. This relationship enables the partial pressure of water to 
be calculated from experimental data as the temperature of the DI water into the 
stack anode varies, 
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where Tc is the temperature into the stack in °C and should not be confused with T 
and T0 from earlier that have units of Kelvin. 

The partial pressures of hydrogen and oxygen are determined using measure-
ments from the stack cathode and anode and Eqs. 15 and 16, 

    OHH 22 PPP C −=       (15)  
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    OHO 22 PPP A −=       (16)     

where PC and PA are the experimental pressures (atm) of the cathode and anode re-
spectively. 

 
3.2 Overpotentials 

Water electrolysis is an electrochemical reaction where water is split into hydrogen 
and oxygen in the presence of a catalyst and applied electric field. As current density 
increases the cell losses due to membrane, electrode, and interfacial resistances do-
minate and are referred to as ohmic overpotential.  

At equilibrium (i.e., no current) there exist dynamic currents, measured in amps, 
at each electrode and are a fundamental characteristic of electrode behavior. The 
anode and cathode exchange current densities can be defined as the rate of oxidation 
and reduction respectively. The exchange current density is a measure of the elec-
trode’s ability to transfer electrons and occurs equally in both directions resulting in 
no net change in composition of the electrode.22 A large exchange current density 
represents an electrode with fast kinetics where there is a lot of simultaneous electron 
transfer. A small exchange current density has slow kinetics and the electron transfer 
rate is less.  

The anode and cathode exchange current density’s can be fitted exponentially as 
a function of temperature. Experimentally is has been determined and intuition sug-
gests that as temperatures increase the faster a chemical reaction will proceed. Arr-
henius was the first to recognize that the higher kinetic energy due to higher tem-
perature results in lowering the activation potential.22 Lower activation losses 
reduces the amount of energy for the reaction to proceed, thus increasing stack effi-
ciency. The conductivity coefficient was fitted linearly because it is primarily a func-
tion of current.  

(i) Activation overpotential 

Electrochemical reactions possess energy barriers which must be overcome by 
the reacting species. This energy barrier is called the ‘activation energy’ and results 
in activation overpotential, which are irreversible losses (heat) in the system. Activa-
tion energy is due to the transfer of charges between the electronic and the ionic 
conductors. The activation overpotential is the extra potential necessary to overcome 
the energy barrier of the rate-determining step of the reaction to a value such that the 
electrode reaction proceeds at a desired rate.23 The anode (Eq. 17) and cathode (Eq. 
18) activation overpotentials, ηA and ηC, represent irreversible losses of the PEM 
stack and dominate the overall overpotential at low current densities: 
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where αa and αc are the anode and cathode electron transfer coefficients respectively, 
ia,o and ic,o are the anode and cathode exchange current densities (A cm-2) respectively 
and i is the current density of the stack (A cm-2). The electron transfer coefficient is a 
measure of the symmetry of the activation energy barrier and can range from zero to 
unity.22  

The higher the exchange current density the easier it is for reaction to continue 
when current is supplied to the stack. The cathode exchange current density is thus 
not the limiting parameter of the activation overpotential term and is often ignored. 
The current density (i) normalizes the stack current (I) to the active area of the cell. 

(ii) Ohmic 

Ohmic losses occur because of resistance to the flow of ions in the solid electro-
lyte and resistance to flow of electrons through the electrode materials. Because the 
ionic flow in the electrolyte obeys Ohm’s law, the ohmic losses can be expressed by 
Ohm’s law. The ohmic overpotential, ηo of Eq. 19 is a function of the stack current 
density (i), membrane thickness (ϕ), and the conductivity of the stack (σ),  

     i
σ
ϕ

=ηo       (19)    

where σ (Siemen cm–1) represents the sum of membrane resistance to ion transfer 
and bundled electrical resistances of electrodes and interconnections within the stack. 
As the stack ages, internal polarization losses increase and stack voltage will increase 
for a given current.  

(iii) Anode exchange current density 

Small exchange current densities exhibited by the anode give rise to slow charge 
transfer that is in turn an activation-controlled process. Unfortunately, for the case of 
both the anode and cathode exchange current densities, the range of values varies 
dramatically from author to author because of the various operating conditions, cell 
construction, and stack configurations. Typical values found in the literature for the 
anode exchange current density range from 10–7–10–12 A cm–2.24,25  

(iv) Cathode exchange current density 

The cathode exchange current density is typically four orders of magnitude great-
er than the anode exchange current density and supported by Choi and Berning in 
Ref. 24 and 25. The anode side is therefore limiting the reaction and dominates the 
activation overpotential.  
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(v) Conductivity 

Specifically speaking, membrane conductivity represents only the membrane’s 
resistance to flow of protons (H+) and is highly dependant on its thickness (ϕ) and 
water content. Electrical resistance of electrodes, cell interconnects, and the forma-
tion of any insulating layer on the electrode surface are all bundled under the con-
ductivity term. Voltage decreases for a given current as temperature increases and 
can be controlled to improve stack efficiency.  

 
 

4  Commercial Electrolyzer Technologies 

Electrolyzers produced in 2006 range in sizes from less than 0.1 kg day-1 to over 
1000 kg day-1. The smallest systems, in the under 0.5-kg day-1 range, are used for 
the production of hydrogen at the lab scale, and are designed as hazard-free alterna-
tives to high pressure gas cylinders.26 Electrolyzers are sized to meet the system 
requirements of the existing high purity hydrogen markets. However, only systems 
above the 0.55-kg day-1 production rate are viable for producing hydrogen as a 
transportation fuel, and the transportation fueling market could use systems larger 
than the existing 1000-kg day-1 unit. A 0.055-kg day-1 system would produce 200 kg 
year-1, enough to fuel a single car. A 1000-kg day-1 system would produce 365,000 
kg year-1, enough to fuel 1,800 vehicles. Both of these values assume a 100% ca-
pacity factor on the electrolysis system. Typically, these units are capable of opera-
tions in the high 90% range.27 The number of cars served by a system was deter-
mined by calculating that a car requires approximately 200 kg of hydrogen year-1. 
This 200-kg requirement assumes that on average a car travels 12,000 miles year-1, 
and that a vehicle will travel 60 miles kg-1 of hydrogen.28 

Electrolysis systems that could be used for transportation fuel production can be 
categorized into five different size ranges: home, small neighborhood, neighborhood, 
small forecourt and forecourt.28 The term forecourt refers to a refueling station. The 
number of cars served and hydrogen production rate for each size are as follows: 

• The home size will serve the fuel needs of 1–5 cars with a hydrogen produc-
tion rate of 200–1000-kg hydrogen year-1.  

• The small neighborhood size will serve the fuel needs of 5–50 cars with a 
hydrogen production rate of 1000–10,000-kg hydrogen year-1.  

• The neighborhood size will serve the fuel needs of 50–150 cars with a hy-
drogen production rate of 10,000–30,000-kg hydrogen year-1.  

• The small forecourt size, which could be a single hydrogen pump at an exist-
ing station, will serve 150–500 cars with a hydrogen production rate of 
30,000–100,000-kg hydrogen year-1.  

• A full hydrogen forecourt will serve more then 500-cars per year with a hy-
drogen production rate of greater then 100,000-kg hydrogen year-1.  

A sampling of electrolyzer manufacturers in 2006 are presented in Table 2. 
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Table 2. Commercial electrolyzer manufacturers and selected performance data. 

Manufacturer Technology Lower 
capacity 

(kg day-1)

Upper 
capacity 

(kg day-1)

Pressure Location Ref. 

AccaGen SA Alkaline, acid 
and PEM 

       0.043    215.7 up to 200 barg Switzerland 29 

Avalance Alkaline        0.75    300. up to 6500 psig Connecticut, USA 6 
ELT  Alkaline        6.47  1639.4 up to    30 barg Germany 5 
Gesellschaft fur 

Hochleistungselktrolys
eure zur 
Wasserstofferzeugung 

Unknown      25.9  1078.6             30 barg Germany 30 

Giner PEM      11.8      11.8          3000 psig Massachusetts, 
USA 

31 

Hamilton Sundstrand  PEM    129.3    129.3 up to   100 psig Connecticut, USA 32 
Hydrogenics PEM and 

alkaline 
     10.8    129.4 up to 363 psig Canada 33 

Industrie Haute Techno-
logie SA 

Alkaline  1639.4  1639.4 up to   32 barg Monthey,  
Switzerland 

34 

Linde Unknown      10.8    539.3            25 barg Germany 35 
Norsk Hydro Alkaline    129.4  1046.2            15 barg Norway 36 
Peak Scientific Ion exchange 

membrane 
       0.01        0.01       0-100 psig Scotland 30 

PIEL division of ILT 
Technology s.r.l. 

Alkaline        2.2      30.2              3 barg Italy 31 

Proton Energy System PEM        1.1      12.9 up to 218 psig Connecticut 
USA 

32 

Schmidlin-DBS AG  Membrane        0.005        0.026      1–155 psig Neuheim,  
Switzerland and 
Padova, Italy 

37 

Siam Water Flame Co. Alkaline        0.647        0.647 unknown Bangkok, Thailand 38 
Teledyne Energy Sys-

tems 
Alkaline        6.5    129.4 up to 115 psig Maryland, USA 39 

Treadwell Corporation PEM        2.6      22.0 up to 1100 psi Connecticut, USA 40 
 

5  Electrolysis System 

The system used to produce hydrogen via electrolysis consists of more than just an 
electrolyzer stack. A typical electrolysis process diagram is shown in Fig. 6.45 The 
primary feedstock for electrolysis is water. Water provided to the system may be 
stored before or after the water purification unit to ensure that the process has ade-
quate feedstock in storage in case the water system is interrupted. 

Water quality requirements differ between electrolyzers. Some units include wa-
ter purification inside their hydrogen generation unit, while others require an external 
purification unit, such as a deionizer or reverse osmosis unit, before water is fed to 
the cell stacks. The high purity water will be mixed with KOH if the system is an 
alkaline system before being introduced to the hydrogen generation unit. Note that 
PEM units will not a KOH feed, as no electrolytic solution is needed. Each system 
has a hydrogen generation unit that integrates the electrolysis stack, gas purification  
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Fig. 6. Process flow diagram for a water electrolyzer system. 

and dryer, and heat removal. Electrolyte circulation is also included in the hydrogen 
generation unit in alkaline systems. The hydrogen generation system is usually en 
closed in a container or is installed as a complete package. Oxygen and purified 
hydrogen are produced from the hydrogen generation unit. If desired, a compressor, 
hydrogen storage, and oxygen storage can be added to the system.  

A second feedstock needed for electrolysis is electricity. Typically electricity is 
not considered a feedstock but a utility; however it is a critical component in the 
splitting of the water molecule into hydrogen and oxygen. An electrolyzer typically 
will convert supplied AC to DC, as the stack requires DC to split water.  

Typical utilities that the electrolysis systems need include electricity for other pe-
ripheral equipment; cooling water for the hydrogen generation unit; pre-
pressurization gas; and instrumentation gas (Fig. 6).  

5.1 Energy Efficiency 

Energy efficiency is defined as the higher heating value (HHV) of hydrogen divided 
by  the energy  consumed by the electrolysis system per kilogram  of  hydrogen  pro- 
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Table 3. Efficiency of selected electrolyzers in the market. 

 

Energy required 
system 

(kWh/kg) 

System  
efficiency 

(%) 

Production  
pressure 

Ref.

AccaGen SA 74.5–52.4 52–74 Up to 200 bar 29

Hydrogenics 53.4 73                363 psi 37

IHT 46.7–51.2 84–76      Up to   32 bar 29

PIEL division of ILT Technology s.r.l. 77.9 50                    3 bar 31

 
 

duced. See Eqs. 5 and 6 for details on this calculation. HHV is used as opposed to 
the lower heating value (LHV) because in commercial electrolyzers in 2005, the 
water electrolyzed is in a liquid state. To further clarify why HHV is used, the reac-
tion of the formation of water is: 

    H2 + ½ O2  H2O + energy     (20) 

At 25 °C and 1 atm, the heat of formation of liquid water, or the energy released 
when water is formed in the reaction above is 39 kWh kg-1 of hydrogen. This value 
is the higher heating value (HHV) of hydrogen. The heat of formation of steam is  
33 kWh/kg of hydrogen, and is the lower heating value (LHV) of hydrogen. The 
electrolysis reaction is the opposite of the formation of water reaction: 

    H2O + energy  H2 + ½ O2     (21) 

As a result, the amount of energy needed to create hydrogen from liquid water 
using electrolysis is 39 kWh kg-1. The reason this distinction is important is because 
if using the lower heating value the efficiency of electrolyzers is misrepresented. If 
LHV is used to calculate electrolyzer efficiencies, the maximum hydrogen system 
efficiency is 33/39 or approximately 85%. Thus a 100% efficient electrolysis system 
on an LHV basis is actually thermodynamically impossible if you are electrolyzing 
liquid water. That is to say that an electrolyzer that converts every kWh of input 
energy into hydrogen energy will have only 85% efficiency, even though there are 
no losses.41  

The energy efficiency of several electrolyzers is shown in Table 3. The energy 
efficiency ranges of commercial systems ranges from 47–77 kWh/kg (83–51%). An 
efficiency goal for electrolyzers in the future has been reported to be in the 46.9 kWh 
kg-1 range, or a system efficiency of 83%.42 This 83% includes compression of the 
hydrogen gas to 6000 psig. Currently most electrolyzers reach a pressure ranging 
from 0–500 psig for the power requirements presented, with a few research stage 
electrolyzers reaching pressures in the 3000–6500-psig range. So most electrolyzers 
would need additional energy input beyond what is presented in the table below to 
compress to fueling pressures.  

Note that the above values are energy requirement of the entire electrolysis sys-
tem, excluding any additional compression beyond what the stack produces. This is 
an appropriate way to calculate system efficiency. As an example, the electrolyzer  
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Fig. 7. Hydrogen costs via electrolysis with only electricity costs considered. 

stack alone for a Hydrogenics system requires 46.8 kWh kg-1 (4.2 kWh Nm-3), 
which corresponds to 83% efficiency when you divide the HHV of hydrogen by the 
electrolyzer power requirement. However, when you include the rectifier and aux-
iliaries the energy requirement becomes 53.4 kWh kg-1 (4.8 kWh Nm-3) or 73% 
efficient.  

5.2 Electricity Costs 

Electricity costs are a key component when producing hydrogen via electrolysis. A 
boundary analysis was completed to determine the effects of electricity price on 
hydrogen costs, and the results are shown in Fig. 7.28 For each electrolyzer, the spe-
cific system energy requirement is used to determine how much electricity is needed 
to produce hydrogen; no capital, operating or maintenance costs are included in the 
calculation. The system energy requirement used is the lowest energy requirement 
reported for each manufacturer. This graph shows that, at current electrolyzer effi-
ciencies, in order to produce hydrogen at lower than $3.00 kg-1, electricity costs 
must be between 4 and 5.5¢ kWh-1. In order to produce hydrogen for less than $3.00 
kg-1 with a system that is 100% efficient, electricity prices must be less than  
7.5¢ kWh-1.  

The U.S. Department of Energy’s Energy Information Administration (EIA) re-
ports 2002 industrial, commercial, and residential electricity prices at 4.83, 7.89, and 
8.45¢ kWh-1, respectively.28 Thus, if only electricity costs were incurred, current 
electrolyzers could produce hydrogen for $3.00 kg-1 at industrial electricity prices; 
an ideal system could produce hydrogen for $3.00 kg-1 at slightly lower then com-
mercial prices. This analysis shows that regardless of any additional cost elements, 
electricity costs will be a major price contributor. 

Kevin Harrison and Johanna Ivy Levene 



Electrolysis of Water 59
   

6  Opportunities for Renewable Energy 

Integrating electrolyzers with renewable energy system can present challenges as 
well as unique benefits. Currently most renewable energy systems produce power 
and interconnect with thte electrical grid via some form of power electronics (PE). 
To use electrical grid power, today’s commercial electrolyzers also have some type 
of power electronics interface that can represent a significant portion of the overall 
system cost.43 The power electronics convert alternating current (AC) from the grid 
to direct current (DC) power required by the electrolysis cell stack. In addition to the 
DC requirements of the stack, the system also consumes additional AC power for the 
balance of plant or ancillary loads. At least one electrolyzer manufacturer offers a 
version of an electrolyzer that can accommodate a connection to photovoltaic (PV) 
panels in addition to having the standard AC to DC converter for utility operation.44 
The additional power electronics, incorporating maximum power point tracking 
(MPPT), converts all available DC power from the PV array to run the electrolysis 
stack. This system appears to be one of the firsts to incorporate dedicated PE to inter-
face with a PV source. 

In addition to using PV systems as electricity sources, wind energy can also be 
used. Today, the majority of wind to hydrogen demonstration projects are focused on 
installing commercially available electrolyzers and powering them from the AC 
power from wind turbines.45–47 In these projects the AC from the wind turbines is 
sent out onto the grid and the electrolyzers tied into the grid achieving a loose coupl-
ing of source and load. Scheduling the power to the electrolyzer, based on an output 
signal from the wind turbines, is relatively straightforward in this case. 

Capital costs of electrolysis equipment range from just under $1000 kW-1 for the 
largest alkaline systems to over $10,000 kw-1 for small proton exchange membrane 
(PEM) electrolyzers.28,48 Merely taking an off-the-shelf wind turbine with its own PE 
and commercial electrolyzer with its own PE reduces overall energy transfer from 
the wind to hydrogen system. The potential exists to characterize electrolyzer per-
formance under varying input power and design a single PE package and intelligent 
controller to achieve direct coupling between the stack and wind turbine output. This 
topology would not only eliminate the redundancy of power electronics that exists in 
the wind turbine and electrolyzer but also achieve gains in system cost and robust-
ness. Characterizing the system demands of renewable energy sources and the re-
quirements of the hydrogen-producing stack appears to have synergistic benefits. 
Ultimately, the detailed understanding of both systems and design of the directly 
coupled wind to electrolysis would reduce the cost of renewably generated hydrogen. 

In renewable-based energy systems PEM electrolysis seems to have an advantage 
over alkaline in that the thin membrane and ion transport mechanism can react to 
nearly instantaneously with the rapidly changing energy output of renewable sources, 
especially wind. Stacks involving the circulation of a liquid electrolyte have inhe-
rently more inertia in the transport of ions in solution than the PEM systems.  

On the turbine side, variable-speed wind turbines (which will soon be the norm 
as a result of enhanced energy capture relative to constant-speed machines) rely on 
power electronics to convert the variable frequency, variable voltage AC produced at 
the generator to DC. Small turbines used in battery-charging applications stop here; 
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however, larger turbines used to connect to the grid must then convert the DC back  
to AC at grid frequency: 60 Hertz (Hz). It is important to note that because of the 
economies of scale, it is the large wind turbines that are achieving highly competitive 
energy costs and will likely be the device of choice in large-scale wind-to-hydrogen 
operation.  

The small wind-to-hydrogen systems (< 20 kW) being studied today are systems 
incorporating a common DC bus fixed with a battery bank to which the wind turbine 
and electrolyzer as well as fuel cells and PV panels are connected. Typically, the 
wind turbine is of the battery-charging type, which requires connection to a constant 
voltage DC bus (hence, the battery bank) and incorporates power electronics to con-
vert wild AC to DC and to regulate power output. The electrolyzer stack accepts DC 
power input but the system would also include power electronics to regulate power 
input and possibly convert DC at one voltage level to another. 

There are a number of weaknesses with this configuration, namely a redundancy 
of power electronics leading to increased cost and potential for failure. The inability 
to match wind turbine power output to electrolyzer power requirements because of 
separate power electronic controllers ultimately results in reduced energy capture.  

An advanced topology would be the direct coupling of an electrolyzer with a 
wind turbine. This would allow hydrogen production that is proportional to the avail-
able wind energy and reduce electricity storage requirements.. The single point of 
control will allow the matching of wind turbine and electrolyzer electrical characte-
ristics, thereby increasing the energy capture of the wind turbine. Finally, this solu-
tion will eliminate the need for a constant voltage DC bus and provide a true test of 
electrolyzer operation under fluctuating power-input conditions.  

Renewable electrolysis can help overcome one of the key barriers to realizing a 
hydrogen-based economy by replacing the carbon-intensive one that exists today. 
There is an excellent opportunity for research in renewable hydrogen production 
both in terms of understanding the operation of the electrolyzer under variable 
sources and optimizing, in terms of efficiency, cost, and robustness, the link between 
a renewable source and electrolyzer stack.  

7  Conclusions 

There exists an opportunity to change the face of our energy consumption from one 
of polluting our air, water, and land to one more in harmony with the environment. 
The environment and the economy are often at odds for resources, but it does not 
have to be that way. Renewable hydrogen seems to possess the ability to transition 
the world’s carbon-based economy into a near-carbon-free economy. Hydrogen can 
be extracted from all fossil fuels as well as split from water using the electricity from 
RE sources. However, without sequestering the climate-altering CO2 produced using 
fossil fuels, the environmental benefits are completely lost and may be even wor-
sened by the transition to hydrogen as an energy carrier. 

If the environmental benefits of the long-term development of the hydrogen 
economy are to be realized, the production of hydrogen via electrolysis from RE 
sources will be a vital component. Today’s commercially available electrolyzers are 
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designed to use grid electricity, produce well regulated DC power to the electrolysis 
stack, and condition the output gas for applications different than that required by 
PEM fuel cells. The key element in hydrogen production from any electrical source 
is the electrolyzer stack that converts water and electricity into hydrogen, oxygen and 
heat. The electrolyzer stack is inherently a nearly constant, low-voltage, DC device 
requiring some form of control system and power electronics to connect it to a high-
voltage, AC source of power.  

The primary intent of this work is to design, build and verify a system capable of 
accurately varying important system variables that are normally strictly monitored 
and controlled by the commercial electrolyzers containing the same PEME stack. 
The goal of the experimental characterization of the stack, under varying conditions 
and power, is to enable an optimized interconnection between the stack and RE 
source. Such a coupled system specifically designed with the RE source in mind 
would reduce the overall cost of independent stand-alone systems and may eliminate 
the need for electrical storage components.  

Electrical power provided to the electrolyzer in such a system would be controll-
able with excess power provided to the grid. Thus, a combined system would have 
more dispatch-ability than a wind-electric turbine or PV array alone. Such dispatch-
ability might be used to provide the utility with a measure of control over the renew-
able energy systems total output that does not exist in current renewable based, grid-
connect only systems. Using a variable RE source, like wind or PV, to generate the 
hydrogen gas will guarantee this energy carrier will be produced with nearly zero 
emissions.  
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A Solar Concentrator Pathway to Low-Cost Electrolytic 
Hydrogen 

Robert McConnell 

NREL, Golden, CO 
 

1  Direct Conversion of Concentrated Sunlight to Electricity 

Concentrating sunlight through the use of mirrors or lenses is historically associated 
with the generation of heat. Legend has it that Archimedes used mirrors and the 
sun’s energy to set attacking Roman ships on fire.1 Children often discover that mag-
nifying lenses can burn paper or tree leaves, sometimes after first burning their fin-
gers. At the turn of the 19th century, several inventors and engineers used heat from 
solar concentrators to operate steam engines to pump water and later to generate 
electricity by means of rotating machinery.2 Several solar concentrator technologies 
being developed today use heat and rotating machinery. Large systems based on this 
technology have been generating electricity successfully in California since the 
1980s. 

With the invention of the modern solar cell in 1955, scientists and engineers be-
gan developing a revolutionary new technology—photovoltaics (PV)—for convert-
ing sunlight directly into electricity. Photovoltaic technologies are based on high-
technology semiconductors in which the sun’s photons liberate an electric charge 
within the semiconductor and that charge is driven by an internal electric field to 
electrodes connected to an external load. In the 1960s and 1970s, these marvelous 
solar batteries were the only reliable power sources providing electricity for the first 
space satellites of the Cold War, as well as for later communications satellites. 

In the 1970s, engineers demonstrated that concentrating sunlight and focusing the 
equivalent of hundreds of suns onto a solar cell could generate hundreds of times 
more electricity.2 However, not all of the sunlight is converted to electricity, and 
engineers designed heat sinks to transfer heat away from the solar cells or actively 
cooled the solar cells using a cooling fluid because efficiency decreases when the 
solar cells heat up. So, for efficient electricity production, this solar heat was wasted. 
As we shall see, that ordinarily wasted heat can be used to augment the electrolytic  
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production of hydrogen above the already dramatically high efficiencies of concen-
trator solar cells. We will describe how solar concentrator photovoltaic (CPV) sys-
tems can produce hydrogen from water at high efficiency. But before we do, we need 
to understand more about the characteristics of CPV systems and why they are just 
now entering into the world’s energy markets. 

Unlike flat-plate PV systems seen on roofs around the world today, solar concen-
trators need to track the sun. To focus sunlight onto a solar cell throughout the day, a 
tracking mechanism points the solar concentrator structure at the sun as it crosses the 
sky. Electrical output drops dramatically if the sun is not focused on the cell or if 
clouds block the sun. The resulting system consists of a solar concentrator using 
mirrors or lenses, a tracking mechanism, solar cells, and a heat sink. As shown in 
Figs. 1 and 2, these CPV systems are quite different from the flat-plate PV panels 
generating electricity throughout the world today. Sun-tracking also increases the 
daily energy production above that of non-tracking flat-plate PV panels. Utilities are 
interested in all solar tracking technologies because of this additional value in energy 
production. 

2  The CPV Market 

Sometimes technologies are developed that few people buy. For decades, CPV ap-
peared to be one of those technologies with no market and no customers. Of some 
1,500 megawatts (MW) of PV sold throughout the world in 2005, less than 1 MW 
were CPV systems. Although most of the world’s PV installations in 2005 were on 
rooftops, CPV systems had not been developed for roofs. As the photos show, typi-
cal CPV systems are large and more suitable for a utility customer, although several 

 

 
 

Fig. 1. Several 35-kilowatt (kW) CPV systems built by Amonix in Torrance, California, are 
installed at an Arizona Public Service power plant. The system uses Fresnel lenses to concen-

trate sunlight. The pickup truck in the shade gives an idea of size.  
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Fig. 2. Several 25-kW CPV systems built by Solar Systems in Hawthorn, Aus-
tralia, and installed on aborigine lands. These systems use mirrors for concentration 
(see www.solarsystems.com.au). Note the people in the foreground for an idea of 

size.  
 

companies are now developing smaller CPV products for rooftop markets. CPV 
systems generate little electricity in areas with cloud cover and, not surprisingly, 
CPV researchers often live in sunny areas such as the southwestern United States, 
Israel, Spain, and Australia. It is frequently stated that CPV will be competitive only 
in these sunny, cloudless regions; however, studies of CPV in less sunny locations 
suggest that the costs could still be competitive with those of other PV technologies 
if the solar cell efficiencies are high enough.3,4 Nevertheless, CPV systems will cer-
tainly penetrate their first markets in these sunny areas—just as the first wind sys-
tems were installed in very windy locations before going into less windy sites as 
their costs declined. 

In the 1980s, the U.S. Department of Energy (DOE) and the Electric Power Re-
search Institute (EPRI), the research organization for electric utilities, funded CPV 
projects for utility applications. Both organizations curtailed their CPV studies in the 
early 1990s as rooftop PV markets started to become dominant. Recently, however, 
two companies—Amonix in California and Solar Systems in Australia—found cus-
tomers for their systems shown in Figs. 1 and 2. Amonix now has a 10 MW/year 
production facility in a joint venture with the developer, Guascor, in Spain. And 
Solar Systems has been installing hundreds of kilowatts of CPV systems in Australi-
an outback locations where electricity is expensive due to high transport cost of 
diesel fuel for diesel generators.5 For almost two decades, these two companies have 
been persistent and innovative in developing several generations of CPV designs 
leading to their present products. 

But more than technology development is needed for a new product to enter 
energy markets. Market incentives can be critical, especially for new technologies 
struggling to compete with deeply entrenched conventional energy technologies. The 
justification for society to provide market incentives can be the benefits of clean air, 
combating global climate change, providing local energy production and jobs, as 
well as avoiding the often-ignored problems of mining and waste removal associated  
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with large-scale, conventional energy sources. Further, today’s conventional energy 
sources have a long history of government incentives and support for justifiable 
reasons. As renewable technologies mature and energy needs increase, governments 
around the world are finding renewable energy market incentives both justifiable and 
effective in responding to society’s energy concerns. 

For PV systems, two main types of market incentives exist. Most government 
market support for PV in the United States is in the form of money refunded for the 
purchase and installation of a PV system. Therefore, many dollars per installed PV 
watt are returned to the customer, who, in turn, hands the money over to companies 
providing and installing the systems. These rebates were designed for companies and 
customers wanting to install small flat-plate PV systems for rooftops, which is the 
principal market for PV systems. Such rebates have been successful in developing 
PV markets for rooftops in Japan, as well as in the United States. Almost 20 states 
have some form of rebate for PV systems that can be combined with the new federal 
rebate approved by the U.S. Congress in 2005.  

However, there is an issue with most rebates in that they are paid at or soon after 
the PV installation, with little or no requirements that the system perform well in 2, 
5, or even 20 years from the time of sale. Addressing such a situation, Germany 
developed an effective feed-in tariff program that pays, at a declining rate, for the 
energy produced over 20 years. The State of Washington and Spain recently initiated 
their own programs for feed-in tariffs and California is beginning to move in this 
direction. These programs express a commitment by the governments to honor ener-
gy purchase agreements for as long as 15 or 20 years. The U.S. rebate for PV sys-
tems is presently planned to be available for only 2 years. Feed-in tariffs can be very 
important market incentives, especially ones designed to reward investors for energy 
production, to reduce their risk in recovering their investment and to promote long-
term system reliability. Such tariffs have been instrumental in the market success of 
wind energy systems, presently totaling about 10 times more electricity generating 
capacity than the world’s PV systems. In the case of CPV systems, feed-in tariffs 
open a market door for a technology that maximizes electricity production because 
CPV systems produce more kilowatt-hours (kWh) per kW than flat-plate PV sys-
tems. An attractive feed-in tariff provided the economic justification for the recent 
Amonix-Guascor CPV joint venture in Spain. 

As Fig. 3 shows, an advantage exists today for CPV systems using high-
efficiency solar cells in terms of energy produced for the same amount of capital 
invested in different PV systems.6 This is a very simple comparison between total 
project cost and annual energy produced for the different systems. It avoids the many 
assumptions required in other techno-economic analyses, such as the levelized cost 
of electricity. The comparison is made between a typical non-tracking flat-plate PV 
system, a single-axis-tracking flat-plate system, a CPV system using standard CPV 
silicon technology, and a CPV system with today’s new high-efficiency solar cells. 
A $1000 investment in a technology using today’s high-efficiency CPV cells could 
yield 450 kWh per year—almost 2-1/2 times more electricity than that generated by 
$1000 paid for fixed flat-plate PV systems. The increased bang for the buck is huge 
for investment in CPV technologies using new high-efficiency cells. 
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Fig. 3. CPV systems using new high-efficiency solar cells generate considerably more elec-
tricity for the same amount of money than do the alternatives.6 

3 Higher and Higher Conversion Efficiencies 

With the advent of funding from the DOE in the late 1970s and early 1980s came 
plans and goals to develop PV technologies through improving performance (effi-
ciency), reducing cost, and assuring reliability of operation. CPV systems offered the 
possibility of lower cost because expensive solar cells are replaced with less costly 
structural steel holding mirrors or lenses. However, early CPV systems showed the 
importance of optical efficiencies as optical losses typically reduced the CPV system 
efficiency by 15% to 20%. To compensate for optical losses, CPV systems needed 
the highest-quality, highest-performing solar cells to compete with flat-plate PV 
systems. 

Early PV researchers, principally Martin Green in Australia and Richard Swan-
son and Vahan Garboushian in the United States, developed innovative designs for 
crystalline silicon solar cells, leading to the record efficiencies of the 1980s and 
1990s. Today’s CPV systems using high-efficiency crystalline silicon solar cells 
have system efficiencies approaching 20%. Installed CPV system costs are compara-
ble today with those of utility-scale flat-plate  PV systems at about $6/watt. 5  But the  

A Solar Concentrator Pathway to Low-Cost Electrolytic Hydrogen



70 Robert McConnell 
 

 

 
 

Fig. 4. The highest-efficiency solar cells, both crystalline silicon and multijunction concentra-
tor devices, have been most suitable for solar concentrator systems. Replace with graph having 

the new 40.7 % result in 2006. 

 
dramatically higher efficiency solar cells—above 40% now—as shown in Fig. 4, are 
creating considerable excitement about CPV systems.5 

Research on multijunction solar cells began in the 1980s as part of a DOE effort 
to explore new solar cell materials and new solar conversion processes to improve 
cell efficiency. A single-junction solar cell is tuned to just one wavelength of the 
solar spectrum so that maximum efficiency occurs only at that color. (A semiconduc-
tor junction refers to an interface between a p-type semiconductor material and an n-
type material. P and n refer to semiconductor charge carriers and are a reminder that 
solar cells behave like batteries in that they have positive terminals, negative termin-
als, and generate direct current.) Early solar cell researchers calculated that an infi-
nite number of junctions would be the most effective means to harvest energy from 
each and every color in the solar spectrum and that such a stacked set of junctions 
could theoretically convert more than 80% of the sunlight into electricity. Yet, the 
first monolithic two-junction solar cell, made almost three decades after the discov-
ery of the modern solar cell, demonstrated efficiencies less than that of a single-
junction cell. The materials and chemical science difficulties encountered in making 
the first monolithic two-junction solar cells were significant. These multijunction PV 
technologies are based on elements in columns III and V of the Periodic Table, and 
they are often referred to as III-V solar cells. Soon thereafter, two-junction III-V 
solar cells were developed with efficiencies higher than those of the best silicon solar 
cells. 
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Table 1. Benchmark (10-MW) System parameters and impact of multijunction (III-V) solar 
cell efficiency on a CPV utility reference system.7 High-efficiency solar cells are installed in 

essentially identical solar concentrator structures, and the cost per watt drops from about 
$6/watt to well under $2/watt while electricity costs fall below 10 cents per kWh. Higher 

production levels can lead to even lower levelized costs of energy (LCOE).7 

System size MW    10    12.5   16 
Module price $/Wdc      4.13      3     1.56 
Cell efficiency %    26 (Si) 32 (III-V) 40 (III-V) 
Module size kWpdc    40    50   64 
Module efficiency %    20    25   32 
Installed system price $/Wdc      5.95      4.3     2.52 
LCOE $/kWhac 0.15–0.27 0.10–0.15 0.06–0.11 

 
 

The U.S. Department of Defense recognized the potential of these new solar cells 
for powering satellites and supported the development of their manufacturing proc-
esses. Again, a new PV technology found a commercial niche in space power mar-
kets. Today, almost every commercial and defense satellite—as well as the Mars 
Rover instrumentation packages—use multijunction III-V solar cells for their elec-
trical power sources. Just before the turn of the century, collaborative research and 
development by the National Renewable Energy Laboratory and Spectrolab, a divi-
sion of Boeing, demonstrated a three-junction solar cell with a higher efficiency than 
that of two-junction cells. Efficiencies are now over 40% in the laboratory, with 
reasonable quantities of 35% cells available from suppliers. This technology may be 
coming back to earth more quickly than the early silicon cell technology did as to-
day’s governments and investors respond to the world’s demands for more and 
cleaner energy sources. As shown in Table 1, performance pays.7 Capturing those 
economic benefits involves replacing the crystalline silicon solar cells in essentially 
identical solar concentrator structures with new high-efficiency III-V multijunction 
cells. 

The pioneering companies of Amonix and Solar Systems developed their CPV 
structures around crystalline silicon solar cells, but both are rapidly incorporating the 
new high-efficiency multijunction cells into CPV products that they expect to have 
available in the near future—within 2 to 5 years. Can the companies making multi-
junction III-V solar cells (e.g., Spectrolab and Emcore in the United States) meet this 
new and imminent market demand? Today’s annual manufacturing capacity for 
multijunction solar cells is about 1 MW under 1-sun illumination. Remember that 
these multijunction cells are used in non-concentrator versions in space. And as the 
market for satellites undergoes its own demand cycles, there are periods in which 
substantial portions of the production facilities are available for other markets, such 
as the terrestrial CPV market. Concentration provides a huge lever to this production 
capacity. A solar concentration ratio of 1000 suns means that a manufacturing capac-
ity of 1 MW of flat-plate space PV panels could be the solar power sources for 1000 
MW of CPV systems. The total production capacity throughout the world for III-V 
multijunction solar cells is already about 1 MW/year. The potential capacity there- 
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fore exists for CPV technology to make a dramatic leap from megawatts to gigawatts 
in the market in the very near future. 

However, companies want to be sure that these new multijunction solar cells will 
operate reliably in their CPV systems. After all, the new solar cells typically operate 
at higher voltages, generate higher current, and behave differently under environ-
mental conditions of temperature cycles and humidity than do crystalline silicon 
solar cells. And there is a long history for crystalline silicon operation on earth, whe-
reas very few multijunction III-V solar cells have been deployed in field installa-
tions. However, early demonstrations are promising. One CPV company, Concen-
trating Technologies, has operated Spectrolab’s triple-junction solar cells for more 
than one year at an Arizona Public Service test site. Nevertheless, companies inte-
grating these new solar cells into their solar concentrator structures expect it will take 
2 to 5 years to assure reliable products for the marketplace.5 

4 CPV Reliability 

Today, flat-plate crystalline silicon technologies are renowned for their reliability in 
generating electricity for decades. What is often forgotten is that before flat-plate PV 
test standards were established in the early 1980s, large projects of flat-plate PV 
systems sometimes failed catastrophically. Standards organizations provide an im-
portant service for all technology development activities by providing a forum for 
companies, customers, and independent engineers to create a set of agreed-upon tests 
for identifying weaknesses in products before they go to market. Test standards, 
especially military standards, were critical to the success of space solar cells devel-
oped for defense satellites in the 1960s and 1970s. However, with the first efforts to 
bring space PV down to earth, project leaders discovered that the test standards for 
space solar cells were inadequate for terrestrial PV systems. Programs begun in the 
early 1980s at the Jet Propulsion Laboratory led to the successful development of 
qualification standards for crystalline silicon flat-plate PV technologies. Today, 
crystalline silicon solar cells are renowned for their long-term reliability, and few 
people are aware of the early disasters. 

Many early CPV systems suffered the same fate in that reliability was a serious 
issue. Professor Charles Backus, a CPV pioneer and mechanical engineer, noted that 
electrical or electronic engineers developing PV systems and PV standards were 
unaccustomed to solving mechanical engineering problems or developing standards 
for large mechanical structures.2 In the late 1980s, Sandia National Laboratories 
developed a set of stress tests (accelerated environmental testing) for CPV systems 
based on their early CPV field tests funded by the DOE. This work served as the 
basis for the first CPV qualification standard developed in the late 1990s and finally 
published by the International Electrical and Electronics Engineers (IEEE) standards 
organization in 2001. This first IEEE standard was most suitable for CPV systems 
using Fresnel lenses, typical of many U.S. CPV designs. 

The International Electrotechnical Commission (IEC), based in Geneva, Switzer-
land, is voting on the first international CPV draft standard suitable for testing all of 
the CPV geometries and technologies. The IEC standard builds on the concept of  
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testing representative sample assemblies for key elements of different designs under 
conditions of high temperature, low temperature, temperature cycling, humidity, 
electrical performance under wet and humid conditions, and outdoor performance. 
This new IEC standard is expected to play an important role as companies work 
rapidly to integrate III-V multijunction solar cells into their solar concentrator struc-
tures.8 

5 Following in Wind Energy’s Footsteps 

Wind energy is one renewable energy technology developed successfully by me-
chanical engineers. In the 1970s, wind systems and PV systems started out on nearly 
the same footing: only a few experimental systems for each were installed around the 
world. Today, there are roughly 10 times more wind energy systems than PV sys-
tems installed—50,000 MW of wind systems versus 5,000 MW of PV systems. Why 
were wind energy technologies able to surpass PV systems? One reason was that 
wind developers were able to quickly demonstrate economies of production just as a 
market opportunity appeared. The state of California offered long-term standard-
offer contracts from 1985 to 1989 to purchase the electricity over 20 years from 
large-scale renewable energy projects. These long-term contracts were similar in 
many ways to the successful European feed-in tariffs. Solar concentrators producing 
heat to drive electric generators—called concentrating solar power (CSP) systems—
also took advantage of the California opportunity; almost 400 MW of CSP systems 
were installed in the 1980s, and they have been generating solar electricity ever since 
then. Fabrication facilities are relatively inexpensive for both wind and CSP systems 
when compared with PV manufacturing facilities. Wind production facilities resem-
ble automobile assembly lines.9 

PV production facilities, although not as complex or costly as those of the inte-
grated-circuit industry processing semiconductor silicon, still cost roughly 10 times 
more than wind production facilities. For early investors, this is an important issue. 
Consider the investment choice. Crystalline silicon and amorphous thin-film flat-
plate PV production facilities both cost about $100 million or more for 100 MW per 
year manufacturing plants.10,11 A wind production facility of the same size might cost 
$10 million for the same annual production. Investment in production facilities for 
new technologies entails significant risk, and the lower risk for investing in wind 
facilities was one reason investors provided funds for large 1,000 MW wind projects 
in the 1980s. PV was not able to demonstrate the economies of production quickly 
enough to take advantage of the small window of opportunity provided by Califor-
nia’s standard-offer contracts. In the 1980s, the very-high-efficiency solar cells 
needed by CPV systems were still in the research laboratory. 

The California market incentives helped wind and CSP developers and investors 
move their technologies forward, reducing cost and acquiring valuable operational 
experience that improved reliability. Wind engineers developed their qualifications 
standards during this same period; like early PV technologies, wind systems often 
suffered from poor reliability until their certification standards were established and 
required in the marketplace. 
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Fig. 5. An Amonix production facility in Los Angeles is strikingly different from a flat-plate 
PV manufacturing facility. This difference results in much lower capital costs for the facility.  

Some noteworthy similarities exist between wind energy systems and CPV sys-
tems.9 They both employ relatively common materials, particularly steel. Wind sys-
tem costs are typically less than $1 per watt; they depend mainly on the cost of steel, 
whereas flat-plate PV is linked to the availability and cost of expensive semiconduc-
tor silicon. But solar concentrator structures are also amenable to an auto-assembly 
type of production (see Fig. 5), and CPV developers estimate CPV production facili-
ty costs are much closer to those of wind systems than to those of flat-plate PV pro-
duction facilities. In early EPRI cost studies, CPV production facility costs were 
estimated (on the same costing basis as the crystalline and amorphous silicon facili-
ties) to be about $28 million for a 100 MW per year installation—about one-quarter 
the cost of the conventional silicon PV facilities.10 These lower investment costs can 
lead to a faster scale-up of manufacturing facilities because investor risk is relatively 
smaller than the risks entailed in investing in conventional PV production facilities. 

Further, cost studies in Spain and Israel estimate CPV installed system costs will, 
like wind systems costs, finish below $1 per watt when gigawatt levels of CPV pro-
duction are reached.7,12 Both CPV and wind energy technologies are modular, like 
flat-plate PV modules, but the sizes are different. Wind units are now megawatts in 
size whereas CPV units range from kilowatts to tens of kilowatts. Flat-plate PV  
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modules are usually less than 100 watts. And, obviously, both wind and CPV sys-
tems have moving parts, yet moving parts have not limited the success of wind sys-
tems. Finally, wind systems first penetrated the energy marketplace in sites with very 
high and steady winds, whereas CPV systems will almost certainly enter markets in 
locations with considerable sunlight and almost no clouds, similar to the climates of 
the southwestern United States, Spain, Australia, and Israel. 

6 Low-Cost Hydrogen from Hybrid CPV Systems 

We are now in a position to understand why this new high-efficiency solar electric 
technology provokes a fresh look at the challenge of generating hydrogen from water 
using sunlight. In addition to generating solar electricity at low cost, CPV systems 
have the potential to produce hydrogen through an electrolysis process. The genera-
tion of electrolytic hydrogen from solar energy is critically important to the world’s 
long-term energy needs for several reasons. The feedstock (water) and supplied 
energy (solar) are inherently carbon free so that on a life cycle basis the total carbon 
emissions will be significantly less than from fossil-based options for generating 
hydrogen. And there is the potential to generate hydrogen near its markets, thus 
minimizing transportation costs. In the past, the principal criticism of photovoltaics 
for generating hydrogen has been the high cost of PV electricity and the inefficien-
cies of the conversion processes, particularly the PV process. 

As we have seen, CPV systems have the potential for generating lower-cost elec-
tricity, primarily due to developing high-efficiency multijunction III-V solar cells 
with efficiencies above 40%. But it is the heat boost from CPV systems that can 
dramatically improve and enhance the electrolysis efficiency of water in a high-
temperature solid-oxide electrolyzer. This heat boost—40% was measured in the 
1990s by the company Solar Systems in Australia above 1100oC13,14—has been subs-
tantiated in recent theoretical analyses.15 This new pathway provides significant 
engineering and economic benefits for generating electrolytic hydrogen from solar 
energy, thereby creating opportunities for PV to contribute to future transportation 
markets directly with low-cost hydrogen or by producing liquid hydrogen-carrier 
fuels such as methanol.16 

Solar-to-hydrogen conversion efficiencies of 40%, including optical losses, are 
attainable in the near-term (within the next few years) using high-efficiency III-V 
multijunction solar cells, whereas efficiencies of 50% and higher are realistic targets 
within 5 to 10 years. These efficiencies are dramatically higher, by roughly a factor 
of 3 or 4, than those of any of the other methods previously considered for generat-
ing electrolytic hydrogen from solar electricity.16 These results, based on the long-
term potential for CPV systems to be mass produced at costs of less than $1/W, lead 
to hydrogen production costs comparable with the energy costs of gasoline—
recognizing that 1 kg of hydrogen has the energy equivalent of one U.S. gallon of 
gasoline.17,18 
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Fig. 6. Schematic of system shows sunlight reflected and focused on the receiver, with reflect-
ed infrared directed to a fiber-optics light pipe for transport to a high-temperature solid-oxide 
electrolysis cell. Solar electricity is sent to the same electrolysis cell, which is able to use both 

heat and electricity to split water. 

7 Describing the Hybrid CPV System 

This approach first proposed by Solar Systems in Australia employs a dish concen-
trator that reflects sunlight onto a focal point (see Fig. 6). At the focal point is a spec-
tral splitter (heat mirror) that reflects infrared solar radiation and transmits the visible 
sunlight to high-efficiency solar cells behind the spectral splitter. Figure 7 schemati-
cally shows the transmission across the solar spectrum wavelengths. 

The reflected infrared radiation is gathered by a fiber-optics “light pipe” and 
conducted to the high-temperature solid-oxide electrolysis cell. The electrical output 
of the solar cells also powers the electrolysis cells. About 120 megajoules are 
needed—whether in electrical or thermal form, or both—to electrolyze water and 
generate  1  kg of  hydrogen.  The result is that more  of  the solar energy  is used for  
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Fig. 7. Transmittance (and reflectance) of a spectral splitter mirror as a function of solar wave-
length in microns. This response depicts that of a “hot mirror” in which light is transmitted in 

the visible region and reflected in the infrared. 

hydrogen production. And we shall see that the additional costs for the hybrid solar 
concentrator components—the spectral splitter and fiber-optics light pipe—are rela-
tively small compared with the boost in hydrogen production. 

The testing of components shown in Fig. 6 occurred in the mid-1990s and has 
been described previously13,14,17 on a scale considerably smaller than that of Fig. 2. 
The solar concentrator was a paraboloidal dish 1.5 m in diameter, with two-axis 
tracking, and is capable of more than 1000-suns concentration (Fig. 8). The full dish 
was not needed and most of it was shaded appropriately for use with the small elec-
trolysis cell. At that time, the solar cell was a GaAs cell with an output voltage of 1 
to 1.1 V at maximum power point, with a measured efficiency of about 19%. The 
voltage was an excellent match for direct connection to the electrolysis cell when 
operating at 1000 oC. The tubular solid-oxide electrolysis cell was fabricated from 
yttria-stabilized zirconia; the cell had platinum electrodes because the test tempera-
ture was higher than that of typical solid oxide cells. Figure 9 shows a schematic of 
the solid-oxide electrolysis cell operation. 

A metal tube surrounded the cell to uniformly distribute the solar flux over the 
cell’s surface. The test occurred during a 2-hour period of operation, with an excess 
of steam applied to the electrolysis cell. The output stream of unreacted steam and 
generated hydrogen was bubbled through water and the hydrogen was collected 
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Fig. 8. This photo, taken in the 1990s, shows John Lasich demonstrating how cool his concept 
is for conducting infrared energy through a fiber-optics light pipe. The dish reflects sunlight to 
a “heat mirror” that reflects long-wavelength solar radiation to the fiber-optic bundle along the 
axis of the parabolic dish. The visible light seen at the end of the light pipe in Lasich’s hand is 

a result of partial reflection of visible light by the heat mirror.  

and measured. During a definitive 17 minutes of system operation in steady state, 80 
mL of hydrogen were collected. The ratio of the thermoneutral voltage of 1.47 V to 
the measured electrolysis cell voltage of 1.03 V was 1.43, corresponding to a boost 
of more than 40% in hydrogen production due to the input of thermal energy. This 
was also confirmed by energy balance. Combining the optical efficiencies of the 
concentrator dish (85%), solar cell efficiency, and thermal-energy boost, the total 
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Fig. 9. Schematic of high-temperature electrolysis in a solid-oxide cell. The geometry can be 
planar or tubular as in the case of the first demonstration of the hybrid solar concentrator PV 

system. Operating the electrolysis cell in reverse corresponds to electricity and heat production 
in solid-oxide fuel cell operation. 

system efficiency was 22% for conversion of solar energy to hydrogen. At the time 
of these measurements in the mid-1990s, the efficiency was almost three times better 
than that recorded for any other technology converting solar energy to hydrogen. 

These early tests were not conducted with the most efficient solar cells available 
at that time. The record efficiency then was about 30% for a laboratory cell (see Fig. 
4) and those cells were not easily obtainable. Today’s record efficiency is 40.7%, 
and 35%-efficient cells are commercially available.18 Therefore, 40% solar-to-
hydrogen efficiency is expected in the near term assuming a heat boost of 40%, a 
multijunction solar cell efficiency of 35%, and an optical efficiency of 85%. A 40% 
multijunction solar cell would yield a solar-to-hydrogen conversion efficiency of 
almost 50%. Nevertheless, electrochemical theoretical results calculated by Licht, 
shown in Figure 10, are consistent with these predictions based on Solar Systems’ 
early experiments.15 

Two cost analyses have been reported for this concept.17,19 Although the resulting 
hydrogen costs agreed within their costing uncertainties, the hydrogen generation 
plants were quite different in nature, as were the financial assumptions in their cost 
analyses. The first analysis was conducted in 2004 and reported in 2005, and it used 
a set of financial and plant assumptions developed by the DOE Hydrogen Pro-
gram.19,20 Because of the complexity of the DOE H2A plant assumptions, a back of 
the envelope calculation with simplified financial assumptions was made to highlight 
key cost elements.17 This analysis is presented below and compared with the H2A 
analysis. The principal difference between the two analyses is the additional costs of 
operation, transportation, storage and distribution in the H2A analysis. 

The largest cost for the hybrid solar concentrator system will be for the dish con-
centrator and PV receiver, shown in Fig. 6. Algora recently completed an extensive 
cost  analysis  based  on previously collected data for  CPV  systems.7  Many of the  
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Fig. 10. Energy conversion efficiency of solar-driven water splitting to generate H2 as a func-
tion of temperature and photovoltaic conversion efficiency at AM1.5 insolation, at pH2O = 1 

bar. Reprinted with permission from J. Phys. Chem. B 2003, 107, 4253-4260. Copyright 2003 
American Chemical Society.” 

project costs came from installed costs for the 480-kW reflective CPV system in 
Tenerife,  Spain.  The analysis included a wide range of parameters, including cumu- 
lative production of 10 MW for present-day systems to cumulative production of 
1000 MW for the mid-term systems where learning cost reductions are incorporated. 
Concentrations ranged from 400 to 1000 suns, with solar cell efficiencies ranging 
from 32% to 40%. Module efficiencies ranged from 24.8% to 32.2%, and the plant’s 
AC annual efficiency ranged conservatively from 18.2% to 23.6%. Present-day base 
costs were 2.34 euro/W (almost $3/W with today’s exchange rate). The lowest pro-
jected system costs ranged from 0.5 to 1 euro/W for efficiencies of 40%, 1000-suns 
concentration, and cumulative production of 1000 MW. 

We wanted to compare the results of our simplified engineering cost analysis of 
hydrogen generated by this hybrid solar concentrator system with those of more 
extensive cost analyses:  

1. the electrolytic generation of hydrogen by wind systems, where cumulative 
production of this highly developed technology is approximately 50 giga-
watts (GW); and,  
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Table 2. Component and system costs for 10-MW hybrid CPV project for solid-oxide electro-

lytic production of hydrogen. 

 Component costs assuming 1000-MW 
technology   ($/kW) 

Concentrator PV    800 
Spectral splitter     15 
Fiber optics     25 
Electrolysis cell   400 

Total System Cost                                  1240 

 
 
2. the conventional production of hydrogen by reforming natural gas. So, for 

our analysis, we used cost estimates for mature CPV technology.  

Cost studies for conceptual high-temperature nuclear reactors (projected for ma-
ture 600-MW designs) suitable for high-temperature electrolysis cells face similar 
problems because both the hybrid solar concentrator and high-temperature nuclear 
reactor are in early stages of exploratory research and development for hydrogen 
generation. Further, high-temperature solid-oxide electrolysis cells will be required 
in large sizes (500 kW to 500 MW) for integration with nuclear reactors.21 Unit sizes 
ranging from 20 to 50 kW could be used with hybrid solar concentrators. Although 
solid-oxide fuel cells are commercially available, solid-oxide electrolysis cells are 
beginning development. It is important to note that solid-oxide electrolysis cells have 
been demonstrated to date in small sizes equivalent to hundreds of watts. The mod-
ular character and size of the hybrid CPV system is commensurate with the devel-
opment of solid-oxide electrolysis cell technology, also in early stages of develop-
ment. 

Using a set of assumptions for a well-developed technology, we acquired costs in 
$/kW for solid-oxide electrolysis cells from a developer of solid-oxide electrolysis 
cells.22 Table 2 summarizes the cost data for a well-developed technology (1000-MW 
cumulative production) for the hybrid CPV system and high-temperature solid-oxide 
electrolysis cell. Table 3 summarizes the hydrogen production costs for a 10-MW 
project built with the well-developed technology assuming a 20% rate of return per 
year not including operating, storage, transmission or distribution costs.19 It also 
contain the estimated costs from the H2A analysis that includes the additional oper-
ating, storage, transmission and distribution costs expected for a distant, centralized 
hydrogen generation plant.17 

Table 4 compares these production costs with those of other hydrogen production 
technologies. 

8 Discussion 

The literature contains many cost analyses for hydrogen production, but the assump-
tions behind the analyses vary dramatically. The DOE, through its Hydrogen Pro-
gram, is establishing a  cost-analysis structure  for comparing different hydrogen and  
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Table 3. Hydrogen production data for mature 10-MW plant.17 The estimated hydrogen cost 
of $2.48/kg has considerable uncertainty related to technology immaturity and simplistic 

assumptions. The H2A costs include operating, storage, transmission and distribution costs.19 

 Hydrogen cost data for mature technology 
Plant size (MW)                              10 
Plant cost ($ million)                              12.4 
H2 produced (kg/yr)                               106 
Hydrogen cost ($/kg)17                                2.48 
H2A Hydrogen cost ($/kg)19  3.18 

 
 
fuel cell technologies within a common set of assumptions. The analysis in Table 3 is 
a  preliminary study needing additional work to fit within that  framework.  CPV sys- 
tems are just beginning to enter the energy market, so cost uncertainties are signifi-
cant compared with those of highly developed wind systems with a worldwide in-
stalled capacity approaching 50 GW. Nevertheless, these preliminary hydrogen costs 
are comparable with hydrogen costs from wind electrolysis, so additional cost stu-
dies are warranted. Today, wind system costs are in the $800/kW range—as are the 
estimated costs for highly developed CPV systems—whereas wind electrolysis does 
not have an opportunity for a heating boost in electrolysis efficiency. Assuming these 
cost analyses continue to be positive, it will be worth demonstrating this hybrid solar 
concentrator technology on a larger scale. 

The uncertainties in this cost analysis arise principally from the early stage of 
technology development for solar concentrators, high-efficiency solar cells, and 
solid-oxide electrolysis cells. There are many positive indications that these technol-
ogies can progress and achieve their performance and cost potentials, but additional 
work will be needed. 

9 Hydrogen Vision Using Hybrid Solar Concentrators 

The U.S. National Research Council and National Academy of Engineering believes 
that one of the four most fundamental technological and economic challenges for the 
hydrogen economy is:  

“To reduce sharply the costs of hydrogen production from renewable energy 
sources over a time frame of decades”23  

Table 4. Cost comparison for the hybrid CPV production of electrolytic hydrogen. Note that 1 
kg of hydrogen has the energy equivalent of one U.S. gallon of gasoline. 

Process Hydrogen Production Cost  ($/kg) 
Gas reformation20 1.15 
Wind electrolysis20 3.10 
Hybrid CPV electrolysis17 (approximating distributed generation) 2.48 
Hybrid CPV electrolysis19 (assuming centralized generation of 

H2A analysis) 
3.18 
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Wind electrolysis is a strong renewable energy option, and this study indicates hybr-
id CPV electrolysis could be another. Also, the solar energy resource is considered 
larger and more widely distributed than that of wind energy. And totally new system 
configurations may be possible with hybrid solar concentrator electrolysis. Small 50-
kW systems could be part of hydrogen filling stations, reducing hydrogen distribu-
tion costs. Systems could incorporate backup-heating sources, probably natural gas 
in the near term, to improve the electrolysis system capacity factor.22 

Electricity providers throughout the world are considering large-scale CPV 
projects, some in the range of 100s of MW. The hybrid CPV system could generate 
both electricity and hydrogen for future electric utilities. With low-cost tank storage 
on utility land, the solid-oxide electrolysis cell could be designed to operate in a 
regenerative mode, producing electricity from hydrogen during non-solar periods. 
This design would greatly increase the value of solar electricity to utilities. 

Probably the most dramatic impact of this study has been the realization that the 
hybrid CPV system is a PV option that could provide transportation fuel on a large 
scale. In a scenario where hydrogen is used in fuel cell vehicles—which can have 
double the efficiency of standard internal combustion cars—the effective cost of solar 
hydrogen would be half, i.e., $1.24/kg. For customers paying $3 per U.S. gallon for 
gasoline, which is more than twice the effective hydrogen cost, the potential for a 
very large market clearly exists. To determine the final price of solar hydrogen to the 
customer, we would need to factor in the additional costs of operation, distribution, 
retailing, and taxes, as well as consider the society cost benefits due to the clean and 
renewable value of solar hydrogen. 

The International Energy Agency’s Photovoltaic Power Systems Program recent-
ly published a study on the feasibility of very large-scale PV systems.24 Entitled 
Energy from the Desert, the study explores the concept of using the world’s deserts 
to provide electricity at terawatt (1012 watt) levels of production. While it is evident 
that CPV systems could be a major contributor to such large projects, the hybrid 
solar concentrator opens the possibility for a new vision, one where the world’s 
oceans could be harvested for hydrogen. Such a vision would again follow in the 
footsteps of wind technology as wind projects continue to appear off of the world’s 
coastlines. 

The hybrid solar concentrator is a potential leap frog technology that may rapidly 
lower the cost of clean hydrogen in light of the following: the imminent market entry 
of CPV systems for electricity production; solar cell efficiencies above 40%, with 
clearer ideas for 50%-efficient solar cells; and the opportunity to use wasted solar 
heat for augmenting solar electrolysis. 

10 Conclusions 

An innovative hybrid CPV electrolysis technology has been described that offers a 
potential cost of hydrogen lower than that from wind electrolysis and in the same 
range as gasoline for much of the world’s population. The analysis is preliminary, 
but additional cost analysis and technology demonstrations are warranted. 
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This study has described several reasons supporting the argument that this is a 
technology on the horizon that could be significant throughout the world. The rea-
sons include the following: 

• The existing world’s annual production capacity for manufacturing high-
efficiency III-V multijunction solar cells is enough today for 1000 MW an-
nually of CPV systems. This level provides a good jumpstart into the market.  

• Society’s recent concerns about energy security, global climate change, clean 
air, and high-technology economic opportunities are leading to the appear-
ance of market openings based on feed-in tariffs in regions with solar re-
sources suitable for CPV systems. 

• The CPV community has completed the first CPV qualification standards in 
time to respond to market opportunities, although additional safety, perfor-
mance, and tracker standards are still needed. 

• The early success of wind energy technologies, similar in several respects to 
CPV technologies, augurs rapid and dramatic success for CPV systems. 

• The possibility of efficiently producing hydrogen by splitting water with 
low-cost solar electricity opens a new pathway for production of transporta-
tion fuels. 

This innovative renewable energy technology could leap frog other renewable 
energy technologies for electrolytic production of hydrogen—a potentially important 
transportation fuel for our future. 
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1 Introduction to Solar Thermal Formation of Hydrogen 

1.1  Comparison of Solar Electrochemical, Thermal & Hybrid Water 
Splitting 

Solar electrochemical, solar thermal,1,2 and solar thermal/electrochemical hybrid3 
hydrogen generation are introduced in this Section. Water electrolysis and electroly-
sis using solar concentrator technology were discussed in Chapters 3 and 4. The 
thermal and the hybrid processes will be discussed in depth in subsequent Sections of 
this chapter. At high temperatures (> 2000 °C), water chemically disproportionates 
to hydrogen and oxygen. Hence, in principle, by using solar energy to directly heat 
water to very high temperatures, hydrogen and oxygen gases can be generated. This 
is the basis for all direct thermochemical solar water splitting processes.1 However, 
catalysis, gas recombination, and containment materials limitations above 2000 °C 
have led to very low solar efficiencies for direct solar thermal hydrogen generation. 
In another approach, the utilization of a multi-step, indirect, solar thermal reaction 
processes to generate hydrogen at lower temperatures has been extensively studied, 
and a variety of pertinent reaction processes considered.2 These reactions are con-
ducted in a cycle to regenerate and reuse the original reactions, ideally, with the only 
net reactant water, and the only net products hydrogen and oxygen. However, such 
cycles suffer from challenges often encountered in multi-step reactions.4 While these 
cycles can operate at lower temperatures than the direct thermal chemical generation 
of hydrogen, efficiency loses can occur at each of the steps in the multi-step se-
quence, resulting in low overall solar to hydrogen energy conversion efficiencies.  

Electrochemical water splitting, generating H2 and O2 at separate electrodes, 
largely circumvents the gas recombination and high temperature limitations occur-
ring in thermal hydrogen processes. Thus a hybrid of thermal dissociation and elec- 
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trolysis provides a pathway for efficient solar energy utilization. The hybrid method 
expands on existing solar electrochemical processes, which are therefore discussed 
briefly here. There has been significant, ongoing experimental5-15 and theoreti-
cal.5,16,17 interest in utilizing solar generated electrical charge to drive electrochemical 
water splitting (electrolysis) to generate hydrogen. In each of the above referenced 
studies, water electrolysis occurs at, or near, room temperature. Photoelectrochemi-
cal models predict a maximum ~30% solar water splitting conversion efficiency by 
eliminating  

• the linkage of photo to electrolysis surface area,  
• non-ideal matching of photo and electrolysis potentials, and incorporating 

the effectiveness of contemporary  
• electrolysis catalysts, and  
• efficient multiple bandgap photoabsorbers (semiconductors).18 

However, these models did not incorporate solar heat effects on the electrolysis 
energetics as elaborated below.  

The UV and visible energy rich portion of the solar spectrum is transmitted 
through water (Chapters 1 and 2). Therefore a mediator for light absorption, such as 
a semiconductor, is required to drive the electrical charge for the water-splitting 
process. The PV (photovoltaic) process refers to a solar panel connected ex situ to 
electrochemically drive water splitting, e.g., an illuminated semiconductor-based 
photovoltaic device wired to an electrolyzer. On the other hand, the photoelectro-
chemical process refers to in situ immersion of the illuminated semiconductor in a 
chemical solution (electrolyte) to electrochemically drive water splitting, as de-
scribed in Chapter 7. The significant fundamental components of PV and photoelec-
trochemical hydrogen generation are identical, but from a pragmatic viewpoint the 
PV process seems preferred, as it isolates the semiconductor from contact with and 
corrosion in the electrolyte. The UV and visible energy rich portion of the solar spec-
trum is transmitted through H2O. Semiconductors, such as TiO2, can split water, but 
their wide bandgap limits the photoresponse to a small fraction of the incident solar 
energy. Solar photoelectrochemical attempts to split water have utilized TiO2,20  
InP,21 and also multiple bandgap semiconductors.19,22,23 Photoelectrochemical water 
splitting studies have generally focused on diminishing the high bandgap apparently 
required for solar water splitting, by tuning (decreasing) the bandgap of the semicon-
ductor, Eg, to better match the water splitting potential, EH2O. Multiples of electrolyz-
ers and photovoltaics can be combined to produce an efficient match of the generated 
and consumed power, as shown in Fig. 1. Also multiple bandgap semiconductors can 
be combined to generate a single photovoltage well-matched to the electrolysis cell, 
and over 18% conversion energy efficiency of solar to hydrogen was demonstrated, 
albeit at room temperature (still without the potential benefits of hybrid thermal 
hydrogen generation.)23  
Unlike room temperature solar PV and photoelectrochemical electrolysis, the hybrid 
approach utilizes energy of the full solar spectrum, leading to substantially higher 
solar energy efficiencies. The IR radiation is energetically insufficient to drive con-
ventional solar cells, and this solar radiation is normally discarded (by reflectance or 
as re-radiated heat.) On the other hand, in the hybrid approach, as seen in Fig. 2 
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Fig. 1. Alternate configurations varying the number of photo harvesting units and electrolysis 
units for solar water splitting.3 The photoconverter in the first system generates the requisite 
water electrolysis voltage and in the second system generates twice that voltage, while the 
photoconverter in the third and fourth units generate respectively only half or a third this 

voltage. 
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Fig. 2. Schematic representations of solar water electrolysis improvement through excess solar 
heat utilization.3 

and as described in a latter Section of this chapter, the IR wavelengths are not dis-
carded, but instead utilized to heat water. This in turn substantially decreases the 
necessary electrochemical potential to split the water, and substantially increases the 
solar hydrogen energy conversion efficiencies. 

2  Direct Solar Thermal Water Splitting to Generate Hydrogen 
Fuel 

2.1 Development of Direct Solar Thermal Hydrogen 

The direct thermochemical process, to generate hydrogen by splitting water involves 
heating water to a high temperature and separating the hydrogen from the equili-
brium mixture. Although conceptually simple, the single-step thermal dissociation of 
water has been impeded by the need for a high-temperature heat source to achieve a 
reasonable degree of dissociation, and––to avoid ending up with an explosive mix-
ture––by the need for an effective technique to separate H2 and O2. Unfortunately, 
the decomposition of water does not proceed substantially until the temperature is 
very high. Generally temperatures of 2500 K have been considered necessary for 
direct thermal water splitting. The Gibbs function (ΔG, or free energy) of the gas  
reaction  H2O ↔ H2 + ½ O2,  does not become zero until the temperature is increased  
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Table 1. The pressure equilibrium constants of the water dissociation reaction.24 

 Temperature (K) 
 2500 3000              3500 
K1 1.34x10-4 8.56x10-3 1.68x10-1 
K2 4.22x10-4 1.57x10-2 2.10x10-1 
K3 1.52x103 3.79x101 2.67x100 
K4 4.72x103 7.68x101 4.01x100 

          
 
to 4310 K at 1 bar pressure of H2O, H2 and O2.3 At a water pressure of 0.1 bar or 
greater, significant mole fractions of hydrogen are not spontaneously formed at tem-
peratures below 2200 K. The entropy (ΔS), driving the negative of the temperature 
derivative of the Gibbs function change, is simply too small to make direct decom-
position feasible at this time.4 

2.2 Theory of Direct Solar Thermal Hydrogen Generation 

In the high temperature gas phase equilibrium of water, in addition to H2O, H2 and 
O2, the atomic components H and O must be considered. These components are 
relatively insignificant at temperatures below 2500 K, as the pressure equilibrium 
constants for either diatomic hydrogen or oxygen formation from their atoms are 
each greater than 103 at T < 2500 K. However, the atomic components become in-
creasingly significant at higher temperatures. The pressure equilibrium constants of 
the water dissociation reaction are summarized in Table 1 for water splitting at tem-
peratures at which significant, spontaneous formation of H2 occurs: 

    H2O ↔ HO + H K1      (1)     

    HO ↔ H + O  K2      (2)   

    2 H ↔ H2  K3      (3)   

    2 O ↔ O2  K4      (4)   

 Kogan has calculated that, at a pressure of 0.05 bar, water dissociation is barely 
discernible at 2000 K.1 By increasing the temperature to 2500 K, 25% of water vapor 
dissociates at the same pressure. A further increase in temperature to 2800 K under 
constant pressure causes 55% of the vapor to dissociate.1 These basic facts indicate 
the difficulties that must be overcome in the development of a practical hydrogen 
production by solar thermal water splitting:  

(a) attainment of very high solar reactor temperatures,  
(b) solution of the materials problems connected with the construction of a reac-

tor that can contain the water spitting products at the reaction temperature, 
and  

(c) development of an effective method for in situ separation of hydrogen from 
the mixture of water splitting products. 
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2.3 Direct Solar Thermal Hydrogen Processes 

The problems with materials and separations at such a high temperature make direct 
decomposition not attractive at this time. The production of hydrogen by direct ther-
mal splitting of water generated a considerable amount of research during the period 
1975–1985. Fletcher and co-workers stressed the thermodynamic advantages of a 
one-step process with heat input at as high a temperature as possible.25-27 The theoret-
ical and practical aspects were examined by Olalde,28 Lede,29-31 Ounalli,32 Bilgen33,34 
and by Ihara.35,36 However, no adequate solution to the crucial problem of separation 
of the products of water splitting has been worked out so far. Effort was spent to 
demonstrate the possibility of product separation at low temperature after quenching 
the hot gas mixtures by heat exchange cooling,8 by immersion of the irradiated, 
heated target in a reactor of water liquid,9,10 by rapid turbulent gas jets,29,30 or rapid 
quench by injecting a cold gas.31 Based on a theoretical evaluation, Lapique18 con-
cluded that by quenching under optimal conditions it should be possible to recover 
up to 90% of the hydrogen formed by thermal water splitting. However, the quench 
introduces a significant drop in the efficiency and produces an explosive gas mix-
ture.2  

To attain efficient collection of solar radiation in a solar reactor operating at the 
requisite 2500 K, it is necessary to reach a radiation concentration of the order of 
10000 suns. This is a rather stringent requirement. By way of example, a 3-MW solar 
tower facility, consisting of a field of 64 slightly curved heliostats, has each heliostat 
capable of concentrating solar radiation approximately by a factor of 50. Even by 
directing all the heliostats to reflect the sun rays towards a common target, a concen-
tration ratio of only 3000 may be obtained.37 It is possible, however, to enhance the 
concentration ratio of an individual heliostat by the use of a secondary concentration 
optical system, and such systems have been explored.37,38  

Ordinary steels cannot resist temperatures above a few hundred degrees centi-
grade, while the various stainless steels, including the more exotic ones, fail at less 
than 1300 K. In the range 3000–1800 C alumina, mullite or fused silica may be used. 
A temperature range of about 2500 K requires use of special materials for the solar 
reactor. However, higher melting point materials can have additional challenges; 
carbide or nitride composites are likely to react with water splitting products at the 
high temperatures needed for the reaction. A list of candidate materials of high tem-
perature oxide, carbide and nitride ceramics, is presented in Table 2.  

Separation of the generated hydrogen from the mixture of the water splitting 
products, to prevent explosive recombination, is another challenge for thermochemi-
cally generated water splitting processes. Separation of the thermochemically gener-
ated hydrogen from the mixture of the water splitting products by gas diffusion 
through a porous ceramic membrane can be relatively effective. Membranes that 
have been considered include commercial and specially prepared porous zironias, 
although sintering was observed to occur under thermal water splitting conditions,1,39 
and ZrO2-TiO2-Y2O3 oxides.40 In such membranes, it is necessary to maintain a 
Knudsen flow regime across the porous wall.24 The molecular mean free path λ in 
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Table 2. Melting points of refractory materials, modified from Ref. 1. 

Material Type Melting Point (°C) 
SiO2  oxide 1720 
Quartz oxide 1610 
TiO2 oxide 1840 
Cr2O3 oxide 1990–2200 
Al2O3 oxide 2050 
UO2 oxide 2280 
Y2O3  oxide 2410 
BeO  oxide 2550 
CeO2 oxide 2660–2800 
ZrO2 oxide 2715 
MgO oxide 2800 
HfO2 oxide 2810 
ThO2 oxide 3050 
SiC carbide                2200(decomp) 
B4C carbide 2450 
WC carbide                2600(decomp) 
TiC carbide 3400–3500 
Electrolytic graphite carbide          3650(subl) 
HfC  carbide 4160 
Si3N4 nitride 1900 
BN nitride                3000(decomp) 

 
 
 

the gas must be greater than the average pore diameter, φ. By kinetic theory, λ = 
√πνd2; where d = molecular diameter (cm), ν = molecular density = 273.15pνo/T,  
p = pressure (bar), T = temperature (K), and νo = 2.685x1019 molecules/cm3.1 A 
double-membrane configuration has been suggested as superior to a single-
membrane reactor.41 

In recent times, there have been relatively few studies on the direct thermochemi-
cal generation of hydrogen by water splitting1,24,39-45 due to continuing high tempera-
ture material limitations. Recent experimental work has been performed by Kogan 
and associates1,37,40-41 and the cross section of one of their solar reactors is shown in 
Fig. 3. This reactor consists of a cylindrical zirconia housing of 10-cm inside diame-
ter and 20-cm length, and insulated by 2-in thickness of Zircar felt and board. One 
end of the housing is closed by a circular disc with a central aperture 3 cm in diame-
ter. A zirconia crucible having a porous wall is installed at the opposite end of the 
housing, and sintering of the crucible considerably limited performance. In 2004, 
Bayara reiterated that conversion rates in direct thermochemical processes are still 
quite low, and new reactor designs, operation schemes and materials are needed for 
new breakthroughs in this field.45  
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Fig. 3. Example of a solar reactor for direct thermochemical water splitting and solar hydrogen 
generation. Reprinted with permission from Ref. 1. Copyright (1998) International Journal of 

Hydrogen Energy. 

3  Indirect (Multi-step) Solar Thermal Water Splitting to 
Generate Hydrogen Fuel 

3.1 Historical Development of Multi-Step Thermal Processes for Water 
Electrolysis  

As mentioned earlier, direct thermal dissociation of water requires temperatures 
above approximately 2500 K. Since there are not yet technical solutions to the mate-
rials problems, the possibility of splitting water instead, by various reaction se-
quences, has been probed. Historically, the reaction of reactive metals and reactive 
metal hydrides with water or acid was the standard way of producing pure hydrogen 
in small quantities. These reactions involved sodium metal with water to form hy-
drogen or zinc metal with hydrochloric acid or calcium hydride with water. All these  
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Fig. 4. Temperature variation of the free energy for several decomposition reactions pertinent 
to hydrogen generation. Reprinted with permission from Ref. 72. Copyright (2004) Interna-

tional Journal of Hydrogen Energy. 

 
methods are quite outdated and expensive, including the reaction of metallic iron or 
ferrous oxide with steam at elevated temperatures to produce hydrogen.  

The possibility to produce hydrogen in multi-reaction processes from water, with 
a higher thermal efficiency has been extensively studied. As summarized by Perkins 
and Weimer, and as shown in Fig. 4, a variety of pertinent, spontaneous processes 
can be considered that have a negative reaction free energy at temperatures consider-
ably below that for water. These reactions are conducted in a cycle to regenerate and 
reuse the original reactions, ideally, with the only net reactant water, and the only net 
products hydrogen and oxygen. However, such cycles suffer from challenges often 
encountered in multi-step reactions. While these cycles operate at much lower tem-
peratures than the direct thermal chemical generation of hydrogen, conversion effi-
ciencies are insufficient and interest in these cycles has waned. Efficiency losses 
occur at each of the steps in the multiple step sequence, resulting in low overall solar 
to hydrogen energy conversion efficiencies. Interest in indirect thermal chemical 
generation of hydrogen started approximately 40 years ago with an average of less 
than a handful of publications per year in the decade starting 1964. A dramatic up-
surge in interest occurred in the subsequent years with an average of over 70 papers 
per year from 1975 through 1985. Following that time, and because of the lack of 
clear successes in the field, interest waned in subsequent years and has averaged only 
ca.10 publications per year.4 
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3.2 Comparison of Multi-step Indirect Solar Thermal Hydrogen 

Processes 

Early studies performed on H2O-splitting thermochemical cycles were mostly cha-
racterized by the use of process heat at temperatures below about 1200 K, available 
from nuclear and other thermal sources. These cycles required multiple steps (more 
than two) and had inherent inefficiencies associated with heat transfer and product 
separation at each step. An overview of indirect thermochemical processes for hy-
drogen generation using more than two steps has been presented by Funk,4 and sev-
eral of these cycles are summarized in Table 3. An example includes cycle No. 2 in 
Table 3, which utilizes the following reaction steps: 

  CaBr2 + 2 H2O → Ca(OH)2 + 2 HBr  T = 1050 K  (5) 

  2 HBr + Hg → HgBr2 + H2    T = 450 K   (6) 

  HgBr2 + Ca(OH)2 → CaBr2 + HgO + H2O  T = 450 K  (7) 

  HgO → CaBr2 + Hg + ½ O2    T = 900 K  (8)  

Status reviews on multiple-step cycles have been presented,46,47 and include the 
leading candidates GA’s 3-step cycle based on the thermal decomposition of H2SO4 
at 1130 K,48 and the UT3’s 4-step cycle based on the hydrolysis of CaBr2 and FeBr2 
at 1020 and 870 K:49 This process involving two Ca and two Fe compounds has 
received some attention.4 The process is operated in a cyclic manner in which the 
solids remain in their reaction vessels and the flow of gases is switched when the 
desired reaction extent is reached: 

 CaBr2(s) + H2O(l) → CaO(s) + 2 HBr(g)   T = 973–1050 K (9) 

 CaO(s) + Br2(g) → CaBr2(s) + O2(g)   T = 773–8 K  (10) 

 Fe3O4(s) + 8 HBr(g) → 3FeBr2(s) + 4 H2O(g) + 2 Br2(g) T = 473–573 K (11) 

 3 FeBr2(s) + 4 H2O(g) → Fe3O4(s) + 6 HBr(g) + H2 (g) T = 823–873 K (12)  

3.3 High-Temperature, Indirect-Solar Thermal Hydrogen Processes 

 More recently, higher temperature processes have been considered (at T > 2000 K), 
such as two-step thermal chemical cycles using metal oxide reactions.2 The first step 
is solar: the endothermic dissociation of the metal oxide to the metal or the lower-
valence metal oxide. The second step is non-solar, and is the exothermic hydrolysis 
of the metal to form H2 and the corresponding metal oxide. The net reaction is  
H2O = H2 + 0.5 O2, but since H2 and O2 are formed in different steps, the need for 
high-temperature gas separation is thereby eliminated: 
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Table 3. Summary of multi-step chemical cycles for indirect thermochemical hydrogen gener-
ation, from Ref. 4. 

No. Elements in cycle Maximum temperature, K Total reaction steps in cycle 
  1  Hg,Ca,Br 1050 4 
  2 Hg,Ca,Br 1050 4 
  3 Cu,Ca,Br 1070 4 
  4  Hg,Sr,Br 1070 3 
  5  Mn,Na,(K) 1070 3 
  6  Mn,Na,(K),C 1120 4 
  7  V,Cl,O 1070 4 
  8  Fc,Cl,S 1070 4 
  9  Hg,Ca,Br,C 1120 5 
10  Cr,Cl,Fe,(V) 1070 4 
11  Cr,Cl,Fe,(V)Cu 1070 5 
12 Fe,Cl 1070 5 
13  Fe,Cl 1070 5 
14  Fe,Cl 1120 5 
15  Mn,Cl 1120 3 
16  Fe,Cl 920 3 
17  I,S,N 1120 6 
18  S (hybrid) 1120 2 
19  I,S,N,Zn 1120 4 
20  Br,S (hybrid) 1120 3 
21  Fe,Cl 920 5 
22  Fe,Cl 920 4 
23  S,I 1120 3 
24  S,I 1120 3 

  

  1st step (solar):  MxOy → xM + y/2O2     (13) 

  2nd step (non-solar): xM + yH2O → MxOy + yH2    (14) 

where M is a metal and MxOy is the corresponding metal oxide. Such a two-step 
cycle was originally proposed50 using the redox pair Fe3O4/FeO. The solar step, i.e., 
the thermal dissociation of magnetite to wustite at above 2300 K, has been thermo-
dynamically examined51 and experimentally studied in a solar furnace.52,53 It was 
found necessary to quench the products in order to avoid re-oxidation, but quenching 
introduces an energy penalty of up to 80% of the solar energy input. The redox pair 
TiO2/TiOx (with x < 2) has been considered.54,55 Solar experiments on the thermal 
reduction of TiO2, conducted in an Ar atmosphere up to 2700 K, experienced losses 
due to the chemical conversion limited by the interfacial rate at which O2 diffuses.  
 Other redox pairs, such as Mn3O4/MnO and Co3O4/CoO have also been consi-
dered, but the yield of H2 in the reaction has been too low to be of any practical in-
terest.53 H2 may be produced instead by reacting MnO with NaOH at above 900 K in 
a 3-step cycle.56 Steinfeld further suggests2 that partial substitution of iron in Fe3O4 
by other metals (e.g., Mn and Ni) forms mixed metal oxides of the type (Fe1-xMx)3O4 
that may be reducible at lower temperatures than those required for the reduction of  
Fe3O4, while the reduced phase (Fe1-xMx)1-yO remains capable of splitting water.57-59  
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Fig. 5. Schematic of a rotating-cavity solar reactor concept for the thermal dissociation of ZnO 
to Zn and O2 at 2300 K, modifed from Ref. 2. It consists of a rotating conical cavity-receiver 
(#1) that contains an aperture (#2) for access of concentrated solar radiation through a quartz 
window (#3). ZnO particles are continuously fed by means of a screw powder feeder located 
at the rear of the reactor (#4). The gaseous products Zn and O2 continuously exit via an outlet 

port (#5) and are quenched. 

One of the most actively studied candidate metal oxide redox pair for the 2-step 
cycle, is ZnO/Zn. As reviewed by Steinfeld,2 several chemical aspects of the thermal 
dissociation of ZnO have been investigated.55,60,61 The reaction rate law and Arrhe-
nius parameters for directly irradiated ZnO pellets has been derived.62 The condensa-
tion of zinc vapor in the presence of O2 by fractional crystallization in a temperature-
gradient tube furnace was studied.63 Alternatively, electro-thermal methods for in 
situ separation of Zn(g) and O2 at high temperatures have been experimentally dem-
onstrated to work in small-scale solar furnace reactors.64-67 High-temperature separa-
tion further enables recovery of the latent heat of the products (e.g., 116 kJ/mol dur-
ing Zn condensation). Figure 5 shows the schematic configuration of a solar 
chemical reactor concept that features a windowed rotating cavity-receiver lined with 
ZnO particles that are held by centrifugal force.68 In this arrangement, ZnO is direct-
ly exposed to high-flux solar irradiation and serves simultaneously the functions of 
radiant absorber, thermal insulator, and chemical reactant. Solar tests carried out 
with a 10 kW prototype subjected to a peak solar concentration of 4000 suns proved 
the low thermal inertia of the reactor system. The ZnO surface temperature reached 
2000 K in 2 s, and was resistant to thermal shocks.2 Cycles incorporating ZnO con-
tinue to be of active research interest.69–73 
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4  Hybrid Solar Thermal/Electrochemical/Photo (STEP) Water 
Splitting 

4.1 Historical Development of Hybrid Thermal Processes  

The solar driven room temperature electrolysis of water, discussed in the introduc-
tion to this chapter, can be substantially enhanced by heating the water with excess 
solar thermal energy. Nicholson and Carlisle first generated hydrogen by water elec-
trolysis in 1800. Modifications, such as high temperature electrolysis of steam74 or 
water electrolysis by photo-illuminated semiconductors75 had been reported by the 
1970s. With increasing temperature, the quantitative decrease in the electrochemical 
potential necessary to split water to hydrogen and oxygen had been well known by 
the 1950s76 and as early as in 1980, Bockris had noted, that solar thermal energy 
could decrease the necessary energy for the electrolytic generation of hydrogen.77 
Over the ensuing two decades, designs were intermittently introduced to utilize this 
principle.78–87 However, the process combines elements of solid state physics and 
electrochemical theory, complicating rigorous theoretical support of the process. The 
thermodynamic feasibility of the solar thermal electrochemical generation of hydro-
gen was initially shown in 2002.88,89 The theory combined photodriven charge trans-
fer, with excess sub-bandgap insolation to lower the water potential and demonstrat-
ed water splitting efficiencies in excess of 50%. In 2004, experimental support, 
which is described in the latter Sections, was provided in support of this theory.90 

4.2 Theory of Hybrid Solar Hydrogen Generation 

Thermally assisted solar electrolysis consists of (i) light harvesting, (ii) spectral 
resolution of thermal (sub-bandgap) and electronic (super-bandgap) radiation, the 
latter of which (iiia) drives photovoltaic or photoelectrochemical charge transfer 
V(iH2O), while the former (iiib) elevates water to temperature T, and pressure, p; 

finally (iv) V(iH2O) driven electrolysis of H2O(T,p). A schematic representation for 

this solar thermal water electrolysis (photothermal electrochemical water splitting) is 
presented in Figure 2, and rather than a field of concentrators, systems may use indi-
vidual solar concentrators. This hybrid process provides a pathway for efficient solar 
energy utilization. Electrochemical water splitting, generating H2 and O2 at separate 
electrodes, largely circumvents the gas recombination limitations of direct solar 
thermochemical hydrogen formation and the multiple-step Carnot losses of indirect 
thermochemical processes.  

Photodriven charge transfer through a semiconductor junction does not utilize 
photons which have energy below the semiconductor bandgap. Hence a silicon pho-
tovoltaic device does not utilize radiation below its bandgap of ~1.1 eV, while an 
AlGaAs/GaAs multiple bandgap photovoltaic device does not utilize radiation of 
energy less than the 1.43-eV bandgap of GaAs. As will be shown, this unutilized, 
available long wavelength insolation represents a significant fraction of the solar 
spectrum. This long wavelength insolation can be filtered and used to heat water 
prior to electrolysis. The thermodynamics of heated water dissociation are more  
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favorable than that room temperature. This is expressed by a free-energy chemical  
shift and a decrease in the requisite water electrolysis potential, which can consider-
ably enhance solar water splitting efficiencies.  

The spontaneity of the H2 generating water splitting reaction is given by the free 
energy of formation, ΔG°f, of water and with the Faraday constant, F, the potential 
for water electrolysis:  

    H2O → H2 + ½ O2      (15) 

    0
OHf,

0
split 2

GG Δ=Δ−        (16) 

where 0
OHf, 2

GΔ (25 °C, 1 bar, H2Oliq) = –237.1 kJ mol-1, and   
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where 0
OH2

E (25°C, 1 bar, H2Oliq ) = 1.229 V  

 Reaction 15 is endothermic and the electrolyzed water will undergo self-cooling 
unless external heat is supplied. The enthalpy balance and its related thermoneutral 
potential, Etneut, are given by: 

    
liq2OHf,split HH Δ=Δ−      (18) 

where 0
OHf, liq2

HΔ (25 °C, 1 bar, H2Oliq) = –285.8 kJ mol-1, and 
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=       (19) 

where 0
tneutE (25 °C, 1 bar, H2Oliq ) = 1.481 V. 

The water electrolysis rest potential is determined from extrapolation to ideal 
conditions. Variations of the concentration, c, and pressure, p, from ideality are re-
spectively expressed by the activity (or fugacity for a gas), as a = γc (or γp for a gas), 
with the ideal state defined at 1 atmosphere for a pure liquid (or solid), and extrapo-
lated from p = 0 or for a gas or infinite dilution for a dissolved species. The formal 
potential, measured under real conditions of c and p can deviate significantly from 
the (ideal thermodynamic) rest potential, as for example the activity of water, aw, at, 
or near, ambient conditions generally ranges from approximately 1 for dilute solu-
tions to less than 0.1 for concentrated alkaline and acidic electrolytes.91–93 The poten-
tial for the dissociation of water decreases from 1.229 V at 25 °C in the liquid phase 
to 1.167 V at 100 °C in the gas phase. Above the boiling the point, pressure is used 
to express the variation of water activity. The variation of the electrochemical poten-
tial for water in the liquid and gas phases are given by:  
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The critical point of water is 374 °C and 221 bar. Below the boiling point, E0
H2O 

is similar for 1 bar and high water pressure, but diverges sharply above these condi-
tions. Values of E0

H2O include at OH2p  = 1 bar: 1.229 V (25 °C), 1.167 V (100 °C), 

1.116 V (300 °C), 1.034 V (600 °C), 0.919 V (1000 °C), 0.771 V (1500 °C), and at 
OH2p  = 500 bar: 1.224 V (25 °C), 1.163 V (100 °C); 1.007 V (300 °C); 0.809 V 

(600 °C); 0.580 V (1000 °C). Due to overpotential losses, ζ, the necessary applied 
electrolysis potential is: 

 )()1()()( 0
OHcathodeanode

0
OHOH 222 TETETV ζ+≡ζ+ζ+=    (22)  

The water electrolysis potential energy conversion efficiency occurring at tem-
perature, T, is ηechem(T) ≡  E0

H2O(T)/VH2O(T). Solar water splitting processes utilize 
ambient temperature water as a reactant. An interesting case occurs if heat is intro-
duced to the system; that is when electrolysis occurs at an elevated temperature, T, 
using water heated from 25 °C. The ratio of the standard potential of water at 25° C 
and T, is r = E0

H2O(25 oC) / E0
H2O(T). As shown in Fig. 6, E0

H2O(T) diminishes with 
increasing temperature, as calculated using contemporary thermodynamic values 
summarized in Table 4.94,95 In this case, an effective water splitting energy conver-
sion efficiency of η’echem > 1 can occur, to convert 25 °C water to H2 by electrolysis 
at T: 
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For low overpotential electrolysis, VH2O(T > 25 °C) can be less than E0
H2O (25 °C), 

resulting in η’echem > 1 from Eq. 23. Whether formed with pn or Schottky type junc-
tions, the constraints on photovoltaic (solid state) driven electrolysis are identical to 
those for photoelectrochemical water splitting, although the latter poses additional 
challenges of semiconductor/electrolyte interfacial instability, area limitations, cata-
lyst restrictions, and electrolyte light blockage. The overall solar energy conversion 
efficiency of water splitting is constrained by the product of the available solar ener-
gy electronic conversion efficiency, ηphot, with the water electrolysis energy conver-
sion efficiency.5  For solar  photothermal  water  electrolysis,  a  portion of the solar 
spectrum will be used to drive charge transfer, and an unused, separate portion of the 
insolation will be used as a thermal source to raise ambient water to a temperature T: 
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Fig. 6. Thermodynamic and electrochemical values for water dissociation to H2 and O2 as a 
function of temperature.3 The curves without squares are calculated at one bar, for liquid water 
through 100 °C and for steam at higher temperatures. The high pressure utilized in this addi-
tional curve (pH2O = 500 bar; pH2 = pO2 = 1 bar) is of general interest as (i) the electrolysis 

potential is diminished compared to that of water at 1 bar, (ii) the density of the high pressure 
fluid is similar to that the liquid and (iii) may be generated in a confined space by heating or 

electrolyzing liquid water. 
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Conditions of ηsolar > ηphot can be shown to place specific restrictions on the photoab-
sorber. When VH2O < Etneut, heat must flow to compensate for the self-cooling which 
occurs at the electrolysis rate. That is, for an enthalpy balanced system any additional 
required heat must flow in a flux equivalent to iheat = iH2O, and at an average power 
Pheat, such that:  
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Table 4.  Thermodynamic free energy and enthalpy of water formation for (a) all constituents 
at 1 bar, and (b) 500 bar water and 1 bar H2 and O2. 

T(K) 

P of H2,gas   = 1 bar 
P of O2,gas   = 1 bar 

                              P of H2O     = 1 bar

            P of H2,gas   =     1 bar 
           P of O2,gas   =     1 bar 

P of H2O = 500 bar  
PH2O 
(bar) 

H2O  
state 

∆G°f 
kJ/mol 

∆H°f 
kJ/mol 

 PH2O 
(bar) 

H2O 
state 

∆G°f  
kJ/mol 

∆H°f
kJ/mol

  298 1 liquid 237.1 285.8  500 liquid 236.2 285.0
  300 1 liquid 236.8 285.8  500 liquid 235.9 285.0
  373 1 liquid 225.2 280.2     
  373 1 gas 225.2 239.5     
  400 1 gas 223.9 243.0  500 liquid 220.1 282.0

  500 1 gas 219.1 243.8  500 liquid 204.9 278.8
  600 1 gas 214.0 244.8  500 liquid 190.5 274.9
  647 critical point  P = 221 bar 
  700 1 gas 208.8 245.7  500 super critical 176.9 268.3
  800 1 gas 203.5 246.5  500 super critical 164.6 258.1
  900 1 gas 198.1 247.2  500 super critical 153.2 254.6
1000 1 gas 192.6 247.9  500 super critical 142.0 253.2
1100 1 gas 187.0 248.4  500 super critical 130.9 252.5
1200 1 gas 181.4 248.9  500 super critical 119.9 252.1
1300 1 gas 175.7 249.4  500 super critical 108.8 252.0
1400 1 gas 170.1 249.9  500 super critical   97.8 251.9
1500 1 gas 164.4 250.2  500 super critical   86.8 251.9
1600 1 gas 158.6 250.5  500 super critical   75.8 251.9
1700 1 gas 152.9 250.8  500 super critical   64.8 252.0
1800 1 gas 147.1 251.1  500 super critical   53.8 252.0
2300  gas 118.0 252.1     
2800  gas 88.9 252.8     
3300  gas 59.6 253.5     
3800  gas 30.3 254.2     
4310  gas 0.0 255.1     

 
 
A photoelectrolysis system can contain multiple photo-harvesting units and elec-

trolysis units, where the ratio of electrolysis to photovoltaic units is defined as R. 
Efficient water splitting occurs with the system configured to match the water elec-
trolysis and photopower maximum power point. This is illustrated in Fig. 1 
representing the photosensitizers as power supplies driving electrolysis with a photo-
driven charge from a photon flux to generate a current density (electrons per unit 
area) to provide the two stoichiometric electrons per split water molecule. For exam-
ple, due to a low photopotential, a photodriven charge from three serial arranged Si 
energy gap devices may be required to dissociate a single room temperature water 
molecule, as described in the lower right portion of the figure. Alternately, as in a 
multiple bandgap device such as AlGaAs/GaAs, the high potential of a single photo-
driven charge may be sufficient to dissocate two room temperature water molecules, 
as described in the upper right portion of the figure. In the figure, consider, four 
different photoelectrolysis systems, each functioning at the same efficiency for solar  
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conversion of electronic power, ηphot, and the same efficiency for solar conversion of 
thermal power,ηheat. Whereas the photoconverter in the first system generates the 
requisite water electrolysis potential, that in the second system generates twice that 
potential (albeit at one half the photocurrent), while the photoconverter in the third 
and fourth units generate respectively only half or a third this potential (albeit at 
twofold or threefold the photocurrent to retain the same efficiency). The harvested 
photon power for electronic energy per unit insolation area will be the same in each 
of the four cases. Furthermore, the number of harvested photons for thermal energy, 
and the total thermal power available to heat water, will be the same of the four cas-
es. For example in Case II, although twice the number of electrolysis units are uti-
lized, each operates at only half the hydrolysis current compared to Cases I, III and 
IV, splitting the same equivalents of water. 

For solar driven charge transfer, this maximum power is described by the product 
of the insolation power, Psun, with ηphot, which is then applied to electrolysis, ηphotPsun 

= Pechem = iH2OVH2O. Rearranging for iH2O , and substitution into Eq. 25, yields for heat 
balanced solar electrolysis at conditions of T and p, initiating with 25 °C, 1 bar wa-
ter: 

   
sunphot

heat
OH

1),(V  V 481.1 2 P
PpTEtneut

η
+

==     (26) 

As also elaborated in Chapter 2, Fig. 7 presents the available insolation power, 
Pλmax (mW cm–2) of the integrated solar spectrum up to a minimum electronic excita-
tion frequency, νmin (eV), determined by integrating the solar spectral irradiance, 
S(mWcm–2nm–1), as a function of a maximum insolation wavelength, λmax (nm). This 
Pλmax is calculated for the conventional terrestial insolation spectrum either above the 
atmosphere, AM0, or through a 1.5 atmosphere pathway, AM1.5. Relative to the 
total power, Psun, of either the AM0 or AM1.5 insolation, the fraction of this power 
available through the insolation edge is designated Prel = Pλmax / Psun. In solar energy 
balanced electrolysis, excess heat is available primarily as photons without sufficient 
energy for electronic excitation. The fraction these sub-bandgap photons in insola-
tion is αheat = 1 – Prel , and comprises an incident power of αheatPrel. 
 Figure 8 presents the variation of the minimum electronic excitation frequency, 
νmin with αheat, determined from Prel using the values of Pλmax summarized in Fig. 7. A 
semiconductor sensitizer is constrained not to utilize incident energy below the 
bandgap. As seen in Figure 8 by the intersection of the solid line with νmin, over one 
third of insolation power occurs at νmin < 1.43 eV (867 nm), equivalent to the IR not 
absorbed by GaAs or wider bandgap materials. The calculations include both the 
AM0 and AM1.5 spectra. In the relevant visible and IR range from 0.5 to 3.1 eV 
(±0.03 eV) for both the AM0 and AM1.insolation spectra, νmin(αheat) in the figure are 
well represented (R2 > 0.999) by polynomial fits. 

When captured at a thermal efficiency of ηheat, the sub-bandgap insolation power 
is ηheatαheatPsun. Other available system heating sources include absorbed super-
bandgap photons which do not effectuate charge separation, Precomb, and non-
insolation sources, Pamb, such as heat available from the ambient environment heat 
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Fig. 7. The solar irradiance (mW cm–2 nm–1) in the figure inset, and the total insolation power 
(mW cm–2) in the main figure of the solar spectrum;3 see also Chapter 2.  

sink, and Precov, such as heat recovered from process cycling or subsequent H2 fuel 
utilization. The power equivalent for losses, such as the low power consumed in 
delivering the heated water to electrolysis, Ppump, can also be incorporated.  

In Figs. 9 to12, determinations of the solar water splitting energy conversion are 
summarized, calculated using the E0

H2O(T,p) data in Fig. 8, and for various solar 
water splitting system's minimum allowed bandgap, Eg-min(T,p) for a wide tempera-
ture range. Figures 9 and 10, or 8 and 11, are respectively modeled based on AM1.5, 
or AM0, insolation. Figures 9 and 11 are calculated, at various temperatures for pH2O 

= 1 bar; while Figures 10 and 12 repeat these calculations for pH2O = 500 bar. The 
ηsolar-max value is significantly greater for higher pressure photoelectrolysis (pH2O =  
500 bar). However as seen comparing the minimum bandgap in these figures (or in 
Figures 11 and 12 in the analogous AM0 models), at these higher pressures, this 
higher rate of efficiency increase with temperature is offset by lower accessible tem-
peratures (for a given bandgap). Larger ζ in VH2O will diminish ηsolar, but will extend 
the usable small bandgap range. Together, Figs. 9–12 show the constraints on ηsolar  
from various values of ηphot.  
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Fig. 8. αheat, the fraction of solar energy available below the minimum sensitizer insolation 
frequency used to drive charge transfer, νmin.3 The αheat is determined as 1– Prel, with Prel = 

Pλmax/Psun, and using values of Pλmax summarized in Fig. 7. The available incident power below 
νmin will be αheatPsun. The bandgaps of various semiconductors are superimposed as vertical 

lines in the figure. 

 The high end of contemporary experimental high solar conversion efficiencies 
ranges from 100% ηphot  = 19.8% for multicrystalline single junction photovoltaics to 
27.6% and 32.6% for single junction and multiple junction photovoltaics.97 The effi-
ciency of solar thermal conversion tends to be higher than solar electrical conversion, 
ηphot, particularly in the case of the restricted spectral range absorption used here with 
values of ηheat = 0.5, 0.7 or 1. While a small bandgap, Eg < 1.23 eV, is insufficient for 
water cleavage at 25 °C, its inclusion in Figs. 9–12 is of relevance in two cases,  

1. where high temperature decreases VH2O(T) below Eg, and  
2. where this Eg is part of a multiple bandgap sensitization contributing a por-

tion of a larger overall photopotential.  
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Fig. 9. Energy conversion efficiency of solar driven water splitting to generate H2 as a func-
tion of temperature for AM1.5 insolation, with the system minimum bandgap determined at 

pH2O = 1 bar.3 The maximum photoelectrolysis efficiency is shown for various indicated values 
of ηphot.  



108 Stuart Licht 
 
 

 
 

Fig. 10. The energy conversion efficiency of solar driven water splitting to generate H2 as a 
function of temperature at AM1.5 insolation, with the system minimum bandgap determined at 

pH2O = 500 bar.3 The maximum photoelectrolysis efficiency is shown for various indicated 
values of ηphot.  
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Fig. 11. The energy conversion efficiency of solar driven water splitting to generate H2 as a 
function of temperature at AM0 insolation, with the system minimum bandgap determined at 

pH2O = 1 bar.3 The maximum photoelectrolysis efficiency is shown for various indicated values 
of ηphot.  
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Fig. 12. The energy conversion efficiency of solar driven water splitting to generate H2 as a 
function of temperature at AM0 insolation, with the system minimum bandgap determined at 

pH2O = 500 bar.3 The maximum photoelectrolysis efficiency is shown for various indicated 
values of ηphot.  
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Fig. 13. VH2O, measured in aq. saturated or molten NaOH, at 1 atm.90 CO2 is excluded by argon 
purge. The molten electrolyte is prepared from heated, solid NaOH with steam injection. O2 

anode is 0.6-cm2 Pt foil. IR and polarization losses are minimized by sandwiching 5 mm from 
each side of the anode, two interconnected Pt gauze (200 mesh, 50 cm2 = 5 cm x 5 cm x 2 

sides) cathodes. Inset: At 25 °C, 3 electrode values at 5 mV/s versus Ag/AgCl, with either 0.6-
cm2 Pt or Ni foil, and again separated 5 mm from two 50-cm2 Pt gauze acting as counter elec-

trodes. 

 It is also noted that Eg  > 3.0 eV is in adequate for efficient use of the solar spec-
trum. Representative results from Fig. 12 for solar water splitting to H2 systems from 
AM1.5 insolation include a 50% solar energy conversion for a photoelectrolysis 
system at 638 °C with pH2O = 500; pH2

 = 1 bar and ηphot = 0.32.  

4.3 Elevated Temperature Solar Hydrogen Processes and Components 

Fletcher, repeating the fascinating suggestion of Brown that saturated aqueous NaOH 
will never boil, hypothesized that a useful medium for water electrolysis might be 
saturated, aqueous solutions of NaOH at very high temperatures.98 These do not 
reach boiling point at 1 atm due to the high salt solubility, binding solvent, and 
changing saturation vapor pressure, as reflected in their phase diagram.98 This do-
main is considered here, and also electrolysis in an even higher temperature domain  
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Fig. 14. Measured VH2O (30 mA cm–2) in aq. saturated or molten NaOH compared to thermo-
dynamic EH2O values.90  

above which NaOH melts (318 °C) creating a molten electrolyte with dissolved 
water, resulting in unexpected VH2O.  

Figure 13 summarizes measured VH2O(T) in aqueous saturated and molten NaOH 
electrolytes. As seen in the inset, Pt exhibits low over potentials to H2 evolution, and 
is used as a convenient quasi-reference electrode in the measurements which follow. 
As also seen in the inset, Pt exhibits a known large overpotential to O2 evolution as 
compared to a Ni electrode or to E0

H2O (25 °C) = 1.23 V. This overpotential loss 
diminishes at moderately elevated temperatures, and as seen in the main portion of 
the figure, at 125 °C there is a 0.4 V decrease in the O2 activation potential at a Pt 
surface. Through 300 °C in Fig. 13, measured VH2O remains greater than the calcu-
lated thermodynamic rest potential. Unexpectedly, VH2O at 400 °C and 500 °C in 
molten NaOH occurs at values substantially smaller than that predicted. These meas-
ured values include voltage increases due to IR and hydrogen overpotentials, and 
hence provide an upper bound to the unusually small electrochemical potential.  

This phenomenon is summarized in Fig. 14, in which even at relatively large 
rates of water splitting (30 mA cm-2) at 1 atm, a measured VH2O below that predicted 
by theory is observed at temperatures above the NaOH melting point. Theoretical  
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calculations over an expanded temperature range are presented in Fig. 8, with calcu-
lations described in that Section. As seen in Fig. 14, the observed value at high tem-
perature of VH2O approaches that calculated for a thermodynamic system of 500 bar, 
rather than 1 bar, H2O. 

A source of this anomaly is described in Fig. 15. Shown on the left hand is the 
single compartment cell utilized here. Cathodically generated H2 is in close proximi-
ty to the anode, while anodic O2 is generated near the cathode.  Their presence will 
facilitate the water forming back reaction, and at the electrodes this recombination 
will diminish the potential. In addition to the observed low potentials, two observa-
tions support this recombination effect. The generated H2 and O2 is collected, but is 
consistent with a Coulombic efficiency of ≈50% (varying with T, j, and interelec-
trode separation.) Consistent with the right hand side of Fig. 15, when conducted in 
separated anode / cathode compartments, this observed efficiency is 98%–100%. 
Here however, all cell open circuit potentials increase to beyond the thermodynamic 
potential, and at j = 100 mA cm-2 yields measured VH2O values of 1.45V, 1.60V, 
1.78V at 500°, 400°, and 300°, which are approximately 450 mV higher than the 
equivalent Fig. 13 values for the single configuration cell. 

The recombination phenomenon offers advantages (low VH2O), but also disadvan-
tages (H2 losses), requiring study to balance these competing effects to optimize 
energy efficiency. In molten NaOH, the effects of temperature variation of  
ΔG0

f (H2O) and the recombination of the water splitting products can have a pro-
nounced effect on solar driven electrolysis. As compared to 25 °C, in Fig. 13 only 
half the potential is required to split water at 500 °C over a wide range of current 
densities.  

The unused thermal photons which are not required in semiconductor photodri-
ven charge generation, can contribute to heating water to facilitate electrolysis at an 
elevated temperature. The characteristics of one, two, or three series interconnected 

 
 

 
 

Fig. 15. Interelectrode recombination can diminish VH2O and occurs in open (left) but not in 
isolated (right) configurations; such as those examined with or without a Zr2O mix fiber sepa-
rator (ZYK-5H, from Zircar Zirconia, FL, NY) situated between the Pt anode and cathodes.90  
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Fig. 16. Photovoltaic and electrolysis charge transfer for thermal electrochemical solar driven 
water splitting.90 Photocurrent is shown for one, two or three 1.561 cm2 HECO 335 Sunpower 
Si photovoltaics in series at 50 suns. Photovoltaics drive 500-°C molten NaOH steam electro-

lysis using Pt gauze anode and cathodes. Inset: electrolysis current stability.  

solar visible efficient photosensitizers, in accord with the manufacturer’s calibrated 
standards, are presented in Fig. 16. These silicon photovoltaics are designed for 
efficient photoconversion under concentrated insolation (ηsolar = 26.3% at 50 sun). 
Superimposed on the photovoltaic response curves in the figure are the water electro-
lysis current densities for one, or two series interconnected, 500 °C molten NaOH 
single compartment cell configuration electrolyzers. 

Constant illumination generates for the three series-connected cells, a constant 
photopotential for stability measurements at sufficient power to drive two series 
molten NaOH electrolyzers. At this constant power, and as presented in the lower 
portion of Fig. 16, the rate of water splitting appears fully stable over an extended 
period. In addition, as measured and summarized in the upper portion of the figure, 
for the overlapping region between the solid triangle and open square curves, a sin-
gle Si photovoltaic can drive 500 °C water splitting, albeit at an energy beyond the  
maximum power point voltage, and therefore at diminished efficiency. This appears 
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to be the first case in which an external, single, small bandgap photosentizer can 
cleave water, and is accomplished by tuning the water splitting electrochemical po-
tential to decrease to a point below the Si open circuit photovoltage. VH2O-tunned is 
accomplished by two phenomena:  

1. the thermodynamic decrease of EH2O with increasing temperature, and  
2. a partial recombination of the water splitting products.  

VH2O-tunned can drive system efficiency advances, e.g., AlGaAs/GaAs, transmits more 
insolation, EIR < 1.4 eV, than Si to heat water, and with ηphoto over 30%, prior to 
system engineering losses, calculates to over 50% ηsolar to H2.  

Without inclusion of high temperature effects, we had already experimentally 
achieved ηsolar > 0.18, using an ηphot = 0.20 AlGaAs/Si system.5 Our use of more 

efficient, ηsolar = 26.3% at 50 suns, and inclusion of heat effects and the elevated 
temperature decrease of the water electrolysis potential, substantially enhances 
ηsolar.

90 Existing, higher ηphot (= 0.28 to 0.33) systems should achieve proportionally 
higher results. Experimental components, for example as described in Fig. 2, for 
solar driven generation of H2 fuel at 40-50% conversion efficiencies appear to be 
technologically available. In the high efficiency range, photoelectrochemical cells 
tend to be unstable, which is likely to be exacerbated at elevated temperatures, and 
the model system will be particularly conducive to photovoltaic, rather than photoe-
lectrochemical, driven electrolysis.  

As has already been elaborated in Chapter 4, the photovoltaic component is used 
for photodriven charge into the electrolysis component and does not contact the 
heated electrolyte. Stable photovoltaics are commonly driven with concentrated 
insolation97 and specific to the system model here, heat will be purposely filtered 
from the insolation prior to incidence on the photovoltaic component. Dielectric 
filters used in laser optics split insolation without absorption losses (Chapter 4). For 
example, in a system based on a parabolic concentrator, a casegrain configuration 
may be used, with a mirror made from fused silica glass with a dielectric coating 
acting as band pass filter. The system will form two focal spots with different spec-
tral configuration, one at the focus of the parabola and the other at focus of the case-
grain.99 The thermodynamic limit of concentration is 46000 suns, the brightness of 
the surface of the sun. In a medium with refractive index greater than one, the upper 
limit is increased by two times the refractive index, although this value is reduced by 
reflective losses and surface errors of the reflective surfaces, the tracking errors of 
the mirrors and dilution of the mirror field. Specifically designed optical absorbers, 
such as parabolic concentrators or solar towers, can efficiently generate a solar flux 
with concentrations of ~2000 suns, generating temperatures in excess of  
1000 °C.100,101  

Commercial alkaline electrolysis occurs at temperatures up to 150 °C and pres-
sures to 30 bar,96 and super-critical electrolysis to 350 °C and 250 bar.102 Although 
less developed than their fuel cell counterparts which have 100 kW systems in opera-
tion and developed from the same oxides,103 zirconia and related solid oxide based 
electrolytes for high temperature steam electrolysis can operate efficiently at  
1000 °C,104,105 and approach the operational parameters necessary for efficient solar 
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driven water splitting. Efficient multiple bandgap solar cells absorb light up to the 
bandgap of the smallest bandgap component. Thermal radiation is assumed to be 
split off (removed and utilized for water heating) prior to incidence on the semicon-
ductor and hence will not substantially effect the bandgap. Highly efficient photovol-
taics have been demonstrated at a solar flux with a concentration of several hundred 
suns. AlGaAs/GaAs has yielded a ηphot efficiency of 27.6% and a GaInP/GaAs cell 
30.3% at 180 suns concentration, while GaAs/Si has reached 29.6% at 350 suns, 
InP/GaInAs 31.8%, and GaAs/GaSb 32.6% with concentrated insolation.97 

5  Future Outlook and Concluding Remarks 

A hybrid solar thermal/electrochemical process combines efficient photovoltaic 
devices and concentrated excess sub-bandgap heat into highly efficient elevated 
temperature solar electrolysis of water to generate H2 fuel. Efficiency is further en-
hanced by excess super-bandgap and non-solar sources of heat but diminished by 
losses in polarization and photo-electrolysis power matching. As also shown earlier 
in Chapter 4 and elaborated further here, solar concentration can provide the high 
temperature and diminish the requisite surface area of efficient electrical energy 
conversion components. High temperature electrolysis components are commercially 
available, suggesting that highly efficient solar generation of H2 will be ultimately 
attainable.  

References 

1.  A. Kogan, Direct solar thermal splitting of water and on-site separation of the products. II. 
Experimental feasibility study, Int. J. Hydrogen Energy, 23 89-98 (1998). 

2.  A. Steinfeld, Solar thermochemical production of hydrogen-a review, Solar Energy, 78 
603–615 (2005). 

3.  S. Licht, Solar water splitting to generate hydrogen fuel–A photothermal electrochemical 
analysis, Int. J. Hydrogen Energy, 30 459–470 (2005). 

4.  J. E. Funk, Thermochemical hydrogen production: past and present, Int. J. Hydrogen 
Energy, 26 185–190 (2001). 

5.  S. Licht, B. Wang, S. Mukerji, T. Soga, M. Umeno, and H. Tributsh, Over 18% solar 
energy conversion to generation of hydrogen fuel; theory and experiment for sefficient so-
lar water splitting, Int. J. Hydrogen Energy, 26 653–659 (2001). 

6.  K. Agabossu, R. Chahine, J. Hamelin, F. Laurencelle, A. Anouar, J.-M. St-Arnaud, and T. 
K. Bose, Renewable energy systems based on hydrogen for remote applications, J. of 
Power Sources 96 168–172 (2001). 

7.  T. Ohmori, H. Go, N. Yamaguchi, A. Nakayama, H. Mametisuka, and E. Suzuki, Photo-
voltaic water electrolysis using the sputter-deposited a-Si/c-Si solar cells, Int. J. of Hydro-
gen Energy 26 661–664 (2001). 

8.  T. Tani, N. Sekiguchi, M. Sakai, and D. Otha, Optimization of solar hydrogen systems 
based on hydrogen production cost, Solar Energy 68 143–149 (2000). 
 
 



Thermochemical and Thermal/Photo Hybrid Solar Water Splitting 117
 

 

9.  P. Hollmuller, J.-M. Jouibert, B. Lachal, and K. Yvon, Evaluation of a 5-kWp photovoltaic 
hydrogen production and storage installation for a residential home in Switzerland, Int. J. 
of Hydrogen Energy 25 97–109 (2000). 

10. S. Schulien, G. Sandstede, and H. W. Hahn, Hydrogen and carbon dioxide as raw mate-
rials for ecological energy – technology, Int. J. of Hydrogen Energy 24 299–303 (1999). 

11. C. Meurer, H. Barthels, W. A. Brocke, B. Emonts, and H. G. Groehn, Phoebus – and 
autonomous supply system with renewable energy: six years of operational experience and 
advanced concepts, Solar Energy 67 131–138 (1999). 

12. A. Szyszka, Ten year of solar hydrogen demonstration project at Neunburg vorm Wald, 
Germany, Int. J. of Hydrogen Energy 23 849–860 (1998). 

13. P. A. Lehman, C. E. Chamberlin, G. Pauletto, and M. A. Rocheleau, Operating experience 
with photovoltaic-hydrogen energy system, Int. J. of Hydrogen Energy 22 465–470 
(1997). 

14. S. Galli and M. Stefanoni, Development of a solar-hydrogen cycle in Italy, Int. J. of Hy-
drogen Energy 22 453–458 (1997). 

15. J. W. Hollenberg, E. N. Chen, K. Lakeram, and D. Modroukas, Development of a photo-
voltaic energy conversion system with hydrogen energy storage, Int. J. of Hydrogen Ener-
gy 20 239–243 (1995). 

16. E. Bilgen, Solar hydrogen from photovoltaic-electrolyzer systems, Energy Conversion & 
Management 42 1047–1057 (2001). 

17. M. P. Rzayeva, O. M. Salamov, and M. K. Kerimov, Modeling to get hydrogen and oxy-
gen by solar water electroclysis, Int. J. of Hydrogen Energy, 26 195–201 (2001). 

18. S. Licht, Multiple bandgap semiconductor/electrolyte solar energy conversion, J. Phys., 
Chem. B, 105 6281–6294 (2001). 

19. Semiconductor Electrodes and Photoelectrochemistry, Edited by S. Licht, Wiley-VCH, 
Weinheim, 2002. 

20. A. Fujishima and K. Honda, Nature 37 238 (1972). 
21. A. Heller, E. Asharon-Shalom, and W. A. Bonner, B. Miller, Hydrogen-evolving semicon-

ductor photocathodes: nature of the junction and function of the platinum group metal cat-
alyst, J. Am. Chem. Soc. 104 6942–6948 (1982). 

22. O. Khaselev and J. A. Turner, A monolithic photovoltaic-photoelectrochemical device for 
hydrogen production via waer splitting, Science, 280 425–427 (1998). 

23. S. Licht, B. Wang, S. Mukerji, T. Soga, M. Umeno, and H. Tributsch, Efficient Solar 
Water Splitting, Conversion, J. Phys., Chem., B, 104 8920–8924 (2000). 

24. H. Ohya, M. Yatabe, M. Aihara, Y. Negishi, and T. Takeuchi, Feasibility of hydrogen 
production above 2500 K by direct thermal decomposition reaction in membrane reactor 
using solar energy, Int. J. Hydrogen Energy, 27 369–376 (2002). 

25. E. A.Fletcher and R. L.Moen, Hydrogen and oxygen from water, Science, 197 105 (1977). 
26. J. E. Noring, R. B. Diver and E. A. Fletcher, Hydrogen and oxygen water V. The ROC 

system, Energy, 6 109 (1981). 
27. R. B. Diver, S. Pederson, T. Kappauf, and E. A. Fletcher, Hydrogen and oxygen from 

water: VI. Quenching the effluent from a solar furnace, Energy 8 947 (1983). 
28. G. Olalde, D. Gauthier, and A. Vialaron, Film boiling around a zirconia target. Application 

to water thermolysis, Adv. Ceramics, 24 879–883 (1988). 
29. J. Lede, F. Lapigque, J. Villermaux, B. Cales, A. Ounalli, J. F. Baumard, and A. M. An-

thony, Production of hydrogen by direct thermal decomposition of water: Preliminary in-
vestigations, Int. J. Hydrogen Energy, 7 939–950 (1982). 

30. F. Lapigque, J. Lede, L. Villermaux, A. Cales, J. Baumard, A. M. Anthony, E. Abdul Aziz, 
D. Peuchberty, and M. Ledoux, Entropie, 110 42 (1983). 

 
 



118 Stuart Licht 
 
31. J. Lede, J. Villermaux, R. Ouzane, M. A. Hossain, and R. Ouahes, Production of hydrogen 

by simple impingement of a turbulent jet of steam upon a high temperature zirconia sur-
face, Int. J. Hydrogen Energy, 12 3–11 (1987). 

32. A. Ounalli, B. Cales, K. Dembrinski, and J. F. Baumard, C. R. Acad. Sci. Paris, 292(11) 
1185 (1981). 

33. E. Bilgen, Solar hydrogen production by direct water decomposition process: a prelimi-
nary engineering assessment, Int. J. Hydrogen Energy, 9 53–48 (1984). 

34. E. Bilgen, M. Duccarroir, M. Foex, F. Silieude, and F. Trombe, Use of solar energy for 
direct and two-step water decomposition cycles, Int. J. Hydrogen Energy, 2 251–257 
(1977). 

35. S. Ihara, Feasibility of hydrogen production by direct water splitting at high temperature, 
Int. J. Hydrogen Energy, 3 287–296 (1978). 

36. S. Ihara, On the study of hydrogen production from water using solar thermal energy, Int. 
J. Hydrogen Energy, 5 527–534 (1980). 

37. A. Yogev, A. Kribus, M. Epstein and A. Kogan, Solar “Thermal Reflector” systems: A 
new approach for high-temperature solar plants, Int. J. Hydrogen Energy 26 239–245 
(1998). 

38. A. Kribus, P. Doron, R. Rubin, J. Karni, R. Reuven, S. Duchan, and E. Taragan, A multis-
tage solar receiver: the route to high temperature, Solar Energy, 67 2–11 (2000). 

39. A. Kogan, Direct solar thermal splitting of water and on-site separation of the products. 
IV. Development of porous ceramic membranes for a solar thermal water-splitting reactor, 
Int. J. Hydrogen Energy, 25 1043–1050 (2000). 

40. H. Naito and H. Arashi, Hydrogen production from direct water splitting at high tempera-
tures using a ZrO2-TiO2-Y2O3 membrane, Solid State Ionics, 79 366–370 (1995). 

41. R. P. Omorjan, R. N. Paunovic, M. N. Tekic, and M. G. Antov, Maximal extent of an 
isothermal reversible gas-phase reaction in single- and double-membrane reaction; direct 
thermal splitting of water, Int. J. Hydrogen Energy, 26 203–212 (2001). 

42. A. Kogan, Direct solar thermal splitting of water and on-site separation of the products. I. 
Theoretical evaluation of hydrogen yield, Int. J. Hydrogen Energy, 22 481–486 (1997). 

43. A. Kogan, E. Spiegler, and M. Wolfshtein, Direct solar thermal splitting of water and on-
site separation of the products. III. Improvement of reactor efficiency by steam entrain-
ment, Int. J. Hydrogen Energy, 25 739–745 (2000). 

44. S. Z. Baykara, Hydrogen production by direct solar thermal decomposition of water, pos-
sibilities for improvement of process efficiency, Int. J. Hydrogen Energy, 29 1451–1458 
(2004). 

45. S. Z. Baykara, Experimental solar water thermolysis, Int. J. Hydrogen Energy, 29 1459–
1469 (2004). 

46. N. Serpone, D. Lawless, and R. Terzian, Solar fuels: status and perspectives, Solar Energy, 
49 221–234 (1992). 

47. J. Funk, Thermochemical hydrogen production past and present, Int. J. Hydrogen Energy, 
26 185–190 (2001). 

48. D. OKeefe, C. Allen, G. Besenbruch, L. Brown, J. Norman, R. Sharp, and K. McCorkle, 
Preliminary results from bench-scale testing of sulfur-iodine thermochemical water-
splitting cycle, Int. J. Hydrogen Energy, 7 381–392 (1982). 

49. M. Sakurai, E. Bilgen, A. Tsutsumi, and K. Yoshida, Solar UT-3 thermochemical cycle for 
hydrogen production, Solar Energy, 57 51–58 (1996).  

50. T. Nakamura, Hydrogen production from water utilizing solar heat at high temperatures, 
Solar Energy, 19 467–475 (1977). 

51. A. Steinfeld, S. Sanders, and R. Palumbo, Design aspects of solar thermochemical engi-
neering, Solar Energy, 65 43–53 (1999).  

52. A. Tofighi, Ph.D. Thesis, L’Institut National Polytechnique de Toulouse, France, 1982. 



Thermochemical and Thermal/Photo Hybrid Solar Water Splitting 119
 

 

53. F. Sibieude, M. Ducarroir, A. Tofighi, and J. Ambriz, High-temperature experiments with 
a solar furnace: the decomposition of Fe3O4,Mn3O4, CdO, Int. J. Hydrogen Energy, 7 79–
88 (1982). 

54. R. D. Palumbo, A. Rouanet, and G. Pichelin, The solar thermal decomposition of TiO2 
above 2200 K and its use in the production of Zn from ZnO, Energy - Int. J., 20 857– 868 
(1995). 

55. R. Palumbo, J. Lede, O. Boutin, E. Elorza Ricart, A. Steinfeld, S. Moeller, A. Weidenkaff, 
E.A. Fletcher, and J. Bielicki, The production of Zn from ZnO in a single step high tem-
perature solar decomposition process, Chem. Eng. Sci., 53 2503–2518 (1998). 

56. M. Sturzenegger and P. Nuesch, Efficiency analysis for a manganese-oxide-based thermo-
chemical cycle, Energy, 24 959–970 (1999).  

57. K. Ehrensberger, A. Frei, P. Kuhn, H.R. Oswald, and P. Hug, Comparative experimental 
investigations on the water-splitting reaction with iron oxide Fe1-yO and iron manganese 
oxides (Fe1-xMnx) 1-yO, Solid State Ionics, 78 151–160 (1995). 

58. Y. Tamaura, A. Steinfeld, P. Kuhn, and K. Ehrensberger, Production of solar hydrogen by 
a novel, 2-step, watersplitting thermochemical cycle, Energy, 20 325–330 (1995). 

59. Y. Tamaura, M. Kojima, Y. Sano, Y. Ueda, N. Hasegawa, and M. Tsuji, Thermodynamic 
evaluation of watersplitting by a cation-excessive (Ni, Mn) ferrite, Int. J. Hydrogen Ener-
gy, 23 1185–1191 (1998). 

60. A. Weidenkaff, A. Reller, A. Wokaun, and A. Steinfeld, Thermogravimetric analysis of 
the ZnO/Zn water splitting cycle, Thermochim. Acta, 359 69–75 (2000).  

61. A. Weidenkaff, A. Reller, F. Sibieude, A. Wokaun, and A. Steinfeld, Experimental inves-
tigations on the crystallization of zinc by direct irradiation of zinc oxide in a solar furnace, 
Chem. Mater., 12 2175–2181 (2000). 

62. S. Moeller and R. Palumbo, Solar thermal decomposition kinetics of ZnO in the tempera-
ture range 1950–2400 K, Chem. Eng. Sci., 56 4505–4515 (2001). 

63. A. Weidenkaff, A. Wuillemin, A. Steinfeld, A. Wokaun, B. Eichler, and A. Reller, The 
direct solar thermal dissociation of ZnO: condensation and crystallization of Zn in the 
presence of oxygen, Solar Energy, 65 59–69 (1999). 

64. E. A. Fletcher, Solar thermal and solar quasi-electrolytic processing and separations: zinc 
from zinc oxide as an example, Ind. Eng. Chem. Res., 38 2275–2282 (1999). 

65 E. A. Fletcher, F. Macdonald, and D. Kunnerth, High temperature solar electrothermal 
processing II. Zinc from zinc oxide, Energy, 10 1255–1272 (1985). 

66. D. J. Parks, K.L. Scholl, and E.A. Fletcher, A study of the use of Y2O3 doped ZrO2 mem-
branes for solar electro-thermal and solar thermal separations, Energy, 13 121 –136 
(1988). 

67. R. D. Palumbo and E. A. Fletcher, High temperature solar electro-thermal processing. III. 
Zinc from zinc oxide at 1200–1675 K using a non-consumable anode, Energy, 13 319–332 
(1988). 

68. P. Haueter, S. Moeller, R. Palumbo, and A. Steinfeld, The production of zinc by thermal 
dissociation of zinc oxide - solar chemical reactor design, Solar Energy 67 161–167 
(1999). 

69. H. Aoki, H. Kaneko, N. Hasegawa, H. Ishihara, A. Suzuki, and Y. Tamaura, The 
ZnFe2O4/(ZnO+Fe3O4) system for H2 production using concentrated solar energy, Solid 
State Ionics, 172, 113-116, 2004 

70. M. Inoue, N. Hasewaga, R. Uehara, N. Gokon, H. Kaneko, and Y. Tamaura, Solar hydro-
gen generation with H2O/ZNO/MnFe2O4 system, Solar Energy, 76 309–315 (2004). 

72. C. Perkins and A. W. Weimer, Likely near-term solar-thermal water splitting technologies, 
Int. J. of Hydrogen Energy, 29 1587–1599 (2004). 

73. H. Kaneko, N. Gokon, N. Hasewaga, and Y. Tamaura, Solar thermochemcial process for 
hydrogen production using ferrites, Energy, 30 2171–2178 (2005).  



120 Stuart Licht 
 
74. P. Blum, Cell for electrolysis of steam at high temperture, U.S. Patent 3, 993,653, Dec. 9, 

1975. 
75. D. I. Tcherev, Device for solar energy Conversion by photo-electrolytic decomposition of 

water, U.S. Patent 3, 925,212, Nov. 23, 1976. 
76. A. J. DeBethune, T. S. Licht, and N. S. Swendemna, The temperature coefficient of Elec-

trode Potentials, J. Electrochem. Soc., 106 618–625 (1959). 
77. J. O'M. Bockris, Energy Options, Halsted Press, NY, 1980. 
78. D. E. Monahan, Process and apparatus for generating hydrogen and oxygen using solar 

energy, U.S. Patent 4,233,127, Nov. 11, 1980. 
79. L. E. Crackel, Spectral converter, U.S. Patent 4,313,425, Feb. 2, 1982. 
80. C. Alkan, M. Sekerci, and S. Kung, Production of hydrogen using Fresnel lens-solar elec-

trochemical cell, Int. J. of Hydrogen Energy, 20 17–20 (1995). 
81. C. W. Neefe, Passive hydrogel fuel generator, U.S. Patent 4,511,450, April 16, 1985. 
82. D. E. Soule, Hybrid solar energy generating system, U.S. Patent 4,700,013, Oct. 13, 1987. 
83. G. Tindell, Electrical energy production apparatus, U.S. Patent 4,841,731, June 27, 1989. 
84. J. B. Lasich, Production of hydrogen from solar radiation at high efficiency, U.S. Patent 

5,973,825, Oct. 26, 1999. 
85. S. R. Vosen and J. O. Keller, Hybrid energy storage systems for stand-alone electric power 

systems: optimization of system performance and cost through control strategies, Int. J. of 
Hydrogen Energy, 24 1139–1156 (1999). 

86. J. Padin, T. N. Veziroglu, and A. Shahin, Hybrid solar high-temperature hydrogen produc-
tion system, Int. J. of Hydrogen Energy, 25 295–317 (2000). 

87. H. Izumi, Hybrid solar collector for generating electricity and heat by separating solar rays 
into long wavelength and short wavelength, U.S. Patent 6,057,504, May 2, 2000. 

88. S. Licht, Efficient solar generation of hydrogen fuel - a fundamental analysis, Electro-
chemical Communications, 4 790–795 (2002).  

89. S. Licht, Solar water splitting to generate hydrogen fuel: Photothermal electrochemical 
analysis, J. Phys. Chem. B, 107 4253–4260 (2002).  

90. S. Licht, L. Halperin, M. Kalina, M. Zidman, and N. Halperin, Electrochemical Potential 
Tuned Solar Water Splitting, Chemical Communications, 3006-3007 (2003). 

91. S. Licht, pH measurement in conentrated alkaline solutions, Anal. Chem., 57 514–519 
(1987). 

92. T. S. Light, T. S, Licht, A. C. Bevilacqua, and Kenneth R. Morash, Conductivity and 
resistivity of ultrapure water, Electrochem. Solid State Lett., 8 E16–E19 (2005) 

93. S. Licht, Analysis in highly concentrated solutions: Potentiometric, conductance, evanes-
cent, densometric, and spectroscopic methodolgies, in Electroanalytical Chemistry, Vol. 
20, Edited by A. Bard and I. Rubinstein, Marcel Dekker, NY, 1998, pp. 87–140. 

94. M. W. Chase, J. Phys. Chem. Ref. Data 14, Monograph 9 (JANF Thermochemical Tables, 
4th edition), 1998. 

95. M. W. Chase, J. Phys. Chem. Ref. Data Supplement No. 1 to 14, (JANF Thermochemical 
Tables, 3rd edition), 1986. 

96. W. Kreuter and H. Hofmann, Electrolysis: The important energy transformer in a world of 
sustainable energy, Int. J. Hydrogen Energy, 23 661–669 (1998). 

97. M. A. Green, K. Emery, D. L. King, S. Igari, and W. Warta, Solar Efficiency Tables (Ver-
sion 17), Progr. Photovolt, 9 49–56 (2001). 

98. E. Fletcher, J. Solar Energy Eng, 123 143 (2001). 
99. A. Yogev, Quantum Processes for Solar Energy Conversion, Weizmann Sun Symp. Proc., 

Rehovot, Israel, 1996. 
100. R. Kribus, J. Doron, P. Rubin, J. Karni, R. Reuven, S. Duchan, and T. Tragan, A multis-

tage solar receiver, Solar Energy, 67 3–11 (1999). 
 



Thermochemical and Thermal/Photo Hybrid Solar Water Splitting 121
 

 

101. E. Segal and M. Epstein, The optics of the solar tower reflector, Solar Energy, 69 229–
241 (2001). 

102. B. Misch, A. Firus, and G. Brunner, An alternative method of oxidizing aqueous waste in 
supercritical water: oxygen supply by means of electrolysis, J. Supercritical Fluids, 17 
227–237 (2000). 

103. O. Yamamoto, Solid oxide fuel cells: fundamental aspects and prospects, Electrochimica 
Acta, 45 2423–35 (2000). 

104. D. Kusunoki, Y. Kikuoka, V. Yanagi, K. Kugimiya, M. Yoshino, M. Tokura, K. Wata-
nabe H. Miyamoto, S. Ueda, M. Sumi, and S. Tokunaga, Development of Mitsubishi - 
planar reversible cell - Fundamental test on hydrogen-utilized electric power storage sys-
tem, Int. J. Hydrogen Energy, 20 831–834 (1995). 

105. K. Eguchi , T. Hatagishi, and H. Arai, Power generation and steam electrolysis characte-
ristics of an electrochemical cell with a zirconia- or ceria-based electrolyte, Solid State Io-
nics, 86-8 1245–1249 (1996). 

 



 

 

 

 

 



 

 

6 

Molecular Approaches to Photochemical Splitting 

Frederick M. MacDonnell 

University of Texas at Arlington, Arlington, TX 
 

1 Scope 

This chapter focuses on the progress and challenges in the field of photocatalysis as 
applied towards the water splitting reaction (Eq. 1.). More specifically, homogeneous 
molecule-based systems that mimic the natural photosynthetic system are examined 
for their potential to drive reaction 1. A number of molecules, including porphyrins, 
metalloporphyrins and phthalocyanines,1-7 transition metal complexes of Ru, Os, Re, 
Rh, Pt, Cu,8-11 and acridine and flavin derivatives,12-14 have been examined as the 
chormophores and sensitizers for light-driven processes.  

   2 H2O  O2 + 2 H2   ΔG = +474 kJ/mol = 4.92 eV   (1) 

Of these sensitizers, Ru(II)-polypyridyl complexes are among the best explored 
due to their excellent chemical stability, broad absorption spectrum in the visible and 
favorable photophysical and redox properties. In this chapter, progress in the use of 
ruthenium polypyridyl-based molecular and supramolecular assemblies as sensitizers 
for 'artificial photosynthesis' is reviewed. Most of the comprehensive reviews on the 
application of such complexes towards artificial photosynthesis are over a decade 
old,8,15,16 excepting an recent review by T. J. Meyers and co-workers17 which was part 
of a 'Forum on Solar and Renewable Energy' thematic issue of Inorganic Chemistry 
(Oct 3, 2005).18 Included in this thematic issue were additional reviews by G. J. 
Meyer19 and M. Gratzel20 on the application of ruthenium polypyridyl complexes as 
sensitizers for photovoltaics based on semiconducting nanoparticles such as TiO2 

which is a topic covered in other chapters of this book. Included in this issue is also a 
review of ruthenium polypyridyl complexes sensitizers for O2 evolution in heteroge-
neous systems.21 The focus of this chapter is largely on advances in homogeneous 
molecular systems that can be applied to the water-splitting problem. 

of Water 
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2  Fundamental Principles

In photosynthesis and also as elaborated further in Chapter 8, nature has developed a 
molecular-based system able to capture light and transiently store it as a reducing 
potential (Eq. 2) and as high energy molecules (Eq. 3).26 This energy is either quickly 
used or stored in the form of reduced CO2  

   NADP+ + 2e- + H+  NADPH     (2) 

   ADP + Pi  ATP + H2O      (3) 

   6 CO2 + 6 H2O  C6H12O6 + 6 O2     (4) 

products (e.g., glucose, see Eq. 4) which are more stable forms of stored energy. 
Water is the ultimate source of electrons for reactions 2 and 4 and dioxygen is the 
byproduct that is lost to the atmosphere. The development of artificial photosynthetic 
systems that would mimic the natural process, at least in basic function, is a chal-
lenging yet realistic chemical problem with obvious long-term benefits for mankind.  

As seen in Eq. 1, the water-splitting reaction has an overall energy requirement of 
4.92 eV per O2 molecule formed (or +474.7 kJ/mol O2 formed). The most abundant 
solar radiation to strike the earth's surface falls in the visible range (750–400 nm) and 
fortunately, these photons are energetic enough (1.65–3.1 eV)27 so that as little as 
two photons are required to drive this process thermodynamically. When broken 
down into redox half-reactions (5 and 6), the multi-electron nature of reaction 1 is 
readily apparent.  

  2 H+ + 2 e-  H2     + 79.9 kJ/ mol H2, pH 7  (5) 

  2 H2O  O2 + 4 H+
   + 4 e-   + 314.9 kJ/ mol O2, pH 7  (6) 

These two reactions are often referred to as the hydrogen evolving reaction 
(HER) and oxygen evolving reaction (OER), respectively. The problem of driving 
these two half-reactions with light is two-fold. First, water does not absorb light in 
the visible and a chromophore is needed to capture and concentrate the solar energy. 
Second, the absorption of a photon by a chromophore is typically associated with the 
excitation of a single electron in the molecule. Even if this electron has sufficient 
reducing potential for reaction 5, the electron stoichiometry is not met. Similar ar-
guments apply to the holes generated and their ability to drive reaction 6. Nature has 
addressed these problems by developing enzymes proficient at stepwise storage of 
multiple redox equivalents (electrons or holes) until the appropriate redox stoichi-
ometry is met. For example, the oxygen-evolving center (OEC) in photosystem II is 
composed of a tetramanganese cofactor that does not evolve O2 until 4 electrons 
have been removed.28 In general, we observe that the transformation of many small 
molecule substrates into desirable products, such as H2O to O2 and H2, CO2 to 
C6H12O6, N2 to NH3, etc. are multi-electron processes and require not only the appro-
priate driving force but cofactors that enable the appropriate redox  
stoichiometry to be met. Artificial photosynthetic systems will similarly require  
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entities/catalysts capable of driving multi-electron transfer (MET) reactions and 
proton-coupled electron transfer (PCET) reactions.29-31 

3  Nature's Photosynthetic Machinery 

Natural photosystems have been extensively studied and the machinery of photosyn-
thesis found to be highly modular, organized on multiple scale levels and compart-
mentalized.32 Importantly, all natural photosystems are molecule-based and their 
function can be understood both at the schematic level and, in many cases, at the 
molecular-level. Highly specialized components interact in controlled manner to 
ultimately deliver a product (reduction equivalents) and to effectively deal with 
waste (oxidation equivalents).  

The bacterial photosystem functions without dioxygen production which simpli-
fies the task at hand. Namely, electrons are obtained from more easily oxidized ter-
minal electron donors such as H2S instead of water. Nonetheless, the basic design 
needed to transform solar energy into stored chemical energy is present. The protein 
subunits and cofactors that comprise the photosystem in purple bacteria, such as 
Rhodobacter (Rb.) sphaeroides and Rhodopseudomonas (Rps.) viridis,33 are shown 
schematically in Fig. 1 which is based on a crystal structure of this assembly.34  

The sensitizer in this photosystem, P865, is a symmetric bacteriochlorophyll dimer 
(labeled DM and DL in Fig. 1) which has a strong absorption at 865 nm corresponding 
to 1.43 eV. In the trans-cellular membrane assembly, the photoexcited P865* initiates 
charge separation by electron transfer down just one side of the photosynthetic as-
sembly (the L side) as indicated by the arrows in Fig. 1. The reason for this asymme-
try in electron transfer is still unclear, however, it is clear that electron transfer 
through a series of acceptor units: BL to φL to QA and finally QB, leads of a charge 
separated complex with very slow (~ 1 sec) back rates. The P865

+ cation is a modest 
oxidant, (Ered = +0.45 V, and is reduced to the starting state by external reductants 
such as H2S. The reducing potential stored in QB is utilized in the cell (localized on 
the cytoplasmic side of the photosynthetic complex) to convert NADP+ to NADPH. 
Thus, the net chemical reaction is: 

   H2S + NAD+  S + NADH + H+     (7)  

The structure and function of this bacterial photosystem reveals important prin-
ciples for the design of artificial photosystems. First, the sensitizer needs to be posi-
tioned close to secondary acceptors and donors which themselves are spatially iso-
lated from each other such that photoexcitation leads to rapid spatial separation of 
the electron-hole pair. Second, compartmentalization of the photosynthetic assembly 
is likely to be necessary so as to prevent wasteful back reactions. For water-splitting, 
a system in which H2 and O2 are generated in separate compartments would have 
both safety and efficiency advantages.  

 In green plants and certain algae, the photosynthetic machinery is elaborated 
over those found in purple bacteria and is now able to reach the high potentials 
needed to oxidize water to dioxygen. This oxygenic photosystem is comprised of two 
photosynthetic  reaction  centers (sensitizer  assemblies), photosystem  I  (PS  I) and  
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Fig. 1. Schematic of photosystem in purple bacteria 

photosystem  II  (PS  II) and thus requires more photons to drive the overall reac-
tion.While the details have changed upon moving from the bacterial photosystem to 
PS I, the principle remains that PS I is unable to reach the potentials required to 
oxidize water. Figure 2 shows the classic Z scheme, first proposed in 1960 by Hill 
and Bendall35 and subsequently elaborated many times,36-38 which indicates how the 
two photosystems work together. The two sensitizers or reaction centers for PS I and 
PS II are again chlorophyll dimers such as found in bacteria, however these chloro-
phylls absorb at higher energies, 700 and 680 nm, and transiently store more energy. 
The special pairs for PSI and PSII are denoted P700 and P680, respectively, and excita-
tion of these reaction centers either by direct light absorption or by energy-transfer 
from an antenna assembly results in charge separation.  

A schematic view of the cofactor arrangement in PSII is shown in Fig. 3.39 The 
reducing potential of the P680* complex (~ –0.58 V) is used to shuttle an electron 
down  a  chain  of  redox  acceptors in the PS II complex  (pheotyphytin (phe/phe–  at 
–0.42 V) to quinone  A  (QA/ QA

- at –0.08 V) to quinone  B  (QB/ QB
–))40   and onto an 
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Fig. 2. The classic Z scheme for PSI and PSII. 

external protein acceptor, plastoquinone. Reduced plastoquinone feeds another redox 
chain in which the reducing potential of these electrons are used to translocate pro-
tons across the membrane and thus generate a proton gradient to be used by the cell 
to generate ATP from ADP.41 The oxidizing potential of the P680

+ cation is estimated 
at +1.25 V40,42 which is highly oxidizing and rapidly oxidizes the nearby tyrosine Z 
(Yz/Yz

+
 at +1.21 V). Ten microseconds after excitation, the electron-hole pair is 

mostly localized as [Yz
+/QA

-]. The tyrosine radical cation is positioned near the tetra-
nuclear manganese oxygen evolving center (OEC) and possibly even coordinates to 
the Ca2+ site based on recent X-ray structural data.43 Four sequential excitations (the 
'S-state cycle') removes four electrons from the OEC with the last oxidation con-
commitent with the evolution of O2 and regeneration of the starting state of the 
OEC.44 The structure of the OEC in PSII has recently been determined at resolutions 
as low as 3.2 A43,45,46 which is where the structural 'cubane' model43 shown in Figure 
3 originates. The structure must be viewed with caution as there is some criticism of 
the co-factor structure due to the resolution of the data47 and the possibility of X-ray 
damage to the OEC cofactor during data collection.48 Nonetheless, this cubane struc-
ture incorporates most of the spectroscopic and compositional data known for PSII 
and serves as a useful model for the active site of oxygen evolution.  

Photosystem I forms the second light-absorbing component in the Z scheme for 
green plants and algae and like PS II, the structure of the protein complexes has been 
determined by X-ray crystallography.34,49-51 PS I is similar in function to that of the 
purple bacterial photosystem in that the oxidation potential generated is modest 
(P700

+/P700  at ~ +0.5 V),  however,  the primary  function  of  this  photosystem  is  to  
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Fig. 3. Schematic view of co-factor arrangement in PS II. 

generate a reducing potential for the generation of NADPH. The electrons for this 
process come from plastocyanin that is the terminal reduced product from PS II.  

Both PSI and PSII are membrane proteins which span the thylakoid membranes 
in chloroplasts.52 As indicated in Fig. 2, the luminal side of the membrane is where 
water is oxidized to O2 and protons are generated. The energy dependent transloca-
tion of these protons to the stromal side occurs as the electrons flow down the redox 
gradient indicated in the Z scheme. Ultimately, the protons are either consumed in 
the production of NADPH on the stromal side or their energy (in the form of a pro-
ton gradient) is used to produce ATP.38 The membrane is also the site in which the 
antenna complex, consisting of hundreds of chlorophylls are organized such that 
light excitation of any chlorophyll quickly results in energy transfer to the special 
pair in PS I or PS II for charge-separation.32  
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Fig. 4. Schematic of artificial photosynthetic system. 

4  Design of Artificial Photosystems 

From the natural photosystems, it is clear that a number of essential molecular com-
ponents must be present and be organized in a supramolecular fashion such that the 
photogenerated electron-hole pair is quickly and efficiently separated and their po-
tential energy delivered to functional co-catalysts. An artificial water-splitting photo-
system will also require the controlled interaction of multiple subunits.17 A schematic 
of such a system containing the minimum number of necessary components is given 
in Fig. 4. An efficient and robust sensitizer absorbs photons and generates long-lived 
electron-hole pairs that are coupled to appropriate multi-electron co-catalysts for 
oxygen and hydrogen evolution.  

As mentioned previously, this chapter will focus largely on the use of Ru(II)-
polypyridyl complexes as sensitizers to drive the water-splitting reaction. While we 
will examine the various properties of 'Rubpy' complexes in more depth, an initial 
analysis of the energetic of water splitting with [Ru(bpy)3]2+ will set the stage for the 
subsequent material. As seen in the modified Latimer diagram,17,53 shown in Fig. 5, 
the photoexcited complex, denoted [Ru(bpy)3]2+* or more simply Ru2+*, is both a 
good oxidant and a good reductant. Electron transfer either to or from the excited 
state complex traps the ruthenium complex as [Ru(bpy)3]+ or [Ru(bpy)3]3+, respec-
tively.54 These photoproducts are potent reductants ([Ru(bpy)3]+) and oxidants 
([Ru(bpy)3]3+) which can drive subsequent redox reactions.  

These various species can be used to drive a catalytic reaction such as that shown 
in Eq. (8),  

    A + D  A- + D+      (8)  

by either an oxidative or reductive quenching pathway. These two catalytic mani-
folds are shown in Fig. 6, where A and D are generic acceptor and donor molecules. 

While the two manifolds can store the same amount of energy, they encompass 
different potential ranges and therefore differ with respect to the types of acceptor 
and donor molecules that may be used or the driving force that may be applied to any  
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Fig. 5. Latimer diagram of the excited- and ground-state redox processes for [Ru(bpy)3]2+. 
Potentials given in V vs. NHE reference electrode. 

given step in the cycle. If we analyze the energetics of the water-splitting reaction 
within these two manifolds, as shown in reactions 9 to 17, we can see that by design-
ing a system properly we can deliver more driving force where it is most needed. All 
the reactions are normalized to a 4-photon, 4-electron process as presumably (though 
not necessarily) would be required and a pH of 7.0 is assumed. The first three photo-
reactions, 9–11, summarize the capture of light energy (at ~ 450 nm or 2.75 eV) to 
form the excited singlet molecule [Ru(bpy)3]2+**. This molecule rapidly loses some 
energy upon intersystem-crossing to the triplet state and relaxation to vibronically 
cooled E00 triplet state, [Ru(bpy)3]2+*.17 The useable energy of this species is ~ 2.1 eV 
(~ 200 kJ/mol).  

Light-capture: 

 4Ru2+ (λ ~ 450 nm)  4 Ru2+**  ΔE = +1060 kJ/mol   (9) 

 4 Ru2+**  4 Ru2+*    ΔE = –250 kJ/mol   (10) 

 4 Ru2+ + 4 hν   4 Ru2+*   ΔE = +810 kJ/mol   (11) 

Reductive quenching water-splitting path: 

 4 Ru2+* + 2H2O  4 Ru+ + O2 + 4 H+ ΔG = –76 kJ/mol   (12) 

 4 Ru+ + 4H+  4 Ru2+ + 2 H2   ΔG = –260 kJ/mol    (13) 

 2 H2O + 4 Ru2+*  O2 + 2 H2 + 4 Ru2+  ΔG = –336 kJ/mol    (14) 

Oxidative quenching water-splitting path: 

 4 Ru2+* + 4 H+  4 Ru3+ + 2 H2   ΔG = –62 kJ/mol    (15)  

 4 Ru3+ + 2 H2O  4 Ru2+ + O2 + 4 H+ ΔG = –274 kJ/mol    (16) 

 2 H2O + 4 Ru2+*  O2 + 2 H2 + 4 Ru2+  ΔG = –336 kJ/mol    (17) 
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Fig. 6. Photoreactions based on reductive quenching of the photoexcited [Ru(bpy)3]2+*. 

As can be seen both pathways are exothermic by –336 kJ/mol, however the exo-
thermicity of the HER, Eq. (13), can be favored in the reductive quenching path at 
the expense of the OER, Eq. (12). The reverse is true for the oxidative quenching 
pathway as may be expected.  

Of course, the solution pH is a major factor that can be tuned to favor hydrogen 
reduction or water oxidation. Application of the Nernst equation for the two mani-
folds yields expressions 18–21: 

reductive quenching pathway: 

   )pH(85.2284      OER −=ΔG  (kJ/mol)   (18) 

   )pH(85.22420HER +−=ΔG  (kJ/mol)   (19) 

oxidative quenching pathway: 

   )pH(85.22116  OER −−=ΔG  (kJ/mol)   (20) 

   )pH(85.22220HER +−=ΔG  (kJ/mol)   (21) 

From these expressions, we find the OER and HER are isoenergetic at pH 11 and 2.3 
for the reductive and oxidative quenching pathways, respectively. More importantly, 
the pH range in which water splitting can occur can be determined, assuming the two 
half-reactions are not energetically coupled, i.e., the free energy of HER is not used 
to help drive the OER (or vice versa). Following the reductive quenching pathway, 
both the OER and HER are only spontaneous above pH 3.7. Conversely, the oxida-
tive quenching pathway requires a pH below 9.6 for both to be spontaneous. Thus 
the quenching pathway plays an important role in determining optimum pH condi-
tions. These energies and pH ranges are specific for [Ru(bpy)3]2+assuming a 4 pho- 
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Table 1. Room temperature electrochemical and photophysical data for homoleptic ru-
polypyridyl complexes. 

Complex E(Ru3+/2+)a E(Ru2+/+) E(Ru3+/2+*) E(Ru2+*/ +)   λem, nm (τ, ns)b φem 

[Ru(bpz)3]2+ 2.10 –0.56 –0.06 1.60      627 (720) 0.024 

[Ru(4,4'-Cl2bpy)]2+ 1.64 –0.83 –0.42 1.23      632 (480) – 

[Ru(bpy)3]2+ 1.53 –1.09 –0.57 1.02      610 (890) 0.073 

[Ru(phen)3]2+ 1.51 –1.11 –0.68 1.08      604 (460) 0.028 

[Ru(terpy)2]2+ 1.50 –1.05 –0.58 1.03      (<250 ps)  

[Ru(4,4'- Me2bpy)3]2+ d 1.10 –1.37 –0.94 0.69      631 (335)  0.014  

[Ru(4,4'-
(Et2N)2bpy)3]2+ 

0.84  –1.07        700 (130)c  0.010c 

aAs measured in acetonitrile unless otherwise noted. Electrochemical measurements were done in the 
presence of 0.1-M Bun

4NPF6 or 0.1-M Bun
4NClO4. All potentials are quoted relative to NHE using the 

correction factor of +0.247 V for SCE and +0.225 for Ag/Ag+ where required.  
bdegassed.  
cin MeOH/EtOH.  
din H2O. 
bpz = 2,2'-bipyrazine. Data obtained from Ref. 54. 
 
ton process  but  are tunable by  modifying the  complex structure.  This  is most  
commonly achieved by modification of the diimine ligand with electron withdrawing 
or donating groups. As seen in Table 1, ligand substitution can shift the relevant 
redox potentials by nearly a volt in either direction, however any gain in the oxidiz-
ing potential is offset by a loss in reducing potential or vice-versa. An extensive 
listing of the ground and excited state redox data for Ru(II) and Os(II) diimine com-
plexes can be found in a review by Balzani and coworkers.54 Also, Vlcek et. al. have 
reported that in many cases the excited state energies can be predicted simply from 
ligand redox parameters.55  

This above analysis assumes that the free-energies of the HER and OER cannot 
be coupled which need not be true. As we observe in the natural photosystems, the 
free energy of one reaction may be used to change local pH by the translocation of 
protons across a membrane. The resulting pH change could easily be applied to in-
crease the exothermicity of both O2 and H2 evolution in a straightforward manner 
and would be highly desirable. However, such a system requires an additional layer 
of sophistication in the design of the photosynthetic machinery. That said, artificial 
photodriven proton pumps are a reality as Gust, Moore and coworkers have shown 
that a membrane-bound carotenoid-porphyrin-quinone triad can actively transport 
protons against a gradient upon visible irradiation.56  

There are additional aspects that must be considered for artificial or man-made 
photosystems. Nature's photosynthetic machinery is easily repaired or regenerated by 
the living organism. Artificial systems are likely to be harder to repair and therefore 
should be constructed of the most robust components available. The various  
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components are likely to be subject to relatively harsh environmental conditions 
including high photon flux, thermal stress, aqueous solutions with variable pH and 
ionic strengths and oxygen. Only a few molecular species can meet all, or even most, 
of these conditions and while it is feasible to encapsulate or otherwise protect less 
stable molecular components, it is preferable that they be as robust as possible. No 
doubt the popularity of metalloporhyrins and ruthenium polypyridyl complexes as 
sensitizers is due, in large part, to their exceptional stability and favorable photo-
physical properties. Below we review the properties of ruthenium polypyridyl com-
plexes that warrant all this attention, the current state of the art in 'wiring-up' these 
sensitizer to efficiently undergo energy or electron-transfer over large distances, the 
current ability to store multiple redox equivalents, and our ability to generate long-
lived charge-separated states. Finally the development of efficient co-catalysts for 
water oxidation (OER) and hydrogen evolution (HER) are reviewed as are aspects of 
linking these catalysts with the sensitizer as indicated in Fig. 4.  

5 The Ideal Sensitizer: Does Rubpy Come Close? 

Rubpy is an often used shorthand for the well-studied [Ru(bpy)3]2+ complex cation 
and is also used more loosely to refer to any Ru(II) polypyridyl complex with similar 
properties. As shown in Fig. 7, the three best studied members of the Rubpy family 
are the parent complex, [Ru(bpy)3]2+, the phenanthroline analogue, [Ru(phen)3]2+, 
and the bis terpy complex, [Ru(terpy)3]2+, which has less optimal photophysical 
properties but has a number of synthetic and stereochemical advantages. The synthe-
sis, stability and photophysics of Rubpy complexes has been reviewed many 
times17,54,57 and the highlights of these properties as related to artificial photosynthetic 
assemblies is summarized here. 

5.1 Stability  

The stability of Rubpy complexes is a result of a number of factors including:  

1. the large electronic stabilization found in these octahedral low spin d6 
second row transition metal complexes (while the symmetry of the complex-
es in Fig. 7 is not Oh, to a first approximation an octahedral coordination en-
vironment adequately describes many of the electronic properties); 

2. the considerable covalent character of the bond as reflected in the similar 
electronegativities for Ru (χ 2.2) and N (χ 3.0), and  

3. the multiple-bond character associated with π bond formation between the 
full Ru t2g orbitals and the π-accepting orbitals on the polypyridyl ligands.  

These factors and the associated kinetic inertness of the low spin d6 electronic confi-
guration make these complexes exceptionally stable with respect to ligand loss or 
decomposition.  

  

 

Molecular Approaches to Photochemical Water Splitting 



134 Frederick M. MacDonnell 
  

  

 

Fig. 7. Chemical structures of three commonly used Ru(II) polypyridyl complexes. 

[Ru(bpy)3]2+ and [Ru(phen)3]2+ are modestly sensitive to photochemical degrada-
tion via photolabilization of the ligands upon excitation of the MLCT band.58,59 The 
3MLCT state that is utilized in most light-to-energy conversion schemes, is populated 
with essentially a 100% quantum yield.60 At room temperature, however, thermal 
population of ruthenium-based d-d states, only ~ 43 kJ/mol higher in energy than the 
3MLCT state, can occur resulting in decomposition via ligand dissociation.58,59 Quan-
tum yields for photochemical decomposition are generally small (φ ~ 0.04) and high-
ly dependent on the solvent conditions and temperature.58 Aqueous solutions of vary-
ing ionic strength and acidity show quantum decomposition yields between 0.3% to 
0.001% at 343 K.59 Dichloro methane solutions are considerably more reactive with 
decomposition quantum yields between 6 and 1 % at 298 K with the nature of the 
counterion playing an important role as small coordinating anions, such as halides, 
increasing the decomposition yield.58 In dichloromethane, the increased decomposi-
tion is attributed to more significant ion pairing in this non-polar solvent, which 
leads to more effective trapping of the 5-coordinate intermediate, and stabilization of 
the product by anation. Photoracemization of optically pure Δ-[Ru(bpy)3]2+ in 
aqueous solutions was also observed with a similar activation energy to the photode-
composition reaction and is presumed to occur via the same 5-coordinate interme-
diate.61 

Photochemical decomposition of the ruthenium polypyridyl chromophore has not 
been significant obstacle to their use in energy conversion schemes because in most 
cases the 3MLCT state is rapidly quenched and the resulting photoproduct is stable 
with respect to ligand dissociation. For example, addition of the oxidative quencher, 
methylviologen (MV2+), greatly reduces the photodecomposition of [Ru(bpy)3]2+* as 
the MV2+ rapidly reacts with the 3MLCT state by electron transfer yielding 
[Ru(bpy)3]3+ and MV+.62  

[Ru(bpy)3]3+ and [Ru(bpy)3]+ are commonly produced as photoproducts in the 
photochemistry of [Ru(bpy)3]2+ and, as noted, are potent oxidants and reductants, 
respectively. Barring a redox reaction, these complexes show good stability towards 
both substitution and racemization,63 however Ru(III) complex is not indefinitely 
stable in aqueous solutions. Over time spontaneous reduction of [Ru(bpy)3]3+ to 
[Ru(bpy)3]2+ is observed with some sacrificial degradation of the bpy ligands  
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(~ 10%).64 Reductions are generally considered to be ligand-based and up to three 
reductions are often possible. Both the monocationic [Ru(bpy)3]+ 65 and the neutral 
Ru(bpy)3 

66 have been isolated and structurally characterized by X-ray diffraction.  
The presence O2 either from the atmosphere or as a product in water oxidation 

suggests its reactions with [Ru(bpy)3]2+* bear close attention. Dioxygen is a well-
known quencher of [Ru(bpy)3]2+* and acts either by energy transfer or oxidative elec-
tron transfer quenching to yield singlet O2 or superoxide radical O2

-, respectively.67-69 
As the 3MLCT state is quickly quenched, dioxygen typically protects the complex 
from photodecomposition via ligand loss.58 However, when the O2 and [Ru(bpy)3]2+ 

are not free to diffuse apart as in viscous solution or zeolite matrices, the activated 
singlet O2 or other reactive oxygen species can oxidize the diimine ligands irreversi-
bly and thus damage the complex.62,70  

Elaborate structures including those with up to three different bidentate ligands71 
are readily prepared due to the substitutional inertness of the Ru(II) ion. A number of 
synthetic procedures exist to build such complexes with most dealing with different 
strategies to coordinate select diimine or triimine ligands in a specific order. Some 
useful and often used starting complexes include Ru(bpy)2Cl2,72 {Ru(bpy)Cl3}x,73 
Ru(bpy)(CO)2Cl2,71,74 and Ru(terpy)Cl3.75 For most of these syntheses, it is trivial to 
substitute another diimine for the bpy ligand or triimine for the terpy ligand.  

The tris-diimine and bis-triimine complexes, once formed, are tolerant of any 
number of ligand-based functional groups and the transformations typical of these 
functional groups can be performed on the metal complex with virtually no effect on 
the structural core integrity and stereochemistry. For example, the base catalyzed 
cross-coupling reactions of arylhalides with Ru(II) complexes, bearing di- or triimine 
ligands with peripheral phenols or hydroxymethyl (benzylic alcohol) substituents, 
gives the corresponding ethers in high yield and no reported degradation of the Ru 
complex.76-79  

Palladium-catalyzed cross-coupling of bromoaryl-containing complexes with 
ethynylaryl-containing complexes is readily accomplished without degradation or 
racemization.80-82 Barton and coworkers,83,84 MacDonnell and coworkers85-88 and 
others89,90 have shown that the condensation of Ru(II) coordinated 1,10-
phenanthroline-5,6-diones with ortho-phenylenediamines occurs without degradation 
of the complex or affecting the ruthenium stereochemistry. Electroploymerization of 
Ru(II) complexes bearing vinylbpy ligands has been demonstrated by Meyers and 
coworkers.91 One illustrative example of the robustness of such complexes is shown 
in Figure 8. The coordinatively saturated Ru(II)trisphenanthroline complex can be 
oxidized to the tris-phenanthroline-5,6-dione complex in high yield (ca. 80 %) under 
extremely harsh chemical conditions.88,92 The oxidation occurs in a mixture of con-
centrated sulfuric acid, nitric acid and NaBr at reflux, yet not only is the basic struc-
tural core retained, but if enantiomerically pure starting material is used, e.g., Λ-
[Ru(phen)3]2+, the quinone product is also optically pure. This reaction has been 
carried out on larger dendritic assemblies of [Ru(phen)3]2+ units with similar success 
indicating the stability of this structural core to acidic and oxidizing conditions.85  

The shapes of the three complexes in Figure 7 have important consequences in 
their use as sensitizers in multi-component assemblies. The tris-bpy and tris-phen 
complexes  have  three-fold symmetry  (D3 point group) while the  bis-terpy complex  
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Fig. 8. Oxidation of [Ru(phen)3]2+ with retention of stereochemistry. 

has two-fold symmetry (D2h point group). The stereochemical issues related to the 
tris complexes complicates their use in multi-component assemblies. As can be seen, 
the two tris complexes lack a convienent attachment site to build highly symmetric 
multi-component assemblies. Furthermore, these complexes are chiral (existing as Δ 
and Λ enantiomers) and the incorporation of multiple chiral centers in any supramo-
lecular or covalent assembly leads to diastereomers which are very difficult to isolate 
pure. A number of research groups have addressed the stereochemical issues that 
arise when multiple ruthenium tris-diimine centers are covalently joined.81,86,93-97 The 
stereochemistry of the terpy complexes conversely is well-suited to appending other 
components along the major two-fold axis such that stereochemically pure, linear 
arrays are prepared in a relatively straightforward manner.98 

5.2  Photophysics and Photochemistry 

All three Ru(II) complexes in Fig. 7 have strong absorption bands  
(ε ~ 15,000 – 20,000 M-1cm-1) in the visible region from 450 to 480 nm which are 
assigned to Ru dπ  bpy (π*) MLCT transitions. As described previously, 
[Ru(bpy)3]2+* refers to the thermally equilibrated 3MLCT excited-state which is the 
state responsible for luminescence. This 3MLCT state is converted from the initial 
1MLCT state (often denoted [Ru(bpy)3]2+**) with near unit efficiency in less than 
300 fs.99,100 The 3MLCT state decays by both luminescent and non-radiative decay 
pathways. As shown in Table 1, emission quantum yields (φem) in MeCN at room 
temperature are on the order of 0.03 to and 0.07 for [Ru(phen)3]2+ and [Ru(bpy)3]2+, 
respectively,54 showing that non-radiative decay processes dominate this tempera-
ture. A survey of tris-diimine Ru(II) compounds reveals that such yields for φem are 
commonly between 0.10 and 0.001 however exceptions as high as 0.40 and as low as 
5x10-6 are known.54 One major non-radiative decay pathway for [Ru(bpy)3]2+ is via 
thermal population of ligand field (d-d) states which are approximately 3000 cm-1 
(0.37 eV) higher in energy that the 3MLCT state.101 At low temperature, this pathway  
is attenuated and the complexes often show dramatically longer luminescent life-
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times. Nonetheless, these d-d states are sufficiently high in energy that at room tem-
perature that the lifetimes (τ) of the 3MLCT state range from 400 to 1200 ns for 
many simple Rubpy analogues. Furthermore, because the decay pathways are well 
understood, several strategies can be employed to considerably lengthen the excited-
state lifetimes.  

For example, the excited-state lifetime of [Ru(terpy)2]2+ is less than 250 ps at 
room temperature102 however, synthetic modifications of the terpy ligand have lead 
to bis-terpy complexes with lifetimes as long as 200 ns.103,104 As with the trisdiimine 
complexes, the non-radiative decay for [Ru(terpy)2]2+ is attributed thermal population 
of low lying d-d states. However, in this case the tridentate terpy ligand causes a 
larger distortion of the Oh ligand field which further lowers the energy of some d-d 
states to energies close to or below those of the 3MLCT state. At room temperature, 
thermal population of these d-d states provides a rapid, non-radiative decay pathway 
to the ground state. At low temperature (77 K), thermal population of the d-d states is 
lessened and vibronic coupling between the 3MLCT and d-d states can be frozen out 
to an appreciable degree, leading to excited state lifetimes on the order of 10 μs.105  

 As might be expected, simply lowering the energy of the 3MLCT state relative to 
the d-d states results in longer excited state lifetimes. Balzani and coworkers found 
that modifying the terpy ligands with peripheral electron withdrawing methylsulfo-
nate groups, lengthened the room temperature lifetime of the complex to 25 ns.105 
Similarly, the cyano-derivatized terpy complex 1 has a τ = 75 ns at 298 K, however, 
there is a limit to this approach.106 The lifetime for the homoleptic complex 2 is only 
50 ns indicating that if the 3MLCT is lowered too much, direct non-radiative decay to 
the GS from the 3MLCT state can become an important factor, as expected from the 
energy gap law.107 Hanan and coworkers showed that stabilizing the LUMO of the 
terpy ligand by extending the planar aromatic system also extends the luminescent 
lifetime.103,104 For the heteroleptic [Ru(terpy)(terpy-cyano pyrimidine)]2+ complex 3, 
shown in Fig. 7, τ is 200 ns at 298 K which is attributed to a combination of the 
extended planar aromatic system and the EWG cyano substituent.  

In general, when the excited-state is sufficiently long-lived (typically > 1 ns), bi-
molecular reactions in which the excited state acts as a reactant become possible. 
Typical reactions for quenching the excited state of Rubpy occur via one of the three 
following mechanisms. Schemes showing reductive and oxidative electron-transfer 
were shown in Fig. 6. Reaction 18 shows a third quenching mechanism known as 
energy transfer whereby relaxation of the 3MLCT to the ground state is coupled to 
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 formation of an excited state in the quencher. While other quenching mechanisms 
are known these three are the dominant ones observed with Rubpy complexes. 

   [Ru(bpy)3]2+* + Q  [Ru(bpy)3]2+ + Q*     (22) 

Literally, hundreds of inorganic and organic compounds have been examined as 
quenchers for Ru2+* and its analogues. An extensive list of quenchers for excited 
state metal complexes (including Rubpy complexes), their rate constants (kq) and 
mechanism of quenching (reductive, oxidative or energy transfer) was compiled by  
Hoffman and coworkers.108 Quenching rate constants (kq) are typically obtained via a 
Stern-Volmer analysis.109 Typical rate constants for reductive and oxidative quench-
ing of photoexcited Rubpy complexes usually range from 105 L.mol-1s-1 to the diffu-
sion limit of ~1010 L.mol-1s-1. Energy transfer rate constants typically fall between 107 
L.mol-1s-1 and the diffusion limit. Some of the more commonly used reductive 
quenchers are organic amines (triethylamine (TEA), triethanolamine (TEOA), dime-
thylaniline (DMA)), organics (phenathiazine, phenols, hydro-quinones), coordination 
complexes ([Fe(CN)6]4-, [Co(bpy)3]2+), and simple inorganic ions (I-, Eu2+, S2O6

2-). 
Commonly oxidative quenchers include organics, such as methylviologen (MV2+), 
quinones, and nitrobenzene, coordination complexes ([Co(NH3)5Cl]2+, Cr(acac)3) and 
simple inorganic ions (S2O8

2-, Cu2+) and molecules (O2). A number of donors (e.g., 
trialkylamines) and acceptors (e.g., [Co(NH3)5Cl]2+ and S2O8

2-) are known to rapidly 
decompose upon electron-transfer which thereby prevents any back-reaction between 
quencher and Rubpy photoproduct.110-112 These donors and acceptors are considered 
sacrificial and are useful when one desires to trap the reduced [Ru(bpy)3]1+ or oxi-
dized [Ru(bpy)3]3+ photoproduct.  

6  Supramolecular Assemblies: Dyads, Triads and Beyond 

As illustrated by nature and shown schematically in Fig. 4, an artificial photosynthet-
ic system will require several molecular components that are spatially juxtaposed to 
favor the various tasks at hand, i.e., light-harvesting, charge separation, catalysis for 
HER and OER. This next section will cover some of the molecular dyads, triads and 
larger assemblies prepared to address some of these challenges.  

6.1 Energy Transfer Quenching: Antenna Complexes 

Energy transfer quenching is the mechanism that natural photosystems use to harvest 
light over large areas using an 'antenna system' and subsequently funnel this energy 
to a specific site. In green plants, the antenna is composed of thousands of chloro-
phyll molecules which, when photoexcited to the triplet state (3Chl), rapidly pass 
their energy to neighboring molecules eventually resulting in the electronic excita-
tion of the special pair of chlorophyll molecules in the photochemical reaction center 
of PSI or PSII.113 The whole process occurs on the order of a few tens of picose-
conds, thus by using an antenna system, a relatively dilute photon flux that may 
typically excite a single reaction center chromophore on the order of a few excita-
tions per second is dramatically enhanced.113  
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Similarly, efficient energy transfer between ruthenium(II) and osmium(II) poly-
pyridyl complexes has been the basis for numerous artificial antenna complexes 
which act to harvest visible light energy and funnel it to of specific metal site.114,115 
Energy-transfer from [Ru(bpy)3]2+* to [Os(bpy)3]2+ is found to occur at a rate close to 
the diffusion limit (kq = 1x109 M-1s-1) for the bimolecular reaction116 and covalently 
linking these complexes is a common strategy for the construction of antenna com-
plexes. Energy transfer rates in these multi-metallic assemblies are reasonably fast 
even over large internuclear distances provided that the bridging ligand can  
provide some electronic coupling. The role of the bridging ligand and the distance 
dependence of energy transfer in donor-acceptor dyads has been extensively investi-
gated with bridges constructed of non-conjugated hydrocarbons,117-120 polyalkyny-
lenes,121 polyenenes,122 oligothienylenes,123 and oligophenylenes,124-129 and others.8,130-

132 For example, energy transfer rate constants were measured in acetonitrile for a 
series dimers in which a Ru(bpy)2

2+ unit is bridged to a Os(bpy)2
2+ unit by rigid con-

jugated ligands of the type bpy-(ph)n-bpy (where n = 3, 5 and 7).133 In this case, the 
rate constants for energy transfer from the Ru 3MLCT to Os 3MLCT were practically 
temperature independent and decreased with increasing length of the oligophenylene 
spacer on the order of ken = 6.7×108 s-1 for n = 3; ken = 1.0×107 s-1 for n = 5; ken = 
1.3×106 s-1 for n = 7 at 293 K. Typically, the energy-transfer process in these conju-
gated systems occurs via a superexchange (Dexter) mechanism where the structure 
of the bridge plays an integral role in the ET process. Importantly, such systems 
show that vectoral energy transfer is possible at reasonable rates over large distances 
or as more commonly referred to 'molecular wires' are possible. From the above 
example, the Ru-Os distance is 4.2 nm in the [(bpy)2Ru(bpy-(ph)7-bpy)Os(bpy)2]4+ 
dimer and the rate constant is still 1.3×106 s-1. 

In addition to simple dyads, dendritic assemblies of Ru(II) and Os(II) polypyridyl 
complexes have been extensively investigated as the branching pattern of a dendri-
mer is ideally suited for orienting numerous chromophores to funnel energy to a 
single site.114,134-137 For example, the Ru3Os tetramer 4 shows quantitative energy 
transfer from the three peripheral Ru sites to the central Os(II) center as was ex-
pected as the Os(II) site has the lowest lying excited state.138 When more complex 
dendrimers such as the decametallic 5 (shown schematically having the same bridg-
ing motif as 4) are examined, the energy migration pathways were less straightfor-
ward with energy transfer from the intermediate Ru sites (Rui) going to both the 
central Os(II) site and the peripheral Ru sites (Rup).139 The bidirectionality is due to 
the relative energy ordering of the local 3MLCT states which is Rui>Rup>Os, thus 
energy transfer from Rui is downhill whether it goes towards the Os or the Rup. 
While this has limited the utility of these complexes as antenna which funnel the 
energy to a single site, recent developments suggest this can be overcome. Campag-
na, Scandola and co-workers showed that complex 6 which contains seven Ru chro-
mophores (4 Rup, 2 Rui, 1 Ru(dpp)2Cl2 apical) undergoes energy transfer exclusively 
to the apical site even though the Rui is again the highest energy 3MLCT state.140 The 
result is understood to involve an unusual two-step electron transfer process, impor-
tantly suggesting that indeed such complexes can funnel captured solar energy to a 
single site! 
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6.2 Bichromophores: Increasing Excited-State Lifetimes 

Reversible or equilibrated energy-transfer between two chromophores with similar 
excited-state energies has also been used as a strategy for extending excited-state 
lifetimes of both Rubpy and Ruterpy analogues and has been the topic of several 
excellent recent reviews.141-143 Conjugates of a ruthenium-polypyridyl chromophore 
with an organic chromophore that has a triplet excited state similar in energy to the 
3MLCT state can show reversible triplet-triplet energy transfer between the two  
chromophores, in essence leading to a ligand-centered triplet state (3LC) that is ther-
mally equilibrated with the 3MLCT state.144 A particularly striking example of this 
effect is seen by comparing the luminescent lifetime of [Ru(bpy)3]2+  and compounds  
7 and 8. Luminescent lifetimes at 298 K in deaerated MeCN increase from 0.920 μs  
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for [Ru(bpy)3]2+ to 23.7 μs and 148 μs for 7 and 8,
 respectively.145,146 Pyrene is by far 

the most organic chromophore used for such applications as its lowest triplet state is 
nearly isoenergetic with Rubpy 3MLCT state. Recently, Castellano and co-workers 
reported that the piperindinyl-naphthalimide (PNI) chormophore is also functional in 
this capacity with the complexes 9 and 10 exhibiting lifetimes on the order of 47 and 
115 μs, respectively.147 This mechanism of transiently 'storing' the excited state as an 
organic triplet can greatly enhance the lifetime and therefore the utility of the inor-
ganic chromophore, however, it should be noted that the equilibrium between the 
3MLCT state and the 3LC state is easily perturbed by the solvent polarity and there-
fore the lifetimes are usually very sensitive to the solvent.  

Compound 11 presents an interesting case in which the 3LC chromophore in 
equilibrium with the 3MLCT state is not so easily discerned. Chiorboli et. al. report a 
increase in excited state lifetime for compound 11 from 5 ns in MeCN to 1.3 μs in 
CH2Cl2.148,149 In this case the organic chromophore is the tetraazapentacene backbone 
which is fused to two bipyridines to form the bridging tatpp ligand. Such intimate 
linking between the two chromophores typically leads to strong electronic coupl-
ing,150 however in this case the electronic coupling between the tetra-azapentacene-
like component and the bpy-like components is surprisingly weak. While unusual for 
most fused aromatic systems, this weak coupling between the bpy-like and phena-
zine-like components is commonly observed in the complexes of closely related and 
well-studied dipyrido-[3,2-a:2',3'-c]-phenazine (dppz)151-156 and tetrapyrido-[3,2-
a:2',3'-c:3'',2''-h:2''',3'''-j]-phenazine (tpphz) ligands.157-159 

Hanan and coworkers have applied the bichromophoric approach with considera-
ble success to the Ruterpy complexes.103,160 Compound 12 shows excited state equili-
brium between an anthracene 3LC state and a 'Ruterpy' 3MLCT state leading to room 
temperature luminescent lifetime of 1052 ns which is compared to 250 ps for 
[Ru(terpy)2]2+.102   

6.3 Reductive and Oxidative Quenching: Dyads and Triads with Donors 
and Acceptors 

Once light energy has been harvested in the form of a localized excited state, spatial 
separation of the electron-hole pair becomes important to prevent wasteful recombi-
nation reactions and to spatially direct the oxidizing and reducing equivalents to the 
appropriate co-catalysts. Dyads are usually composed of a sensitizer (S) and a donor 
(D) or acceptor (A) moiety whereas and triads are typically composed of S with both 
a D and A covalently attached. As opposed to antenna assemblies, the mode of ac-
tion here is light-driven endogonic electron transfer from the donor to the acceptor as 
mediated by the Ru sensitizer. The linked assembly favors fast intramolecular reduc-
tive or oxidative quenching of the excited state and in  the  case  of  the  D-S-A  
triads,  subsequent  ET  to  regenerate  the  ground   state sensitizer (e.g., 
[Ru(bpy)3]2+). This area has been the subject of several excellent reviews over the 
past 10 years.98,161-164  

Some of the more donors that have incorporated into dyads and triads are ferro-
cene165, phenathiazine  (PTZ),166-169  phenols170  and,  more recently some tethered Mn 
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Table 2. Commonly used donor and acceptor moieties in dyads and triads. 

Compound Couple Ered (vs NHE) Ref. 

Donors 
Phenothiazine (PTZ)            0/+ 1.08 294 
Ferrocene (Fc)            0/+ 0.55  
Phenol 0/1– 0.65  
    

Acceptors 
Methylviologen (MV2+)          2+/1+ –0.11 166 
Naphthalene diimide (NDI)  –0.42 170 
C60 0/1– –0.16 

–0.22a 
–0.38b 

175,295 

p-benzoquinone (BQ) 0/1– –0.36 173 
Anthroquinone (AQ) 0/1– –0.52 294 
Nitrobenzene 0/1–  53 

As measured in acetonitrile unless otherwise noted. Electrochemical measurements were done in the 
presence of 0.1 M Bun

4NPF6 or 0.1 M Bun
4NClO4. All potentials are quoted relative to NHE using the 

correction factor of +0.548 Fc, +0.236 SSCE, +0.247 V for SCE and +0.225 for Ag/Ag+ where required.296 
ain THF.  
bin CH2Cl2. 
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complexes. 171-174 Common acceptors include C60,175-177 methylviologen (MV2+),166-

169naphthalenediimide (NDI),170,178, quinones179-181, nitroaromatics53and other transi-
tion metals complexes.126 Although most dyads and triads are covalently linked an 
increasing number of assemblies based on supramolecular interactions (e.g., H-
bonding, host-guest, salt-bridge) or are appearing.182-186 Many of these donors and 
acceptors are listed in Table 2 along with the relevant redox couple and potential.  

The function of a typical triad is seen in complex 13. This D-S-A triad yields 
charge separated (CS) state characterized as [RuII(dmb)(bpyCH2PTZ.+) 
(bpyCH2MV.+)]4+ upon photoexcitation of the Ru chromophore.166 The half-life of the 
CS state is only ~160 ns, however it transiently stores 1.1 eV of energy. Complex 14 
is similar in function however a benzoquinone function, is used in place of the 
MV2+.173 Like complex 13, a CS state (τ ~ 90 ns) is formed in 14 upon photoirradia-
tion. In this complex both the quantum yield (90% vs. 22%) and amount of energy 
stored (1.32 eV) in the CS state are greater. In both 13 and 14, it appears that oxida-
tive quenching is favored and subsequent electron transfer from the PTZ group re-
duces the RuIII site.  

In an important step to mimic the natural photosystem, tyrosine residues tethered 
to a Rubpy sensitizer as in 15 have been shown to reduce the RuIII center obtained 
after oxidative quenching with methylviologen or [Co(NH3)5Cl]2+.187 Formation of 
the resulting tyrosyl radical is a proton-coupled process and it has been shown to be a  
concerted process in which the reorganization energy associated with deprotonation 
can be tuned by H-bonding and pH.188-191 Similar results are observed for tyrosyl 
residues tethered to Re(I)diimine based chromophores.192  

The Uppsala group has shown that a photogenerated tyrosyl radical can oxidize a 
MnIIIMnIII dimer to the MnIIIMnIV state in an intermolecular reaction.193 This same 
group has gone on to incorporated the tyrosyl group into a manganese chelating 
ligand as in 16 (see Fig. 9).194 These results are particularly significant given that in 
PSII, tyrosine Z plays a pivotal role in reducing the oxidized P680 cofactor and then 
oxidizing the nearby tetranuclear Mn-cofactor.195 Importantly, complex 16 has been 
shown to undergo multiple light-induced oxidations as indicated in Fig. 9 to form the 
MnIIIMnIV complex 17 196,197 which is just one 'hole' short of the 4 electron stoichi-
ometry needed for water oxidation. Moreover, this manganese centered oxidation 
requires water as the acetate groups are replaced by bridging oxo groups suggesting 
that the development of dyads which are functional in light driven oxidation may not 
be long in coming. In general, electron transfer rate constants for these Ru/Mn dyads 
vary between 1x105 to 2x107 s-1 and are related to the internuclear distance and be-
lieved to be limited primarily by the large inner reorganization energy of the Mn 
complex.198,199 Wiegahardt and coworkers have also explored dyads which couple 
Rubpy sensitizers to a mononuclear MnIV complex containing phenolate ligands and 
with a MnII trimer assembled within the same ligand system.171,172 Tethered 
[Ru(bpy)3]3+ centers are generated by photoexcitation and oxidative quenching with 
CoIII. Subsequently, electron transfer from the phenolate group in the MnIV complex 
or from the MnII ions in the trimer is observed to reduce the Ru. Like the Uppsala 
groups results, ET rates were on the order of 5 x 107 s-1. This result is particularly 
notable in that the phenolate radical is directly coordinated to the MnIV ion and this 
unusual complex survives up to 1 ms.  
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Fig. 9. Photodriven multi-electron oxidation of a manganese dimer using a covalently attached 
Rubpy sensitizer (see Ref. 193). 

While numerous donor-Rubpy-acceptor triads have been studied,98,161,200 triad 18 
is notable for several reasons.201 First, the complex shows a remarkably long-lived 
charge separated state of ~ 600 μS in solution at room temperature. This is at least 
two orders of magnitude longer than previous triads based on Rubpy sensitizers. 
Second, the charge separated state localizes the electrons on the NDI acceptors (as 
NDI.-) and the holes on the Mn dimer as a MnIIMnIII complex. The authors believe 
the unusually long lifetime is due, in part, to the large inner sphere reorganization 
that occurs in the Mn dimer, which makes the back reaction strongly activated. 
Third, the donor 'cofactor' is has the potential to directly act as both a multi-electron 
donor and ultimately as a water oxidation catalyst. It is also interesting to note that 
photoexcitation in this triad is first followed by oxidative quenching to give [MnIIM-
nII-RuIII-NDI.-]3+ which then undergoes intramolecular ET to yield the long-lived 
charge separated product [MnIIMnIII-RuII-NDI.-] 3+. 

6.4 Single versus Multi-Electron Processes   

Photoexcitation is almost always a one-photon, one-electron process.202 As seen in 
reactions 5 and 6, water splitting is a multi-electron process. One significant chal-
lenge in the development of artificial photosystems has been addressing this mis-
match. As seen in reactions 19 and 20, one-electron routes towards water splitting 
involve the formation of highly reactive intermediates and require considerably 
higher potentials202,203 than needed for the corresponding multi-electron reactions 5 at 
–0.414 V and –0.816 V, respectively. The redox potentials required to drive reac-
tions 18 and 19 are not attainable by Ru-polypyridyl systems and are similarly out of 
the reach for many organic sensitizers. Furthermore, controlling and directing these 
highly reactive intermediates (e.g., .OH, .H, .OOH) towards the desired products (H2 
and O2) is an extremely challenging task which is best avoided if possible: 
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  H+ + e–  H.
   –2.69 V  ( + 243 kJ/ mol, pH 7)  (23) 

 
  OH–  OH. + e– –2.33 V  (+ 224.8 kJ/ mol, pH 7)  (24) 

 
It is clear that the electron stoichiometry strongly affects the reaction mechanism 

and therefore the potentials required. As demonstrated by the natural photosystems, 
properly designed co-catalysts can circumvent these high-energy one-electron path- 
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Fig. 10. The photoreduction of the trimeric RuII-RhIII-RuII complex (20) at the Rh(III) site 
yields the RuII-RhI-RuII complex (21). 

ways, however this is still a tremendous challenge for man-made systems. The first 
photoinduced charge separation event typically changes the physical properties of 
the acceptor and donor such that successive electron transfer events are not favora-
ble.204,205  

One of the first complexes capable of storing more than a single electron was the 
RuII-IrIII-RuII trimer 19. In this case, reductive quenching of the photoexcited com-
plex with dimethylaniline led to the storage of two electrons, one in each of the π* 
orbitals of the two bridging polypyridyl ligands (highlighted in bold).206 More recent-
ly, the same group reported a trimeric RuII-RhIII-RuII complex 20 (see Fig. 10), struc-
turally similar to 19, that undergoes photoreduction at the Rh(III) site to yield the 
RuII-RhI-RuII complex 21. In this case, the photoproduct 21 has undergone a consi-
derable structural rearrangement at the Rh site with loss of two chloride ligands. This 
doubly-reduced RhI center is an attractive catalytic site for heterolytic reactions such 
as oxidative addition or the formation of hydrides. In fact, the complex is reported to 
catalytically evolve hydrogen under photochemical conditions.207  

MacDonnell and coworkers have shown that compounds 11 and 23 undergo two 
and four electron reductions to yield 22 and 24, respectively, under photochemical 
conditions in both MeCN and water (see Fig. 11).208-210 In this system, the photore-
ductions are ligands based and are seen to occur as stepwise one-electron processes 
under  basic  conditions.  At  lower pH's  (~6-8),  protonation of the reduced cen- 
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Fig. 11. Under photochemical conditions compounds 11 and 23 undergo two- and four-
electron reductions to yield compunds 22 and 24, respectively, in both, MeCN and water. 

tral bridging ligands becomes evident and the individual one-electron reductions 
merge such that only two electron reductions are observed at the relatively slow 
timescale of the photochemical reaction (minutes). The process is reversible and air 
oxidation reoxidizes the reduced complexes back to 11 and 23. Visible light irradia-
tion of a acetonitrile solution of 23, Pd(bpy)Cl2, NH4PF6 and triethanolamine slowly 
produces H2 at a rate of ~ 3 turnovers (per 23) a day.211 As before when discussing 
the unusual bichromophore behavior of 11, the unusual acceptor capabilities of tatpp 
and tatpq bridging ligands seems to arise from the weak electronic coupling of the 
tetraazapentacene-like orbitals for tatpp (or tetraazapentacene-like and quinone-like 
orbitals for tatpq) and the bipyridine-like orbitals. As the bpy-like orbitals are the 
ones initially populated upon excitation, subsequent 'intramolecular electron-transfer' 
reduces the central portion of the ligand leaving the bpy-like portion open for another 
reductive cycle (after reductive quenching of the Ru(III) center with a sacrificial 
reductant).  

As shown previously in Fig. 9, compound 16 is a promising addition to this fami-
ly of complexes capable of photodriven multi-electron processes. Flash photolysis 
reveals a stepwise three electron oxidation at the MnIIMnII center to yield the 
MnIIIMnIV complex 17.196,197 Unlike the preceding examples, multiple oxidizing equi-
valents or 'holes' are stored during the photochemical reaction making this system 
complimentary to those that collect multiple electrons.  

Bocarsly, Pfennig and co-workers reported interesting multi-electron photoreac-
tions for the trimeric MII-PtIV-MII complexes 25a-c.212-215 In this system, a single 
photon excitation into the intervalence charge transfer band results dissociation of 
the trimer into [Pt(NH3)4]2+ and two equivalents of a MIII. The initial photoexcited 
complex is though to dissociate first to a MIII complex and PtIII-MII intermediate. The 
latter dimer subsequently undergoes a thermal electron transfer reaction to yield the 
final products.  

In a related fashion, Haga and coworkers showed that the tetranuclear [Ru4]8+ 
complex 26 is doubly-reduced  by a combination of  photo-  and  thermal-induced re- 
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duction.216 Initial photoexcitation of the Ru-diimine chromophores leads to reductive 
quenching of the photoexcited complex by N-benzyldihydronicotinomide, (BNA)2. 
The oxidized (BNA)2

+ dimer then breaks into BNA+ and BNA.; the latter radical 
species subsequently reduces the ruthenium tetramer to form a [Ru4]6+ complex in 
which the electrons are stored in the π* orbitals of the bridging ligands. In this case, 
the sacrificial reductant (BNA)2 is 'non-innocent' in that the formation of a stable 
neutral radical leads to the second thermal reduction. 
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It is worth noting that similar processes could be in occurring with compounds 
11, 19, 20 and 23 in which the oxidized sacrificial donor (e.g., TEA, DMA) deproto-
nate to form a neutral radical species with good reducing power. While it is difficult 
to rule such a possibility out, MacDonnell and co-workers have shown that the sing-
ly-reduced version of compound 11, [(phen)2RuII(tatpp.-)RuII(phen)2]3+ can be iso-
lated and, when subject to photochemical reduction, cleanly undergoes the second 
reduction. Thus, while the overall reduction of 11 to 22 could include a thermal 
redox reaction, it does not require one.  

Nocera and coworkers have shown that a two-electron catalytic manifold is ac-
cessible in the Rh0Rh0 dimer 27 which is formed in solution by photolabilization of 
the CO adduct.31,217,218 Earlier Gray and coworkers showed that certain RhIRhI dimers 
stoichiometrically form X-RhII-RhII-X and H2 when irradiated in the presence 
HX.219,220 Under photolytic conditions, the dimer 27 is thought to oxidatively add 
hydrohalides (HX) to form the mixed-valent dimer Rh0RhIIHX which then aggre-
gates to form higher nuclearity species and H2. These aggregates absorb at visible 
wavelengths (~580 nm) and undergo a photochemical reaction to form Rh0RhIIX2 
with the evolution of additional H2. In the presence of halogen atom traps, UV photo-
lysis regenerates 27 and thus it is possibly to photocatalytically evolve H2. 

7.  OER and HER Co-Catalysts 

7.1 Mimicking the Oxygen Evolving Center: Water Oxidation Catalysts

Developing good molecular catalysts for water oxidation remains one of the most 
challenging aspects of artificial photosynthesis. The oxidation process requires a 
number of difficult steps including the binding of at least two waters in close prox-
imity, the removal of 4 electrons from these two waters, the formation of an O-O 
bond, the release of the product O2, and the regeneration of the catalyst starting state. 
Several comprehensive reviews on molecular water oxidation catalysts have ap-
peared221-223 including one that focuses on the bioinorganic chemistry of the OEC in 
PSII.224 Heterogeneous, polyoxometallate and colloidal catalysts for oxygen evolu-
tion continue to be explored by a number of groups21,225-227 and are not covered here. 
Complexes which mimic the structure and spectroscopy of the OEC in PSII have 
been recently reviewed228,229 and this section will focus on some of the newer or most 
notable complexes that show functional similarities.  

A collection of functional molecular oxygen-evolving catalysts is shown in Fig. 
12. Of these, the oldest and best studied is the ruthenium oxo-bridged dimer, 31,

230-233 
which was first reported to oxidize water in the presence of strong oxidants by Mey-
ers and co-workers in 1982.234 It is known to proceed via a [(bpy)2RuV(O)(μ-
O)RuV(O)(bpy)2]4+ intermediate235 and although the formation of a peroxo bridge 
between adjacent oxo groups is appealing, recent isotopic labeling studies suggest 
the O2 is at least partially derived from solvent H2O.236 Yamada et. al propose oxo 
attack on water H-bonded to the catalyst to give a hydroperoxo intermediate prior to 
O2 evolution.236 The catalytic activity is attenuated by an anation side reaction which 
nonetheless is reversible by substitution of the anion with water.235   Overall the num- 
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Fig. 12. A collection of functional oxygen-evolving catalysts. 

ber of catalytic turnovers is limited (< 25) due to eventual decomposition of the 
complex. Catalyst 28 consists of two cofacial Mn(III) tetraarylporphyrins and recent-
ly it has been shown that a MnV(O)-MnV(O) intermediate is formed prior to oxygen 
evolution.237,238 This result is particularly interesting in that a terminal MnV(O) group 
is implicated in many O2 evolving mechanisms for PS II. 239-243 The MnIII(μ-O)2MnIV 
dimer 29 was the first bis μ-oxo Mn dimer shown to evolve O2 catalytically under 
homogeneous conditions.244,245 The disposition of the two open coordination sites 
makes it difficult to see how the two putative MnV(O) groups could form an intramo-
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lecular peroxo intermediate and thus suggests that water plays an active role in the 
O2 forming step. This is supported by isotopic labeling studies, however these results 
are not conclusive in that water may exchange with the oxo species bound to the Mn 
ions. Turnover numbers for this catalysts are modest (~30) with Oxone (KHSO5) as 
the terminal oxidant presumably as the complex is seen to decompose with the for-
mation of permanganate.245 

The MnIIMnII dimer 30 has an unusual structure with two 7 coordinate Mn ions 
forming a bis μ-oxygen dimer via an η1carboxylato oxygen ligand.246 Upon mixing 
30 with ButOOH or Ce(IV), O2 is evolved with a catalytic mechanism invoking dis-
sociation of the dimer to form monomeric MnIII(OH) complexes, reassociation to a 
MnIII(μ-O)MnIII dimer, further oxidation to the MnIV(μ-O)2MnIV dimer and formation 
of MnIII(μ-OO)MnIII dimer which then loses O2 to reform 30.247 Unfortunately, the 
data is not reported in a way that turnover numbers are easily compared with other 
catalysts but it appears that at least 10 turnovers are possible. Interestingly, isotopic 
labeling studies show the O2 evolved consistently incorporates one oxygen atom 
from the solvent water and one from the ButOOH. Curiously, the same labeling stu-
dies show that when (NH4)2[Ce(NO3)6] is used as the oxidant, some of the nitrate 
oxygen atoms are incorporated into the dioxygen product. 247 The mechanism by 
which this occurs is unclear but it is notable in that many groups use this oxidant 
because it is 'oxygen-atom' free. It is worth mentioning that O2 evolution has been 
observed from a model complex containing a Mn4O4

6+ cubane core, however this 
result is only seen in the gas phase and the relevancy to condensed phase systems is 
unclear.248 

The remaining water oxidation catalysts 31-34 are RuIIRuII dimers with complex-
es 33 and 34 sharing similar bridging ligands. While these catalysts are less relevant 
as models of the natural photosystem, they are the most active and robust molecular 
water oxidation catalysts. Dimer 32 was reported by Tanaka and coworkers in 2000 
and utilizes an unusual bridging ligand based on two terpyridine ligands which are 
held in a cofacial manner by an anthracene spacer.249,250 Coordination of an ortho-
quinone to each Ru(II) center leaves one accessible substrate site per metal ion. The 
ortho-quinone ligand appears to have an integral role in the catalytic cycle as re-
placement of this ligand with bpy results in markedly diminished O2 evolving activi-
ty. In fact, one postulated reaction mechanism involves a base-catalyzed internal 
disproportionation of the quinone and hydroxo ligands in 32 resulting in the forma-
tion of a peroxo bridged dimer as indicated in reaction 21: 

  RuIIQ(OH)-RuIIQ(OH)  RuIISQ-(OO)-RuIISQ + 2 H+   (21) 

Controlled potential electrolysis of 32 in10% water in CF3CH2OH gave 21 tur-
novers (O2 per 32) whereas the activity jumps to 33,500 turnovers for the catalyst 
immobilized on an ITO electrode in aqueous solution. Unfortunately, no attempts to 
use chemical oxidants in a completely homogeneous system for 32 are reported.  

Complex 33 consists of two RuII ions are bridged by a pyrazol-based chelating li-
gand and an acetate group.251 Terpy ligands are use to tie-up three coordination sites 
on each Ru(II) ion leaving the complex coordinatively saturated but with an acid 
labile acetate group. Displacement of the acetate group with water gives the active 
catalyst which is though to proceed through a RuIV(O)-RuIV(O) species as the highest 
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oxidation state intermediate. At pH 1, the highest oxidation potential revealed by CV 
was at 1.05 V(Ep,a vs. SSCE). If this irreversible process is due to formation of the 
RuIV(O)-RuIV(O) intermediate then the overpotential for O2 evolution is nearly nil. 
Using CeIV as the oxidant, catalytic turnover numbers on the order of 19 after 48 h 
are observed.  

Zong and Thummel recently reported on the water oxidation ability of complex 
34 and some closely related derivatives.252 Complex 34 shows turnover numbers as 
high as 3200 in aqueous solution (pH 1, CF3SO3H) using CeIV as the oxidant. Interes-
tingly, they also show that a closely related RuII monomer can also catalyze O2 evo-
lution albeit with only 580 turnovers compared to the dimer. The CV of 34 shows an 
oxidation at 1.66 V vs SCE in acetonitrile which is more typical of the uppermost 
redox process in these water oxidation catalysts. The authors do not speculate on the 
mechanism at this time. Not included in Fig. 12 is the dinuclear complex 
[(NH3)3Ru(μ-Cl)3Ru(NH3)3]2+ which has also been reported to catalyze water oxida-
tion using CeIV as the oxidant.253 Immobilizing the catalysts in a Nafion membrane 
was shown to significantly enhance the catalyst lifetime.  

Of the water oxidation catalysts mentioned, all use either a powerful chemical 
oxidant (e.g., CeIV, OCl-, Oxone, ButOOH) or an electrode to drive the reaction. 
Efforts to couple the oxidation to a photoprocess have not yielded an active photoca-
talyst but nonetheless are beginning to yield some promising results as shown pre-
viously in Fig. 9 for the Ru-Mn2 dyad.254-256  

7.2 The Hydrogen Evolving Reaction (HER): Hydrogen Evolution 
Catalysts 

The vast majority of hydrogen evolving catalysts are still mostly limited to noble-
metal colloids or solids.257-260 Early studies on solar or photo-driven hydrogen pro-
duction used these colloids along with a sensitizer such as Rubpy and electron relays 
(e.g., MV2+) with modest success.15,16,261-268 The development of good molecular 
catalysts for HER remains a surprisingly elusive goal excepting the biologically 
produced iron-only and iron-nickel hydrogenases.269 These enzymes are able to cata-
lyze proton-reduction or hydrogen oxidation essentially at the thermodynamic poten-
tial and do so with rapid turnover.270 With the recent X-ray crystallographic structural 
elucidation of the active sites of these enzymes,271-273 shown schematically in Fig. 13, 
considerable progress has been made in understanding their mechanism of action. 
Numerous groups have models the active site of the FeNi274,275 and Fe-only276-279 
hydrogenases in small molecules, however, the functional activity of these model 
complexes is limited by the large overpotentials required for function. 280,281 Similar-
ly, dyads in which a Rubpy sensitizer is covalently linked to a biomimetic diiron 
complex have been prepared but photodriven H2 is still elusive.282,283 

An early review by Koelle on transition metal catalyzed proton reduction nicely 
developed the various chemical steps involved in hydrogen evolution including met-
al hydride formation, hydride acidity (basicity) and protonation and requisite redox 
potentials.284 The complexes review here have little structural relevance to the hy-
drogenase active sites but many show   promising catalytic activity.    More recently  
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Fig. 13. Biologically produced iron-only and iron-nickel hydrogenases used in the catalysis for 
HER.  

(2005), Artero and Fontecave reviewed the most efficient catalysts for hydrogen 
evolution from an applications perspective and nicely defined the general principles 
for the design of robust and economically viable catalysts for the HER.285 A number 
of the catalysts highlighted by Artero and Fontecave are shown in Fig. 14 and while 
a detailed description of their action would be repetitive, the general properties de-
sired are good basicity of the metal center (either as is or after reduction), open sites 
for hydride coordination, and finally an accessible redox n+2 state for heterolytic 
cleavage upon protonation. Homolytic pathways are also possible but require close 
juxtaposition of two metal centers or unfavorable bimolecular reactions between 
catalytic metal centers. Collman and coworkers prepared co-facial Ru porphyrins to 
address this possibility but saw little improvement over monomeric porphyrin com-
plexes.286-289  

The cobalt diglyoximate complexes like 35a-c were first investigated as HER 
catalysts in the early 1980's by Espenson and coworkers290-292 and have recently been 
revisited by Peters, Lewis and coworkers.293 In particular, the difluoroboryl-dioxime 
complexes 36a and 36b seem promising as the macrocylic structure imparts good 
stability in acidic solution and the potential at which H2 is evolved electrochemically 
is surprisingly high. Complex 36b evolves H2 at -0.28 V vs. SCE in acetonitrile solu-
tions with HCl.Et2O as the proton source. 

8. Future Outlook and Concluding Remarks 

Over the past decade a number of significant advances have been made in the devel-
opment of viable artificial photosystems for water splitting. Antenna complexes offer 
systems that can collect solar energy over large spatial regions and funnel it to spe-
cific sites for charge-separation. New methods exist for extending the excited state 
lifetimes for Rubpy based sensitizers and numerous studies have shown that the 
charge separation event can be directed towards specific donor and acceptor 
'cofactors'. Advances in our ability to collect and store multiple electrons or holes, 
suggests that the catalytically desirable multi-electron reactions for HER and OER 
can be accessed. Molecular dyads and triads containing potentially catalytic active 
reaction centers have been constructed and shown to be active towards photochemi- 
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Fig. 14. Chemical structure of some of the more efficient hydrogen evolving catalysts. 

cally induced  electron transfer reactions.  This and the development of new and 
better catalysts for both OER and HER suggests that photocatalytic assemblies are 
not long in coming. 

The current state of the art is evolving however some notable problems remain. 
Current catalysts are slow and inefficient compared to their biological counterparts. 
Challenges remain in coupling the multi-electron equivalency in the OER and HER 
with the Rubpy sensitizers. Back electron transfer or related wasteful back reactions 
still account for the serious losses in efficiency. These issues will be difficult if not 
impossible to address in a single compartment molecular system. Compartmentaliza-
tion coupled to vectoral electron transfer remains a largely unexplored aspect of this 
work (if heterogeneous systems are excluded) yet is likely to be critical for success 
for a purely molecular system.  
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1 Introduction and Scope 

This Chapter explores the possibility of using sunlight in conjunction with semicon-
ductor/electrolyte interfaces for the production of hydrogen from water and other 
suitable solvents. The underlying principles of solar energy conversion using semi-
conductor/electrolyte interfaces have been discussed in several review articles, book 
chapters and books,1-46 and will not be repeated here. This field of photoelectroche-
mistry had its early origins in attempts to use inorganic semiconductor/electrolyte 
interfaces in electronic devices.47–52 Subsequently, it was found that an electrochemi-
cal cell made from a n-TiO2 photoanode and a Pt counterelectrode evolved H2 and O2 
from water under UV irradiation or even sunlight.53-57 In a historical sense, it is worth 
noting that H2 evolution had been observed at semiconductor (e.g., Ge)/electrolyte 
interfaces several years prior to the Japanese discovery, although the hydrogen evo-
lution reaction (HER) occurred as a result of semiconductor photocorrosion.58 A 
flurry of activity ensued in the 1970s and 1980s on the photoelectrolysis of water; 
indeed, attempts to split water using sunlight and inorganic semiconductor(s) have 
continued in an unabated manner to the present time. 
 Table 1 contains a chronological listing of review articles summarizing the de-
velopments on this topic. Several books contain discussions on the photoelectrolysis 
of water4-8 and the reader also is referred to entire journal issues or book chapters 
(e.g., Refs. 57, 81–96) devoted to this subject. The present discussion builds on this 
body of literature by summarizing the state-of-the-art and future challenges. Every 
attempt is made here to cite the majority of articles that have appeared in the litera-
ture on this topic, although, inevitably, space constraints preclude an all-inclusive 
compilation. The interested reader can gain entry into the specialized literature using 
either the books, the reviews, or the selected articles cited below to highlight a par- 
 



168 Krishnan Rajeshwar 
 

Table 1. Chronological listing of review articles on the photoelectrolysis of water. 

Entry 
number 

Title of review article Comments Reference 

Period 1975-1985 
  1 Photocatalytic Hydrogen Production: 

A Solar Energy Conversion Alterna-
tive? 

This early review classifies solar 
energy conversion methods  
according to photosensitizer type. 
Review concludes that photoelec-
trolysis of water is the most 
promising scheme meriting  
further consideration. 

59 
 

  2 p-n Photoelectrolysis Cells The concept of combining both n- 
and p-type semiconductor elec-
trodes for water splitting first 
discussed. 

60 

  3 Solar Energy-Assisted Electrochemical 
Splitting of Water 

Kinetic, energetic, and solid-state 
considerations in the search for 
suitable electrodes for water 
splitting elaborated. 

61 

  4 Semiconducting Oxide Anodes in 
Photoassisted Electrolysis of Water 

A variety of binary and ternary 
oxide anodes for the photoas-
sisted OER discussed. 

62 

  5 Photoelectrolysis of Water with Semi-
conductors 

Appears to be the first comprehen-
sive review article on the topic. 

63 

  6 Design and Evaluation of New Oxide 
Photoanodes for the Photoelectrolysis 
of Water with Solar Energy 

Review in a similar vein as Ref. 62 
(Entry 4 above) but with new 
data from the authors' laboratory. 

64 

  7 Oxide Semiconductors in Photoelec-
trochemical Conversion of Solar 
Energy 

Once again, oxide electrodes are 
examined but with applicability 
directed toward the conversion of 
solar energy into either electrical 
power or H2. 

65 

  8 Conversion of Sunlight into Electrical 
Power and Photoassisted Electrolysis 
of Water in Photoelectrochemical 
Cells 

Advances in the development of 
efficient regenerative photoelec-
trochemical cells reviewed with a 
brief discussion of p-type semi-
conductor photocathodes for the 
HER. 

29 

  9 Artificial Photosynthesis: Water 
Cleavage into Hydrogen and Oxygen 
by Visible Light 

Review deals mostly with micro-
heterogeneous (particulate) sys-
tems for water splitting. 

30 

10 Hydrogen Evolving Solar Cells Principles in the design of semi-
conductor electrodes, surface 
modification strategies, p-n junc-
tion cells, and photoelectrolysis 
by suspended semiconductor 
particles, discussed. 

66 

11 The Energetics of p/n Photoelectrolysis 
Cells 

The interfacial aspects of combin-
ing both photoanodes and photo-
cathodes discussed using both 
theory and experiment. 

67 
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Table 1. Continuation. 

Entry 
number 

Title of review article Comments Reference 

Period 1985-2005 
12 Solar Hydrogen Production through 

Photobiological, Photochemical and 
Photoelectrochemical Assemblies 

A general review on the subject with 
a section on semiconductor- and 
dye-based systems. 

68 

13 Overall Photodecomposition of Water 
on a Layered Niobate Catalyst 

Review mostly dealing with devel-
opments in the authors' laboratory 
on particulate systems. 

69 

14 Artificial Photosynthesis: Solar Split-
ting of Water to Hydrogen and Oxy-
gen 

Various approaches based on the use 
of semiconductors discussed with a 
look at future prospects. 

40 

15 Solar Photoproduction of Hydrogen Review mainly addresses potential 
and experimental efficiencies for 
four types of systems of which one 
comprises photoelectrolysis cells 
with one or more semiconductor 
electrodes. 

70 

16 Recent Progress of Photocatalysts for 
Overall Water Splitting 

See Entry 13 above. 71 

17 Photocatalytic Decomposition of 
Water 

Principles of water-splitting reviewed 
including a section on semiconduc-
tor-based approaches. 

72 

18 Photo- and Mechano- Catalytic Overall 
Water Splitting Reactions to Form 
Hydrogen and Oxygen on Heteroge-
neous Catalysts 

See Entry 13 above. 73 

19 Multiple Band Gap Semiconduc-
tor/Electrolyte Solar Energy Conver-
sion 

The strategy of stacking semiconduc-
tors with variant Eg's discussed with 
a goal to enhance the overall process 
efficiency. 

44 

20 Development of Photocatalyst Mate-
rials for Water Splitting with the Aim 
at Photon Energy Conversion 

See Entry 13 above. 74 

21 New Aspects of Heterogeneous Photo-
catalysts for Water Decomposition 

See Entry 13 above. 75 

22 Photoelectrochemical Hydrogen 
Generation from Water Using Solar 
Energy. Materials-Related Aspects 

As in Entry 5, a comprehensive 
review which outlines the principles, 
R&D progress, impact on hydrogen 
economy, and cost issues. 

76 

23 Photocatalytic Materials for Water 
Splitting 

See Entry 13 above. 77 

24 Photocatalytic Water Splitting into H2 
and O2 over Various Tantalate Photo-
catalysts 

See Entry 13 above. 78 

25 Strategies for the Development of 
Visible-Light-Driven Photocatalysts 
for Water Splitting 

See Entry 13 above. 79 

26 Metal Oxide Photoelectrodes for 
Hydrogen Generation Using Solar 
Radiation Driven Water Splitting 

Topics reviewed include preparation 
of oxide electrodes, sensitization of 
wide band gap oxides, tandem cells, 
solid solutions of oxides and por-
ous/nano-crystalline materials. 

80 
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ticular development. An annotated bibliography does exist for the period, 1975–
1983, for photoelectrochemical cell studies with semiconductor electrodes.97

 

2 Types of Approaches 

Figure 1 illustrates the interfacial energetics involved in the photoelectrochemical 
evolution of H2. Thus, the electronic energy levels in the semiconductor and in the 
contacting solution are shown on a common diagram. In a semiconductor, the filled 
electronic levels (valence band or VB) and the empty levels (conduction band or CB) 
are separated by a forbidden gap, namely, the band gap energy, Eg.98-100 Photoexcita-
tion of the semiconductor with light of energy equal to or exceeding Eg (i.e., with 
wavelengths corresponding to or shorter than that corresponding to the energy gap) 
elicits electron-hole pairs, a fraction of which (as defined by the quantum yield) 
escape recombination and find their way to the semiconductor/ solution interface. 
For the photosplitting of water (Figure 1a), the CB and VB edges at the semiconduc-
tor surface (ECB and EVB respectively) must bracket the two redox levels correspond-
ing to the HER and the oxygen evolution reaction (OER) respectively. This is tanta-
mount to stating that the photogenerated electrons have sufficient energy to reduce 
protons and the photogenerated holes have sufficient energy to oxidize water (Figure 
1a). 

This is a stringent requirement indeed as further elaborated in the next Section. 
Instead of actually photosplitting water, sacrificial agents may be added to the solu-
tion such that the HER and OER steps may be separately optimized and studied 
(Figures 1b and 1c). It must be borne in mind that now the overall photoreaction 
becomes thermodynamically down hill and is more appropriately termed: photocata-
lytic (see below). Examples of sacrificial agents include sulfite for the photo-driven 
HER case (Figure 1b) or Ag+ as the electron acceptor for the photocatalytic oxidation 
of water (Figure 1c). 

Instead of using the semiconductor in the form of electrodes in an electrochemi-
cal cell, a wireless water splitting or HER system could be envisioned where particle 
suspensions are used (instead of electrodes) in a photochemical reactor. Two points 
regarding such an approach must be noted. First, unlike in the case of a semiconduc-
tor electrode, a bias potential cannot be applied in the suspension case. Second, the 
sites for the HER and OER are not physically separated as in the electrochemical 
case. Thus, the potential exists in a photochemical system for a highly explosive 
stoichiometric (2:1) mixture of H2 and O2 to be evolved. Nonetheless, strategies have 
been devised for immobilizing the semiconductor particles in a membrane so that the 
HER and OER sites are properly separated (see for example, Refs. 101–108). These 
include the so-called semiconductor septum photoelectrochemical cells where the n- 
and p- type semiconductor particles are embedded, for example, in a bilayer lipid 
membrane.105 The OER and HER sites are thus compartmentalized in this approach. 
However, claims of enhanced solar conversion efficiency in such devices have been 
questioned109 on the basis that in many of the cases reported, a galvanic cell (i.e., a 
sacrificial battery system) was used to drive the photoproduction of H2. 
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Fig. 1. Interfacial energetics at semiconductor-liquid junctions. D is an electron donor and A is 
an electron acceptor. 

Bifunctional redox catalysts have been investigated in terms of their applicability 
for the solar-assisted splitting of water.30,110-118 In this approach, Pt (an excellent cata-
lyst for the HER) and RuO2 (an excellent catalyst for the OER) are loaded onto col-
loidal TiO2 particles. But unlike in the approaches discussed earlier, the oxide semi-
conductor is not used as a light absorber; instead, an inorganic complex [e.g., 
amphiphilic Ru(bpy)3

2+ derivative, bpy = 2,2'-bipyridyl ligand] is used as the sensi-
tizer.30,110 Claims of cyclic and sustained water cleavage by visible light in this sys-
tem, however, have not been independently verified. Other colloidal systems have 
also been reported for the OER.119–123 Since these microheterogeneous assemblies do 
not involve photoexcitation of a semiconductor, they are not further discussed in this 
Chapter. 

A photoelectrochemical (photoelectrolysis) system can be constructed using a n-
type semiconductor electrode, a p-type semiconductor, or even mating n- and p-type 
semiconductor photoelectrodes as illustrated in Figs. 2a-c respectively. In the device 
in Fig. 2a, OER occurs on the semiconductor photoanode while the HER proceeds at 
a catalytic counterelectrode (e.g., Pt black). Indeed, the classical n-TiO2 photocell 
alluded to earlier,53–57 belongs to this category. Alternately, the HER can be photo-
driven on a p-type semiconductor while the OER occurs on a "dark" anode. 

Unlike the single photosystem cases in Figs. 2a and 2b, the approach in Fig. 2c 
combines two photosystems. Both heterotype (different semiconductors) or homo-
type (same semiconductor) approaches can be envisioned, and it has been shown60 
that the efficiency of photoelectrolysis with solar radiation can be enhanced by using 
simultaneously illuminated n- and p- type semiconductor electrodes (Fig. 2c). It is 
interesting to note that this twin-photosystems approach mimics the plant photosyn-
thesis system, intricately constructed by nature, albeit operating at rather low effi-
ciency. The approach in Fig. 2c has at least two built-in advantages. First, the sum of 
two photopotentials can be secured in an additive manner such that the required 
threshold for the water splitting reaction (Chapter 2) can be more easily attained than 
in the single photoelectrode cases in Figs. 2a and 2b. Second, different segments of 
the solar spectrum can be utilized in the heterotype approach, and indeed, many 
semiconductors (with different Eg's) can be stacked to enhance the overall solar con-
version efficiency of the device.44 However, the attendant price to be paid is the 
concomitant  increase  in  the  device complexity.  Further, the photocurrents through  
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Fig. 2. Photoelectrolysis cell configurations (refer to text). 

the two interfaces will have to be carefully matched since the overall current flowing 
in the cell must obviously be the same. 

Finally, hybrid approaches for water photosplitting can be envisioned. As illu-
strated in Fig. 3a, a water electrolyzer can be simply hooked up to a solar panel that 
delivers the needed photovoltage.40,70,124,125 A conceptually more appealing scenario 
deploys a p-n junction directly in ohmic (electronic) contact with the electroactive 
surface where the HER (or less commonly, the OER) occurs (Fig. 3b). A variety of 
such monolithic configurations have been discussed.126–129 A p/n photochemical di-
ode consisting of p-GaP and n-Fe2O3 has been assembled in a monolithic unit and 
studied for its capability to evolve H2 and O2 from seawater.130 Silicon spheres com-
prising of p- and n- regions in electronic contact (forming p/n diodes) embedded in 
glass with a conductive backing have been used for photosplitting HBr into H2 and 
Br2.131 These and other hybrid approaches are further elaborated in a subsequent 
Section. 

Next, we define an ideal semiconductor photoanode and photocathode for the so-
lar electrolysis of water. We also briefly examine real world issues related to charge-
transfer kinetics at semiconductor/electrolyte interfaces and the need for an external 
bias to drive the photolysis of water. 

3 More on Nomenclature and the Water Splitting Reaction 
Requirements 

A bewildering array of terms have been deployed in this field; thus, a few clarifying 
remarks appear to be in order. The term photoelectrochemical refers to any scenario 
wherein light is used to augment an electrochemical process. This process could be 
either uphill (Gibbs free energy charge being positive) or downhill (negative ΔG) in a 
thermodynamic sense. In the former case, the process is called photosynthetic (the 
reaction H2O → H2 + ½ O2 being an example) while the latter would be a photocata-
lytic process (e.g., the oxidation of hydrocarbons at an illuminated n-TiO2/solution  
interface in an oxygenated medium).  The term photoelectrolysis  is correctly applied 
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Fig. 3. Two hybrid photoelectrolysis cell configurations. 
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to a case involving semiconductor photoelectrode(s) in an electrochemical cell. On 
the other hand, the term photolysis is more general and also includes the case of 
semiconductor suspensions. The term photoassisted splitting should be reserved for 
the cases wherein the excitation light energy only partially furnishes the voltage 
needed for the electrolysis process, the rest being accommodated by an applied ex-
ternal bias (see below). Finally, the term solar should be reserved for cases where 
sunlight (or at least simulated sunlight) was used for the semiconductor excitation. In 
all the cases, the more general term (or prefix) photo should be used. For example, if 
water is split (into H2 or O2) in a photochemical reactor containing a UV light source 
and semiconductor particulate suspensions, the process descriptor that is appropriate 
here would be: UV photolysis of water. 

What photovoltage and semiconductor bandgap energy (Eg) would be minimally 
needed to split water in a single photosystem case (c.f., Figa. 2a or 2b)? We have 
seen (Chapter 2) that, to split water into H2 and O2 with both products at 1 atm, a 
thermodynamic potential of 1.23 V would be needed. To this value would have to be 
added all the losses within an operating cell mainly related to resistive (Ohmic com-
ponents) and the overpotentials (kinetic losses) required to drive the HER and OER 
at the two electrode/electrolyte interfaces. This would translate to a semiconductor Eg 
value of ~ 2 eV if the splitting of water to H2 and O2 is the process objective. On the 
other hand, photovoltaic theory3 tells us that the photovoltage developed is nominally 
only ~ 60% of Eg. Taking all this into account, an Eg value around 2.5 eV would 
appear to be optimal. 

What about a twin-photosystem configuration as in Fig. 2c? Optimal efficiency 
(we will define efficiency soon) is reached in such a configuration when one semi-
conductor has an Eg value of ~ 1.0 eV and the second ~ 1.8 eV.66 On the other hand, 
it has been pointed out64 that an optimal combination would be two matched elec-
trodes of equal 0.9-eV band gap, since, in the absence of other limitations, the photo-
current would have been dictated by the higher Eg electrode of a pair. 

An irradiated semiconductor particle in a microheterogeneous system can be re-
garded as a short-circuited electrochemical cell where that particle is poised at a 
potential (ΔV) such that the anodic and cathodic current components are precisely 
balanced (i.e., no net current obviously is flowing through that particle.132 This pho-
tovoltage obviously has to attain a value around ~ 2 V for the water splitting reaction 
to be sustained. Given the need to reduce the kinetic losses and move the photovol-
tage value down to one around the thermodynamic (ideal) limit of 1.23 V, it is there-
fore not surprising that many of the studies on semiconductor particle suspensions 
have utilized (partially) metallized surfaces – the metals being selected to be catalyt-
ic toward the HER. The prototype here is the platinized semiconductor particle (e.g., 
Pt/TiO2) and the platinum islands are deposited on the oxide surface using photolysis 
in a medium containing the Pt precursor (e.g., PtCl6

2–) and a sacrificial electron do-
nor (e.g., acetate).133,134 Obviously, the bifunctional catalyst assemblies discussed in 
the preceding Section, are motivated by considerations to make the HER and OER 
processes more facile. 

Very detailed studies also have appeared on catalytic modification of semicon-
ductor electrode surfaces to improve the HER performance; the reader is referred to 
the many review articles and book chapters on this topic.22,29,88,135,136,136a
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Fig. 4. An interfacial energetic situation in a photoelectrolysis cell where the flat-band poten-
tial of the n-type semiconductor photoanode lies positive of the HER potential. Vbias is the 

external bias potential needed in this case to drive the photoelectrolysis process. 

The earlier discussion related to Fig. 1a should have indicated that it is simply not 
the magnitude of Eg (and the ΔV generated) alone that is the sole criterion for sus-
taining the water photosplitting process. Where the CB and VB levels lie on the 
energy diagram for the semiconductor at the interface is crucial. Assuming that we 
are dealing with thermalized electrons here (i.e., no hot carrier processes), the CB 
edge for the n-type semiconductor has to be higher (i.e., be located at a more nega-
tive potential) relative to the H2/H+ redox level in the solution (c.f., Fig. 1a). In the 
event that this is not true (see Fig. 4), an external bias potential would be needed to 
offset the deficit energy content of the photogenerated electrons. Other equivalent 
statements can be made for the requirements for an n-type semiconductor, namely 
that the semiconductor has to have low electron affinity or that the flat-band potential  
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for that particular semiconductor/electrolyte interface has to be more negative than 
the H2/H+ redox level. 

Interestingly, rutile TiO2 electrodes have an interfacial situation similar to that 
schematized in Fig. 4. Thus, the authors in the classical n-TiO2 water splitting 
study53–57 circumvented this problem via a chemical bias in their electrochemical cell 
by imposing a pH gradient between the photoanode and cathode chambers. On the 
other hand, photogenerated holes in TiO2 are generated at a very positive potential 
(because of its low-lying VB edge at the interface) so that they have more than 
enough energy to oxidize water to O2. Not too many semiconductor surfaces are 
stable against photocorrosion under these conditions; i.e., the photogenerated holes 
attack the semiconductor itself rather than a solution species such as OH− ions. Cad-
mium sulfide (Eg = 2.4 eV) is a particularly good example of a semiconductor that 
undergoes photocorrosion instead of evolving O2 from H2O. Thus, the requirements 
for a single photosystem for splitting water should have semiconductor energy levels 
that straddle the two redox levels (H2/H+ and OH−/O2), have an Eg value of ~ 2.5 eV 
for the semiconductor, and with a semiconductor surface that is completely immune 
to photocorrosion under OER (or HER) conditions. Additionally, the semiconductor 
surface has to be made catalytically active toward OER or HER. 

Interfacial energetics in two-photosystem cells combining n- and p-type semi-
conductor electrodes respectively (Fig. 2c) have been discussed.67 Stability issues in 
photoelectrochemical energy conversion systems have been reviewed.31a

 

Given the above, it is hardly surprising that the search for satisfactory semicon-
ductor candidates has continued at an unabated rate to the time of writing of this 
Chapter. In a historical sense, it is interesting that the shift of the research objective 
from initially photoelectrolysis toward regenerative photoelectrochemical cells 
(which generate electricity rather than a fuel such as H2) in the early years (1980s) is 
undoubtedly a consequence of the many challenges involved in the discovery (and 
optimization) of a semiconductor for the solar water splitting application. The field is 
now coming full circle with realization of the importance of a renewable H2 econo-
my,138-141 and researchers are once again turning their attention to the use of semi-
conductor/electrolyte interfaces for solar H2 generation. 

One approach to circumvent the semiconductor stability problem is to simply re-
move the photoactive junction from physical contact with the liquid. An alternate 
approach is to reduce the activity of water at the interface (and thus the proclivity to 
corrosion) by using a hydrophobic environment. In the first category, a variety of 
coatings have been deployed to protect the semiconductor surface (see Table 2). In 
the latter category, ionic liquids (such as concentrated lithium halide electrolytes) 
have been used173,190,191 so that instead of splitting water, compounds such as HCl or 
HI can be photodecomposed to H2 and Cl2 (a value-added chemical) or I2 respective-
ly. Note that many of the examples in Table 2 are really hybrid systems where the 
photovoltaic junction (consisting of the semiconductor and a metal, polymer, or a 
transparent conducting oxide) simply biases an electrochemical interface. 
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Table 2. Types of coatings for protecting semiconductor surfaces against photocorrosion.a 

Entry 
number 

Semiconductor(s) Type of coating Specific coating(s) 
employed 

References 

  1 GaP metal Au 142 
  2 GaP, Si metal Pt, Pd, Ni or Cu 143 
  3 Si metal Pt 144 
  4 GaAs metal Au, Pt, Rh 145 
  5 Si e.c.p.b polypyrrole 146–148 
  6 Si e.c.p. polypyrrole 149 
  7 GaAs e.c.p. polypyrrole 150 
  8 CdS e.c.p. polypyrrole 89, 151–153 
  9 CdTe e.c.p. polypyrrole 154 
10 Si e.c.p. polypyrrole 154a 
11 Si e.c.p. polyacetylene 154b 
12 CdS, CdSe e.c.p./catalyst hybrid polypyrrole/ 

polybithiophene/RuO2 

155 

13 Si e.c.p./catalyst hybrid Au/polypyrrole 156 
14 Si redox layer/e.c.p hybrid ferrocene/polypyrrole 157 
15 Si, InP redox layer ferrocene 158 
16 Si, GaAs, GaP, 

InP and CdS 
wide band gap scc 

 
TiO2 159 

17 GaAs, GaAlAs wide band gap  
sc or insulator 

TiO2, SnO2, Nb2O3, Al2O3 
or Si3N4 

160 

18 CdSe wide band gap sc ZnSe 161 
19 CdSe sc (photoconductor) Se 162, 163 
20 Si insulator/catalyst hybrid silicide/Pt 164, 165 
21 Si macrocycle film Phthalocyanine 

 (Cu- and metal-free) 
166 

22 Si self-assembled monolayer alkane-thiol 167 
23 GaAs self-assembled monolayer  168 
24 InP self-assembled monolayer " 169–171 
25a

 Si transparent conducting oxide Sn-doped indium oxide 
(ITO) 

172–174 

26 Si transparent conducting oxide Sb-doped SnO2 175, 176 
27 Si transparent conducting oxide SnO2 177 
28 Si conducting oxide Tl2O3 178 
29 CdS conducting oxide RuO2 179, 180 
30 Si redox polymer/catalyst N,N'dialkyl-

4,4'bipyridinium polymer/ 
Pt or Pd 

181–184 

31 Si redox polymer/catalyst poly(benzyl viologen)/Pt 185 
32 GaS redox polymer as in Entry 30 without the 

metal catalyst 
186 

33 Si redox polymer [4,4'-bipyridinium]- 
1,1'-diylmethylene- 

1,2-phenylenemethylene  
dibromide polymer  

(poly-oXV2+) and other  
viologen-based polymers 

187 

34 GaAs redox polymer polystyrene with pendant 
Ru(bpy)3

2+ complex 
(bpy=2,2'-bipyridyl ligand) 

188 

35 GaAs redox polymer/catalyst polymer as in Entry 34/ 
RuO2 

189 

aNot all these cited studies have focused on photodriven HER and OER applications for the coated semi-
conductor/electrolyte interfaces. be.c.p.=  electronically-conducting polymer. csc = semiconductor 
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4 Efficiency of Photoelectrolysis 

In a regenerative solar energy conversion system, the device efficiency (η) is simply 
given by the ratio of the power delivered by the photovoltaic converter and the inci-
dent solar power (Ps in W/m2 or mW/cm2). However, we are concerned here with 
devices producing a fuel (H2) and several expressions exist for the device efficiency. 
Thus, this efficiency can be expressed in kinetic terms:70,192

 

    10022 H
0
H

1 ×
Δ

=η
AP

RG

s
     (1) 

In Eq. 1, 0
H2

GΔ  is the standard Gibbs energy for the water splitting reaction generat-

ing H2, 2HR is the rate (mol s−1) of generation of H2, and A is the irradiated area (m2 

or cm2). In the above (as well as in the expressions below), it is assumed that the H2 
gas is evolved at 1 atm in its standard state. (Corrections have been discussed for 
cases where the gas is not evolved at 1 atm, see Ref. 70.) Another equation31a for the 
efficiency refers to the standard (Nernstian) voltage for the water splitting reaction, 
1.23 V (see Chapter 2): 
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The bias voltage, that is needed in some cases (c.f., Fig. 3), is Vbias and it is the cur-
rent corresponding to the maximum power point29,66 of the cell. 

In some cases, ΔH values are used in place of the free energy, and then the term, 
1.23 in Eq. 2, must be replaced with 1.47. This assumes that the products will be 
burned (i.e., in a thermal combustion process) to recover the stored energy as heat 
rather than as electrical energy in a fuel cell. Other efficiency expressions have been 
proposed that take into account the energy throughput or the polarization losses at 
the photoelectrode(s) and the dark counterelectrode where relevant (see for example, 
Ref. 193). The shortcomings of these alternate expressions have been pointed out.31a 
In cases where the energy storage system generates a multitude of products rather 
than just H2, the free energy term in the numerator in Eq. 1 becomes a summation of 
all the free energies stored in the various products.194

 

Let us now examine the ideal limit for the process efficiency as derived by vari-
ous authors. Table 3 contains a compilation of these estimates dating back to 1980. 
These ideal limits range from ~ 3% all the way to ~ 72%! Admittedly, the scenarios 
pertaining to these estimates are variant and both single- and multi-photosystem 
configurations have been considered. Taken as a whole, a 10–12% process efficiency 
(under, say, AM 1.0-solar irradiation) for a solar photoelectrochemical water split-
ting system based on a single photoconverter, appears to be a reasonable target. 
Higher efficiencies can be realized in a multi-photosystem or even a tandem (i.e., 
hybrid, see above) configuration although attendant increase in costs associated with 
increased system complexity may have to be taken into account here. The sensitivity  
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Table 3. Ideal limits for water photoelectrolysis efficiencies as estimated by various authors. 

Entry number Efficiency (%) Comments Reference(s) 
1          28 Assumptions behind estimate not known. 59 
2    3 .4–6.3 For AM 1.0 insolation; estimate depends on  

semiconductor Eg. 
65 

3            7 AM 1.2-for one-photon system. 195 
       ~ 10 For a two-photon system. 195 

4          41 Two-photosystem configuration with two different 
(optimized) Eg values. 

192 

5 30.7–42.4 For AM 1.5-insolation. Estimated efficiency depends 
on type of solar conversion system; i.e., whether 
single- or twin-photosystem and whether one- or 
two-photon driven. 

70, 195 

6    38–72 Twin-photosystem at AM 1.0 for the lower limit and 
a 36 band gap solar cell for the upper limit. 

44, 196 

7      9–12 For AM 1.0-insolation, the estimate depends on 
whether single- or twin-photosystem configuration. 
Values cited based on original work in Ref. 198. 

76, 197 

 

of η to parameters such as the semiconductor band gap (Eg) has been analyzed by 
several authors.76,197,198 The efficiency peaks at ~ 1.5 eV and ~ 2.2 eV for a twin- and 
a one-photosystem respectively197,198 and at ~ 1.8 eV for a tandem cell combining a 
solar photovoltaic cell with a single photoanode-based electrochemical cell.70

 

Experimental data on photo- or solar-electrolysis efficiencies are contained in 
Table 4. Other compilations are available.31a,76 In most of the instances, the attained 
laboratory efficiencies are well below the ideal limit (c.f., Table 3) although some of 
the numbers claimed (see entries 1, 9, 14, 15, for example, in Table 4) are indeed 
impressive. However, some of the values claimed have been questioned by others.214 
Further independent verification is undoubtedly warranted, and the losses associated 
with process scale-up are, as yet, unknown. 

In closing this Section, two other types of efficiencies must be mentioned. The 
first is the quantum efficiency, Φ—a parameter well known to the photochemistry 
community. This pertains to the ratio of either a number (cumulative) or equivalent-
ly, a rate of useful events and the number (or rate) of photons incident on the cell. 
Thus in the case of the HER, the numerator could be either 2HR  or the number of 

moles of H2 or even the number of electrons contributing to the HER—the denomi-
nator in each case being expressed either cumulatively or in terms of the rate of inci-
dence of the photons. If deleterious carrier-recombination processes are carefully 
minimized, Φ could approach 100% in an optimized system. Note that this parameter 
automatically enters into measured estimates of η (e.g., because of the 2HR and it 

terms in Eqs. 1 and 2, respectively.) 
Finally, researchers also quote another efficiency parameter closely related to Φ, 

namely, the IPCE or incident photon-to-electron conversion efficiency. 
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Table 4. Examples of experimentally obtained efficiencies for the photoelectrolysis of water 

and other solvents. 

Entry  
number 

Efficiency 
(%) 

Comments Reference 

  1 13.3 p-InP photocathodes with catalytic modification were used 
in 1-M HClO4 under sunlight at 81.7 mW/cm2. 

199 

  2       ~ 1.8 The quoted value only a projection based on available data 
on a LaCrO3-TiO2 photoanode. 

200 

  3   8.6 Efficiency for a p-InP modified with Ru electrocatalyst in 
1-M HCl. 

201 

  4     0.05 Measured for a polycrystalline p/n diode assembly based on 
Fe2O3. Poor efficiency attributed to the non-optimal 
charge transfer properties of the oxide. 

202 

  5   8.2 Measured for a p-n junction Si electrode coated with noble 
metal and for the photoelectrolysis of HI under simulated 
AM 1solar radiation. 

203 

  6           7.8 Measured for a twin-photosystem cell configuration based 
on p-InP photocathode and n-MoSe2 (or n-WSe2) photoa-
node under monochromatic radiation (632.8 nm) and for 
the photoelectrolysis of HBr. 

204 

  7    ~ 1–2.8 Bipolar CdSe/CdS panels used under 52 mW/cm2 effective 
solar flux. Upper limit after correction for light absorption 
by the electrolyte. 

205–207 

  8           1.84 Measured for a cell with n-Fe2O3 photoanode under 50.0 
mW/cm2 Xe arc lamp irradiation and at a bias potential of 
0.2 V/SCE at pH 14. 

208 

  9         18.3 Bipolar AlGaAs/Si/RuO2/Pt configuration under illumina-
tion with a 50-W tungsten-halogen lamp. 

209 

10           4.8 Titania nanotubes were used under UV irradiation at 365 
nm and at an intensity of 146 mW/cm2. 

210 

11    0.6–2.2 A tandem monolithic configuration used with WO3 films 
being biased by a PV junction. 

211 

12           2.5 An amorphous Si based triple-junction cell coated with 
HER and OER catalysts. 

212 

13           4.5 A WO3 photoanode is coupled with a dye-sensitized TiO2 
solar cell under standard solar light. 

46 

14         12.4 A monolithic configuration with a p-GaInP2 photocathode 
biased by a GaAs p-n junction is used. 

126 

15  7.8–16.5 Lower value measured for a triple junction p-i-n a-
Si(Pt)/KOH hybrid PV/electrolysis cell. The higher value 
for a cell similar to that in Entry 14. 

125 

16           8.35 Measured for carbon-doped TiO2 films with Xe-lamp 
irradiation at 40 mW/cm2. However, see text. 

213 

 

5 Theoretical Aspects 

With reference to Fig. 5, the so-called quasi-Fermi level formalism3,7,11,12 is useful for 
understanding the interfacial energetics at illuminated semiconductor-electrolyte 
interfaces. Thus, in the dark, at equilibrium: 
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Fig. 5. Diagrams for a semiconductor-electrolyte interface (a) at equilibrium and (b) under 
irradiation showing the quasi-Fermi levels for electrons and holes. 
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    Ef = Efn = Efp       (3) 

where Ef stands for the Fermi level energy and the subscripts n and p denote the two 
types of carriers, electrons and holes in the semiconductor respectively. This situa-
tion is schematized in Fig. 5a. Under illumination, at open-circuit, a non-equilibrium 
concentration of electronic carriers is created, and separate quasi-Fermi levels (Efn 
and Efp) are required to describe the electron and hole concentrations (Fig. 5b): 

   n(x) = Nc exp[(ECB − Efn(x)/kT]     (4a) 

   p(x) = Nv exp[(Efp(x) − EVB)/kT]     (4b)  

In Eqs. 4a and 4b, x is a position variable since the values of n, p, Efn and Efp are 
position dependent to varying degrees, Nc and Nv are the densities of states in the 
conduction and valence bands respectively, k is the Boltzmann constant and T is the 
absolute temperature. The splitting of the electron and hole quasi-Fermi levels under 
illumination (Fig. 5b) defines the magnitude of the photovoltage developed, ΔV (ΔVoc 
in the specific open-circuit case in Fig. 5b). 

On the basis that the position of Efn at the semiconductor surface is dependent on 
the photon flux and that Efn has to lie above the HER redox level, a threshold in light 
intensity has been proposed217 for the sustained photoelectrolysis of water to occur. 
However, as discussed by other authors,218 no such threshold has been reported in the 
literature. It has been pointed out218 that the driving force for the photoinduced elec-
tron transfer process is related to the difference in standard potentials of the donor 
(say, an electron at the semiconductor CB edge) and the acceptor (say, protons in 
solution). This is independent of the carrier concentration and photon flux and thus a 
light intensity threshold for incipient product formation through photoelectrolysis 
should not occur.218

 

The experimental observations217 of an apparent light intensity threshold for the 
photocurrent onset have been rationalized218 on the basis that a critical photon flux 
must be exceeded to counteract the dark current of opposite polarity flowing through 
the cell. Thus, there appears to be confusion between alternate definitions of a light 
intensity threshold: a threshold for incipient product (say H2) formation and a thre-
shold for product formation in a specific (e.g., standard) state.218

 

Other fundamental considerations for a solar photoelectrolysis system have been 
discussed.219–223 Theoretical formulations for photocurrents at p- and n-type semicon-
ductor electrodes have been presented221 on the assumption that the rate-determining 
step is charge transfer across the interface. A theory for the light-induced evolution 
of H2 has been presented by the same group for semiconductor electrodes.222 The 
effect of an oxide layer of tunneling dimensions has been considered for photoelec-
trochemical cells designed for fuel (e.g., H2) production.223 It is fair to say that these 
theoretical developments have occurred fairly early on in the evolution of this field 
(before 1985). The work in the subsequent two decades has largely focused on the 
discovery of new semiconductor materials for the photosplitting of water. 

We consider these materials aspects in the next few Sections. 
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6  Oxide Semiconductors 

General reviews of the use of oxide semiconductors for the photoelectrolysis of 
water are contained in Refs. 62 and 65 (see Table 1). Eleven binary and ternary 
oxides were examined in Ref. 62. Linear correlations were presented between the flat 
band potential, Vfb of these oxides and their band gap energy (Eg); and between Vfb 
and the heat of formation of the oxide per metal atom per metal-oxygen bond. Align-
ing all the oxide energy levels on a common scale, these authors noted62 that the 
position of the conduction band varies much more than those of valence bands – a 
trend expected from the cationic (d-band) character of the conduction band in the 
oxide while the valence band is mainly of O(2p) character. The latter should be rela-
tively independent of the oxide parentage in terms of the metal. 

A similar correlation between Vfb and Eg was presented in Ref. 65 but for a much 
more extensive collection of oxides including oxides with or without partially filled 
d levels and oxides formed anodically on metals. Only oxides with partially filled d 
levels (Type “a” in the author's notation, Ref. 65) yielded a straight-line correlation 
between the two parameters. This plot was used by the authors of the two studies62,65 
for predictive purposes to assess the efficacy of a given oxide for the photoelectroly-
sis of water. As seen earlier, the Vfb of the material has to be at a negative enough 
potential to drive the HER, and Eg has to be ~ 2 eV and yet bracket the HER and 
OER redox levels (c.f., Figure 1a). 

The possibility of introducing new d-bands for Type "b" oxides (with filled d-
bands) by introducing dopants into the host lattice was also discussed in Ref. 65 with 
examples. Other authors have advocated this approach as well (Ref. 26, for exam-
ple). The review in Ref. 32 contains further examples of this approach for effectively 
shrinking the original Eg and sensitizing the oxide to visible portions of the solar 
spectrum. We shall return to this aspect for the specific case of TiO2 later in this 
Chapter. 

We now turn to discussions of individual oxide semiconductor materials for the 
photoelectrolysis of water, starting with the mother of all oxides, namely, TiO2. 

6.1  Titanium Dioxide: Early Work 

Historically, this is the material which really sparked interest in the solar photoelec-
trolysis of water. Early papers on TiO2 mainly stemmed from the applicability of 
TiO2 in the paint/pigment industry255 although fundamental aspects such as current 
rectification in the dark (in the reverse bias regime) shown by anodically formed 
valve metal oxide film/ electrolyte interfaces was also of interest (e.g., Ref. 52). 
Another driver was possible applications of UV-irradiated semiconductor/electrolyte 
interfaces for environmental remediation (e.g., Refs. 256, 257). 

Representative early work on this remarkable material is presented in chronolog-
ical order in Table 5, with all these studies aimed toward the photoelectrolysis of 
water. Further summaries of this early body of work are contained in Refs. 5, 6, 17–
20, 25 and 32. 
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Table 5. Representative examples of early work (i.e., prior to ~1985) on the use of TiO2 for 
the photoelectrolysis of water. 

Entry 
number 

Title of article Comments Reference 

  1 Electrochemical Photolysis of Water 
at a Semiconductor Electrode 

First demonstration of the feasibility of 
water splitting. 

54 

  2 The Quantum Yield of Photolysis of 
Water on TiO2 Electrodes 

Very low quantum yields (~10−3) were 
measured when no external bias was 
applied. The effect of photon flux also 
explored. 

224 

  3 Photoelectrolysis of Water Using 
Semiconducting TiO2 Crystals 

Study shows the necessity of a bias 
potential for rutile photoanodes. 

225 

  4 Photoelectrolysis of Water in Cells 
with TiO2 Anodes 

Both single crystal and polycrystalline 
TiO2 used and external quantum effi-
ciency measured. 

226 

  5 A Photo-Electrochemical Cell with 
Production of Hydrogen and Oxy-
gen by a Cell Reaction 

Cell configuration also employs an illu-
minated p-GaP photocathode (c.f. Ref. 
60). 

227 

  6 Photoassisted Electrolysis of Water 
by Irradiation of a Titanium Dioxide 
Electrode 

The initial claim in Ref. 54 supported 
along with data on the wavelength re-
sponse and the correlation of product 
yield and current. 

228 

  7 Semiconductor Electrodes 1. The 
Chemical Vapor Deposition and 
Application of Polycrystalline n-
Type Titanium Dioxide Electrodes 
to the Photosensitized Electrolysis 
of Water 

Comparison of the behavior of CVD and 
single crystal n-TiO2 presented. 

229 

  8 Formation of Hydrogen Gas with an 
Electrochemical Photo-cell 

See text. 55 

  9 Hydrogen Production under Sunlight 
with an Electrochemical Photo-cell 

See text. 56 

10 Photoproduction of Hydrogen: 
Potential Dependence of the Quan-
tum Efficiency as a Function of 
Wavelength 

–– 230 

11 Photoelectrolysis of Water with 
TiO2-Covered Solar-Cell Electrodes 

A hybrid structure, involving a p-n junc-
tion Si cell coated with a TiO2 film by 
CVD, is studied. 

231 

12 Electrochemical Investigation of an 
Illuminated TiO2 Electrode 

Two types of TiO2 films studied, namely, 
anodically formed layers on Ti sheets 
and those prepared by plasma jet spray-
ing of TiO2 powder. 

232 

13 Intensity Effects in the Electrochemi-
cal Photolysis of Water at the TiO2 
Anode 

Quantum efficiency observed to approach 
unity at low light intensities. 

233 

14 Improved Solar Energy Conversion 
Efficiencies for the Photocatalytic 
Production of Hydrogen via TiO2 
Semiconductor Electrodes 

Heat treatment of Ti metal found to 
influence performance. 

234 
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Table 5. Continuation. 

Entry 
number 

Title of article Comments Reference 

15 Near-UV Photon Efficiency in a 
TiO2 Electrode: Application to 
Hydrogen Production from 
Solar Energy 

— 235 

16 Novel Semiconducting Elec-
trodes for the Photosensitized 
Electrolysis of Water 

Appears to be the first study on doping 
TiO2 to extend its light response into 
the visible range of the electromagnetic 
spectrum. 

236 

17 Photoelectrolysis of Water in 
Sunlight with Sensitized Semi-
conductor Electrodes 

Similar observations as in Ref. 236 for 
Al3+-doped TiO2. 

237 

18 Photoelectrolysis The behavior of single crystals of two 
different orientations (U| U and || to the C 
axis) and polycrystalline TiO2 reported. 

238 

19 The Quantum Yields of Photoe-
lectric Decomposition of Water 
at TiO2 Anodes and p-Type 
GaP Cathodes 

A more detailed study as in Ref. 227 by 
the same research group. 

239 

20 Anomalous Photoresponse of  
n-TiO2 Electrode in a Photo-
electrochemical Cell 

The behavior of surface states at the 
TiO2-electrolyte interface is focus of 
this study. 

240 

21 An Effect of Heat Treatment on 
the Activity of Titanium Dio-
xide Film Electrodes for Photo-
sensitized Oxidation of Water 

Heat treatment in argon atmosphere 
found to improve performance of both 
anodic and pyrolytically prepared TiO2 
films. 

241 

22 Preparation of Titanium Dioxide 
Films as Solar Photocatalysts 

Low-cost polyimide plastic used as film 
substrate. 

242 

23 Photoelectrochemical Behaviour 
of TiO2 and Formation of Hy-
drogen Peroxide 

Other than the OER, reduction of O2 to 
H2O2 also observed. 

243 

24 Photodeposition of Water over 
Pt/TiO2 Catalysts 

Powdered photocatalyst is employed. 244 

25 Photocatalytic Decomposition of 
Gaseous Water over TiO2 and 
TiO2-RuO2 Surfaces 

As above but gaseous water used at 
room temperature. 

245 

26 Photoelectrolysis of Water with 
Natural Mineral TiO2 Rutile 
Electrodes 

Natural samples compared with Fe-
doped synthetic single crystal TiO2. 

246 

27 Models for the Photoelectrolytic 
Decomposition of Water at 
Semiconducting Oxide Anodes 

Although title is general, theoretical 
study focuses on the TiO2-electrolyte 
interface and the effect of surface states. 

247 

28 Photosynthetic Production of H2 
and H2O2 on Semiconducting 
Oxide Grains in Aqueous Solu-
tions 

Hydrogen peroxide formation observed 
in TiO2 powder suspensions as in Ref. 
243 for TiO2 films. 

248 
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Table 5. Continuation. 

Entry 
number 

Title of article Comments Reference 

29 Influence of pH on the Potential 
Dependence of the Efficiency 
of Water Photo-oxidation at n-
TiO2 Electrodes 

Quantum efficiency for water photooxi-
dation is shown to be pH-dependent. 

249 

30 Photocatalytic Water Decompo-
sition and Water-Gas Shift 
Reactions over NaOH-Coated, 
Platinized TiO2 

As in Entry 24 (Ref. 244) by the same 
research group. 

250 

31 Photosensitized Dissociation of 
Water using Dispersed Suspen-
sions of n-Type Semiconduc-
tors 

Focus of study on TiO2 and SrTiO3 
using EDTA as an electron donor and 
Fe3+ as acceptor for tests of water re-
duction and oxidation activity respec-
tively (c.f. Figs. 1b and 1c). 

251 
 

32 Photocatalytic Hydrogen Evolu-
tion from an Aqueous Hydra-
zine Solution 

Pt-TiO2 photocatalyst used and both H2 
and N2 evolution observed. 

252 

33 Conditions for Photochemical 
Water Cleavage. Aqueous 
Pt/TiO2 (Anatase) Dispersions 
under Ultraviolet Light 

As in Entries 24 and 25 (Refs. 244, 245) 
photocatalyst dispersions studied. 

253 

34 Colloidal Semiconductors in 
Systems for the Sacrificial 
Photolysis of Water. 1. Prepara-
tion of a Pt/TiO2 Catalyst by 
Heterocoagulation and its Phys-
ical Characterization 

– – 254 

6.2 Studies on the Mechanistic Aspects of Processes at the TiO2-Solution 
Interface 

 Also contained in the compilation in Table 5 are some early studies oriented toward 
the mechanistic aspects of the photoelectrochemical oxidation of water (and other 
compounds) at the n-TiO2-electrolyte interface, as exemplified by Entries 23 and 29 
(Refs. 243 and 249 respectively). More recent and representative studies of this ge-
nre include Refs. 258–289. 

6.3 Visible Light Sensitization of TiO2 

Rather problematic with TiO2 in terms of the attainable process efficiency is its ra-
ther wide band gap (3.0–3.2 eV). Consequently, only a small fraction (~ 5%) of the 
overall solar spectrum can be harnessed by this material. Thus, the early work (as in 
Table 5, Entries 16 and 17, Refs. 236 and 237 respectively) has also included at-
tempts at extending the light response of TiO2 from the UV to the visible range; see, 
for example, Refs. 260, 290–296. Reviews of these works are available, see Refs. 20,  
32, 297 and 298. For reasons mentioned earlier, we exclude for our discussion, stu-
dies oriented toward chemical modification of the TiO2 surface with a dye. As sum-
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marized elsewhere,297,298 transition metal dopants also modify the interfacial charge 
transfer and electron-hole recombination behavior of the TiO2 host. Whether a given 
dopant exerts a positive or negative effect depends on the particular metal.297,298

 

It must be noted that most studies on metal-doped TiO2 are oriented toward the 
photo-oxidation of environmental pollutants (e.g., 4-nitrophenol,299 4-chloro-
phenol300) rather than toward the photoelectrolysis of water (but see Section 6.4 of 
this Chapter). Other aspects of metal doping include the effect of UV radiation of 
Ag-doped TiO2 specimens,301,302 plasma treatment,303 and thermal treatment.304 Metal 
doping by ion implantation of TiO2 has been discussed.91,305

 

Non-metallic elements such as fluorine, carbon, nitrogen and sulfur have been in-
corporated into TiO2. Table 6 contains a compilation of representative studies on this 
topic. As with the trend noted earlier with metal dopants, only two of the studies in 
Table 6 are oriented toward water photosplitting or OER.213,315 Other than the desired 
optical response, non-metallic dopants also exert electronic effects on the host beha-
vior as with the metal dopants (see above). Thus F-doping is observed to cause a 
reduction in the e−-h+ recombination rate317 while N-doping at high levels has the 
opposite effect and serves to suppress the photocatalytic activity of the TiO2 host.311 
Conflicting views exist on non-metal doping, particularly with respect to the mecha-
nistic aspects, as discussed in Ref. 311.  

6.4 Recent Work on TiO2 on Photosplitting of Water or on the Oxygen 
Evolution Reaction  

Table 7 contains a compilation of studies that have appeared since 1985. Several 
points are worthy of note here. The vast majority of the entries feature studies on 
TiO2 powders rather than on electrodes in a photoelectrochemical cell configuration. 
In this light, the new studies can be regarded as offshoots inspired by the earlier (pre-
1985) studies on co-functional photocatalysts and the cyclic cleavage of water.4,30 
Second, many of the new studies address two key issues with the earlier systems:  

1. non-stoichiometric evolution of H2 and O2,  and  
2. poor performance stemming from back reactions and electron-hole recombi-

nation processes.  

With reference to the first point, very little O2 evolution was observed in many cases 
in studies on TiO2 powder suspensions with reports245,320,324 of stoichiometric H2 and 
O2 evolution (i.e., in the expected 2:1 ratio) being the exceptions rather than the rule. 
Initially, this discrepancy was attributed by the community to the photo-induced 
adsorption of the (evolved) O2 on the TiO2 surface. 

The remarkable effect of a NaOH dessicant coating on the TiO2 surface on the ef-
ficiency of water photosplitting appears to have radically changed this thinking (see 
Ref. 92 and references therein). The new results support the deleterious role that Pt 
islands on the TiO2 play in promoting the reverse reaction, 2 H2+O2 → 2 H2O. Inte-
restingly, the irradiation geometry also appears to exert an effect on the extent of 
back reactions.335 Adsorption of CO on Pt, for example, was also found to inhibit the 
reverse reaction.336  Subsequent  studies on the role of  Na2CO3  addition  (Ref. 93  
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Table 6. Representative studies on doping of TiO2 with non-metallic elements. 

Entry 
number 

Title of article Comments Reference 

1 Visible-Light Photocatalysis in 
Nitrogen-Doped Titanium 
Oxides. 

Both films and powders considered. 
Substitutional doping with nitrogen 
shown to bring about band gap narrow-
ing and also high photocatalytic activity 
with visible light. Experimental data 
supported with first-principles calcula-
tions. 

306 

2 Formation of TiO2-xFx Com-
pounds in Fluorine-Implanted 
TiO2.  

Fluorine substituted for oxygen sites in the 
oxide by ion implantation. 

307 

3 Band Gap Narrowing of Titanium 
Dioxide by Sulfur Doping. 

Oxidative annealing of TiS2 used.  
Ab initio calculations also reveal mixing 
of S 3p states with the valence bond to 
bring about band gap narrowing. 

308 

4 Efficient Photochemical Water 
Splitting by a Chemically Mod-
ified n-TiO2.  

Combustion of Ti metal in a natural gas 
flame done to substitute carbon for some 
of the lattice oxygen sites. The photoca-
talysis performance data have been ques-
tioned (see Refs. 214-216). 

213 

5 Daylight Photocatalysis by Car-
bon-Modified Titanium Dioxide. 

Titanium tetrachloride precursor hydro-
lyzed with nitrogen bases to yield (sur-
prisingly) C-doped (instead of N-doped) 
TiO2. Study oriented toward environ-
mental remediation applicability. 

309 

6 Carbon-Doped Anatase TiO2 
Powders as a Visible-Light Sen-
sitive Photocatalyst 

Oxidative annealing of TiC used to afford 
yellow doped powders. Study focus as in 
Entry 5. 

310 

7 Nitrogen-Concentration Depen-
dence on Photocatalytic Activity 
of Ti2-xNx Powders. 

Samples prepared by annealing anatase 
TiO2 under NH3 flow at 550–600 oC. 

311 

8 Visible Light-Induced Degrada-
tion of Methylene Blue on  
S-doped TiO2. 

As in Entry 3 (Ref. 308) by the same 
research group. 

312 

9 Visible-Light Induced Hydrophi-
licity on Nitrogen-Substituted 
Titanium Dioxide Films. 

Degree of hydrophilicity correlated with 
the extent of substitution of nitrogen at 
oxygen sites. 

313 

10 Spectral Photoresponses of Car-
bon-Doped TiO2 Film Elec-
trodes. 

Raman spectra used to identify disordered 
carbon in the flame-formed samples in 
addition to lower nonstoichiometric 
titanium oxides identified by X-ray dif-
fraction. 

314 

11 Photoelectrochemical Study of 
Nitrogen-Doped Titanium Dio-
xide for Water Oxidation 

One of the few studies probing the influ-
ence of doping on OER. 

315 

12 Metal Ion and N Co-doped TiO2 
as a Visible-Light Photocatalyst 

Co-doped samples prepared by polyme-
rized complex or sol-gel method. Doped 
N species found to reside at interstitial 
lattice positions in the host. 

316 

 
 

 



               Hydrogen Generation from Irradiated Semiconductor-Liquid Interfaces 189
 
Table 7.  Representative studies that have appeared since 1985 on the photosplitting of water 

using TiO2. 

Entry 
Number 

Brief outline of study Refer-
ence(s) 

1 Ferroelectric substrates (poled LiNbO3) were used to support TiO2 films. 
After platinization of TiO2, water splitting was examined in both liquid 
and gas phases under Xe arc lamp illumination. 

318 

2 Both reduced and Pt-modified powder samples were studied in distilled 
water and in aqueous solutions of HCl, H2SO4, HNO3 and NaOH. Water 
photodecomposition proceeds moderately in distilled water and in NaOH 
but is strongly suppressed in acidic aqueous media. The NaOH coating 
effect mimicks that found by other workers earlier (see Ref. 320 and 
text). 

319 

3 Sodium carbonate addition to a Pt/TiO2 suspension in water effective in 
promoting stoichiometric photodecomposition of water. 

321, 322 

4 Demonstration of solar H2 and O2 production on NiOx/TiO2 co-catalyst 
with Na2CO3 or NaOH addition. 

323, 324 

5 A photoelectrolyzer designed with a TiO2 photoanode and a membrane of 
sulfonated polytetrafluoroethylene as the electrolyte. A quantum effi-
ciency of 0.8 was reported. 

325 

6 Photochemical splitting of water achieved by combining two photocatalytic 
reactions on suspended TiO2 particles; namely, the reduction of water to 
H2 using bromide ions and the oxidation of water using Fe(III) species. 
High efficiency also observed for the photoassisted OER on TiO2 in the 
presence of Fe(III) ions. 

326, 327 

7 Pt- and other catalyst supported TiO2 (P-25) particles studied. Only the 
HER was observed and stoichiometry H2 and O2 formation was not 
found. Mechanistic reasons proposed have been challenged by other au-
thors (see text). 

328 

8 HER observed in semiconductor septum cells using TiO2 or TiO2-In2O3 
composites. 

106, 107 

9 Pure rutile TiO2 phase isolated from commercial samples containing both 
rutile and anatase by dissolution in HF. The resultant samples studied for 
their efficacy in driving the photoassisted OER in the presence of Fe(III) 
species as electron acceptor (see Entry 6 above). 

329 

10 A Z-scheme system mimicking the plant photosynthesis model developed 
with Pt-loaded TiO2 for HER and rutile TiO2 for OER. A IO3

–/I– shuttle 
was used as redox mediator. 

330 

11 Co-doping of TiO2 with Sb and Cr found to evolve O2 from an aqueous 
AgNO3 solution under visible light irradiation. 

331 

12 HER observed from a mixed water-acetonitrile medium containing iodide 
electron donor and dye-sensitized Pt/TiO2 photocatalysts under visible 
ight irradiation. 

332 

13 Back-reactions (i.e., O2 reduction and H2 oxidation) studied on both TiO2 
or Cr and Sb co-doped TiO2 samples (see Entry 11 above). 

333 

14 TiO2 nanotube arrays prepared by anodization of Ti foil in a F−-containing 
electrolyte. Pd-modified photocatalyst samples show an efficiency of 
4.8% based on photocurrent data for the OER. 

210, 
210a-c 

15 TiO2 co-doped with Ni and Ta (or Nb) show visible light activity for the 
OER in aq. AgNO3 and HER in aqueous methanol solution. 

334 
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and Entries 3 and 4 in Table 7) underline the importance of inhibiting back reactions 
on catalyst-modified TiO2 samples. By the same token, unusual valence states (Ti5+) 
that have been proposed328 to explain the non-stoichiometric gas evolution have been 
challenged by other authors.337

 

Other factors influencing the yield of H2 and O2 in irradiated TiO2 suspensions 
include the nature of the co-catalyst (see, for example, Entry 4 in Table 7), the crys- 
tal form of TiO2, particle size of TiO2, temperature and ambient pressure.92 The read-
er is referred to Ref. 92 for further details. Other interesting mechanistic aspects of 
the water photosplitting process on the TiO2 surface such as hydrogen atom spillover 
have also been discussed.338

 

An interesting aspect of the new work on TiO2, namely that of combining two 
photosystems (in a Z-scheme) mimicking plant photosynthesis (see Entries 6 and 10 
in Table 7) also has its roots in early work in this field (see, for example, Entry 2 in 
Table 1). Further elaboration of this strategy is contained in Ref. 96. 

Finally, some of the studies considered in Table 7 (Entries 11 and 13) buck the 
trend mentioned earlier that few of the studies on transition-metal doped TiO2 are 
oriented toward the water-photosplitting application. These new studies exploit the 
visible-light sensitization of the doped host material as well as the improved elec-
tronic characteristics observed in some cases (particularly the co-doped instance) to 
enhance the efficiency of the water photosplitting process. 

In sum, TiO2 continues to be a veritable workhorse of the photocatalysis and pho-
toelectrolysis communities. However, this material to date has not yielded systems 
for evolving H2 and O2 at the 10% benchmark efficiency level. Studies on TiO2 
oriented toward visible light sensitization and efficiency enhancement will undoub-
tedly continue, at an unabated rate, in the foreseeable future. This is because of the 
extensive and growing market that already exists for this commodity chemical in a 
variety of other application areas and because of its excellent chemical attributes 
such as inertness and stability. 

6.5  Other Binary Oxides 

Table 8 contains a compilation of studies on other binary oxides that have been ex-
amined for their applicability to drive the photoelectrolysis of water. As cited earlier, 
general reviews are available on many of the oxides listed in Table 8.32,62,65 Other 
than TiO2, Fe2O3 and WO3 are two of the most widely studied among the binary 
oxide semiconductors, and studies on these oxides have continued to appear right up 
to the time of the writing of this Chapter. 

Tungsten oxide shares many of the same attributes with TiO2 in terms of chemi-
cal inertness and exceptional photoelectrochemical and chemical stability in aqueous 
media over a very wide pH range. However, its flat-band potential (Vfb) lies positive 
of that of TiO2 (anatase) such that spontaneous generation of H2 by the photogene-
rated electrons in WO3 is not possible. This location of Vfb has been invoked347 for 
the very high IPCE values observed for the photoinduced OER in terms of the rather 
slow back electron transfer leading to O2 reduction. A variety of dopants (e.g., F, 
Mg, Cu) have been tested for WO3

341,344,350 and Pt-modified samples have been dep-
loyed in a Z-scheme configuration. 349  Electron acceptors such as Ag+ 343 and IO3

– 349  
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Table 8. Binary oxides (other than TiO2) that have been considered for the  
photoelectrolysis of water. 

Entry 
number 

Oxide  
semiconductor 

Energy band gap, 
eV 

Comments Refer-
ence(s) 

1 WO3 2.5–2.8 This material has been used as single 
crystals, thin films, powders and in 
mesoporous/ nanostructured form. 
Both virgin and doped samples stu-
died. 

339–350 

2 Fe2O3 2.0–2.2 As in Entry 1 above. 208,  
351–368 

3 ZnO           3.37 Unstable under irradiation and 
OER/HER conditions. 

248 

4 SnO2           3.5 Sb-doped single crystal samples used. 
Stable H2 and O2 evolution observed at 
Pt cathode and SnO2 photoanode 
respectively. 

369, 370 

5 NiO           3.47 A p-type semiconductor with indirect 
gap optical transition. 

371, 372 

6 CdO        ~ 2.3 A n-type semiconductor. Interestingly, 
RuO2-modified samples reduced the 
yield of O2 under irradiation. 

373 

7 PdO        ~ 0.8 A p-type semiconductor. Not stable 
under irradiation in the HER regime. 

374 

8 Cu2O 2.0–2.2 Claims of water splitting in powder 
suspensions challenged by others (see 
text). 

375, 376 

9 CuO 1.7 Not photoelectrochemically stable. 353, 377 

10 Bi2O3           2.8 Both doped and catalytically modified 
samples studied. 

353, 
378-380 

 
 

species have ben used to study the O2 evolution characteristics of the WO3 photoca-
talyst  under  visible  light  irradiation.  As pointed out very early in the history  of 
study of this material,339,381 the lower Eg value of WO3 (relative to TiO2) results in a 
more substantial utilization of the solar spectrum. This combined with the advances 
in nanostructured oxide materials will likely sustain interest in WO3 from a photoe-
lectrolysis perspective. 

The combination of a rather low Eg value, good photoelectrochemical stability 
and chemical inertness coupled with the abundance of iron on our planet makes 
Fe2O3 an attractive candidate for the photoelectrolysis of water. Thus it is hardly 
surprising that this material continues to be intensively studied from this perspective. 
As with TiO2 and WO3, Fe2O3 (particularly the α-modification) has been examined 
in single crystal form, as thin films prepared by CVD,351,353 pyrolytic conversion of 
iron354 and spray pyrolysis,362,364–367 or as sintered pellets from powders.355–360 A varie-
ty of dopants have been deployed to modify the host356–359,361,364–367 and remarkably, p-
type semiconductor behavior has been reported356,358,359,365 in addition to  
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the more commonly occurring n-type material. The main handicap with Fe2O3 is its 
rather poor electronic and charge transport characteristics regardless of the method of 
preparation of the material. Specifically, facile e−-h+ recombination, trapping of 
electrons at defect sites and the poor mobility of holes conspire to result in very low 
efficiencies for water oxidation. Attempts to circumvent these problems by using 
unique photoanode configurations (e.g., nanorod arrays363) or compositional tuning 
(e.g., minimizing sub-stoichiometric phases such as Fe3O4, c.f. Refs. 360, 367) are 
continuing and will undoubtedly contribute to further examinations of this promising 
material in the future. 
 By way of contrast, none of the other binary oxides listed in Table 8 appear to 
hold much promise. While ZnO has enjoyed extensive popularity in the photochemi-
stry community (even comparable to TiO2 in the early days prior to  
~ 1980), it is rather unstable (at least in the forms synthesized up till now) under 
illumination and in the OER and HER regimes. This problem besets most of the 
other candidates in Table 8 with the exception of SnO2 (whose Eg is too high) and 
possibly Bi2O3. The report375 of photocatalytic water splitting on Cu2O powder sus-
pensions (with stability in excess of ~ 1900 h!) has been greeted with skepticism by 
others376 who have also pointed out that the Cu2O band-edges are unlikely to bracket 
the H+/H2 and O2/H2O redox levels as required (see Figure 1a and earlier discussion 
in Section 3 of this Chapter). Our own studies382 on electrodeposited samples of this 
oxide have utilized a Ni/NiO protective layer, catalyst modification (with e.g., Pt) to 
drive the HER and the use of optimized electron donors in the anode compartment in 
a twin-compartment photoelectrochemical cell (Figure 6).382 Under these conditions, 
spontaneous HER was observed under visible light irradiation of the p-Cu2O photo-
cathode. Photoinduced transfer of electrons from p-Cu2O to an electron acceptor 
such as methyl viologen was also demonstrated via in situ spectroscopic monitoring 
of the blue cation radicals.382 However, the photocurrents generated are only in the 
μA level necessitating further improvements before assessments of practical viability 
of Cu2O for solar H2 photogeneration. 

It is worth noting that some oxides have too low a band gap for optimal solar 
energy conversion. Palladium oxide in Table 8 exemplifies this trend as does 
PbO2.353 On the other hand, PbO has an Eg value around 2.8 eV.353 Other oxides such 
as CoO and Cr2O3 (both p-type semiconductors) have been very briefly examined 
early on in the evolution of this field.353

 

In closing this Section, comparative studies on binary oxide semiconductors are 
available62,65,353,383 including one study383 where the electron affinities of several metal 
oxides (used as anodes in photoelectrolysis cells) were calculated from the atomic 
electronegativity values of the constituent elements. These electron affinity estimates 
were correlated with the Vfb values measured for the same oxides in aqueous me-
dia.383

 

6.6  Perovskite Titanates and Related Oxides 

Perovskites have the general formula, ABX3, with SrTiO3 being a prototype. They 
contain a framework structure containing corner-sharing TiO6 octahedra with the A 
cation in twelve-coordinate interstices.384,385  Several  hundred  oxides  have this struc  
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Fig. 6. Twin-compartment photoelectrochemical cell for the photocatalytic generation of H2 
from water using electrodeposited p-Cu2O (from Ref. 382). TCO is the transparent conducting 

oxide substrate and A is an electron donor in the anode compartment. 

 
ture. Table 9 lists the studies that have appeared on SrTiO3 with photoelectrolysis of 
water as a primary objective. As well as the cubic structure exemplified by SrTiO3, a 
variety of  distorted,  non-cubic structures occurs in  which  the  framework  of  TiO6 
octahedra may be twisted. Thus, BaTiO3 is tetragonal at room temperature. Both 
SrTiO3 and BaTiO3 have energy band gaps around 3.2 eV. With Fe and F doping, the 
Eg of BaTiO3 has been shrunk from 3.2 eV to ~ 2.8 eV.413 Relative to SrTiO3, studies 
on BaTiO3 from a photoelectrolysis perspective are much more sparse.413–415

 

Titanates with tunnel structures have been examined for photoelectrolysis appli-
cations.94  Thus,  barium tetratitanate  (BaTi4O9)  has a twin-type  tunnel  structure in 
which the TiO6 octahedra are not oriented parallel to one another creating a penta-
gonal prism space. Alkaline metal hexatitanates (M2Ti6O13; M = Na, K, Rb) are 
Wadsley-Andersson type structures in which TiO6 octahedra share an edge at one 
level in linear groups of three, giving a tunnel structure with rectangular space. The 
reader should consult Refs. 91 and 94 for reviews of water photolysis studies using 
these types of oxides. These materials have been used in powder form in suspensions 
usually modified with a co-catalyst such as RuO2.416–425

 

More complex perovskites exist containing two different cations which may oc-
cupy either the  A  or  B  sites and many of these also have a layered structure.  Two  



194 Krishnan Rajeshwar 
 

Table 9. Studies on the use of SrTiO3 anodes or powders for the photoelectrolysis of water. 

Entry 
number 

Title of paper Comments Reference 

1 Photoelectrochemical Reactions at 
SrTiO3 Single Crystal Electrodes. 

Cell found to work efficiently even 
without a pH gradient in the anode 
and cathode compartments. 

386 

2 Strontium Titanate Photoelectrodes. 
Efficient Photoassisted Electroly-
sis of Water at Zero Applied Po-
tential. 

As above but the water photosplitting 
driven by light only with no external 
bias. Photoanode stability also con-
firmed as in the evolution of H2 and 
O2 in the correct 2:1 stoichiometric 
ratio. 

287 

3 Photoelectrolysis of Water in Cells 
with SrTiO3 Anodes. 

Maximum quantum efficiency at zero 
bias (10% at hν = 3.8 eV) found to be 
~an order of magnitude higher than 
TiO2. 

388 

4 Photoeffects on Semiconductor 
Ceramic Electrodes. 

Photoresponse of SrTiO3 found to be 
better than that of BaTiO3. Unlike the 
use of single crystals in the above 
studies (Entries 1–3), polycrystalline 
electrodes with large area were used. 

389 

5 Surface Photovoltage Experiments 
on SrTiO3 Electrodes. 

The role of surface states in mediating 
charge transfer between electrode and 
electrolyte elucidated. 

390 

6 Photocatalytic and Photoelectro-
chemical Hydrogen Production on 
Strontium Titanate Single Crys-
tals. 

Both metal-free and platinized samples 
studied in aqueous alkaline electro-
lytes or in the presence of NaOH-
coated crystals. 

391 

7 Photocatalytic Decomposition of 
Water Vapour on an NiO-SrTiO3 
Catalyst. 

A series of studies begun with this 
particular study which uses powdered 
photocatalyst. See Entries below. 

392 

8 Visible Light Induced Photo-
currents in SrTiO3-LaCrO3 Single-
Crystalline Electrodes. 

Co-doping of La and Cr shifts photo-
response down to 560 nm and strong 
absorption in the visible range as-
cribed to Cr3+  Ti4+ charge transfer. 

393 

9 The Sensitization of SrTiO3 Photo-
anodes for Visible Light Irradia-
tion. 

As in Entry 8 but using the perovskites 
LaVO3, Sr2CrNbO6 and SrNiNb2O9 as 
dopants. 

395 

10 The Colouration of Titanates by 
Transition Metal Ions in View of 
Solar Energy Applications. 

–— 395 

11 Evidence of Photodissociation of 
Water Vapor on Reduced 
SrTiO3(III) Surfaces in a High 
Vacuum Environment. 

First report of photodecomposition of 
water adsorbed from the gas phase in 
high vacuum conditions on metal-
free, reduced single crystals. 

396 

12 Oxygen Evolution Improvement at 
a Cr-Doped SrTiO3 Photoanode by 
a Ru-Oxide Coating. 

–— 397 
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Table 9. Continuation. 

Entry 
number 

Title of paper Comments Reference 

13 Electrochemical Conversion and 
Storage of Solar Energy 

A doped n-SrTiO3 single crystal was 
combined with a proton-conducting 
solid electrolyte and a metal hydride 
allowing for storage of the evolved 
H2. 

398 

14 Water Photolysis by UV Irradiation 
of Rhodium Loaded Strontium 
Titanate Catalysts. Relation Be-
tween Catalytic Activity and Na-
ture of the Deposit from Com-
bined Photolysis and ESCA 
Studies. 

Powdered catalysts used and the water 
photolysis efficiency is found to have a 
strong pH dependence. 

399 

15 Photocatalytic Decomposition of 
Liquid Water on a NiO-SrTiO3 
Catalyst. 

As in Entry 7 but for liquid water. Effect 
of NaOH film (see Entry 6) reproduced 
for NiO-SrTiO3 powder. 

400 
 

16 Study of the Photocatalytic De-
composition of Water Vapour 
over a NiO-SrTiO3 Catalyst. 

Mechanistic aspects probed by using a 
closed gas circulation system and IR 
spectroscopy (see Entries 7 and 15). 

401 

17 Photoelectrolysis of Water under 
Visible Light with Doped SrTiO3 
Electrodes. 

Sintered samples used with a variety of 
dopants (Ru, V, Cr, Ce, Co, Rh). 

402 

18 Mediation by Surface States of the 
Electroreduction of Photogene-
rated H2O2 and O2 on n-SrTiO3 in 
a Photoelectrochemical Cell. 

Back reactions probed and the role of 
surface states elucidated. 

403 

19 Photocatalytic Decomposition of 
Water into H2 and O2 over NiO-
SrTiO3 Powder. 1. Structure of the 
Catalyst. 

Nickel metal also found at the interface of 
NiO and SrTiO3. See also Entries 7, 15 
and 16. 

404 

20 Mechanism of Photocatalytic 
Decomposition of Water into H2 
and O2 over NiO-SrTiO3. 

HER found to occur on the NiO cocatalyst 
surface while OER takes place on 
SrTiO3. See also Entries 7, 15, 16 and 19. 

405 

21 Water Photolysis over Metallized 
SrTiO3 Catalysts. 

Promoting effect of NaOH not so pro-
nounced as for TiO2. 

406 

22 Luminescence Spectra from n-TiO2 
and n-SrTiO3 Semiconductor 
Electrodes and Those Doped with 
Transition-Metal Oxides As Re-
lated with Intermediates of the 
Photooxidation Reaction of Water. 

Mechanistic aspects clarified using photo- 
and electroluminescence measurements. 

407 

23 Photoinduced Surface Reactions on 
TiO2 and SrTiO3 Films: Photo-
catalytic Oxidation and Photo-
induced Hydrophilicity. 

–— 283 

24 Stoichiometric Water Splitting into 
H2 and O2 using a Mixture of Two 
Different Photocatalysts and an 
IO3/I− Shuttle Redox Mediator 
under Visible Light Irradiation. 

A Z-scheme used using a mixture of Pt-
WO3 and Pt-SrTiO3 photocatalysts. The 
latter was co-doped with Cr and Ta. 

408 
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Table 9. Continuation. 

Entry 
number 

Title of paper Comments Reference 

25 Visible-Light-Response and Photo-
catalytic Activities of TiO2 and 
SrTiO3 Photocatalysts Co-doped 
with Antimony and Chromium. 

The band gap of SrTiO3 shrunk to 2.4 eV 
by co-doping. 

409 

26 A New Photocatalytic Water Split-
ting System under Visible Light 
Irradiation Mimicking a Z-
Scheme               

Mechanism in Photosyn-thesis. 

See Entry 23 above. 349 

27 Construction of Z-Scheme Type 
Heterogeneous Photocatalysis 
Systems for Water Splitting into 
H2 and O2 under Visible Light 
Irradiation. 

A Pt-SrTiO3 doped with Rh is combined 
with a BiVO4 photocatalyst. 

410 

28 Electrochemical Approach to 
Evaluate the Mechanism of Photo-
catalytic Water Splitting on Oxide 
Photocatalysts. 

Cr or Sb co-doped SrTiO3 samples                         333 
studied amongst others (cf. Table 7, 
entry 13) 

29 H2 Evolution from a Aqueous 
Methanol Solution on SrTiO3 
Photocatalysts Co-doped with 
Chromium and Tantalum Ions 
under Visible Light Irradiation 

–— 411 

30 Photocatalytic Activities of Noble 
Metal Ion Doped SrTiO3 under 
Visible Light Irradiation 

Mn-, Ru-, Rh- and Ir-doped powder 
samples studied. 

412 

31 Nickel and Either Tantalum or 
Niobium-Co-doped TiO2 and 
SrTiO3 Photocatalysts with Visi-
ble-Light Response for H2 or O2 
Evolution from Aqueous Solu-
tions 

Co-doping found to afford higher activity 
for HER compared with Ni alone. 

334 

 
 

main classes of such oxides showing interlamellar activity have been explored for 
water photolysis:  

1. the Dion-Jacobson series of the general formula, AMn–1BnO3n+1 (e.g., 
KCa2Ti3O10), and  

2. the Ruddlesden-Popper series of general formula, A2Mn-1BnO3n+1 (e.g., 
K2La2Ti3O10).95 

 Corresponding niobates also exist as discussed below. Noble metal co-catalysts 
(e.g., Pt) are loaded onto these photocatalysts by photocatalytic deposition from 
H2PtCl6  (see above). Since the oxide sheets have a net  negative  charge  (that is bal- 
anced by the alkali cations), the PtCl6

2– anions are not intercalated in the host lat-
tice.95 Instead, the Pt sites are formed on the external surfaces of the layered perovs-
kite powder. 
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Table 10. Other ternary oxides with the general formula, ABO3,a that have been examined 
from a water photoelectrolysis perspective. 

Entry 
number 

Oxide Energy band gap 
eV 

Comments Refer-
ence(s) 

1 FeTiO3
b
 2.16 Unstable with leaching of iron observed 

during photoelectrolysis. 
427 

2 YFeO3 2.58 N-type semiconductor with an indirect 
optical transition. 

428 

3 LuRhO3         ~ 2.2 Distorted perovskite structure with p-
type semiconductor behavior. 

429 

4 BaSnO3         ~ 3.0 Estimated to be stable toward photoanod-
ic decomposition over a 0.4–14 pH 
range. 

65 

5 CaTiO3         ~ 3.6 –– 65 

6 KNbO3         ~ 3.1 See next Section. 65 

7 Ba0.8Ca0.2TiO3         ~ 3.25 –– 65 

8 KTaO3         ~ 3.5 Optical to chemical conversion efficien-
cy of ~ 6% reported. See next Section. 

430 

9 CdSnO3            1.77 Band-edges not suitably aligned for HER 
or OER. 

431 

10 LaRhO3            1.35 See above. 431 

11 NiTiO3
c
         ~ 1.6 N-type semiconductor crystallizing in the 

illmenite structure. 
432–434 

12 LaMnO3         ~ 1.1 A p-type semiconductor. 435,436 
aNot all the oxides in this compilation have the perovskite structure. 
bOther iron titanates: Fe2TiO4 (Eg = 2.12 eV) and Fe2TiO5 (Eg = 2.18 eV) also examined. 
cBand gap estimated for the transition from the mid-gap Ni2+ (3 d8) level to the CB. Compound can be 
regarded as NiO doped TiO2. 

 
In many of these cases with layered oxides, the H+-exchanged photocatalysts 

show higher activity toward the HER––a trend rationalized by the easy  accessibility 
of the interlayer space to electron donor species such as methanol.95 Other aspects 
such as Ni-loading and pillaring of the interlayer spaces have been discussed.95 
Another type of layered perovskites have been studied with the generic composition, 
AnBnO3n+2 (n = 4, 5; A = Ca, Sr, La; B = Nb, Ti).426 Unlike the (100)-oriented struc-
tures discussed above, the perovskite slabs in these oxides are oriented parallel to the 
(110) direction. Thus compounds such as La2Ti2O7 and La4CaTi5O17 were examined 
in terms of their efficacy toward water splitting under UV irradiation.426

 

In closing this Section, a variety of other ternary oxides (besides the SrTiO3 pro-
totype) have been examined over the years. Table 10 contains a representative listing 
of these compounds. 

6.7 Tantalates and Niobates 

We have seen in the preceding Section that oxides with MO6 octahedra can form 
perovskite structures and this trend applies to some tantatates and niobates as well.  
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The perovskite, KTaO3, as well as its Nb-incorporated cousin, KTa0.77Nb0.23O3 were 
studied early on (1976) in the history of photoelectrolysis of water (see Entry 8 in 
Table 10).370,420 Niobium oxides were also considered in early studies aimed at 
shrinking the large band gaps to values responsive to the visible range of the solar 
spectrum.437 Thus in compounds of the type ANb2O6 (with A = Ni or Co) we have a 
conduction band built from d levels of a highly-charged, closed-shell transition metal 
ion (Nb5+) while the highest filled valence band is also cation-derived from the d 
levels of either Ni2+ or Co2+.437 Thus the main optical transition should be of Ni2+ (or 
Co2+) → Nb5+ charge-transfer type in the visible region. The ANb2O6 oxide has the 
columbite structure with a Fe2+ → Nb5+ transition featured by a 2.08 eV gap.438 Fami-
lies of Bi2MNbO7 (M = Al, Ga, In), A2B2O7, InMO4 (M = Nb, Ta) compounds all 
contain the same octahedral TaO6 or NbO6 structural units.439 

The parent oxide in these cases can be regarded generically as M2O5 (M = Nb or 
Ta). Table 11 contains a listing of the water photosplitting studies that have appeared 
on M2O5, ATaO3 and more complex tantalates and niobates. Layered perovskite type 
niobates have the generic formula A[Bn-1NbnO3n+1] with A = K, Rb, Cs and B = Ca,  
Sr, Na, Pb, etc. For example, with values of n = 2 and 3, we can derive the structures 
A2M2O7 and AB2Nb3O10 in Table 11 respectively (Entries 3 and 9). Another series of 
perovskites has the generic formula: AnMnO3n+2 with A = Ca, Sr, La and M being 
either Nb, Ta or Ti. Of course, the simplest compound in this series has the AMO3 
composition as exemplified by SrTiO3 or KTaO3 (see above). 

The layered oxides featured in this Section and the preceding one have ion-
exchange characteristics imparted by the net negative charge residing on the layered 
sheets. Thus they can assimilate positively charged ions (such as K+) in the interla-
mellar spaces. Interestingly, some of these materials (e.g., K4Nb6O17) have two types 
of interlayer spaces (I and II) which appear alternately.69 The space "I" is easily hy-
drated even in air while "II" is hydrated only in a highly humid environment. It is 
presumed that the NiO co-catalyst exists only in "I" such that the HER occurs mainly 
in this interlayer space. On the other hand, the OER is thought to occur in the inter-
layer space, II.69

 

In general, oxides containing early transition metal cations with do electronic con-
figuration such as Ti4+, Nb5+ or Ta5+ have wide band gaps (> 3.0 eV). In fact Ta2O5 
has a very high Eg value of ~ 4.0 eV. Thus, these materials do not perform well under 
visible light irradiation, and in practical scenarios, would only absorb a small frac-
tion of the solar spectrum. As with TiO2 and the vast majority of the oxides consi-
dered earlier, the ternary (and multinary) oxides, namely the titanates, tantalates and 
niobates suffer from this same handicap. On the other hand, the materials with small-
er Eg values listed in Table 10 have other problems related to stability, interfacial 
energetics, poor charge transfer characteristics, etc. 

6.8 Miscellaneous Multinary Oxides 

In this catch-all Section, we mainly discuss the spinel structures with the generic 
formulas, AB2O4 and A2MO4. The unit cell of the spinel structure is a large cube, 
eight times (2 ×  2 ×  2) the size of a typical face-centered cube.385 We also discuss 
the delafossite-type structure  ABO2  in which the  A  cation is in linear coordination  
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Table 11. Studies on tantalate and niobate photocatalysts for the splitting of water.a 

Entry 
number 

Compound 
formula 

A cation(s) B cation(s) Comments References 

1 Ta2O5 – – Both crystallized and mesoporous 
samples studied and in one case, (Ref. 
441), NiO co-catalyst was used. 

440, 441 

2 ATaO3 Li, Na, K – Excess alkali cation enhances catalytic 
activity. Co-catalysts not found to be 
essential although NiO was also used 
in addition in some studies. 

442–446 

3 A2M2O7 
b
 Sr – Have layered perovskite structure. 

Samples with both Ta and Nb also 
studied. Strontium niobate compound 
is ferroelectric at room temperature. 
In contrast, the tantalum analog is 
paramagnetic. 

426, 
447–449 

4 ANb2O6 Ni, Co, Zn – See text. 438, 450 

5 ATa2O6 Mg, Ba, Sr – Orthorhombic structure used with NiO 
co-catalyst to enhance photocatalyst 
activity. 

442, 451 

6 A2BNbO6 
c
 Sr Fe – 452 

7 A3BNb2O9 Sr Fe – 452 
8 A4Nb6O17 K, Rb – Perhaps the most studied of the ni-

obates. NiO co-catalyst used in some 
cases as was aqueous methanol solu-
tion. Composites with CdS also  
studied. 

453–457 

9 AB2Nb3O10 K, Rb, Cs Ca, Sr, Pb Layered perovskite structure. 458–460 

10 A2B2Ti3–xNbxO10 K, Rb, Cs La Partial substitution of Ti with Nb leads 
to a decrease in the negative charge 
density of the perovskite sheets. 

461 

11 A3Ta3Si2O13 K – Pillared structure with TaO6 pillars 
linked by Si2O7 ditetrahedral units. 

462 

12 A2BTa5O15 K Ln Used with NiO co-catalyst. The Pr and 
Sm compounds show high activity. 

463 

13 ATaO4 In – Crystallizes in the monoclinic wolfra-
mite-type structure, like the FeNbO4 
compound (see text). 

464 

14 A2Nb4O11 Cs – Structure consists of NbO6 and NbO4 
octahedra. 

465 

aAlso see Refs. 64, 69, 71, 74, 75 and 77–79. 
bBelongs to the series AnMnO3n+2 with A = Ca, Sr, La and M = Nb or Ti. The Sr2Nb2O7 structure (Entry 3), 

for example, is the reduced formula of Sr4Nb4O14 with n = 4 above. 
cThe Sr1.9Fe1.1NbO6 compound was also studied here. 
 
and the B cation is in octahedral coordination with oxygen. One way to visualize this 
structure is parallel arrangement of sheets with edge-shared BO6 octahedral with the 
A  cations  occupying  the interlayer  regions  of  space.  Finally, complex oxides 
containing V and W are also considered.  Table 12 contains  a listing of these oxides.  
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Table 12. Miscellaneous multinary oxides for the photodecomposition of water. 

Entry 
number 

Oxide semicon-
ductor(s) 

Energy band gap(s) a, eV Comments Refer-
ence 

1 Cd2SnO4, CdIn2O4 
and Cd2GeO4 

    2.12 (indirect),  
    2.23 (forbidden) and  
    3.15 (indirect) 

Found to be unsuitable as electrodes 
in photoelectrolysis cells. 

466 

2 ZnFe2O4     ? HER observed by visible light 
irradiation of H2S solution. 

467 

3 BiVO4     2.3 Ag+ used as electron scavenger and 
photocatalytic OER observed. 

468 

4 Bi2W2O9, Bi2WO6 
and Bi3TiNbO9 

    3.0,  
    2.8 and  
    3.1 

Structure consists of perovskite slabs 
interleaved with Bi2O2 layers. 

469 

5 AgVO3, Ag4V2O7 
and Ag3VO4 

    ? Only Ag3VO4 evolves O2 in aqueous 
AgNO3 solution (with Ag+ as  
electron acceptor) under visible 
light irradiation. 

470 

6 ACrO4  
(A=Sr or Ba) 

    2.44 and  
    2.63 

The Sr compound shows much lower 
activity than the Ba counterpart for 
HER in aqueous methanol. 

471 

7 CuMnO2     1.23 Photocatalytic HER observed in H2S 
medium. 

472 

8 PbWO4     ? Has tetragonal structure. Used with 
RuO2 co-catalyst for water  
photosplitting with a Hg-Xe lamp 
as radiation source. 

473 

9 CuFeO2     ? Photocatalytic water splitting                           71 
observed under visible light                (cf.Refs.  
irradiation.                                           474,475) 

aValues for Eg are listed in the order of appearance of the corresponding oxide compound in column 2. 
 
 

It is interesting to note that some of the newer studies (e.g., Entry 4, Table 12) are 
rooted in early investigations dating back to 1981. Thus, Bi2WO6 (as well as 
Bi4Ti3O12) were examined438 within the context of shrinking Eg values of oxide semi-
conductors. Both these compounds have Bi2O2 layers, the former with WO4 layers 
(comprised of corner-shared WO6 octahedra) and the latter with double perovskite 
layers of composition Bi2Ti3O10. These structures are distorted from pure tetragonal 
symmetry. 

7 Nitrides, Oxynitrides and Oxysulfides 

We have seen that introduction of nitrogen into the TiO2 lattice has a favorable effect 
in terms of sensitizing it to the visible range  of the electromagnetic spectrum  (Table 
6). The line between doping and new phase formation is one of degree and the stu-
dies on nitridation of a given parent oxide exemplify this point. Thus the band gap of 
Ta2O5 shrinks from ~ 4.0 eV to ~ 2.1 eV by nitriding it in a NH3 atmosphere to yield  
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Ta3N5.476 This material evolves H2 and O2 under visible irradiation (λ < 600 nm) in 
the presence of sacrificial electron acceptors such as Ag+ and a co-catalyst for HER 
such as Pt.476 Control of solution pH was found to be critical for suppressing the 
photoanodic corrosion of the photocatalyst which is signaled by N2 evolution. The 
shrinking of the optical band gap was attributed to a conduction band derived from 
Ta 5d orbitals and a higher-lying valence band derived from N 2p orbitals than the 
counterpart built from O 2p orbitals.476

 

Partial nitridation affords TaON which is also found to be active for water oxida-
tion or reduction under visible light irradiation (420 nm ≤ λ ≤ 500 nm).477–480 These 
studies employed aqueous methanol, a Ru co-catalyst (for HER) or a Ag+ electron 
acceptor for OER.477,478 The band gap of TaON was estimated to be 2.5 eV. 

Two other oxynitrides, namely LaTiO2N and Y2Ta2O5N2,483 have been reported to 
be effective for evolving H2 or O2 from H2O under visible light irradiation. The for-
mer is derived from La2Ti2O7 (see Entry 3, Table 11 for the Nb or Ta analog) by 
nitriding in NH3 atmosphere.481,482 The two structures La2Ti2O7 and LaTiO2N have 
been compared;482 the oxynitride has the same structure as a perovskite of the ABO3 
genre and is composed of a TiOxNy octahedral skeletal structure (x + y = 6). The 
band gap of LaTiO2N is estimated to be ~ 2.1 eV. Y2Ta2O5N2 is obtained by nitriding 
YTaO4 power, which in turn is synthesized via a solid-state reaction between Y2O3 
and Ta2O5.483 While the YTaO4 has a band gap of 3.8 eV, it shrinks to ~ 2.2 eV on 
nitridation to Y2Ta2O5N2.483 Water reduction and oxidation were observed under 
visible light irradiation for Y2Ta2O5N2 modified with a Pt-Ru co-catalyst.483

 

The final compound in this series is Ge3N4 which was formed by nitridation of 
GeO2 powder under atmosphere NH3 flow at elevated temperatures.484 The band gap 
of β-Ge3N4 is estimated to be ~ 3.8–3.9 eV; the RuO2-loaded material was found to 
result in overall water splitting under irradiation from a high-pressure Hg lamp.484

 

It must be borne in mind that in all the cases above where the band gap of the 
semiconductor was effectively shrunk to values in the 2.0–2.5 eV range, overall 
water splitting (that is, evolution of H2 and O2 with no sacrificial reagents) was not 
observed under visible light irradiation. This contrasts with the β-Ge3N4 case where, 
however, UV radiation had to be used. 

Other than N, sulfur is another non-metallic element that has worked for sensitiz-
ing TiO2 to visible light (Table 6). Thus oxysulfides have been examined as potential 
photocatalysts for water splitting. Two sets of studies on Sm2Ti2S2O5 and Ln2Ti2S2O5 
(Ln = Pr, Nd, Sm, Gd, Tb, Dy, Ho and Er) have been reported from a photocatalytic 
water splitting perspective.484,485 The samarium compound was prepared by heating a 
mixture of Sm2S3, Sm2O3 and TiO2 in sealed tubes at elevated temperatures.484 This 
compound has the same structure as the Ruddlesden-Popper type layered perovskites 
(see Section 6.7 this Chapter). This material, with a band gap of ~ 2 eV, evolves H2 
in the presence of Ag+ and O2 in the presence of Na2S, Na2SO3 or methanol under 
visible light irradiation (λ ≤ 650 nm).485

 

The other lanthanide compounds in this series were prepared either by a similar 
method as above or alternately by a polymerized complex method using Ti(OiPr)4 
and Ln(NO3)•6H2O to yield the lanthanoid titanate precursor which was subsequent-
ly sulfided in a flowing H2S atmosphere.485 The Sm2Ti2S2O5 compound was  
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found to have the highest activity amongst all the homologues tested. The band gaps 
vary from a low value of 1.94 eV (Er compound) to 2.13 eV (for the Sm compound). 

8 Metal Chalcogenide Semiconductors 

8.1 Cadmium Sulfide 

Like TiO2 in the case of oxide semiconductors, CdS is the prototype of compound 
semiconductors containing a chalcogen (S, Se or Te). Next to TiO2, CdS is perhaps 
the most extensively studied from a photocatalytic water splitting perspective, par-
ticularly in powdered form in aqueous dispersions. Table 13 contains a chronological 
listing of representative studies that have appeared on CdS dating back to ~ 1960––
well before when the first studies on TiO2 had begun to appear. The energy band gap 
of CdS is 2.42 eV and being lower than that of TiO2, this material can harness a more 
sizeable fraction of the solar spectrum. On the other hand, CdS is prone to photocor-
rosion (see Refs. 89, 151–153, 155, 179, 180, 509) unlike TiO2. Given this, the 
claims in Ref. 493 (see Entry 8 in Table 13) are rather surprising although the kinet-
ics of hole transfer to RuO2 in ultrafine CdS particles may be fast enough so that the 
photogenerated holes are intercepted (by electron donors or co-catalysts) before they 
attack the CdS lattice itself. Thus CdS has been more extensively used to photocata-
lytically evolve H2 from water in the presence of an electron donor such as cysteine, 
EDTA, sulfide or sulfite species (see Table 13). In particular, H2 generation from an 
aqueous medium containing H2S has particular appeal because H2S is produced in 
large quantities as an undesirable by-product in coal- and petroleum-related indus-
tries.496 Similarly, sulfite is a pollutant and thus photooxidation of sulfite (to  
sulfate) and co-generation of H2 using CdS has a value-added benefit. Therefore, it is 
not surprising that this approach has been vigorously pursued since 1985 in several 
studies.454,511–519

 

Other aspects of studies on CdS since 1985, from a water photosplitting perspec-
tive, include visible light cleavage of water on CdS photoanodes coated with a com-
posite polymer containing either RuO2 and Ru(bpy)3

2+ 520,521 or a conducting polypyr-
role-polybithiophene co-polymer containing dispersed RuO2,155 water splitting using 
polypyrrole-coated CdS photoanodes,89,151–153 visible light photoassisted HER from 
methanol-water solutions containing mixtures of composite CdS-SiO2 particles and a 
platinized wide band gap semiconductor such as TiO2, ZnO, SnO2 or WO3,522 HER 
caused by intraparticle electron transfer from CdS to K4Nb6O17,454 and the effect of 
deposited cobalt phthalocyanine on the photocatalytic HER from mixed suspensions 
of CdS and CuxS.523 Studies524 on solid solutions of CdS and ZnS525 will be discussed 
in a later Section. We finally close this Section noting interesting effects of heat 
treatment with KCl on the efficacy of CdS powders to evolve H2 from water.515
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Table 13. Representative studies on CdS up to ~1985 on applications broadly related to the 
photosplitting of water. 

Entry  
number 

Title of article Comments Reference 

1 Becquerel Photovoltaic Effect in 
Binary Compounds.  

Appears to be the first study on the mechanism 
of the photovoltaic effect on a CdS/electrolyte 
interface. 

486 

2 Photosensitized Electrolytic  
Oxidation of Iodide Ions on  
Cadmium Sulfide Single Crystal 
Electrode. 

The stability of CdS probe under irradiation in 
an electrolyte containing iodide species.  
Rotating ring disk voltammetry was used as 
the methodology. 

487 

3 Suppression of Surface Dissolution 
of CdS Photoanode by Reducing 
Agents. 

As above but a variety of electron donors used. 
The use of sulfite for electrode stabilization 
demonstrated. 

488 

4 Photochemical Diodes. A CdS single crystal platelet used in conjunc-
tion with Pt to drive the HER from sulfide 
solutions. 

489 

5 Superoxide Generation in the  
Photolysis of Aqueous Cadmium 
Sulfide Dispersions. Detection by 
Spin Trapping. 

First of many studies examining the behavior of 
powder dispersions. Electron transfer by  
irradiation of CdS shown to occur to methyl 
viologen. The corresponding radicals observed 
only when an electron donor (EDTA) is  
simultaneously present. 

490 

6 Effect of Platinization of the  
Photoproperties of CdS Pigments 
in Dispersion. Determination of H2 
Evolution, O2 Uptake, and Electron 
Spin Resonance Spectroscopy 

As above but platinized and virgin samples 
compared. Photoinduced HER also reported. 

491 

7 Photochemical Hydrogen 
Production using Cadmium Sulfide 
Suspensions in Aerated Water 

Cysteine or EDTA used as electron donor and 
platinized samples used as in Entry 5. The H2 
yield only marginally reduced in the presence 
of O2. 

492 

8 Visible Light Induced Water  
Cleavage in CdS Dispersions 
Loaded with Pt and RuO2, Hole 
Scavenging by RuO2. 

Dual-function Pt and RuO2 loaded onto CdS for 
catalyzing HER and OER respectively. Stoi-
chiometric evolution of gases noted with no 
degradation of CdS after 60 h of irradiation. 

493 

9 H2 Production Photosensitized by 
Aqueous Semiconductor  
Dispersions. 

As in Entry 6 but a fuller study by the same 
group. 

494 

10 Photoelectrochemical Cells with 
Polycrystalline Cadmium Sulfide 
as Photoanodes 

Light induced HER driven with reductants 
(sulfide, EDTA) in a photoelectro-chemical 
cell containing three compartments. Also see 
Refs. 496 and 497 by same group. 

495 

11 The Effect of Sputtered RuO2 
Overlayers on the Photoelectro-
chemical Behavior of CdS  
Electrodes 

Instead of RuO2 co-catalyst islands, the use of 
overlayers examined to protect CdS against 
photocorrosion. See also Entry 29 in Table 2 
and Ref. 498. 

180 

12 Visible Light-Induced Formation of 
Hydrogen and Thiosulfate from 
Aqueous Sulfide/Sulfite Solutions 
in CdS Suspensions. 

Addition of sulfite shown to enhance the clea-
vage of H2S into H2 and S. See also Refs. 495–
497 and Ref. 500 for follow-up work. 

499 
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Table 13. Continuation. 

Entry  
number 

Title of article Comments Reference 

13 Light-Induced Generation of H2 at 
CdS-Monograin Membranes. 

A polyurethane film is embedded with CdS 
particles to compartmentalize HER and 
OER sites. See also text (Section 2). 

101 

14 Photocatalytic Hydrogen Production 
from Solutions of Sulfite using 
Platinized Cadmium Sulfide  
Powder 

See Entry 12 above. 501 

15 Magnetic Field Effects on Photo-
sensitized Electron Transfer  
Reactions in the Presence of TiO2 
and CdS Loaded Particles. 

No effect of magnetic field is seen up to 
4000 G. 

502 

16 Visible Light Induced Oxygen 
Evolution in Aqueous CdS  
Suspensions. 

PtCl6
2– is used as scavenger for conduction 

band electrons. The co-catalytic activity of 
Rh2O3 found to be superior to RuO2 in 
promoting OER in alkaline conditions. No 
OER observed without redox co-catalyst. 

503 

17 Visible Light Induced Hydrogen 
Production from In Situ Generated 
Colloidal Rhodium-Coated  
Cadmium Sulfide in Surfactant 
Vesicles. 

The first of a series of studies (see also Refs. 
505–507) exploring the use of vesicles and 
reverse micelles for photo-induced charge 
separation and HER. 

504 

18 Photochemical Hydrogen  
Production with Cadmium Sulfide 
Suspensions. 

Platinized powders used and HER studied in 
various irradiated solutions (S2-, SO3

2–, 
H2PO2

–). Photoetching the CdS  
microcrystals shown to significantly im-
prove the HER rate. 

508 

19 Photocorrosion by Oxygen Uptake 
in Aqueous Cadmium Sulfide 
Suspensions. 

Photo-uptake of O2 in aqueous CdS suspen-
sions loaded with RuO2 or Rh2O3 shown to 
lead to photocorrosion of CdS to CdSO4. 

509 

20 Hydrogen Production through  
Microheterogeneous Photocatalysis 
of Hydrogen Sulfide Cleavage. The 
Thiosulfate Cycle. 

Thiosulfate was efficiently generated in 
irradiated CdS dispersions containing sul-
fite and bisulfide (or sulfide) ions. The 
study focuses on CdS CB and VB processes 
involving electrons, holes and thiosulfate.  

510 

 

8.2 Other Metal Chalcogenides 

The other compounds that have been examined are compiled in Table 14. These 
materials have been studied both as photoanodes (Entries 2–4) and in powder form 
(Entries 1, 5–10). As with their oxide counterparts, the chalcogenide family is also 
rich in solid-solution chemistries and Entries 6, 7, 9 and 10 in Table 14 exemplify 
this trend. These materials are further discussed in Section 12 of this Chapter. 

Interest in d-band semiconductors derives from the fact that holes in d-bands are 
not equivalent to broken chemical bonds and thus do not constitute a primary path-
way for photocorrosion as in the case of semiconductors (e.g., CdS) with p-orbital 
derived valence bands.33,541,542 Thus MoS2,541,542 WS2,541,542 PtS2,543   RuS2 

33,532–534    
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Table 14. Metal chalcogenides (other than CdS) that have been examined as photocatalysts for 

the decomposition of water. 

Entry 
number 

Metal chalcogenide(s) Band gap energy 
eV 

Comments Reference(s) 

  1 n-ZnS     ~ 3.5–3.8a
 Ni-, Pb-, halogen- and Cu-doped 

samples also studied. 
526–534 

  2 n-CdSe         1.75 Used in bipolar configuration with 
CoS. Polymer-coated samples 
also examined. 

155, 205, 
206 

  3 n-RuS2         1.2–1.85 – 33, 532–534 

  4 n-MSe2 

(M = Mo, W) 
      ~1.0 Used in conjunction with p-InP 

photocathodes in p-n  
photoelectrolysis cells. 

204 

  5 NaInS2         2.3 Material consists of InS2
– layers. 

Evolves H2 from a sulfite me-
dium under visible light  
irradiation. 

535 

  6 AgInZn7S9         2.3 Solid solution of AgInS2 and ZnS. 
See Section 12 of this Chapter. 

536 

  7 (AgIn)xZn2(1-x)S2        2.3 (x = 0.22) As in Entry 6. See Section 12 of 
this Chapter. 

537 

  8 Cu(In,Ga)(Se,S)2         1.6–2.0 Made from electrodeposited 
Cu(In,Ca)Se2 precursors. Thin 
films characterized but HER 
efficacy not evaluated yet. 

538 

  9 ZnS-CuInS2-AgInS2         2.4 As in Entry 6 but solid solution 
also contains the copper com-
pound. See Section 12 of this 
Chapter. 

539 

10 (CuIn)xZn2(1-x)S2        2.3 (x = 0.09) Solid solution between CuInS2 and 
ZnS. See Section 12 of this 
Chapter. 

540 

aDepends on the crystallographic phase; the α phase has an Eg value of 3.8 eV and the β phase has an Eg 
value of 3.6 eV. 

 

and FeS2 
544,545 are not photooxidized to molecular sulfur under irradiation in contact 

with water. However, in the case of MoS2, WS2 and FeS2, SO4
2–does ultimately form 

(see also Entry 19, Table 13) presumably by attack of the primary oxidation products 
of water on the crystal-bound sulfur. On the other hand, RuS2 appears to be stable 
and evolves O2 (or Cl2) from aqueous electrolytes under visible or near-IR radia-
tion.533 WS2, MoS2 and PtS2 have a layer-type structure while FeS2 and RuS2 belong 
to the pyrite family.33 

9 Group III-V Compound Semiconductors 

We have already seen (see Table 4) that p-InP photocathodes are capable of evolving 
H2 from HCl or HClO4 electrolytes with very high efficiency.66,199,201 Photocathodes  
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made from p-GaInP2 (a solid solution of GaP and InP, see Section 12 of this Chapter) 
biased with a GaAs p-n junction have also evolved H2 with high efficiency.126 As 
with their chalcogenide semiconductor counterparts, Group III-V semiconductors, in 
n-type form, undergo photoanodic corrosion instead of evolving O2 under illumina-
tion in aqueous media. On the other hand, these materials are relatively more stable 
against cathodic photocorrosion and the photogenerated minority carriers (electrons) 
on the p-type semiconductor surface can be used to reduce water to H2, particularly 
in the presence of a co-catalyst such as Pt or Ru.6 The reader is referred to chapters in 
Ref. 6 that provide reviews of work up to ~ 1988 on the HER on irradiated GaS and 
InP surfaces. Table 15 provides a chronological listing of selected studies up to  
~ 1985 on Group III-V compound semiconductors that have been examined from a 
water photosplitting and H2 generation perspective. The Eg values for GaAs, GaP and 
InP are 1.43 eV, 2.25 eV and 1.30 eV respectively. 

As with the n-TiO2 and n-SrTiO3 counterparts discussed earlier in Section 6.2 of 
this Chapter (see also Ref. 407), luminescence probes have proven to be very useful 
for unraveling the mechanistic details of the cathodic processes both at n-type (e.g., 
n-GaAs)556 and p-type (e.g., p-InP)557,558 Group III-V semiconductor surfaces. Final-
ly, these   semiconductors   share  another  trend   with  those   discussed  earlier   
(metal chalcogenides) in that the majority of the studies since ~ 1990 have been 
directed at solid solutions (alloys of GaP and InP, GaAs and InAs etc.). These newer 
studies will be addressed in Section 12 of this Chapter. 

In summary, Group III-V semiconductors have several positive features that 
make them attractive for water photosplitting applications. The combination of high 
carrier mobility and an optimal band gap (particularly for many of the alloys, see 
below) coupled with reasonable photoelectrochemical stability for the p-type materi-
al under HER conditions, should inspire continuing scrutiny of Group III-V semi-
conductors. The control of surface chemistry is also particularly crucial to avoid 
problems with surface recombination. For example, the studies on p-InP photoca-
thode surfaces have shown that a (controlled) ultra-thin interfacial oxide layer is 
critical for minimizing carrier recombination at the surface.66,199,201,554

 

10 Germanium and Silicon 

Given the very high level of technological infrastructure that already exists for these 
elemental semiconductors because of microelectronics applications, it is not surpris-
ing that both these materials were examined early on in the evolution of the field of 
photoelectrolysis of water. As mentioned in an introductory paragraph, cathodic 
reduction of the Ge surface is accompanied by H2 evolution.58,559 However, we are 
not aware of studies under irradiation of Ge electrodes from a HER or OER perspec-
tive. The extreme instability of this semiconductor in aqueous media coupled with its 
low band gap (Eg = 0.66 eV) make it rather unattractive for water photosplitting 
applications. 
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Table 15. Representative studies up to ~ 1985 on Group III-V compound semiconductors from 

a water photosplitting perspective.a 

Entry 
number 

Semiconductor(s) Comments Reference(s) 

1 GaP 
(n- and p-type) 

Catalytic effect of electrodeposited metals studied. 143 

2 p-GaP Combined with either n-TiO2 or n-SrTiO3 in a twin-
photosystem configuration. 

546 

3 p-GaS, p-GaP, p-InP The current-potential behavior in acidic and alkaline media 
measured and modeled. 

221, 222 

4 p-GaP Combined with a Pt anode. A maximum energy  
conversion efficiency of 0.1% achieved with a bias  
potential of 1.3 V. 

547 

5 InP 
(both n- and p-type) 

Applicability of electrode to the photoelectrolysis of water 
explored. 

548 

6 GaAs 
(both n- and p-type) 

The HER reinvestigated. Two reduction steps identified 
and both processes assigned to conduction band electrons. 

549 

7 p-GaP, p-GaAs,  
p-InP 

Reasons for the very low efficiency for HER studied. 550 

8 p-GaP Combined with n-Fe2O3 in a monolithic configuration. 130 

9 p-InP Surface modification results in very high efficiencies for 
HER. See also Entries 1 and 3 in Table 4. 

66, 199, 201 

10 p-GaP Study addresses the large gap between the photocurrent 
onset potential and the flatband potential. 

551 

11 p-GaP, p-GaAs Large overpotential with respect to Vfb required for HER 
addressed. See also Entries 6 and 9 above. 

552 

12 p-InP HER reported to be the main photocathodic process in 1-M 
NaOH but photocorrosion found to compete with HER in 
0.5-M H2SO4. 

553 

13 p-InP Conflicting views on effect of metal islands on the  
photocathode surface. 

554, 555 

aAlso see Ref. 6. 
 
 
In contrast, Si, particularly in p-type form, has been examined for its H2 evolution 

efficacy under irradiation in several studies dating back to ~ 1976. Thus, although H2 
evolution was observed on heavily doped p-Si photocathodes in salt water, the effi-
ciency was found to be poor.560 Interestingly, this was attributed to the presence of a 
surface oxide layer (see above). Subsequent studies have all focused on catalytic 
modification of p-Si surfaces so that the HER rate is enhanced; a variety of metal 
catalysts have been examined in this regard.143,181-184,561,562 An early study also consi-
dered n-type Si as a photoanode with a protective SnO2 layer to prevent it from un-
dergoing corrosion.563 Ruthenium oxide layers have also been studied,564 this time on 
p-Si surfaces. 

One fundamental problem with Si from a water splitting perspective is its low 
band gap (1.1 eV). Thus while HER can be driven on a p-Si surface, a spontaneous  
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water decomposition device cannot be constructed. One way around it is to seek a 
photocatalysis alternative where, instead of water, aqueous ethanol is used as an 
electron donor.565 Thus the photogenerated holes are utilized to oxidize ethanol to 
CO2 with simultaneous evolution of H2. Powdered n-Si photocatalysts were used in 
this study along with polypyrrole and platinized Ag co-catalyst.565 Finally, the stabili-
ty of n-Si in aqueous media has been claimed to have been remarkably improved by 
B, Al or In doping along with surface modification with Pt or Pd islands.566

 

Tandem type hydrogenated amorphous Si (a-Si) electrodes having an [n-i-p-n-i-
p] structure and a similar tandem a-Si electrode having [n-i-p-n-i-p] layers deposited 
on p-type crystalline Si showed cathodic photocurrents accompanied by the HER.567 
These electrodes, when connected to a RuO2 counterelectrode (where OER occurred) 
caused sustained water splitting without external bias with solar-to-chemical conver-
sion efficiencies of 1.98% and 2.93%.567 

Studies on the use of Si for splitting solvents other than water (e.g., HBr, 
HI)131,203,567 will be discussed in a subsequent Section of this Chapter. 

11 Silver Halides 

The analog photography community is well-versed with the fact that silver halides 
are tunable band gap semiconductors. Thus the photoactivity of AgCl can be tuned 
from the UV into the visible light region by a process known as self-sensitization, 
which is due to the formation of Ag clusters during the photoreaction. The formation 
of these clusters introduces new levels within the forbidden gap that can now be 
populated by visible light (Fig. 7). 

The photocatalytic oxidation of water to O2 on thin nanostructured AgCl layers 
has been reported.568 In subsequent work by the same group, AgCl photoanodes have 
been combined with either p-GaInP2

569,570 or an amorphous silicon solar cell571 in the 
cathodic part of an electrochemical cell to split water. Modification of AgCl with 
gold colloids was found to enhance H2 and O2 production.571,572

 

12 Semiconductor Alloys and Mixed Oxides 

12.1 Semiconductor Composites 

The distinction between the two classes of materials considered in this Section per-
tains to the presence or absence of mixing at the molecular level. Thus in alloys, 
solid solutions of two or more semiconductors are formed where the lattice sites are 
interspersed with the alloy components. Semiconductor alloys, unlike their metallic 
counterparts, have a much more recent history and their development driver has been 
mainly optoelectronic (e.g., solid-state laser) applications. In mixed semiconductor 
composites, on the other hand, the semiconductor particles are in electronic contact 
but the composite components do not undergo mixing at the molecular level. 
 
 



               Hydrogen Generation from Irradiated Semiconductor-Liquid Interfaces 209
 

 
 

Fig. 7. Energy level scheme for the photoassisted OER from water using AgCl layers after 
initial self-sensitization to generate Ag clusters. 

In the case of alloys, we will consider, in turn, metal oxides, metal chalcogenides 
and, finally, Group III-V semiconductors. We have seen earlier (Sections 6.3 and 7) 
how non-metallic elements such as F, N and S can alloy with the metal oxide lattice, 
these species occupying anion sites within the host framework. The corresponding 
oxyfluoride, oxynitride and oxysulfide compounds are thus generated (Section 7). 

Other solid-solutions involving oxide semiconductors that have been examined 
include TiO2-MnO2,80 ZnO-CdO,80 TiO2-MO2 (M = Nb, Ta),573 TiO2-In2O3,107 TiO2-
V2O5,106 and Fe2O3-Nb2O5.80 Tungsten-based mixed-metal oxides, WnOmMx (M = Ni, 
Co, Cu, Zn, Pt, Ru, Rh, Pd and Ag) have been prepared using electrosynthesis and 
high-throughput (combinatorial) screening,574 but it is not clear how many of these 
compounds are true alloys (rather than mixtures). An interesting oxide alloy with 
lamellar structure, In2O3(ZnO)m, has been reported575 with photocatalytic activity for 
HER from an aqueous methanol and OER from an aqueous AgNO3 solution. This 
alloy consists of layers of wurtzite-type ZnO slabs interspersed with InO3 lamella; 
the band gaps of In2O3(ZnO)3 and In2O3(ZnO)9 are 2.6 eV and 2.7 eV, respectively.575

 

We have seen several examples of solid solutions or alloys involving metal chal-
cogenides (see Table 4, Entries 6–10). Other widely studied systems include 
CdSxSe1-x and CdxZn1-xS, involving, respectively, substitution in the anion and cation 
sub-lattices. The latter has been especially examined from a water photosplitting 
perspective (see for example, Refs. 524 and 576). 

Amongst the Group III-V semiconductor alloys, AlxGa1-xAs and GaxIn1-xP have 
been most widely studied. In particular, the alloy composites Al0.4Ga0.6As and 
Ga0.5In0.5P (or equivalently, GaInP2) have band gap values of 1.9 eV—close to the 
ideal value in terms of photoelectrolysis applications (see above). Further, both these  
alloys are lattice-matched to GaAs, allowing for epitaxial growth on this substrate. 
However, the growth of high-quality, oxygen-free AlGaAs and the fabrication of a 
high conductance cell interconnect have plagued this alloy material.577 It must be 
noted that tandem, monolithic GaInP/GaAs solar cells have yielded very high effi-
ciencies in the 27.3%–29.5% range.577,578
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The photoelectrochemical stability of p-GaInP2 has been studied in three different 
electrolytes of varying pH.579 Tandem cells consisting of a GaInP2 homojunction 
grown epitaxially on a GaAs homojunction with a GaAs tunnel-diode interconnect, 
were utilized to photoelectrochemically split water.126–128 Subsequent work by the 
same group modified this hybrid electrode structure with an additional top layer of p-
GaInP2.128 To quantify the efficiency gains from a photoelectrolysis system, an inte-
grated photovoltaic cell/electrolysis system was deployed by this group using a 
GaInP2/GaAs multi-junction cell.125 Finally, a less expensive alternative for fabricat-
ing GaInP2/GaAs junctions was explored using a combined close-spaced vapor 
transport/liquid-phase epitaxy; arrays of mesas of GaInP2/GaAs were selectively 
grown on Si substrates.580

 

Much less work has appeared on AlGaAs alloys. A bipolar electrode configura-
tion of Al0.15Ga0.85As (Eg = 1.6 eV) and Si was used in conjunction with OER and 
HER co-catalysts, RuO2 and Pt, respectively, to drive water photosplitting at 18.3% 
conversion efficiency.209 Clearly, among all the photoelectrode materials discussed 
up till now, the Group III-V compounds, namely, InP and the alloyed materials, have 
yielded the most impressive results. 

The incentive for using mixed semiconductors derives from the possibility of se-
curing interparticle electron transfer and thus mitigate carrier recombination. For 
example, the conduction band of WO3 lies at a lower energy (relative to the vacuum 
reference level) than TiO2.581,582 Thus, in a TiO2-WO3 composite, the photogenerated 
electrons in TiO2 are driven to WO3 before they have an opportunity to recombine 
with the holes in the TiO2 particle. Other examples illustrative of this approach were 
discussed earlier in this Chapter and include CdS-TiO2

583 and CdS-K4Nb6O17.454 
Other examples of mixed semiconductors include TiO2-LaCrO3,200 CdS-LaCrO3,436 
Fe2O3-TiO2,584 and Cu2O-TiO2.585 However, not all these composites have been ex-
amined from a water photosplitting perspective. Note that a bilayer configuration of 
the two semiconductors is not fundamentally different (at least from an electron 
transfer perspective) than a suspension containing mixed semiconductor particles 
(composites) in electronic contact. 

Closely related is the so-called photochemical diode,489 consisting of either a 
metal/ semiconductor Schottky barrier or a p-n junction, which generates the voltage 
needed on illumination, to split water. Photochemical diodes are discussed along 
with other twin-photosystem configurations in the next Section. 

13 Photochemical Diodes and Twin-Photosystem Configurations 
for Water Splitting 

As mentioned earlier, photochemical diodes489 can be either of the Schottky type, 
involving a metal and a semiconductor, or a p-n junction type, involving two semi- 
conductors (which can be the same, i.e., a homojunction or different, a heterojunc-
tion). Only the latter type is considered in this Section involving two irradiated semi-
conductor/ electrolyte interfaces. Thus n-TiO2 and p-GaP crystal wafers were bonded 
together (through the rear Ohmic contacts) with conductive Ag epoxy cement.489 The 
resultant heterotype p-n photochemical diode was suspended in an acidic aqueous 
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medium and irradiated with simulated sunlight. Evolution of H2 and O2 was noted, 
albeit at a very slow rate.489

 

This type of device has been contrasted489 with a series connection of a photovol-
taic p-n junction solar cell and a water electrolyzer. Unlike the latter which is a ma-
jority carrier system (i.e., the n-side of the junction is the cathode and the p-side 
becomes the anode), in a photochemical diode, minority carriers (holes for the n-type 
and electrons for the p-type) are injected into the electrolyte. This distinction trans-
lates to certain advantages in terms of the overall energetics of the solar energy con-
version system (see Ref. 489). 

Since this original work in 1977, another study has appeared combining p-GaP 
and n-Fe2O3.130 Co-catalysts (RuO2 on the n-Fe2O3 surface and Pt on the p-GaP sur-
face) several to enhance H2 and O2 evolution from seawater.130 In a broad sense, 
arrays of p-n diodes that are embedded in glass and used for the splitting of HBr,131 
and the semiconductor/redox electrolyte/ semiconductor photoelectrode configura-
tion,586 may be regarded as extensions of the photochemical diode approach. These 
devices are discussed in the next Section. 

The p-n photoelectrolysis approach,60 on the other hand, simply combines a  
n-type semiconductor photoanode and a p-type semiconductor photocathode in an 
electrolysis  cell  (Fig. 2c).  The pros  and  cons  of  this  twin-photosystem  approach 
(which mimicks plant photosynthesis) were enumerated earlier in this Chapter (see 
Section 2). Table 16 provides a compilation of the semiconductor photocathode and 
photoanode combinations that have been examined. Reference 67 may also be con-
sulted in this regard for combinations involving n-WSe2, n-MoSe2, n-WS2, n-TiO2, p-
InP, p-GaP and p-Si semiconductor electrodes. 

14 Other Miscellaneous Approaches and Hydrogen Generation 
from Media Other than Water 

Many of the examples of configurations discussed earlier included bipolar, monolith-
ic structures, involving also in some cases a p-n junction biasing a top photocathode 
on which the HER occurred (see for example, Refs. 125-128). In another study, 
heavy doping with acceptor impurities introduced p+ regions on a n-Si wafer and 
these p-n junctions in turn (modified with either Pt or Pd islands) were used to drive 
the photoelectrolysis of HI to H2 and I2.203 An interesting hybrid configuration in-
volves a AgCl photoanode operated in conjunction with a Pt cathode.571 The latter, 
however, was biased with an amorphous Si solar cell; the AgCl photoanode and the 
a-Si:H solar cell were simultaneously illuminated.571 This particular device addition-
ally had a chemical bias from a pH gradient between the cell compartments amount-
ing to 0.21 V. Finally, a triple junction p-i-n a-Si has been used to bias a Pt cathode 
in  an integrated  (monolithic)  photovoltaic  cell-electrolysis system.125 Other studies 
combining amorphous Si and photoelectrochemical devices for water splitting have 
been described.212,589

 

 In another interesting variant drawn from early work,586 a semiconductor/redox 
electrolyte/semiconductor (SES) configuration was deployed as a photoanode. Thus 
this SES structure consisted of single crystal wafers of  n-CdS and n-TiO2  separated 
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Table 16. Photoelectrolysis cells using n-type semiconductor photoanodes and p-type semi-
conductor photocathodes. 

Entry 
number 

Photoanode Photocathode Comments Reference 

1 n-TiO2 p-GaP Either 1 N H2SO4 or 1-N NaOH was em-
ployed as electrolyte. The photo-voltage was 
0.58 V for the acid and 0.40 V for the base. 
Deterioration of the cell performance noted. 

227 

2 n-GaP p-GaP Photocorrosion of the anode surface noted. 60 

3 n-TiO2 p-GaP Water splitting noted without need for exter-
nal bias. See also Entry 1 on the same system. 

60 

4 n-TiO2 p-CdTe – 546 

5 n-TiO2 p-GaP – 546 

6 n-SrTiO3 p-CdTe – 546 

7 n-SrTiO3 p-GaP Best performance among the four combina-
tions tested. (See Entries 4-6 above.) 

546 

8 n-WSe2 p-WSe2 Combination used to split HI into H2 and I2. 587 

9 n-MSe2 

(M = Mo or W) 
p-InP Combination used to split HBr or HI with 

high efficiency. See also Entry 6 in Table 4. 
204 

10 n-GaAs p-InP – 588 
 

 
by a thin layer of NaOH, sodium sulfide and sulfur. The inside wall of TiO2 was 
coated with Pd to mediate electron transfer between n-TiO2 and the sulfide-
polysulfide redox electrolyte. It was shown586 that the SES photoanode operated in 
conjunction with a Pt counterelectrode and 1-M NaOH electrolyte could evolve H2 
and O2 without external bias. The OER occurs on the n-TiO2 surface and HER occurs 
on the Pt counterelectrode surface. 

Technologically, perhaps the most highly developed hybrid system involves the 
use of coupled p-n Si junctions to drive the photoelectrolysis of HBr.131,590 In this 
approach, small (0.2 mm diameter) Si spheres (a waste product from the microelec-
tronics industry) are embedded in glass and backed by a conductive matrix to form 
arrays in contact with the HBr solution. Thus n-Si on p-Si surfaces form photoca-
thodes and the reverse p-Si on n-Si surfaces become photoanodes. The two inverted 
junctions are electronically coupled and the Si microsphere surfaces are also coated 
with an ultrathin noble metal layer (acting both as a co-catalyst and a corrosion-
protective coating). Each of the junctions produce a photovoltage of ~ 0.55 V so that 
the total open-circuit voltage of a coupled junction pair is ~ 1.1 V—sufficient to 
decompose HBr to H2 and Br2. The combination of some of the handicaps with this 
system (e.g., use of a highly corrosive HBr electrolyte) and an unfavorable energy 
climate, conspired to effectively douse commercial interest in this system. 

We have seen several examples above for H2 generation from solvents other than 
water, namely H2S, HBr and HI. In the case of H2S, the main incentive derives from 
the fact (as noted earlier) that it is a waste byproduct. On the other hand, the oxida-
tion half-reactions in HBr and HI are kinetically less challenging than the 4e− oxida-
tion of water to O2. This fact coupled with the lower decomposition voltages of HBr 
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and HI relative to water, have instigated the evaluation of these alternative solvents 
to H2O for H2 generation. 

15 Concluding Remarks 

The use of irradiated semiconductor-liquid interfaces for hydrogen generation is now 
a mature field of research. Indeed, impressive results have been obtained at the la-
boratory scale over the past three decades and a myriad of new semiconductor mate-
rials have been discovered. On the other hand, much needs to be done to improve the 
H2 generation efficiencies. The photoelectrolysis process must be engineered and 
scaled up for routine practical use. In this regard, oxide and chalcogenide semicon-
ductors appear to be particularly promising, especially from a process economics 
perspective. While interesting chemistry, physics, and materials science discoveries 
will continue to push this field forward, in the author's crystal ball, two types of 
R&D will be crucial: the use of combinatorial, high throughput methods for photoca-
talyst development368,574 and innovations in reactor/process engineering once effi-
ciencies at the laboratory scale have been optimized at a routinely-attainable ~ 10% 
benchmark. Only then will the long sought after goal of efficiently making H2 from 
sunlight and water using inexpensive and stable semiconductors be realized. 
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1 Introduction 

Oxygenic photosynthetic microbes such as green algae and cyanobacteria normally 
absorb sunlight and store the energy in the form of polysaccharides such as starch (in 
green algae) or glycogen (in cyanobacteria). These storage biomolecules are mobi-
lized, as required, to produce the energy needed to drive microbial metabolism. The 
conversion of light energy into chemical potential, “the light reactions of photosyn-
thesis”, is well described and has been reviewed recently (cf. Ref. 32,132,184, and 
references therein). Under certain conditions65,84,85,159,164,168,249,263,265 these microbes can 
use the energy from sunlight to produce H2 gas instead of fixing carbon, and thus are 
at least partially able to sustain growth and cellular repair function although at lower 
than normal levels for up to several days.65 However, H2 production is not the normal 
function of algal and cyanobacterial photosynthesis. Indeed, the H2-producing en-
zymes are not even synthesized under normal growth conditions (with the exception 
of some cyanobacteria), and their genes are only expressed following exposure to 
specific environmental conditions.11,68,102,255 Nevertheless, it is this type of biological 
function that offers the potential to efficiently generate renewable H2 in direct light 
conversion processes.  

The photobiological production of H2 by oxygenic, photosynthetic organisms oc-
curs in four major sequential steps:  

1. light absorption and transfer of excitation energy to reaction center (RC) mo-
lecules;  

2. charge separation by the RCs, electron extraction from water, and charge 
equilibration between the photosystems;  
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3. transfer of low potential (high energy) electrons to intermediate acceptors 
such as ferredoxin or some combination of an organic carrier and ferredoxin; 
and  

4. H2 gas release associated with nitrogenase or hydrogenase enzymes.  

The overall light-conversion efficiency of the process is determined mainly by 
the absorption spectrum of the organism, the amount of that energy delivered to the 
H2-producing enzyme, and the energetic requirements of the enzyme catalyzing the 
H2-evolving step. The purpose of Sections 2 and 3 is to show how green algae and 
cyanobacteria approach each step and how the process might be mobilized to pro-
duce useful amounts of H2. Section 4 will discuss other types of biohydrogen sys-
tems, Section 5 will examine the major current scientific issues preventing applica-
tion of photobiological H2-production technology, and Section 6 will outline some 
future directions. 

2 Green Algae 

2.1 Mechanism of Hydrogen Production 

Photosynthesis in green algae takes place in cellular organelles known as chlorop-
lasts, which contain an array of thylakoid membrane vesicles forming both stacked 
and unstacked regions.28 The thylakoid membranes bind many of the electron trans-
port components of photosynthesis, and their arrangement in a vesicular structure 
defines an inside (lumenal space) and an outside (stromal region).28 The light reac-
tions of photosynthesis in plants, algae, and cyanobacteria are organized according to 
the so-called Z-scheme189 depicted schematically in Fig. 1. The antenna chlorophyll 
(Chl) molecules absorb sunlight and funnel the energy to the RC complexes of two 
sequential photosystems, called photosystem II (PSII) and photosystem I (PSI). This 
process drives light-induced, charge-separation reactions in both RCs. The resultant 
chemical potential generated in PSII is coupled to a series of electron transfer steps 
that use four photons to generate one O2 molecule, four protons, and four electrons 
per two H2O molecules as indicated in Eq. 1.  

The electrons and protons derived from water are normally used to fix CO2 and 
produce sugars using the Benson-Calvin Cycle (Fig 1). However, under certain con-
ditions, electrons on the reducing side of PSI can be diverted at the level of ferredox-
in (Fd) to another pathway (Fig 1), employing an [FeFe]-hydrogenase (H2ase) to 
evolve H2 gas. During photosynthetic H2 production, two protons and two electrons 
are recombined in a reaction catalyzed by the hydrogenase enzyme to yield one H2 
molecule (Eq. 2). The overall balanced reaction, combining Eqs. 1 and 2, uses eight 
photons (Eq. 3) because two light reactions (both PSII and PSI) are involved. Thus, 
the overall quantum yield of hydrogenase-catalyzed photosynthetic H2 production on 
a per-absorbed photon basis is 25%, however, the maximum theoretical solar conver-
sion efficiency to H2 on an energy basis is only about 13% (see below). 

   2 H2O + 4 photons = 4 H+ + 4e– + O2     (1) 
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Fig. 1. Abbreviated Z-scheme for the light reactions of oxygenic photosynthesis showing 
electron transport pathways to carbon fixation and hydrogen production. 

     2 H+ + 2e– + 2 photons = H2     (2) 

    2 H2O + 8 photons = O2 + 2H2     (3) 

The absorption spectrum of green algae closely resembles that of plants, since 
they contain the same types of light-absorbing antenna pigments (mainly Chls and 
carotenoids). As a result, these organisms can absorb at maximum about 43–45% of 
the incident solar irradiation, with an average energy content of 2.25 electron volts 
(eV)/photon (between 400 and 700 nm).28 After light absorbed by the antenna pig-
ments is transferred as excitation energy to one of the two specialized RC Chl-
protein complexes, the RCs convert the energy into chemical potential, in the form of 
a charge-separated state. In PSII, this state corresponds to P680+Pheo– (Fig. 2), where 
P680+ is the oxidized form of a Chl monomer (previously P680 was identified as a 
dimer) and Pheo– is the reduced state of the primary electron acceptor, pheophytin. 
In PSI, the initial charge-separated state is P700+A0

– (Fig. 2), where P700+ is the 
oxidized form of a Chl dimer, and A0

–, the reduced electron acceptor, is a Chl mo-
nomer. All the co-factors involved in charge separation are bound to proteins that 
comprise the PSII and PSI RC complexes (Figs. 1 and 2).  

The amount of energy stored in each of these two initial charge-separated states 
(i.e., their band gaps) is about 1.8 V for PSII and 1.5 V for PSI, and this represents 
about 71% of the absorbed light energy.189 Moreover, as shown in Figure 2, the band 
gap of 1.8 eV associated with PSII straddles the energy bands of both the water oxi-
dation (O2 evolution) and water reduction (H2 production) processes, suggesting that 
PSII itself has the potential to directly oxidize water molecules to O2 and reduce 
protons to H2.  However,  the initial  charge-separated  states in  PSII and PSI are not 
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Fig. 2. Energy levels of the charge-separted states of Photosystems I and II (PSI and PSII). 

stable, and quickly recombine (half-lives in the nanosecond time domain)28 unless 
the negative charges are rapidly transferred down the chains of electron acceptors, 
and the positive charges filled by electrons from donor molecules. In PSII, P680+ is 
ultimately re-reduced by electrons extracted from water molecules (redox midpoint 
potential, + 0.815 eV), and the negative charge at Pheo– is shuttled via several plas-
toquinone (PQ) molecules through the cytochrome b6/f protein complex to plasto-
cyanin, where it re-reduces the PSI electron donor, P700+ (Figs. 1 and 2). The nega-
tive charge in A0

– at PSI, on the other hand, is transferred through several FeS 
centers to a soluble ferredoxin molecule (redox midpoint potential, – 0.45 eV). The 
resulting stable effective charge-separated state, O2 and Fd– has a band gap of 1.26 
eV, having absorbed 2 x 2.25 eV photons per electron transferred. This yields an 
energy conversion efficiency of only about 30% on a per absorbed photon basis. It is 
noteworthy that the loss of efficiency (from 71% to 30%), utilizing two light reac-
tions is a trade-off between high efficiency and high product stability. 

The light-catalyzed oxidation of water by the PSII RC complex yields three 
products, O2, electrons, and protons (Fig. 1). Oxygen gas diffuses out of the cells 
while the protons accumulate in the lumenal space, since the latter cannot cross the 
lipophilic thylakoid membranes. During electron transfer from PSII to PSI, two elec-
trons, coupled with two protons, are transported from the stromal side (outside) of 
the thylakoid membrane to the lumen (inside). This also contributes to the accumula-
tion of a proton gradient across the membrane. The proton gradient creates a proton- 
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Fig. 3. Maximum theoretical photosynthetic light conversion efficiency of water to H2 using 
sunlight. The arrows indicate efficiency losses at various stages after photosynthesis starts, and 

the remaining efficiency at each stage is indicated as a percentage. 

motive force across the thylakoid membrane that drives the synthesis of ATP, a 
molecule that stores the energy from absorbed sunlight in the form of a stable, high-
energy (7 kcal/mol) phosphate bond. The synthesis of ATP is catalyzed by an AT-
Pase, a trans-membrane protein complex that links the dissipation of the proton gra-
dient to the phosphorylation of ADP (see Fig. 1).  
 Although hydrogenase-linked H2 production does not require ATP utilization, 
normal aerobic fixation of atmospheric CO2 does. As will be discussed below, when 
CO2 fixation does not occur (as is the case under anaerobic, sulfur-deprived condi-
tions), the accumulation of ATP molecules in the stroma inhibits ATPase function. 
This results in the non-dissipation of the proton gradient and causes the build-up of 
the proton-motive force. It has been shown that, under these conditions, photo-
synthetic electron transport is down-regulated9.17 and consequently reductant is not 
available for efficiently producing H2.140 

2.2 Hydrogenase-Catalyzed H2 Production 

The last step in the photosynthetic algal H2 production process occurs with the se-
quential transfer of two negative charges from reduced ferredoxin to a soluble 
[FeFe]-hydrogenase,98,216 which is almost isoenergetic (ΔEh = – 0.020)11 with ferre-
doxin. The reduction of protons to H2 gas, catalyzed by the hydrogenase enzyme, is 
facilitated by the rapid diffusion of H2 gas produced in the cells out of the hydroge-
nase catalytic site and into the extracellular medium,51 and by the continuous reduc-
tion of ferredoxin coupled to the light reactions of photosynthesis. Both drive the 
process away from equilibrium and increase the rate of H2 production. As expected, 
continuous removal of product (by purging with a neutral gas, for instance) also 
increases the rate of H2 production by reducing product inhibition.84,85  

Besides water oxidation, endogenous substrate (such as starch) catabolism can al-
so  generate  reductants  for the algal photosynthetic  electron transport chain at the  
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Fig. 4. Schematic diagram of the catalytic H-cluster of an [FeFe]-hydrogenase. 

level of the plastoquinone pool101,131,280 through the NAD(P)H/plastoquinone oxido-
reductase pathway (see Fig. 1; arrow from starch to the PQ-pool). The relative con-
tribution of  water oxidation  and substrate  degradation may  vary  according to the 
light intensity and other environmental parameters,137 reflecting the varying amounts 
of O2 being evolved by PSII.  

Figure 3 summarizes the maximum theoretical efficiencies of each step in the 
photosynthetic production of H2 by green algae, and provides the rationale for further 
developing green algal photobiological systems.  

2.3 [FeFe]–hydrogenases 

Algal hydrogenases belong to the class of [FeFe]-hydrogenases, characterized by the 
presence of an H-cluster at their catalytic centers.2b,255  As shown in Fig. 4,  H-
clusters are unique structures, consisting of a 4Fe4S center bridged by a cysteine 
residue to a 2Fe2S cluster. The latter is stabilized by CO and CN ligands,194 and by 
an uncharacterized dithiolate bridge between the irons of the 2Fe2S cluster (Y in Fig. 
4)243 Both propanedithiol and a dithiomethylamine structures have been postulated, 
based on crystallographic data181 and on theoretical calculations.182 Inorganic chemi-
stry supports the idea of an N-protonated derivative.143 The H-cluster structure en-
dows [FeFe]-hydrogenases with the fastest catalytic turnover number of all hydroge-
nases, but algal enzymes are also extremely sensitive to O2 inactivation.2b  The latter 
occurs by the irreversible binding and oxidation of the distal iron in the 2Fe2S clus-
ter by O2.70 Interestingly, the same Fe atom also binds CO, but in a reversible man-
ner.70 Recent work from our laboratory199 demonstrated that the assembly of the H-
cluster is a unique process, unlike that of the normal assembly process of 4Fe4S 
centers or that of the metallo-center in [NiFe]-hydrogenases (see Section 3.3). H-
cluster assembly requires the function of the S-adenosylmethionine (SAM)-like235 
algal proteins, HydEF and HydG,199 which have homologous genes in all known 
organisms that contain [FeFe]-hydrogenases. These proteins act through the interme-
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diate formation of radicals, although the exact reaction mechanism and intermediates 
in the assembly of FeFe hydrogenases have not as yet been determined.  [FeFe]-
hydrogenases  are  also  found  in  strictly  anaerobic  bacteria such as Clostridia and 
Desulfovibria,255,281 thermophiles such as Thermatoga maritima,253 in the hydrogeno-
somes of protists such as Trichomonas vaginalis,40 and in fungi.260 In almost all cas-
es, [FeFe]-hydrogenases are H2-producing enzymes, although H2-oxidizing [FeFe]-
hydrogenases have been described in Desulfovibrio vulgaris.2b Two algal [FeFe]-
hydrogenase genes(and, in many cases, the two corresponding proteins) have been 
identified in a number of green algae such as Chlamydomonas reinhardtii,68,102 Sce-
nedesmus obliquus,67,269 Chlorella fusca,266 and Chlamydomonas moewusii.267 More-
over, H2-production activity has been reported in the green alga, Platymonas subcor-
diformis,86 thirty other genera of green algae, two species of yellow-green algae, and 
one species of diatom.31,35,32 Although it is not clear what specific role each hydroge-
nase plays in these organisms, both enzymes in C. reinhardtii produce H2 in vitro, 
when reduced mediators are used.51,126 

Besides being inactivated by O2,74,99,216 algal [FeFe]-hydrogenases are also inhi-
bited transcriptionally in the presence of O2.68,102 Under aerobic conditions, the hy-
drogenase genes are not transcribed (they are turned OFF), but a short exposure to 
anaerobic conditions, either in the light or in the dark, induces their transcription 
(they are turned ON). Research is underway to determine the mechanism of algal 
gene expression, in order to allow researchers to turn the genes ON or OFF at will. 
Work in our laboratory has demonstrated two complementary types of [FeFe]-
hydrogenase regulatory activity in C. reinhardtii.201 First, regulation of H2-
production activity was shown to occur at the transcriptional level,200 possibly mod-
ulated by the energy state of the cells. Second, H2-production activity was also 
shown to depend on the expression of 2 genes, encoding for proteins required for the 
assembly of an active hydrogenase.199 The identification of the assembly or matura-
tion genes for [FeFe]-hydrogenases also allowed us to produce active enzyme hetero-
logously in organisms that contain only NiFe-hydrogenases, by co-expressing the 
hydrogenase structural gene with its maturation genes.126,199   

3 Cyanobacteria 

3.1 Mechanisms of Hydrogen Production  

Cyanobacteria, previously known as blue-green algae, appeared in the fossil record 
about 2.8 to 3.5-billions years ago during the Proterozoic era of the Precambrian 
period.81 They are true prokaryotes, belong to the Bacteria domain, and as such do 
not contain a separate organelle where oxygenic photosynthesis takes place. Instead, 
cyanobacterial photosynthesis takes place on the intra-cytoplasmic membranes 
(ICM), possibly in direct contact with the cytoplasmic membranes,134,237 from which 
the biogenesis of photosynthetic RCs likely originated.273 Cyanobacteria also carry 
out oxygenic photosynthesis using two photosystems, in a manner similar to green 
algae and higher plants. In addition to photosynthesis, respiratory activity also occurs 
on the ICM223 and perhaps respiration shares some of its electron transport carriers 
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with the photosynthetic apparatus. The co-mingling of cyanobacterial electron trans-
port components in photosynthesis and respiration poses potential challenging issues 
for H2 production not observed with green algae. Many cyanobacteria can also fix 
atmospheric N2 and convert it to ammonia. Serving as the evolutionary link between 
the more primitive bacteria and the more advanced green algae and higher plants, 
cyanobacteria possess features common to both groups and are found in diverse 
ecosystems.  

The light absorbing pigments of cyanobacteria encompass a larger variety of 
forms than those found in plants and green algae, except that the hydrogenase is 
linked to NAD(P)H oxidation, and as such can more efficiently absorb incident light 
in the middle part of the visible spectrum. Besides Chls and carotenoids, cyanobacte-
ria contain major light-absorbing antenna structures called phycobilisomes. Phycobi-
lisomes are attached to the periplasmic side of the ICM37 and transfer excitation 
energy to the PSII RC in an manner similar to that of the normal plant-type antenna 
complexes.73,16 Both phycocyanin and allophycocyanin pigments absorb red light 
maximally in phycobilisomes, while phycoerythrins absorb green light, the region of 
the solar spectrum not absorbed strongly by green algae or higher plants.52   

Once absorbed by the antenna pigments, the light energy is converted into chem-
ical energy in the form of electrons, protons and ATP using the Z scheme of photo-
synthesis (Fig. 1). The actual release of H2 by cyanobacteria, in the last step of the 
process, can occur by one of two separate reactions: indirectly via an ATP-
dependent, nitrogenase-mediated reaction or directly by a hydrogenase-catalyzed 
reaction similar to that described above for green algae except that the hydrogenase 
is linked to NAD(P)H oxidation. Without the ATP-requirement, the hydrogenase 
system is two to three times more energy efficient (at least theoretically) in terms of 
light-energy conversion to H2 than the nitrogenase system. In addition, all N2-fixing 
cyanobacteria contain an H2-oxidizing uptake hydrogenases228 to recycle or recapture 
the energy in H2 to improve the efficiency of N2 fixation. Obviously, the net H2 out-
put is diminished in the presence of uptake-hydrogenase activity, the deletion of 
which leads to enhanced H2 production. The following Sections will address these 
issues in more detail. 

3.2 Hydrogenase-Catalyzed H2 Production  

A bidirectional or reversible [NiFe]-hydrogenase has been reported in both N2-fixing 
and non-N2-fixing cyanobacteria, yet its presence is not universal.240-242 Nevertheless, 
all non-N2-fixing cyanobacteria tested thus far contain the bidirectional hydroge-
nase.228 H2 evolution in the cyanobacterium, Anabaena 7120, occurs when the cells 
were illuminated with low intensity light.111 Light enhancement was very short-lived, 
and the addition of a ferredoxin antagonist lowered the H2-production activity. This 
was the first evidence suggesting that light-driven H2 evolution via a bidirectional 
hydrogenase could be linked to a photo-reduced ferredoxin, perhaps involving path-
ways and components similar to those of green algae. However, based on its high 
affinity for H2 (Km = 2.3 μM), the authors111 proposed that the physiological role of 
this hydrogenase was likely in H2 uptake. Furthermore, based on its extreme sensitiv-
ity to O2, being inactivated by levels as low as 0.1% O2,112 the bidirectional hydroge-
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nase likely functions only under anaerobic conditions. The actual role of this hydro-
genase in cyanobacteria is still being debated. Appel and coworkers12 proposed that 
the bidirectional hydrogenase in Synechocystis sp. PCC 6803 serves as an electron 
valve to dissipate low potential electrons to ensure immediate electron transport at  
the onset of photosynthesis. This was consistent with earlier evidence from Abdel-
Basset and Bader,1 who showed that a burst of H2 is seen during a dark-to-light tran-
sition and that as soon as O2 accumulated, H2 was consumed rapidly. This hydroge-
nase was also rapidly inactivated by O2.  

Despite the lack of activity in the presence of O2, the inactivation of cyanobac-
terial [NiFe]-hydrogenases by O2 is reversible. Exposure of partially purified bidirec-
tional hydrogenase from Oscillatoria limnetica to air for 50 days at 20 °C results in 
its total deactivation; however, it recovers nearly 80% of its original activity upon 
restoration of anaerobic conditions.112 Immunoblot studies demonstrated that the 
Anabaena variabilis hydrogenase protein is present under both anaerobic and aerobic 
conditions, suggesting that regulation of hydrogenase activity occurs by reactivating 
a pre-existing deactivated form of the protein when anaerobic conditions were res-
tored.233 The bidirectional hydrogenase is now believed to be a constitutively ex-
pressed enzyme commonly found in both N2-fixing and non-N2 fixing cyanobacteria, 
where it is synthesized in an inactive form even under normal O2-evolving photosyn-
thetic conditions.19,241 This is a positive feature with significant implications in solar 
biohydrogen applications since an induction phase is not necessary.  

The molecular biology of the biodirectional hydrogenases may provide additional 
insight as to their physiological function. The hydrogenase structural protein (the 
catalytic large and small subunits) are encoded by hoxYH, and the diaphorase com-
ponent (the flavo-protein subunit of the hydrogenase that interacts with 
NAD/NADH)242 is encoded by hoxEFU. The latter has a high level of homology with 
the respiratory complex I of E. coli.10,33,34,225,227 The HoxFUYH components of the 
hydrogenase display high levels of homology with those of Ralstonia eutropha, 
which is a NAD-reducing hydrogenase.225 Indeed, biochemical studies confirm the 
presence of a NAD(P)+-dependent hydrogenase activity (both H2 evolution and H2 
oxidation) in the cyanobacteria, Anacystis nidulans226 and Synechocystis sp. PCC 
6803.227 The presence of the diaphorase subunits (HoxEFU) and their homology with 
those components in respiratory complex I in E. coli implies that the cyanobacterial 
hydrogenase may play a physiological role in consuming NAD(P)H in support of 
respiration or cyclic electron transport around PSI.10,227,242 This may explain the lack 
of H2 accumulation in cyanobacteria cultured under photosynthetic conditions, in 
addition to the O2 sensitivity of the hydrogenase protein. Notably, sustained levels of 
H2 production were detected for the first time in a mutant of Synechocystis sp. PCC 
6803 defective in type I NADPH-dehydrogenase complex (NDH-1) involved in 
respiratory activity.53 Consequently, in order to realize the potential of solar H2 pro-
duction in cyanobacteria, scientific breakthroughs are essential in at least two areas: 
the development of a more O2-tolerant hydrogenase and the uncoupling of H2 pro-
duction from its oxidation via the complex-I respiratory pathway.  
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Fig. 5. Schematic diagram of the active site of the [NiFe]-hydrogenase. 

3.3 [NiFe]-Hydrogenases 

All [NiFe]-hydrogenases contain two subunits. The large catalytic subunit of the 
bidirectional hydrogenase from cyanobacteria (the hoxH gene product) has a cysteine 
motif and a stretch of 26 amino acids near the carboxyl terminus. The latter is typi-
cally involved in nickel insertion and binding.33 [NiFe]-hydrogenases from various  
microbes are highly conserved and phylogenetically distinct from the [FeFe]-
hydrogenases.255 The large catalytic subunit harbors an unusual binuclear center 
containing Fe and Ni, bridged via two cysteine residues (Fig. 5).258,259 Moreover, 
similar to  [FeFe]-hydrogenases, the Fe atom of  [NiFe]-hydrogenases is also  coordi- 
nated to toxic ligands, including one CO and two CN groups.100 These ligands likely 
stabilize the Fe ion in a lower spin state or lower redox state than otherwise possible, 
allowing more favorable binding of H2 gas or of the hydride ion.3 The small subunit 
binds one or more Fe-S clusters, with a role in transferring electrons to or accepting 
electrons from the catalytic center of the large subunit.258 

The biosynthesis of the metal center of the [NiFe]-hydrogenase requires the syn-
ergistic actions of at least seven accessory proteins. Together, they are involved in 
the insertion of nickel, and the synthesis and insertion of the CO and CN ligands into 
the active site. The maturation process (see Fig. 6 for a schematic representation of 
the process) has been elucidated through a series of mutant studies of the large sub-
unit of the hydrogenase 3 (HycE) in E. coli. The auxiliary proteins are encoded by a 
set of hyp (hydrogenase pleiotrophy) genes (hypA,B,C,D,E,F) and by the hycI gene; 
the latter controls C-terminus processing leading to a mature protein. It was sug-
gested that carbamoyl phosphate (CP) serves as the substrate for the biosynthesis of 
either the CO or the CN ligand, or both, catalyzed by the HypF enzyme.191–192 HypF 
is a carbamoyl-transferase and catalyzes the transfer of a carbamoyl moiety from CP 
to the HypE protein. This forms a HypE-thiocyanate intermediate, which ultimately 
serves as the cyanide donor to the metal center of the precursor of HycE (pre-HycE). 
The donation is assisted by a complex formation between the HypE-thiocyate and 
HypC and HypD. These latter two proteins provide a platform for supplying the 

the active site in pre-HycE.30,212  The formation of the  CO ligands to the Fe atom of 
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Fig. 6. Schematic representation of the biosynthetic pathway associated with the assembly of 
the NiFe-hydrogenase catalytic metal center. The precursor to the large subunit is represented 
by pre-HycE-Fe, and the CO (and/or CN) ligands are provided by the multi-protein complex 

formed between HypE, HypC and HypD. The source of the ligands to HypE is carbamoyl 
phosphate, and the insertion reaction is catalyzed by HypF. The Ni atom is inserted into the 

pre-HycE-Fe-CO-CN-HypC complex in a reaction catalyzed by HypA and HypB. Finally, the 
HycI endopeptidase processes the C-terminus of the pre-HycE-Fe-CO-CN-HypC complex, 

yielding the mature NiFe-hydrogenase large subunit. 

Fe(CN)2(CO) group precedes nickel insertion into the hydrogenase apoprotein. Hy-
pA cooperates with HypB in the storage of and insertion of nickel into pre-
HycE.115,151 A lesion in hypB can be complemented by high nickel ion concentration 
in the medium.119,146 HypC is also a chaperone-like protein, forming a complex with 
preHycE to keep the latter in a conformation more favorable for nickel insertion.59 
Once nickel is incorporated, HypC leaves the complex to allow for the C-terminus 
processing of pre-HycE, catalyzed by an endopeptidase encoded by hycI.25,150,217 
Nickel  insertion  is  thus  a  pre-requisite  for  the C-terminus processing to occur. C-
terminal processing, however, is not a universal phenomenon for maturation among 
all [NiFe]-hydrogenases. The H2-sensing hydrogenase in R. capsulatus and the CO-
linked hydrogenase from Rhodospirillum rubrum both lack the C-terminus exten-
sion, therefore no protease is involved in the final maturation process in these cas-
es.69,256 Figure 6 summarizes all of this information in a schematic diagram. 

Based on the assembly/maturation genes in E. coli as a model, homologous hyp-
type of genes have been discovered in other microbes containing [NiFe]-
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hydrogenases. In Ralstonia eutropha, the gene products of hypA, B, C, D, E, and F 
are involved in the maturation of its three [NiFe]-hydrogenases: a soluble NAD-
reducing hydrogenase, a membrane-bound hydrogenase linked to electron transport, 
and a H2-sensing hydrogenase. The last senses ambient H2, which leads to the ex-
pression of the other two energy-yielding hydrogenase proteins.41,58 An additional 
gene (hypX) was discovered in R. eutropha and Rhizobium leguminosarum, whose 
function is to attach an additional CN ligand to the nickel metal.29,214 Similarly, hy-
pA-F genes have been found upstream of the [NiFe]-type uptake hydrogenase in 
Nostoc sp. 73102, the assembly of which is carried out putatively by the adjacent hyp 
genes.96 Hyp genes have also been found to cluster near the genes encoding the up-
take and H2-sensing hydrogenases in the purple non-sulfur photosynthetic bacterium, 
R. capsulatus, with putative roles in assembling both [NiFe]-hydrogenases.256 

3.4 Nitrogenase-Catalyzed H2 Production  

In addition to the bi-directional hydrogenase, many cyanobacteria can produce H2 via 
the nitrogenase enzyme, the catalyst responsible for biological N2-fixation. The ni-
trogenase gene is only de-repressed in the complete absence, or in the presence of  
low amounts of fixed nitrogen nutrients such as nitrate or ammonium.112 The physio-
logical function of nitrogenases is to reduce atmospheric N2 to ammonium, which is 
then assimilated into amino acids to support cell growth. In addition to N2 reduction, 
nitrogenases also catalyze proton reduction to by-product H2 as an inherent property 
of the nitrogenase reaction. The overall process is as follows: 

 N2 + 8H+ + 8e– + 16ATP → 2NH3 + H2 + 16ADP + 16 Pi    (4) 

Hydrogen can still be produced where the normal substrate N2 is absent, and the 
enzyme is functional. Under these conditions only 4 moles of ATP are required per 
mole of H2 evolved. 

Nitrogenase-catalyzed H2 production has attracted attention in the biohydrogen 
research field because of its high rate of H2 production. However, there are some 
serious issues inherent to this enzyme. Nitrogenases are less efficient energetically 
compared to the hydrogenases in catalyzing H2 production due to their requirement 
for ATP. Since nitrogenases require two ATP molecules for each electron trans-
ferred, a minimum of four ATPs are required per mol H2 produced, provided that N2 
gas is not present.263 Nitrogenases also exhibit a very low turnover frequency (6.4 s-1) 
requiring the constant biosynthesis of very large quantities of the enzyme under low 
fixed nitrogen conditions.94,112 Cell growth is thus limited in the absence of N2 gas, 
leading to lower quantities of total H2 output due to low cell mass. This will be an 
obstacle for scale-up of H2 production in applied systems. Nevertheless, there has 
been a lot of interest around the world in developing working systems. 

Nitrogenases are also extremely labile in an O2 environment. Cyanobacteria have 
adopted two strategies to overcome the O2 sensitivity of the nitrogenase reaction, 
either temporal or spatial separation of O2 evolution and H2 production. Temporal  
separation has been achieved mainly in non-heterocystous unicellular cyanobacteria 
such as Gloeothece sp. strain ATCC 27152 and Plectonema boryanum. Nitrogen 
fixation occurs only in darkness, during which respiration of the carbohydrates, syn-
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thesized and stored during photosynthesis, decreases the ambient O2 to levels low 
enough so that nitrogenase function is not inhibited, while at the same time yielding 
enough ATP to sustain both N2 fixation and H2 production.72,165,211 Under fixed-
nitrogen-deprived conditions, spatial separation is accomplished by differentiation of 
approximately 5–10% of the filamentous cyanobacterial vegetative cells into specia-
lized cells called heterocysts.80 Lacking PSII, heterocysts perform only PSI activity 
using carbohydrate provided by the vegetative cells as electron donors. In return, the 
heterocysts provide the vegetative cells with the amino acid glutamine.112 Hetero-
cysts develop a thick cell envelope to retard diffusion of O2 diffusion into the struc-
ture, and operate with increased respiratory activities to scavenge O2.172 The respira-
tory process also supplies the heterocyst with excess ATP needed for nitrogenase  
activity. This spatial separation achieves the anaerobic conditions in a protected 
environment that allows the nitrogenase to operate even though the organism is in 
ambient air in the light. Because the nitrogenase enzyme is localized within the hete-
rocysts, strategies to increase the occurrence of heterocyst frequency should subse-
quently produce more nitrogenase for enhanced H2 production. Fortunately, the genes 
responsible for heterocyst differentiation have been identi-fied,268 so more in-depth 
understanding of the expression and interactions of these genes should lead to the 
means to alter the frequency and pattern of heterocyst differentiation. In Anabaena 
variabilis, nitrogen starvation results in the induction of two sets of nitrogenases, one 
localized in heterocysts, and the other in vegetative cells; however, the latter only 
functions under anoxic conditions.245 It is not known yet if this cyanobacterium pro-
duces greater amounts of H2 production due to the presence of the second nitroge-
nase. 

 All N2-fixing cyanobacteria examined thus far contain an H2-oxidizing uptake 
hydrogenase for energy recycling.228 This explains the lack of significant amounts of 
H2 accumulation under normal N2-fixation conditions. In filamentous cyanobacteria, 
uptake hydrogenase activity is more active in the heterocysts,62,112 although more 
recently the uptake hydrogenase gene (hupL) has also been detected in the vegetative 
cells of Nostoc muscorum, Nostoc sp. PCC 73102, and Anabaena variabilis.18 In 
order to improve overall H2 output, modification of the H2-uptake pathway is essen-
tial. Indeed, deletion of the uptake hydrogenase has resulted in a 4- to 6-fold increase 
in H2 output in Anabaena variabilis.103 Similarly, deletion of the uptake hydrogenase, 
but not its bidirectional hydrogenase,154,155 caused a 4- to 7-fold increase in H2 pro-
duction in Anabaena sp. PCC7120.  

3.5 Nitrogenases 

Nitrogenase is composed of two subunits: the MoFe protein (dinitrogenase) and the 
Fe protein (dinitrogenase reductase).91,234 The MoFe protein is a tetramer with two 
pairs of αβ-dimer configurations, encoded by the nifD and nifK genes.61,156 Each of 
the αβ pairs contain an [8Fe-7S]-metallocluster termed the P-cluster situated at the 
interface between the α and β subunits, and an iron-molybdenum cofactor  
(FeMo-co) localized on the α subunit. The Fe protein is a homodimer containing a 
single bridging [4Fe-4S] cluster at the dimer interface and two Mg-ATP-binding 
sites. After ATP hydrolysis, the Fe protein undergoes a conformational change and 
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donates electrons to the P-cluster of the MoFe protein. Specifically, the electrons are 
transferred to the FeMo-co catalytic center, the site of substrate reduction.210,218 Both 
the FeMo protein and the Fe protein are extremely sensitive to O2 inhibition.  

Mo-containing nitrogenases are the most common nitrogenases found in nature.54 
However, Bishop and co-workers26 discovered that in the absence of Mo, Azotobac-
ter vinelandii produced an alternative nitrogenase containing vanadium (V) instead 
of Mo in its active site. The V-containing nitrogenase has since been found in the 
cyanobacterium, Anabaena variabilis.124,244,245 Azotobacter vinelandii is unique in 
that it also contains a third type of nitrogenase, the Fe-only nitrogenase.47 Fe-
containing nitrogenases have since been observed in the purple non-sulfur photosyn-
thetic bacteria, Rhodobacter capsulata,82 Rhodospirillum rubrum,141 and Rhodopsu 
edomonas palustris.135 The different metal-containing nitrogenases exhibit differenc-
es in reductant distribution between the N2-reduction and proton-reduction reactions, 
and, in fact, the alternative nitrogenases produce more H2 (Eqs. 5 and 6) than does 
the MoFe enzyme (Eq. 4): 

V-nitrogenase: N2 + 12H+ +12e– + 16ATP → 2NH3 + 3H2 + 16ADP + 16 Pi   (5) 

Fe-nitrogenase: N2 + 21H+ + 21e– + 16ATP → 2NH3 + 7.5H2 + 16ADP + 16 Pi  (6) 

With the alternative nitrogenases, the cells can be cultured to higher density in N2 as 
the sole nitrogen nutrient, while still partitioning a larger portion of the reductant 
toward H2 production. This leads to an overall increase in total H2 output. Thus, in 
theory, microbes containing the V- and Fe- nitrogenases may have more potential as 
H2 producers, provided that the activity of the uptake hydrogenase is inhibited.  

4. Other Systems 

4.1 Non-Oxygenic Purple, Non-Sulfur Photosynthetic Bacteria 

With only one photosystem and the inability to split water, purple, non-sulfur photo-
synthetic bacteria must carry out anoxygenic photosynthesis using organic carbon 
compounds, sulfides or thiosulfate as electron donors. These microbes contain sever-
al types of bacteriochlorophyll and carotenoid pigments, which absorb light ranging 
from 400 nm to near 1000 nm. Purple non-sulfur photosynthetic bacteria belong to 
the family, Rhodospirillaceae, and are noted for their diverse modes of carbon and 
energy metabolism.118,193,248 Almost all of the photosynthetic bacteria examined thus 
far contain nitrogenase enzyme for biological N2 fixation.93,153,224 Similar to the sys-
tems described in Sections 3.4 and 3.5, the nitrogenase reaction in photosynthetic 
bacteria can also partition part of the reductant toward H2 production. It was first 
observed by Ormerod et al. in Rs. rubrum188 and later confirmed in Rb. capsulatus105 
that upon feeding carbon compounds from the citric acid cycle, H2 was produced 
when the ammonia nutrient was exhausted in the medium. Photosynthetic  
bacteria have the advantage that they can use many different organic acid donors, 
including acetic, butyric, lactic, propionic, and formic acids, to support H2 produc-
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tion in the light. Many of these compounds are dead-end products commonly found 
in anaerobic dark fermentation processes.64,20,129,139  

Carbon conversion efficiency is defined as the experimental number of moles of 
H2 produced per mole of carbon substrate consumed as a percentage of the theoreti-
cal maximum.129 Based on the organic acid substrate used, the theoretical maximum 
can be calculated according to the Eq. 7, assuming that all of the substrate is used for 
H2 production: 

  CxHyOz + (2x – z) H2O  (y/2 + 2x – 2) H2 + x CO2    (7) 

Using more easily metabolizable lactate or malate as the substrate, carbon conver-
sion efficiencies as high as 84% have been reported in an uptake-hydrogenase defi-
cient mutant of Rb. capsulatus,187 80% in Rs. rubrum277 and nearly 100% in Rb.  
sphaeroides.222 On the other hand, acetate and butyrate are more common organic 
acid waste byproducts of the Clostridial-type fermentation observed in microbes.43 
Carbon conversion efficiencies as high as 73% have been reported in Rhodopseudo-
monas sp. using acetate,20 and 75% in Rb. sphaeroides using butyrate, generated 
during co-culturing with Clostridium butyricum.166 Other potential carbon substrates  
are raw algal biomass116 and lignin-derived aromatic acids. The latter can be con-
verted to H2 by immobilized Rhodopseudomonas palustris with carbon conversion 
efficiency ranging from 57 to 88%.66  

Due to the carbon substrate requirement, photosynthetic bacterial systems are 
most suitable for integration into the second of a two-stage process, following a dark 
fermentation reaction. In this case the effluent from the first stage fermentation be-
comes the feedstock for the second-stage photosynthetic process, as described above.  

4.2 Mixed Light/Dark Systems  

The combination of photosynthetic starch accumulation in the light, followed by 
starch fermentation under dark, anaerobic conditions has been proposed in the past as 
an alternative method to produce H2 biologically. This system, also referred to as 
indirect biophotolysis,94 would involve only a single organism such as a green al-
ga148,164 or a combination of an alga and a photosynthetic bacterium4,149 or a fermenta-
tive94 bacterium in subsequent reactions. Such a two-stage process has been proposed 
by the Netherlands Biohydrogen Network where the H2 is produced from biomass 
utilizing both stages.48,49 Research findings from Japan reveal that the inclusion of 
both fermentative and photosynthetic bacterial stages significantly improves the H2 
molar yield when starch is used as the substrate.272 Thus, a combined process can 
significantly improve the overall H2 molar yield beyond 1–4 moles of H2 per mole of 
glucose,94 which currently limits the H2 output of dark fermentation alone. The other 
advantage of this system is that H2 photoproduction mediated by nitrogenase is not 
feedback-inhibited even by an atmosphere of 99% H2.106 However, one major poten-
tial issue lies in the low solar energy conversion efficiency to H2. Based on the theo-
retical calculations of Akkermann et al.,5 the photoconversion efficiency over the 
utilizable absorption spectrum (400–950 nm) of the photosynthetic bacteria  
is estimated to be 10%. This calculation is comparable to up to 7% that measured in 
Rb. sphaeroides.167 It is important to note that these calculations do not account for 
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the energy content of the carbon substrates that are ultimately the products of pre-
vious photosynthesis.  

The theoretical quantum efficiency of such a system would be rather low, how-
ever, if one considers that photosynthetic starch accumulation requires a minimum of 
48 quanta/mol glucose and fermentation of the starch-derived glucose presently only 
yields 2 mol of H2 per mol glucose. The overall quantum efficiency of the system 
would be 2 H2/48 absorbed quanta, or a maximum of 2% on an incident solar quan-
tum basis. The energy conversion efficiencies would be even lower. 

 The low quantum efficiency is due to the fact that fermentation of starch extracts 
only 1/6 of the energy of a glucose molecule since, in the absence of O2, the tricar-
boxylic acid (TCA) cycle and oxidative phosphorylation pathways are not active. 
The latter are responsible for extracting the remainding 5/6 of the energy from glu 
cose. Unless these pathways can be activated, the yields of fermentation will not  
increase past the above value and will, in most cases, be lower than 2%. One poten-
tial area for improvement of the H2 molar yield in dark fermentation is to knock out 
the NADH-consuming competing pathways. By blocking these pathways, which lead 
to either ethanol or lactic acid formation, Rachman205 increased the H2-molar yield 
by approximately 50% in Enterobacter aerogenes. Presumably the excess NADH  
could drive H2 production, catalyzed by the NADH-ferredoxin oxidoreduc-
tase/hydrogenase pathway, as has been seen in Clostridium cellulolyticum.88  

Two recent advances are of some note. First, there is an initial report of a co-
culture of Lactobacillus delbrueckii and an unidentified mold that produces lactate. 
Lactate is a suitable substrate for photosynthetic bacteria and such a mixed system 
yielded more than 7 H2 per glucose.15 Secondly, a recent development has resulted in 
the conversion of 1 mol of acetate to nearly 2.9 mol of H2 with an electrochemically 
assisted microbial fuel cell device under a dark, anaerobic environment.144 By apply-
ing an over-potential of 250 mV or more, acetate is oxidized at the anode resulting in 
H2 production at the cathode. This is the first report of anaerobic conversion of ace-
tate to H2 in the dark, and represents an innovative way of producing additional H2 
from waste organic acids following the darkness fermentation of sugar. This could 
potentially result in the production of nearly 12 mol of H2 from one mol of glucose 
(minus the small amount of energy in the electrochemical input), and this would 
make the process very attractive. 

4.3 Bio-Inspired Systems 

The existence of various cellular regulatory mechanisms limiting biological H2 pho-
toproduction has and will continue to encourage the search for in vitro systems with 
the capability of performing light absorption/charge-separation function as well as 
catalytic O2 and H2 production. This concept was first demonstrated in systems com-
posed of bacterial [FeFe]-hydrogenase, plant ferredoxin, and plant chloroplasts.13,22 
These initial studies identified limitations in rate of H2 production due to O2 inhibi-
tion of the reaction22,190 and to the instability of the hydrogenase preparations.22,208 

The former was circumvented temporarily by adding O2-scavengers to the sys-
tem22,109 and the latter was addressed by attempts to immobilize the en- 
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zyme.24,79,122,127 However, the systems were always too expensive and could not be 
run efficiently for more than a short period of time. 

Other approaches that are currently being pursued, involve in vitro arrangements 
of immobilized biological components that separate O2 evolution from H2 produc-
tion,264 combinations of biological and chemical components,36,57,209 and completely 
artificial systems.83,89,90,117,163,219,262 All these systems require the following compo-
nents in common: 

(a) efficient light-absorbing pigments; 
(b) a coupled, charge-separation component with a band gap larger than 1.3-eV 

straddling both the O2 and the H2 redox bands (see Fig. 2), or a sacrificial 
electron donor other than water; and 

(c) a suitable electron acceptor/catalyst for H2-generation. 

In bio-inspired systems, porphyrins, phthalocyanines, carotenoids, fullerenes and 
ruthenium bipyridyl complexes have been the most common choices for light-
harvesting and charge-separation components (photosensitizers), particularly when 
coupled to added electron donors and acceptors to stabilize the initial charge-
separated state.170 However, their band gaps are not large enough to link H2O oxida-
tion to H2 production. Sacrificial donors other than water must be utilized, instead,  
although they significantly increase the cost of the process, unless they are reduced 
waste materials.21 Similarly, in bio-inspired systems, the H2-production catalyst is 
usually a noble metal such as Pt or even a hydrogenase enzyme.220 However, there is 
growing interest in synthesizing electrocatalysts, which have hydrogenase activity 
but do not contain noble metals.14,145,239,282,283 Recently, a different system for the 
efficient transduction of light energy into a proton-motive force was successfully 
coupled to both ATP synthesis236 and to the transport of Ca+2 ions across a artificial, 
lipophilic membrane.23 Additionally, systems involving the oxidation of synthetic 
manganese complexes are under development113,114,213,238 in hopes of modeling the 
water oxidation function of PSII as well. More detailed reviews on bio-inspired sys-
tems are available elsewhere (cf. Refs. 95 and 170 and references therein). 

5  Scientific and Technical Issues 

5.1 General 

Although the potential for a highly efficient photobiological H2 system is well recog-
nized,179 several research challenges74,76,78,142,161,202 limit commercial application at this 
time. These include  

(a) the lack of continuity of H2 production in the light due to the sensitivity of 
the hydrogenase enzyme to O2, one of the obligatory products of water oxi-
dation;  

(b) competition among different metabolic pathways for photosynthetic reduc-
tants;  

(c) the down-regulation of photosynthetic electron transport in the absence of 
CO2 fixation;  
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(d) the low light-saturation properties of biological photosynthetic organisms; 
and 

(e) the high cost of photobioreactor materials and operation.  

Currently, many of these issues are being addressed by groups both in the U.S. and 
the rest of the world, and some will be discussed in the following Sections. 

5.2 Oxygen Sensitivity of [FeFe]-Hydrogenases 

The first issue, the sensitivity of the algal hydrogenase enzyme to O2, is being ad-
dressed in the U.S. using both molecular engineering and physiological approach-
es.77,231 In order to engineer increased O2 tolerance into the algal hydrogenase, re-
search has focused on restricting the accessibility of the catalytic site to O2 gas,77 

although an alternative approach would be to decrease the sensitivity of the catalytic 
site itself to O2.29 Detailed studies of potential gas diffusion pathways within the 
[FeFe]-hydrogenase protein structure, using molecular dynamics simulations, have 
been initiated to identify the most probable pathways for O2 and H2 gas diffusion.50,51 
These studies are based on the highly homologous Clostridium pasteurianum CpI 
[FeFe]-hydrogenase X-ray structure, since no structures are currently available for 
the algal hydrogenases. Interestingly, preliminary results have identified multiple  
pathways for H2 gas diffusion out of the hydrogenase’s catalytic site, while pinpoint-
ing only two major pathways for potential O2 diffusion into the catalytic site.50,51 One 
of the O2 pathways corresponds to the previously described H2-channel, proposed to 
link the catalytic site of the Desulfovibrio desulfuricans [FeFe]-hydrogenase out  of 
the enzyme.169,181 These results support a rational mutagenesis approach to prevent O2 
from reaching the enzyme’s catalytic site by judicious site-directed mutagenesis, 
since restricting O2 diffusion through the two protein channels should not significant-
ly affect H2 diffusion out to the surface of the enzyme. 

Other groups have adopted a random mutagenesis approach to solve the O2-
sensitivity problem of the hydrogenase, as well as the screening of existing culture 
collections for unusual H2-producing organisms.278 These approaches will require the 
development of high-throughput screening assays in order to handle the large num-
ber of colonies to be examined. To date, only a limited number of assays are availa-
ble, and none is appropriate yet for the level of screening that needs to be done. The 
most common assays require the use of Clark electrodes,35,74,97,215,261 a gas chromato-
graph,9,159,215 or a mass spectrograph173 to directly detect H2 gas, following illumina-
tion of anaerobically-induced organisms. It is also possible to measure the presence 
of hydrogenase activity in cell extracts by determining colorimetrically the oxidation 
of reduced methylviologen in the dark.63,102 Moreover, staining of non-denatured 
protein gels has been used to identify bands containing hydrogenase activity.98 How-
ever, the most promising assay involves the sensitization of a patented palla-
dium/tungsten oxide film by H2 evolved from algal colonies, following illumina-
tion.229,230,232 This assay, although not implemented in a high-throughput mode yet, 
was successfully used to identify O2-tolerant mutants of Chlamydomonas reinhardtii 
generated by random chemical mutagenesis231 and the [FeFe]-hydrogenase assembly 
genes from an insertional mutagenesis library.199 It has the advantage that the screen  
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is specific only for H2, a characteristic not necessarily shared by the colorimetric 
assays described above. 

The second approach to address the algal hydrogenase O2-sensitivity issue is 
based on the discovery of a physiological switch, sulfur deprivation, which down-
regulates photosynthetic O2 evolution270 to the point where the cultures become anae-
robic and express an active algal [FeFe]-hydrogenase in the light.75,159 This process, 
which has been reviewed recently,32,77,162,274 entails a complex interaction between 
fermentative, photosynthetic and respiratory pathways, and has been extensively 
studied over the last couple of years.75,78,130,131,160,162 Biochemical and physiological 
data demonstrated that, although the majority of the reductants for H2 production are 
generated by the photosynthetic water-splitting process,75,131 starch catabolism is 
required to maintain the anaerobic conditions necessary for H2-production activi-
ty.130,250,275 Additional studies provided further information on the biophysical and  
biological parameters required for optimal H2-production activity. For example, it 
was shown that sulfur deprivation can be achieved either by resuspension of the algal 
cultures in a sulfur-deprived medium or by dilution of the same cultures in sulfur-
deprived medium,136 an energy- and cost-savings measure. The effect of  

(a) the addition of limiting amounts of sulfate to the cultures during sulfur de-
privation;130,131  

(b) changes in culture cell density and age;125,130  
(c) exposure of the algal cultures to different light/dark regimes;250  
(d) different incident light intensities during the H2-production phase;92,137 and  
(e) changes in the pH of medium131  were all examined.  

An overall economic analysis of the system has also been performed,8,76 which is 
guiding the direction of research in areas that will produce cost-saving results. As a 
result, a new, lower cost, continuous H2-production system has been conceived, 
designed and tested,65 although it is still not a cost-competitive process yet. 

In order to address the low cell density issue associated with sulfur-deprived cell 
suspensions, cell immobilization strategies have been investigated. This resulted in 
an 18 times increase in the H2-production rates on a per-cell-culture volume basis 
and a 6 times longer period of H2 production by algal cultures immobilized on glass 
fibers.138 Additionally, the immobilized cultures have increased productivity (2.5 
times) on a per illuminated area basis, compared to cell suspensions. 

Finally, a nuclear gene-encoding a chloroplast envelope sulfate permease gene 
(SulP), which is responsible for delivering sulfate into the chloroplast in C. reinhard-
tii was identified.44,45 When SulP is inactivated by antisense technology, the resulting 
transformants have a phenotype similar to organisms that were continuously exposed 
to low levels of sulfate. Specifically, the cells exhibit limiting rates of O2 evolution 
per cell, very low levels of O2 in the medium, very little growth and reduced de novo 
chloroplast protein biosynthesis.45 As such, the sulP mutant might be more easily 
manipulated for use in H2-producing photobioreactors in the future.46  
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5.3 Oxygen Sensitivity of [NiFe]-Hydrogenases 

[NiFe]-hydrogenases in general exhibit higher levels of O2 tolerance, and the inacti-
vation of the [NiFe]-hydrogenase by O2 is also more reversible than that of [FeFe]-
hydrogenases.123,152,207,258 [NiFe]-hydrogenases from a number of organisms can be 
prepared under aerobic environments even though as isolated, the enzyme is in an 
inactive state. Organisms harboring this category of hydrogenase include Ralstonia 
eutropha,251 Thiocapsa reoeopersicina,207 Allochromatium vinosum,133 Methanobac-
terium thermoautotrophicum,38 Desulfovibrio vulgaris,185 and D. gigas.248 The inac-
tive enzyme can be fully reactivated by several means, including incubation in a H2 
atmosphere, addition of reducing agents such as sodium dithionite or NADH, or 
simply by evacuation to remove O2 from the gas phase.2a,204 Although the inhibition 
by O2 is reversible, there is no evidence yet as to whether the [NiFe]-hydrogenase is 
catalytically active in O2. This is due to the inclusion in the hydrogenase assay of 
reducing agents such as sodium dithionite and reduced methyl viologen, both of  
which scavenge O2 continuously. One solution to circumvent this limitation is to take 
advantage of the hydrogen-deuterium (H-D) exchange activity displayed by most 
hydrogenases, which yields HD as the end product.69,271 The isotopic exchange rate is 
comparable with the H2-production rate measured by reduced methyl viologen.157 
Since no electron mediator or reductant is involved in the exchange reaction, O2 can 
be present throughout the assay. Using this assay, the H2-sensing hydrogenase (Hu-
pUV) from Rhodobacter capsulatus was found insensitive to the simultaneous pres-
ence of O2.254 Similarly, the CO-linked, H2-evolving hydrogenase from Rubrivivax 
gelatinosus was catalytically active and retained approximately 80% and 60% of the 
H-D exchange activity in the presence of 3.3% and 13% O2, respectively.152 These 
findings are promising and provide the first evidence that certain [NiFe]-
hydrogenase can function in O2. 

When [NiFe]-hydrogenases are exposed to O2 or to an oxidative environment, an 
oxo- or a hydroxo-bridge forms between the Ni and Fe atoms. This reaction renders 
the metal cluster insensitive to further O2 inactivation.259 During activation, the addi-
tion of a reductant (H2 or sodium dithionite) chemically reduces the oxo- or hydroxo-
group to fully reconstitute its enzymatic activity.70,104 Crystal structures of the [NiFe]-
hydrogenases from both D. gigas and D. fructosovorans also reveal a hydrophobic 
cavity or gas channel extending from the active site to the surface of the pro-
teins.169,257,259 Amino acids lining this channel are highly conserved and the channel 
was postulated to serve as a pathway for H2 to diffuse in and out of the protein, or 
alternatively as a reservoir for H2 gas concentration prior to catalysis. Oxygen can 
potentially migrate through the same passage, and its actual accessibility to the cata-
lytic site may account for different degrees of O2 tolerance displayed by various 
hydrogenases. Sequence alignments of amino acid residues forming the putative gas 
channel reveal that the more O2-tolerant, H2-sensing hydrogenases, such as those 
from R. capsulatus and R. eutropha, are often lined with bulkier residues near the 
active site, presumably to block the accessibility of O2 to the NiFe center. This hypo-
thesis was recently confirmed in R. eutropha in which a widening of its putative gas 
channel via site-directed mutagenesis rendering the H2-sensing hydrogenase more 
sensitive to O2.42 Moreover, a third CN ligand, encoded by hypX, was 
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 found to coordinate to the Ni atom of the soluble [NiFe]-hydrogenase from R. eu-
tropha.29 This additional CN ligand confers improved O2 tolerance allowing this 
hydrogenase to function during aerobic cell growth, and a HypX-deficient strain 
loses its ability to oxidize H2 (linking to NAD reduction) under an aerobic environ-
ment. Together these findings and those discussed in Section 5.2 provide support for 
the validity of and strategies for engineering a more O2-tolerant hydrogenase for 
potential biotechnological applications. 

5.4 Competition between Different Pathways for Photosynthetic 
Reductants  

A key intermediate electron transport carrier on the reducing side of PSI in green 
algae and cyanobacteria is the FeS-containing ferredoxin (see Fd in Fig. 1). Ferre-
doxin is a soluble protein that competitively interacts with an array of different en-
zymes (cf. Ref. 128 and references therein) including:  

(a) ferredoxin-NADPH oxidoreductase (FNR);  
(b) ferredoxin-thioredoxin oxidoreductase (FTR);  
(c) ferredoxin nitrite and sulfite reductases;  
(d) glutamate synthase; and  
(e) hydrogenases.  

The first pathway is prevalent during normal, aerobic photosynthesis that generates 
NADPH required for CO2 fixation (see Fig. 1). The affinity of ferredoxin for FNR in  
C. reinhardtii is very high and on the order of 0.4 μM.120 The second pathway is 
responsible for the reduction of thioredoxins m and f in the chloroplast stroma.39 
Both thioredoxins are involved in the regulation of different sets of CO2 fixation 
enzymes and are reduced by the same FTR. The FTR binds to sites on ferredoxin, 
other than that at which FNR binds, with a Km on the order of 1.8 μM.60,108 The third 
pathway, through either nitrite or sulfite reductase is only activated under specific 
nutrient conditions such as, respectively, ammonium and sulfate depletion. The later 
may be important in regulatory processes leading to H2 production during sulfur-
deprivation, but so far no one has examined this possibility. The Km of ferredoxin for 
nitrite reductase is 20 μM108 and that for sulfite reductase is 25 μM,107 so these en-
zymes bind to ferredoxin much less efficiently than either FNR or FTR. Glutamate 
synthase reduces glutamine to glutamate, a reaction that is responsible for the syn-
thesis of glutamate under ammonia-limiting conditions. Its Km for ferredoxin has 
been reported to be 2 μM.108 Finally, the interaction of ferredoxin with C. reinhardtii 
hydrogenase was reported to have a Km of 10 μM.215 More recently measurements 
with ferredoxin report a Km of 35 μM for C. reinhardtii HydA1 98 and ~31 μM for 
HydA2.126 It is clear, then, that a significant amount of reductant could be diverted 
potentially to other pathways instead of being used for H2 production via the hydro-
genase enzyme. An engineered system for efficient H2 photoproduction may well 
have to address competition between hydrogenase and these other pathways. 

Based on the homology of the cyanobacterial bidirectional hydrogenase with the 
NAD+-reducing hydrogenase from R. eutropha and the detection of NAD+-reducing 
activity from H2 oxidation (described in Section 3.2), cyanobacterial H2  
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production likely derives its reducing equivalents from NAD(P)H instead of photo-
reduced ferredoxin. Indeed, purified bidirectional hydrogenase from Synechocystis 
sp. PCC6803 showed that both reduced NADH and NDAPH can serve as the imme-
diate electron donor, but not ferredoxin, in support of H2 production.227 This suggests 
that any competition for photoreductant is at the level of NAD(P)H, presumably 
competing with CO2 fixation. Indeed, with the complex I mutant M55 (deficient in 
Type I NADPH-dehydrogenase complex) of Synechocystis sp. PCC 6803, which has 
an impaired CO2-transport pathway, sustained H2 production was observed in light.53 
NAD(P)H is also a favorite substrate for respiratory complex I, which is largely 
confined to the ICM membranes in cyanobacteria.186 Presumably any H2 produced 
during the initial phase of photosynthesis can be re-oxidized by the bidirectional 
hydrogenase to generate NAD(P)H for the respiratory complex I activity. Based on 
these observations, removing complex I activity seems to be a logical choice for 
sustained H2 production, provided that the CO2 uptake pathway can be modulated.  

5.5  Down-Regulation of Electron Transport Rates 

Following prolonged dark, anaerobic incubation in algae, the CO2 fixation pathway 
is inactivated and H2 production is induced.85 As a consequence (see Section 2.1), 
photosynthetically-generated ATP is not consumed, the proton gradient across the 
thylakoid membrane is not dissipated (see Fig. 1) and photosynthetic electron trans-
port from PSII to PSI is down-regulated.9,56,140 This down-regulation process is 
thought to be mediated by the operation of the violoxanthin/zexanthing cycle, which 
senses the acidification of the lumen and generates a quencher of absorbed light 
energy.110,171,183 Alternatively, the acidification of the medium might be a response to 
lowering of the proton conductivity of the ATP synthase,121 which occurs under low 
CO2 and low O2 partial pressures.17 When the ATP synthase proton conductivity 
decreases, protons accumulate in the lumen and trigger the violoxanthin/zeaxanthin 
response described above.132 Finally, it is worth mentioning that other regulatory 
mechanisms have been proposed to regulate the rate of electron transport through the 
photosynthetic chain, such as those that sense the redox state of the plastoquinone 
pool9,178 and trigger state transitions7,276 or mechanisms that sense the reduced state of 
the ferredoxin/thioredoxin system.247 All of these further contribute to the build-up of 
the proton gradient.  

In order to prevent the observed decrease in the rates of electron transport to the 
hydrogenase during H2 production, researchers are working on the design and ex-
pression of an artificial proton channel across the thylakoid membrane of C. rein-
hardti.140 These channels would physically short-circuit the thylakoid membrane and 
as such, dissipate the proton gradient during H2-producing conditions. However, in 
order to allow for the synthesis of ATP during periods in which CO2 fixation is re-
quired, the artificial channel will have to be placed under the regulation of the hy-
drogenase promoter as well, and would have to have a limited life-time in the mem-
brane to allow CO2 fixation to occur during periods when H2 production is not 
occurring. The stimulating effect of proton uncouplers on H2 photoproduction was 
reported: 
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(a) in Chlamydomonas by Healey,279 who added CCCP to anaerobically induced 
cultures, and by Zhang and Melis,274 who added methylamine to sulfur-
deprived cultures, and  

(b) in a marine green alga by,86,87 who added CCCP and reported large increases 
in rates.  

Although the control rates were rather low in the latter case, both experiments 
provide support for the artificial channel approach in algae. Whereas the addition of 
CCCP also increases H2 production in cyanobacteria, the uncoupling of electron 
transport and photophosphorylation per se does not seem to be involved in the me-
chanism.284  

5.6  Low-Light Saturation Properties of Photosynthetic Organisms  

The mass culture of photosynthetic organisms under high light intensity is inherently 
limited by the poor photosynthetic light utilization efficiency of the organisms in 
volved. This property of both algae and cyanobacteria is a consequence of the pres-
ence of large light-absorbing arrays of pigments,162 which lead to the saturation of 
the light reactions of photosynthesis at about 500 μE m-2 s-1,197 less than 1/5 of sun-
light. As a result, up to 80–90% of the absorbed photons are wasted as fluorescence 
or heat,158 and the photosynthesis rates become limited by the rate of electron trans-
port through the electron transport chain. Among the most promising approaches to 
overcome this issue is the suggested development of microalgal strains with limited 
numbers of pigment antenna molecules.158,159,195,206 This type of work is being con-
ducted in the US and Japan, using various mutagenesis techniques to reduce the 
content of the light harvesting pigments of the photosystems in different microal-
gae.174–177,195–198 

In Japan, a truncated-antenna mutant of the cyanobacterium, Synechocystis PCC 
6714, was generated by chemical mutagenesis and screened for the lack of phycobi-
lisomes.71 The mutant lacked phycocyanin, a pigment associated with PSII in these 
organisms, and it exhibited increased photosynthetic productivity, compared to its 
wild-type strain, saturating at nearly solar intensities when grown in dense cul-
tures.174,175 The same research group extended its work to a strain of the green alga 
Chlamydomonas perigranulata isolated from the Red Sea. This alga was submitted 
to UV and chemical mutagenesis, and screened for small light-harvesting antennae. 
The positive clones were further characterized.176 One of the isolated mutants had 
reduced Chl content and increased photosynthetic productivity, when measured on a 
per area basis.177 However, neither the cyanobacterial nor the algal mutant lost its 
ability to acclimate to different light intensities as previously described.180,221 As a 
result, the truncated antenna phenotype was variable as a function of the light inten-
sity during growth.177  

The work in the USA utilized insertional mutagenesis to generate Chlamydomo-
nas reinhardtii mutants that had truncated Chl antenna sizes, followed by fluores-
cence screening for positive clones.161 Three mutants, with increasingly smaller Chl 
antennae have been identified. All of the mutants exhibit light-saturation properties 
characteristics of small-antenna organisms,158 although the extent of the antenna 
truncation and the nature of the mutations varied. The first isolated mutant, cbs3, had 
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an inactivated chlorophyll a oxygenase (CAO) gene, which caused a specific de- 
crease in the antenna size of PSII.195 The second mutant, npq2/lor1, had defects in 
the carotenoid biosynthesis pathway and lacked the specific xanthophylls that are 
normally present in the PSII Chl antenna. While its PSII antenna size was truncated, 
there was no change in the antenna size of PSI.196 Finally, the third identified mutant, 
tla1, was unable to produce a large Chl antenna size for either PSII or PSI and is 
believed to have an affected regulatory gene in Chlamydomonas reinhardtii.198 This 
mutant is unable to acclimate to changes in environmental light intensity. 

Although the work from both groups has been encouraging in terms of increasing 
the overall productivity in mass cultures of microalgae, it remains to be determined 
whether the mutations have any negative secondary effects on the H2-production 
since H2 production has not as yet been reported from any of these mutants.  

This is not the case for photosynthetic bacteria, where a reduced-pigment mutant 
from R. sphaeroides RV was obtain using UV irradiation.285 Although this mutant 
contained less bacteriochlorophyll and carotenoid pigment, it grew at rates similar to  
the wild type at light intensities below 300 W/m2. On the other hand, it was photoin-
hibited after prolonged exposure to light. Hydrogen production activity on a dry cell 
weight basis was lower in the mutant at non-saturating, low light intensities. Howev-
er, the rates saturated at higher light intensity in the mutant, and were about 50% 
higher than those of the wild type control at 300 W/m2. The mutant cultures achieved 
this higher light conversion efficiency through increased light penetration into the 
photobioreactors.  

5.7 Photobioreactor and System Costs 

The major biological challenges that must be surmounted, before a viable photobio-
logical H2-production system can be considered, have been discussed in the previous 
Sections. The non-biological challenges will center on the cost of photobioreactor 
systems and on the identification of suitable materials for photobioreactors that have 
sufficient long lifetimes under exposure to harsh, outdoor conditions. A number of 
articles have discussed various aspects of these issues76,142,161,202 as well as describing 
functioning photobioreactor systems, e.g., Refs. 6, 203, 246.  

Melis161 reported a preliminary cost study on a 500-L scaled-up modular photo-
bioreactor, and outlined the following cost distribution for the unit based on operat-
ing it for a period of 6 months: photobioreactor materials, 45%; mineral nutrients, 
39%; labor; 4%; water supply, 4%; land lease, 2%; power, 1%; and miscellaneous 
expenses, 5%. He reported the actual cost of the materials for the pilot photobioreac-
tor unit as $0.75 m-2, but the material used and the lifetime of the unit was not stated. 
This cost is much lower that the “often-quoted” estimates of up to $100 per meter 
square using glass-covered structures. Glass does not appear to be a realistic material 
to use in a commercial photobioreactor system because of both initial and replace-
ment costs. 

A comprehensive study, undertaken by Amos8 for the US Department of Energy, 
concluded that the cost of photobioreactors would have to be brought down to 
$10/m2 or less to meet the DOE goal of $2.60 per kg of H2. Ghirardi and Amos76  
suggested that new, UV-resistant, transparent materials that can contain H2 gas at a 
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cost of about $0.25/m2, the current cost of polyethylene, would have to be developed.  
Furthermore, the Amos8  study performed a thorough cost-sensitivity analysis, which 
in addition to the photobioreactor costs, assessed the biological issues needing reso-
lution before a practical H2-production system based on the sulfur deprivation of 
algae could be considered. The projections were based on the expected improve-
ments in the biology of the process (i.e., the algal cell concentration must be in-
creased by a factor of ten on a surface area basis, and the specific rate of H2 produc-
tion would have to be improved by a similar factor.)76 The analysis demonstrated that  

Table 1. A summary of the currently known genes in the unicellular green alga, including 
Chlamydomonas reinhardtii, which are involved in the process of H2 production or in the 

cellular metabolism related to H2 photoproduction (adapted from Ref. 162.) 

Gene name Symbol Reference 
[FeFe]-hydrogenase HydA1 67,102,266 
[FeFe]-hydrogenase HydA2 68,269 
[FeFe]-hydrogenase assembly genes HydEF, HydG 199 
Chlorophyll antenna size regulatory gene Tla1 198 
Sulfate permease SulP 44 
Isoamylase Sta7 200  

 
 

if the technical challenges were met, it would be possible to sell H2 produced by 
algae at a selling price as low as $0.57–3.68 (for production reactors costing $1–
10/m2 but not including H2 compression and storage costs). This price range partially 
overlaps the US Department of Energy’s target goal and the current cost of produc-
ing H2 by reforming natural gas. Ghirardi and Amos76 also calculated a selling price 
of $1.26/kg. Finally, these authors suggested that an aerobic H2-production system, 
employing an O2-resistant hydrogenase, would further improve the economics of H2 

production. 
Ways of meeting the goals for improving the biological performance of research 

organisms are being addressed by a number of laboratories around the world; how-
ever, ways of meeting the materials performance and cost goals must also be ad-
dressed. The effect of weathering on potential construction materials for closed pho-
tobioreactors has received little attention. However, the biohydrogen applications 
also share the necessity for covering large areas with collectors/reactors at very low 
cost with other solar technologies. The effects of accelerated and outdoor weathering 
on the optical properties of polymers has been studied extensively for solar thermal 
applications.55 Hydrogen production adds the unique additional requirement for con-
taining hydrogen and excluding oxygen.  

There is a paucity of data on the properties of potential reactor materials and the 
engineering challenges that must be overcome to make photobiological production of 
hydrogen a commercial reality. As such, the US DOE Hydrogen Program has started 
to support research to identify potential construction materials and determine the 
effects of weathering on critical materials properties such as light transmission, H2 
and O2 permeation, and outdoor durability. Work to date, which builds on work 
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being done for the DOE Solar Program, has identified acrylics (plexiglass), polycar-
bonates, fluoropolymers, and PET (polyethyleneteraphthalate) as materials having 
reasonable outdoor lifetimes, based on the measurement of optical properties. Hy-
drogen and O2 permeation measurements are being made of examples of these poly-
mer classes;27 however, the effects of weathering on gas permeation has yet to be 
determined.  

Additional engineering studies will have to be conducted to identify the most ef-
ficient physical designs to implement for photobioreactor systems after the biological 
and materials challenges are solved.  

5.8 Genomics Approaches 

Advances in the tools of molecular biology over the past forty years are leading to 
exciting  new approaches  to the problem of  biohydrogen  production.  In the case of  
green algae, we are just now beginning to identify specific genes that are associated 
with the relevant biological pathways.  As seen in Table 1, less than ten are known in 
C. reinhardtii out of the possible 15,000 genes thought to be present in this se-
quenced organism. Fortunately, the sequences of new organisms are being reported 
weekly, and the world seems to have plenty of sequencing capability to continue 
exploring new genomes for years to come. However, analogous to the situation in the 
1980’s and 1990’s, when it was recognized that scientists had to convert from the 
idea that genes could only be sequenced and annotated one gene at a time, we must 
now think globally in terms of what array of genes in the genome are expressed 
under different conditions, what proteins are actually synthesized, and what regulato-
ry processes are involved. This will necessitate the application of new global gene 
expression (microarray) technology, metabolomics, regulomics, and proteomics, 
among others. Work in this area is just getting under way, but the first advances will 
probably come utilizing currently sequenced organisms, such as Synechocystis 
PCC6803, Rhodospseudomonas palustris, and C. reinhardtii. The basic knowledge 
that comes out of this type of work not only will increase our basic understanding of 
microbial H2 metabolism, but it will also facilitate both enzyme and pathway engi-
neering approaches in candidate organisms aimed at improving the efficiency of H2 
production and their ability to function in a commercial environment. 

6 Future Directions 

Ancient and current biological process that result in either the production of fossil 
fuels or biomass, are responsible over 90% of the energy that humans have ever 
used. All of these processes employ photosynthesis, and it is not unrealistic that 
natural photosynthesis might be adapted to efficiently produce new forms of stored 
energy for the future use of mankind besides merely the production of biomass. This 
review has outlined a number of specific biological and systems challenges that must 
be addressed to advance science and technology down this path. 

The challenges that we can identify now may in fact not be the only ones that 
must be faced, so we must be prepared to address new issues as we solve the current 
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ones. However, the direct or indirect utilization of sunlight are the only sustainable  
paths (barring new discoveries in the area of nuclear fusion), which can supply the 
energy needs of our civilization beyond the 21st century. We cannot count on the 
continued availability of fossil fuels, the appropriateness of their continued use in the 
future, or even the availability of uranium, which itself is a limited resource, if we 
have to depend on it for all our energy needs. Cost effective Biohydrogen production 
from water represents a challenging, but technically attainable goal. Recent discove-
ries in the physiology, enzymology, biochemistry, and genetics of the biological 
processes involved are very encouraging and provide reasons for optimism. Bio-
discovery of new organisms and enzymes in the wild, such has been highlighted 
recently by the voyage of the Sorcerer II,252 also promises the possibility of new 
biological materials with which to stimulate this nacent area of research.  
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1 Introduction 

This study investigates the centralized production of hydrogen gas (H2) by electroly-
sis of water using photovoltaic (PV) electricity. H2 can be used to power all modes of 
transportation. The logical first large-scale application of H2 is as a replacement fuel 
for light-duty vehicles, light commercial trucks, and buses. Since H2 is an expensive 
fuel compared to gasoline, consumer acceptance of H2 is contingent on its use in 
advanced fuel economy vehicles such as fuel cell vehicles (FCVs), which lowers the 
cost of H2 relative to the cost of gasoline used by conventional fuel economy ve-
hicles.* The purpose of the study is to provide baseline projections of capital invest-
ments, levelized H2 prices, and fuel cycle greenhouse gas (GHG) emissions of a 
centralized PV electrolytic H2 production and distribution system. This is important 
in order to evaluate the economic and environmental impacts of utilizing PV electro-
lytic H2 as a fuel source. 

The use of PV electricity for electrolytic H2 production is a means of storing solar 
energy and overcoming its limitations as an intermittent power source. However, the 
intermittency of solar energy reduces the utilization capacity factor of electrolysis 
plants, which increases H2 production cost. The relevant question is whether the  

                                                           
* Examples of advanced fuel economy vehicles are fuel cell vehicles (FCV), hybrid 
electric vehicles (HEV), and plug-in hybride electric vehicles. Fuel cell vehicles 
(FCVs) are on the verge of being ready for mass production.2  FCVs are an attractive 
first application of H2 due to their enhanced fuel economy and superior driving per-
formance.  FCVs have powerful electric engines but do not require batteries to re-
charge since the H2 running through the fuel cells produces electricity.  The average 
fuel efficiency of FCVs is a factor of 2.2 greater than the fuel efficiency of conven-
tional gasoline powered ICE vehicles. 
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production of electrolytic H2 using PV electricity is economically viable. This study 
attempts to provide insight into this question. 

In all cases, the analysis draws on the perspective of the Terawatt Challenge for 
Thin Film PV in terms of PV costs, efficiencies, reliability, and progress towards 
these goals.1 The study assumes progress in PV technologies will occur. Then the 
important questions to be examined are: Does it matter? Will PV electricity be inex-
pensive enough to make electrolytic H2 production practical? The study will answer 
these in the positive. 

The organization of the study is as follows. In the first Section, a H2 production 
and distribution system is described. Secondly, capital and levelized H2 price esti-
mates are investigated for each of the H2 system components. Thirdly, a life cycle 
evaluation of primary energy and GHG emissions in the H2 fuel cycle is performed. 
Sensitivity analyses are performed for the H2 price and the life cycle energy and 
GHG emissions estimates. The study concludes with a summary of findings and 
suggestions for future research. 

2 Description of a PV Electrolytic H2 Production and Distribution 
System 

The H2 production and distribution system analyzed in this study is scaled to a quan-
tity of H2 for one-million FCVs. The components of the centralized H2 system are: a 
PV power plant; an electrolysis plant; a pipeline compression station; 621 miles 
(1,000 km) of long-distance pipeline with nine booster compressors sited at 60 mile 
intervals; four city gate distribution centers; and 1,000 local filling stations. The local 
distribution of H2 is by truck with metal hydride (MH) storage containers.* The H2 
system is completed with the inclusion of regional underground H2 storage facilities 
designed to level seasonal variations in H2 supply and demand. 

Each PV electrolysis plant produces 216-million kilograms of H2 per year. This 
H2 production level is sufficient to support the annual H2 consumption of one-million 
FCVs. In addition, the H2 production level takes into account 3% H2 distribution 
losses and the use of H2 to power pipeline booster compressors, city gate compres-
sors, and city gate distribution trucks.† One-million FCVs consume 202-million 
kilograms of H2 per year, which is based on an average FCV fuel economy of 54.5  
 

                                                           
* A H2 system requires a H2 storage medium for delivery trucks, filling stations, and 
vehicles.  The near-term choices for H2 storage are metal hydrides, compression at 
10,000 psia, and liquid at extreme low temperatures.  This study chooses to use a 
metal hydride H2 storage system as a baseline model because it is the least energy 
intensive means of storing H2.  Collaborative DOE and industry metal hydride re-
search goals are to achieve 6% H2/MH by weight storage ratio, a three minute re-
charging time, thousands of recharging cycles, and low cost by 2010. 

 
† The projection of 3%-H2 distribution losses is twice the natural gas distribution loss 
rate.10 
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mi/kg of H2 and an average annual travel distance of 11,000 miles over the range of 
all FCV light-duty vehicles and light commercial trucks. 

The H2 from each PV electrolysis plant is transported to city gate distribution 
centers by pipeline. At the city gate distribution centers, the pipeline H2 is stored in 
metal hydride (MH) containers, which contain 2,000 kg of H2 at a H2/MH storage 
ratio of 6% by mass, and the MH containers are loaded onto tractor-trailer trucks and 
delivered to 1,000 local filling stations. At filling stations, the MH containers are 
stored in above-ground, cast-iron frames for fast replacement by tractor-trailer, con-
tainer trucks. With an average FCV fill-up rate of 4.5 kg H2 per refueling stop, 330 
FCVs can be refueled by one MH container with the MH container having a 75% of 
capacity discharge factor. The filling station MH containers are replaced on a two to 
four day cycle, and the empty MH containers are replaced and returned to the city 
gate distribution centers to be refilled with H2. 

Cost estimates, performance parameters, and operating life of the central compo-
nents of a PV electrolytic H2 system are listed in Table 1. All component cost esti-
mates are based on an optimized manufacturing scale. PV cost estimates are from 
Zweibel1 and Keshner and Arya.3 The PV performance parameters of PV electrolysis 
plants are informed by studies of the solar hydrogen project at Neunburg vorm Wald, 
Germany.4,5 The performance parameters of electrolysers are from the collaborative 
study of large, grid-connected electrolyser plants by Norsk Hydro and Electricité de 
France.6* The cost estimates for H2 compressors are from Amos.7 The energy con-
sumption of compressors used to transport and distribute H2 is estimated with an 
adiabatic compression energy formula provided by a Praxair representative8 and 
includes Redlich-Kwong H2 compressibility factors.9 Land costs, site preparation 
work, engineering and design, labor, and dismantling costs are factored into the 
component cost estimates. 

The pipeline cost of $2.0-million per mile is based on an average natural gas 
pipeline cost of $1.5-million per mile, without compressor cost, with the addition of 
a 33% premium to take into account the cost for extra-secure pipe welds. More re-
search is needed to accurately assess the capital costs of an integrated long-distance 
pipeline design for large regions such as the U.S., Europe, etc. The metal-hydride 
(MH) H2-storage container estimates are original to this study and are based on the 
assumption that some combination of metals such as magnesium, lithium, and boron  

                                                           
* The Cloumann et al.6 study of electrolytic H2 production is based on the use of grid-
distributed electricity and the cost estimates include AC to DC rectifier/transformer 
units, which are not needed for electrolysis plants using dc electricity from PV power 
plants. The cost estimates also include compressors, H2 drying/purification units, and 
pumps for water and KOH circulation. The electrolysis performance efficiency of 
61%, lower heat value, from the Cloumann et al. study is a global efficiency and 
includes the energy to compress H2 to a pressure of 33 bar, H2 losses in the dry-
ing/purification phases, and the energy for pumping water and KOH. In contrast, this 
study models compression and pumping energy separately and assumes an electroly-
sis efficiency of 64.2%. Separate PV installations are dedicated to provide electricity 
for H2 compression and water distillation and pumping. The assumed electrolyser 
efficiency of 64.2% is a conservative estimate and may prove to be closer to 66%. 
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Table 1. Cost and performance assumptions for future PV electrolysis H2 systems. 

 Parameters Operating life (years) 

A. PV power plant 
  1. PV area cost ($/m2)       $60/m2 20, 30, 60 

a. 2nd-generation PV area cost ($/m2)       $50/m2 30 
b. Freight charges @ $142/short ton       $  2/m2  

  2. PV module efficiency (1st generation) 10–14%  
a. 2nd-generation PV module efficiency 12–16%  

  3. PV balance of system (BOS) costs       $50/m2 60 
a. 2nd-generation BOS (only labor costs)       $20/m2 30 
b. Freight charges @ $100/short ton       $  2/m2  

  4. DC/DC converters       $75/kWdc-in 30 
  5. PV system net efficiency (dc output per Wp installed)         85%  

a. losses from wiring, ambient heat, module mismatch, 
etc. 

     – 11%  

b. losses from dc/dc converters and coupling to  
electrolyzers 

     –   4%  

  6. PV system availability (included in PV-system  
efficiency) 

        99%  

  7. Average hours/day of peak insolation @ 271 W/m2 
insolation 

6.5 hours/day  

  8. O&M expenses including PV additions (% of capital)           1.0%  
  9. Land cost ($/acre)  $1,000  
10. Insurance (% of Capital)           0.0%  
11. Property taxes (% of Capital)           0.5%   

B. Electrolysis plant 
1. Electrolysers (including dc-dc power conditioning)    $ 425/kWdc-in 60 
2. Electrolyser energy efficiency (H2 out/electricity in, 

LHV) 
        64.2%  

3. Electrolyser availability         98%  
4. Electrolyser capacity factor         26.2%  
5. Compressors (low pressure, water injected, screw type)    $ 340/hp 30 
 a. compressor efficiency         70%  
 b. energy to compress H2 from 14.7 psi to 116 psi 1.37 kWh/kg H2  
6. Water system (collection, pumping, purification) $  5,000,000  60 
7. Administration, maintenance, and security buildings $10,000,000  60 
8. O&M expenses (% of capital)           2.0%  
9. Insurance (% of capital)           0.5%  

10. Property taxes (% of capital)           0.5%   

C. Other H2 system componentsa 
1. Pipeline $2,000,000/mile 60 
2. Pipeline compressors (reciprocating)    $ 670/hp 40 
3. Pipeline booster compressors (intervals)         60 miles 60 
4. Metal-hydride (MH) H2 storage capital cost      $ 30/kg MH 30 
5. Insurance (% of capital)           0.5%  
6. Property taxes (% of capital)           1.5%   

aOther costs such as site preparation, engineering, legal, electrolyte replacement, etc. are included.  
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will be able to meet the assumed 6% H2 by weight storage capacity standard. The 
assumed MH cost of $30/kg is believed reasonable since magnesium production 
costs are < $4/kg, lithium production costs are < $2/kg, and boron production costs 
are < $1/kg.11 However, it needs to be emphasized that the MH cost and performance 
estimates are speculative and require additional analysis. The performance data for 
MH containers are from Chao et al.12 

At present, the only PV technology clearly demonstrating the potential to meet 
the module cost ($60/m2) and minimum performance (10% PV module efficiency) 
projections of this study is thin film PV.1* Other combinations of module perfor-
mance and cost (e.g., those of wafer silicon) are not as economical at the system 
level. Over time, additional PV technologies are expected to meet the PV cost and 
performance projections, and existing ones are expected to continue their cost reduc-
tions and efficiency improvements. The baseline projections of this study assume a 
thirty-year PV module operating life. However, it is quite plausible, but not verifia-
ble with present data, that the operating life of thin film PV will be sixty years with a 
1%-annual degradation rate. Therefore, an analysis of H2 production costs with sixty 
year PV module operating life is performed and the results presented in the sensitivi-
ty analysis section to provide a range in what can be realistically expected with fu-
ture developments in thin film PV. A multi-MWp PV installation demonstrating the 
potential to achieve $50/m2 BOS costs, which includes land preparation, wiring 
conduit, electrical connection stations, PV system grounding, PV mounting hardware 
and installation, and union-scale labor, has been documented.13† The cost for dc/dc 
power conditioning equipment is categorized separately. 

While a variety of electrolyser technologies are currently marketed, the type of 
electrolyser with a demonstrated ability to meet the cost and performance projections 
of this study are atmospheric, bi-polar, alkaline electrolysers.4 Alkaline electrolysers 
have a long track record for dependability, low-cost maintenance, and long operating 
life. The operating life of electrolysers is affected by the utilization rate.6 With a 26%  

                                                           
* It is assumed that 10% efficient thin film PV modules will be available for the near-
term application of PV for large-scale electrolytic H2 production. At present, the best 
efficiency for a thin film PV module being produced at the > 50 MWp/year scale is 
9.4%. While some thin film PV modules with efficiencies > 12% have been pro-
duced on a small scale, there are numerous technical challenges in maintaining high 
efficiency levels while scaling-up PV manufacturing capacity. Therefore, it is as-
sumed that 10% efficient PV modules will be available for the first large PV electro-
lysis plants, and over time PV modules with higher efficiencies will become availa-
ble.  In addition, reaching module costs in the $50/m2 range requires further 
innovation and economies of scale. 

 
† Tucson Electric Power at the Springerville PV plant has achieved $64/m2-BOS 
costs for MWp scale PV installations.  With an increase to the multi-GWp scale in-
stallation, it is reasonable to believe that a 25% reduction in BOS costs can be 
achieved through the mass manufacture and purchase of standardized BOS compo-
nents and through efficiency gains in the allocation of labor/machinery for PV plant 
installation. 

Centralized Production of Hydrogen 
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capacity factor of PV electrolysis plants, the electrolyser operating life is 60 years.14 
At the low capacity factor of PV electrolysis plants, electrolyser maintenance will 
require nickel replating of electrolyser cells and electrodes only every twelve years 
rather than the normal seven year replating cycle with electrolyser capacity factors of 
80% or greater. This reduction in maintenance cost almost entirely offsets the higher 
cost of low utilization factor electrolyser plants; an analysis that is expanded further 
in a later Section (see especially Fig. 3). 

From the performance parameters in Table 1, the size of the electrolysis plant is 
5.12 GWdc-in of electrolysers coupled to a 5.69 GWp PV power plant. An additional 
0.15 GWp of PV is required for the electrolysis plant compressors, water pumps, and 
water distillation plant. The compressors and water pumps at the pipeline compres-
sion station require another 0.13 GWp of PV. The cumulative size of the PV power 
plant is 5.97 GWp. 

This study categorizes the costs of a PV power plant into:  

1. PV modules;  
2. dc/dc converters; and  
3. balance of system (BOS) components, which include site preparation, PV 

mounting frames, wiring, and labor.  

The operating life of a PV power plant has two distinct generations. The first genera-
tion is the initial construction of the PV power plant. While PV modules and dc/dc 
converters have a thirty-year operating life, many of the BOS components such as 
site preparation, mounting frames, underground wiring conduits, and PV array con-
nection stations have a sixty-year operating life. With properly standardized module 
and BOS designs, capital investments in second generation PV power plants consists 
only in the costs of removing first generation PV modules and dc/dc converters and 
replacing them with new, second generation units without incurring the full range of 
BOS costs. Second generation BOS cost is reduced to labor for PV module mounting 
and inter-module wiring connection and is estimated at forty percent of first genera-
tion BOS cost. This study also investigates the economic impacts of second genera-
tion PV power plants with sixty-year PV module operating life. 

The design of the PV power plant includes the annual addition of new PV to 
compensate for PV electricity output losses attributable to factors such as module 
soiling, PV module output degradation, and catastrophic PV module failures. The 
purpose of the PV additions is to maintain a constant level of electricity output to the 
electrolysers and compressors. Electricity losses from PV module soiling are as-
sumed to be a constant 1.0% from year four to the end of the module operating life. 
The PV module degradation rate is assumed to be 1.0% per annum throughout the 
operating life of the PV modules. Catastrophic PV module failure, caused by factors 
such as manufacturing defects, glass stress fractures, and lightning strikes, is as-
sumed to be 0.01% (1/10000) per annum. The financial accounting for the annual PV 
additions is treated as a normal O&M expense rather than as a capital investment. 

To maximize the utilization capacity factor of PV electrolysis plants, it is as-
sumed that PV electrolysis plants will be located at sites receiving high insolation 
(solar radiation) levels. Areas of the world with high insolation levels are presented 
in Fig. 1.  This analysis assumes that  PV  electrolysis plants will be built at locations  
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Fig. 1. Areas of world with high average solar radiation levels (boxes). Copyright permission 
granted by Encyclopedia Britannica. 

with a minimum average insolation level of 271 W/m2. This insolation level trans-
lates into 6.5 hours of average daily peak PV electricity and electrolyser H2 produc-
tion. PV installations are mounted at a fixed angle equaling the site’s latitude. The 
application of tracking systems for large field PV plants has not yet demonstrated 
cost effectiveness. The rows of the PV arrays are spaced to prevent cross-shading of 
modules when the sun is low in the sky from 9:00 am through 3:30 pm on December 
21. The total area of the PV installation is approximately a factor of 3.0 greater than 
the area of the PV modules, which provides a small safety margin for installation 
variances.* The actual spacing of PV array rows to prevent module cross-shading 
will vary according to the site’s latitude. 

The land area of a PV electrolysis plant to produce 216-million kg of H2/year is a 
function of insolation level, PV module efficiency, the spacing between the rows of 
the PV arrays, and the land required for electrolyser, compressor, administra-
tion/maintenance/security buildings, water storage, water pumping and distillation 
facilities, PV for the pipeline compression station, and PV additions to compensate 
for PV degradation losses. A land area of 4 mi2 is allocated for electrolysers, com-
pressors, administration buildings and water storage, pumping and distillation facili-
ties. The total land area for the 5.97-GWp PV power plant is 94 mi2 for 10% efficient 
PV modules, 79 mi2 for 12% efficient PV modules, and 68 mi2 for 14% efficient PV 
modules. The land area includes the addition of 1.9 GWp of PV to compensate for 
PV  output  degradation losses.  While this is a substantial land area, it is not prohibi- 

                                                           
* The row spacing estimate is based on 33o latitude and a sun altitude of 14.9o above 
the horizon at 9:00 am. The actual row spacing is a factor of 2.88 greater than the 
length of the modules and 0.12 is added as a safety buffer. 

Centralized Production of Hydrogen 
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Fig. 2. Average monthly H2 production and demand (one-million FCVs). Average fuel con-
sumption is from U.S. Federal Highway Administration data;16 and H2 supply is estimated 

from average monthly insolation values for six locations in the southwest U.S. with data from 
NREL’s Solar Radiation Data Manual for Flat-Plate and Concentrating Collectors.17 Correla-

tion between H2 supply and H2 demand is 0.61. 

tive since the best locations for PV electrolysis plants are sparsely populated desert 
regions, which eliminates competition over competing land uses such as agriculture, 
forestry, grazing, mining, or other commercial land uses. For example, in Arizona 
only 17% of the total land area is privately owned, which indicates abundant sources 
of inexpensive land for PV electrolysis plants. 

A water supply is required for H2 production and to cool electrolysers and com-
pressors. To produce a kilogram of H2 requires 2.9 gallons of water. Hence, 216-
million kg of H2/year requires 630-million gallons of feed-water. Water is needed to 
cool electrolyser cells and compressors. Electrolyser cell cooling requires 93.7 gal-
lons of water/kg H2 produced,15 and the cooling of compressors requires 13.2 gallons 
of water/kg H2 compressed.7 The quantity of water for electrolyser and compressor 
cooling is 792 million gallons per year, assuming cooling tower losses of 3% per 
hour.18 The total quantity of water consumed by the electrolysers and compressors is 
1.42-billion gallons of water per year.* The water can be economically supplied by  

                                                           
* In an interview with John Fortune of the Arizona Statewide Water Planning Unit, it 
was stated that the typical 90-acre golf course in Phoenix, Arizona consumes 400-
acre feet or 130-million gallons of water per year.  Therefore, eleven golf courses in 
Phoenix use the quantity of water for an electrolysis plant to produce H2 for one 
million cars.  The idea for an on-site water collection system was discussed with 
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either on-site water collection and storage systems or imported by train or truck. The 
quantity of water is one inch of rainfall over the PV plant area. Under no condition 
should the PV electrolysis plant draw water from underground aquifers, lakes, or 
rivers.  

The effects of seasonal variation in insolation levels on seasonal H2 
supply/demand balances are presented in Fig. 2. The seasonal H2 production profile 
is well suited to meet seasonal H2 demand. The positive 0.61 correlation between 
monthly H2 production levels by PV electrolysis plants and monthly H2 demand 
reduces the required capacity of underground storage facilities.  

The high H2 output in the spring months insures that the underground H2 storage 
facilities will have sufficient H2 capacity to meet summer peak demand. The mini-
mum and maximum H2 production curves are based on the minimum and maximum 
insolation levels recorded for each month over a ten year record of insolation levels 
for six locations in the southwest U.S. from west Texas to east California. The curves 
for the minimum and maximum insolation levels represent the extreme case where 
all locations receive the historical minimum or maximum insolation level in the same 
month. It is highly unlikely that minimum or maximum insolation levels will occur 
in the same month at each of the locations distributed over such a large area. But the 
minimum H2 production level estimate is useful as a yardstick in assessing the quan-
tity of H2 that should be stored in underground storage facilities as reserves to insure 
adequate H2 supplies in the event of a variety of contingencies that could disrupt H2 
supply. 

The pipeline transport of H2 requires compression. The electrolysis plant uses 
low-pressure, water injected, screw-type compressors to compress H2 from 1.02 bar 
to 8.0 bar to transport the H2 a short distance (~ 10 miles) to a pipeline compression 
station. The energy to compress H2 from 1.02 bar to 8.0 bar is 1.37 kWh/kg of H2. 
There is no need for H2 storage at the electrolysis plant. At the pipeline compression 
station, the H2 is compressed from 8.0 bar to a pipeline pressure of 69.0 bar by high-
pressure reciprocating compressors. The energy to compress H2 from 8.0 bar to a 
pipeline pressure of 69.0 bar is 1.17 kWh/kg of H2. PV electricity is used to power 
the compressors and water pumps at the compression station. 

3 Capital Investment and Levelized Price Estimates 

Capital cost estimates for the H2 system are presented in Table 2. The PV power 
plant is the largest capital component. With 10% efficient PV modules, the PV pow-
er plant accounts for 59% of total capital investments. With cost reductions achieved 
by PV module efficiency gains, the proportion of capital for 14% efficient PV mod-
ules is reduced to 51%. The second largest capital investment component is the 

                                                                                                                                         
Fortune.  Fortune stated that Arizona is willing to work closely with companies and 
developers who build rain-runoff water collection and storage systems, and he stated 
that he believes an on-site rain-runoff water collection and storage system for elec-
trolysis plants is feasible. 

electrolysis plant. The electrolysis plant accounts for 18–22% of total capital for  

Centralized Production of Hydrogen 
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Table 2. Capital estimates for future PV electrolytic H2 systemsa (scaled to serve 1-million 
fuel cell vehicles). 

 Capital Costs 

 10% PV Efficiency 12% PV Efficiency 14% PV Efficiency 

1. PV power plant (5.972-GWp) 
 A. PV cost 3,702,390,460 3,085,325,383 2,644,564,614 
 B. PV BOS cost 3,105,230,708 2,587,692,257 2,218,021,935 
 C. DC/DC power conditioning 429,955,021 429,955,021 429,955,021 

 Subtotal  7,237,576,190 6,102,972,661 5,292,541,570 

2. Electrolysis plant (5.121-GWp) 
 A. Electrolyser cost 2,176,288,879 2,176,288,879 2,176,288,879 
 B. Compressor cost 60,738,708 60,738,708 60,738,708 
 C. Water system cost 5,000,000 5,000,000 5,000,000 
 D. Administration buildings 10,000,000 10,000,000 10,000,000 

 Subtotal  2,252,027,586 2,252,027,586 2,252,027,586 

3. Pipeline System (621 miles) 
 A. Pipeline Cost 1,242,000,000 1,242,000,000 1,242,000,000 
 B. Compression Station Cost 103,260,246 103,105,428 103,105,428 
 D. Pipeline Booster Compressors 96,261,299 96,116,974 96,116,974 
 D. Underground Storage Facility 5,000,000 5,000,000 5,000,000 
 E. Administration Buildings 1,000,000 1,000,000 1,000,000 

 Subtotal 1,447,521,545 1,447,222,401 1,447,222,401 

4. City Gate Distribution Centers (4) 
 A. City Gate Distribution Centers 26,500,000 26,500,000 26,500,000 
 B. City Gate Compressors 28,957,500 28,957,500 28,957,500 
 C. H2 Delivery Trucks 22,500,000 22,500,000 22,500,000 
 D. MH Containers 1,300,000,000 1,300,000,000 1,300,000,000 

 Subtotal 1,377,957,500 1,377,957,500 1,377,957,500 

5. Refueling Stations (1,000) 
 A. MH Container Stands 10,000,000 10,000,000 10,000,000 
 B. Filling Station Compressors 12,300,000  12,300,000  12,300,000  
 C. Filling Station Dispensers 30,000,000 30,000,000 30,000,000 

 Subtotal 52,300,000 52,300,000 52,300,000 
        
Total Capital Costs of H2 System 12,367,382,820 11,232,480,149 10,422,049,057 

 
 

the 10% and 14% efficient PV module cases respectively. The pipeline system and 
city gate distribution centers are the next largest capital components and account for 
12% and 11% of total capital respectively. The metal hydride H2 storage containers 
are 94% of the capital investments for the city gate distribution centers. The remain-
ing capital component is the local filling stations, which is less than 1% of total capi-
tal investments. 

Hydrogen production and PV electricity prices are presented in terms of levelized 
prices. Levelized price is the constant revenue stream that recovers all capital in-
vestments (equity and debt) at the required rates of return and covers annual O&M 
expenses, insurance, property tax, and income taxes over the assigned capital recov- 
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ery period. The levelized H2 price estimates are based on a thirty-year capital recov-
ery period and a 6.0% discount rate. 

The discount rate is a weighted average cost of capital (WACC) and takes into 
account the capital structure of firms, cost of equity and debt, and income taxes. The 
capital structure of firms is assumed to be 30% equity and 70% debt. The cost of 
equity capital is 10%, the cost of debt is 7%, and the effective income tax rate is 
39%. The debt instrument is assumed to be a 20-year, 7% coupon bond. The calcula-
tion of the discount rate is 

 Discount Rate = WACC = [0.7(0.07)(1 - 0.39)] + [(0.3)(0.10)] = 6.0%  (1) 

The levelized prices of PV electricity and H2 are derived by net present value 
cash flow analysis. The net present value cash flow method is described in Appendix 
A.1. A straight-line, ten-year depreciation schedule is applied with an annual depre-
ciation rate of 9% of capital. The levelized PV electricity and H2 prices are derived 
by choosing PV electricity and H2 prices to generate a revenue level that results in a 
cumulative, net cash flow stream with a $0-net present value over the thirty-year 
capital recovery period. The annual net cash flow streams are discounted at the 
present value of the 6%-discount rate. Investment funds are allocated in year 1; con-
struction occurs in year 2; and H2 cash flow begins in year 3. The modular design of 
PV electrolysis plants and H2 distribution systems enables the rapid initiation of H2 
marketing and cash flow. 

The levelized H2 and PV electricity price estimates are presented in Table 3. The 
PV electrolysis plant dominates H2 production cost. The PV electrolysis plant com-
ponent of the levelized H2 pump price ranges from $3.75–$4.67 per kg H2 contingent 
on PV module efficiency and PV area cost. The total levelized H2 pump price ranges 
from $5.53–$6.48 per kg H2.* The levelized H2 pump price estimates do not include 
fuel use taxes. In the U.S., fuel use taxes typically range from $0.40–0.50/gallon of 
gasoline, which translates into a H2 pump price of $6.52–$7.47/kg with tax. 

While a kilogram of H2 is a gallon of gasoline equivalent in terms of energy con-
tent, it is not a gallon of gasoline equivalent in terms of fuel cost when the H2 is 
consumed by fuel cell vehicles (FCVs). The fuel efficiency of FCVs with their po-
werful electric engines is much greater than the fuel efficiency of internal combus-
tion engines (ICE) vehicles. The average fuel economy of FCVs is 54.5-mi/kg H2, 
whereas the average fuel economy of conventional ICE vehicles is 23.5-mi/gal gaso-
line. When H2 is used to power FCVs, the gallon of gasoline equivalent price is 
$2.81–$3.22, which is comparable to high-end 2005–2006-U.S. gasoline prices. 

The PV electrolysis plant cost components account for 68–72% of the levelized 
H2 pump price. This can be seen by comparing the H2 production costs listed in Ta-
ble 3.B.1 to the levelized H2 pump prices listed in Table 3.C. Of the PV electrolysis 
plant cost factors, the price of PV electricity is the dominant factor on H2 production 
costs. The large effect of PV module efficiency on H2 production costs is apparent by  

 

                                                           
* In terms of work energy, the energy content of a kilogram of H2 is approximately 
equivalent to the energy content of a gallon of gasoline.  Therefore, a kilogram of H2 
is considered to be a gallon of gasoline equivalent (gge) metric. 
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Table 3. Financial overview of a PV electrolytic H2 system (scaled to serve 1-million fuel cell 
vehicles). 

 

Electricity 
price  

($/kWh) 

Capital 
investments 
(million $) 

Annual 
revenues 

(million $) 

PV additions 
expense  

(million $) 

O&M  
expense 

(million $) 

A. PV power plant 
with 10% Efficient PV 0.064 7,238 769 72 5 
with 12% Efficient PV 0.054 6,103 649 60 5 
with 14% Efficient PV 0.047 5,293 562 52 5 

 

H2 price 
($/kg) 

Capital 
investments 
(million $) 

Annual 
revenues 

(million $) 

Electricity 
expense 

(million $) 

O&M  
expense 

(million $) 

B. H2 production and distribution 
1. Electrolysis Plant  2,252   56 

with 10% Efficient PV 4.67  1,013 753  
with 12% Efficient PV 4.12  894 635  
with 14% Efficient PV 3.75  813 553  

2. Pipeline Transport  1,448   54 
with 10% Efficient PV 0.97  104 16  
with 12% Efficient PV 0.97  104 13  
with 14% Efficient PV 0.95  104 12  

3. City Gate Distribution 
Centers (4) 0.77 1,378 162   0 39 

4. Local Filling Stations 
(1000) 0.07 52 11 6 1 

C. Totals 
with 10% Efficient PV 6.48 12,367 2,059 775 144 
with 12% Efficient PV 5.93 11,232 1,820 654 144 
with 14% Efficient PV 5.53 10,422 1,652 571 144 

 
 

reviewing Table 3. An increase in PV module efficiency, from 10% to 14%, lowers 
H2 production costs by 20% and the levelized H2 pump price by 15%. 

The large effect of electricity price on H2 production costs is readily apparent in 
Fig. 3, which breaks down H2 production cost by electrolysis plant cost factors. The 
cost of electricity accounts for greater than 80% of H2 production costs across the 
range of electrolyser capacity factors. One of the criticisms to the application of PV 
electricity to electrolytic H2 production is its intermittent supply, which lowers the 
utilization capacity factor of electrolysers and increases H2 production cost. The low 
electrolyser capacity factor cost penalty is evaluated in Fig. 3. Over the 25–95% 
range in electrolyser capacity factors presented in Fig. 3, the H2 production cost of an 
electrolysis plant with a 25% capacity factor is approximately 11% higher than the 
H2  production  cost  of  an  electrolysis  plant with a 95% capacity factor.*  In other  

                                                           
*From Fig. 3, it is obvious that the relationship between electrolyser cost and H2 
production cost across a 25–95% capacity factor range is non-linear.  In this case, the 
appropriate method to evaluate the effect of electrolyser cost on H2 production cost 
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Fig. 3. Levelized H2 production price as a function of electrolyser capacity factor. 

words, the utilization rate of electrolysers is not a particularly important issue in 
terms of H2 production cost because of the impact of offsetting factors such as elec-
trolyser O&M expense and electrolyser operating life. 

The critical element affecting the production cost of electrolytic H2, over the 
range of electrolyser capacity factors, is electricity cost. While the 11%-H2 cost pe-
nalty for the low electrolyser capacity factor from the use of PV electricity is signifi-
cant, it is hardly prohibitive. In conclusion, based on the assumed progress in PV 
cost reduction, PV electricity can be an economically viable source of electricity for 
electrolytic H2 production. 

4 Sensitivity Analysis: H2 Production and PV Electricity Prices 

Sensitivity analyses are performed to evaluate the effect of changes in cost factor 
values on H2 production and PV electricity prices. The cost factors for H2 production 
are: PV electricity; electrolysers; electrolyser operating capacity factor; electrolyser  
efficiency (in terms of converting electricity energy input into H2 energy output); 
electrolyser O&M expense; and the discount rate. The cost factors for PV electricity  
 

                                                                                                                                         
across the range of electrolyser capacity factors is a log-linear regression model.  A 
log-linear regression model transforms the non-linear dependent variable, H2 produc-
tion cost, into a linear variable by using its natural logarithm value.  The log-linear 
regression result indicates that a 1% increase in electrolyser capacity factor reduces 
H2 production cost by 0.16%.  Hence, a 70% increase in electrolyser capacity factor 
decreases H2 production cost by only 11.2% (0.16% x 70). 
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production are: PV modules; PV BOS; PV module efficiency (rated PV module 
conversion of sunlight into dc electricity under standard test conditions); average 
insolation level; and the discount rate. The assigned range of values for the electroly-
sis plant and PV power plant cost factors are presented in Table 4. The mean value 
for each of the cost factors is the value used to generate the baseline H2 production 
and PV electricity price estimates reported in this study. 

The sensitivity estimates for the effect of changes in cost factor values on leve-
lized H2 production and PV electricity prices are estimated by the least-squares, 
linear regression method. The regression results provide an estimate of the effect of 
unit changes in cost factor values on H2 production and PV electricity prices. The 
sensitivity results are presented in Table 5, Fig. 4, and Fig. 5. 

The appropriate unit change for each of the cost factors are presented in paren-
thesis in Table 5. The results in Table 5 report the increase/decrease (+/–) in H2 pro-
duction price (¢/kg) and in PV electricity price (¢/kWh) caused by a unit increase in 
cost factor values. The interpretation of the effect of a unit decrease in cost factor 
values requires changing the sign (+/–) of the estimated change in H2 production and 
PV electricity price. Also, note that the regression sensitivity results can be applied 
to component values outside the range of component values presented in Table 4. 

The sensitivity results reported in Table 5 for H2 production price are as follows. 
A $0.01/kWh increase in electricity cost causes H2 production price to increase by 
$0.55/kg. A $25 increase in electrolyser cost ($/kWdc-in) causes H2 production price to 
increase by $0.04/kg. A 1% increase in electrolyser capacity factor causes H2 pro-
duction price to decrease by $0.02/kg. A 1% increase in electrolyser efficiency 
(LHV) causes H2 production price to decrease by $0.04/kg. A 1% increase in electro-
lysis plant O&M expenses, which includes water system and compressors, causes H2 
production price to increase by $0.09/kg.* A 1% increase in the discount rate causes 
H2 production price to increase by $0.09/kg. To evaluate the effect of a decrease in 
cost factor values simply reverse the sign, positive or negative, for the change in H2 
production price. 

The sensitivity results for PV electricity prices are as follows. A $5/m2 increase 
in the area cost of PV modules causes PV electricity price to increase by 
$0.002/kWh. A $5/m2 increase in the area BOS cost causes PV electricity price to 
increase by $0.002/kWh. A 1% increase in PV module efficiency causes PV electric-
ity price to decrease by $0.004/kWh. A 42 W/m2 increase in the average insolation 
level, which represents a 1.0 hour increase in the average daily peak insolation  

                                                           
* The linear regression estimates that evaluate the effect of electrolyser capacity 
factor on H2 production cost need to be qualified.  As previously noted in the foot-
note on page 275, the relationship between electrolyser cost and H2 production cost 
over the full 25–95% range of capacity factors is non-linear.  However, over the 25–
29% range of electrolyser capacity factors applicable for PV power plants the rela-
tionship is approximately linear.  Also, it should be noted that over the 25–29% 
capacity factor range the effect of change in capacity factor is greater than over the 
25–95% range because the curve is steeper  (greater change) at the low-end of the 
capacity factor range as can be seen in Fig. 3. 
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Table 4. Descriptive statistics: value ranges to generate regression estimates.  

H2 system components 
Mean  

(Baseline value) 
Minimum  

value 
Maximum 

value 

A. PV power plant 
Electricity Price ($/kWh) 0.054 0.044 0.064 
PV Module Cost ($/m2) 60 40 80 
BOS Cost ($/m2 50 40 60 
PV Efficiency (%) 12% 10% 14   % 
Insolation Level (W/m2) 270 250 290 
Discount Rate (%) 6.0% 5.2% 6.8% 

B. Electrolysis plant 
Electrolyser Cost ($/kWdc-in) 425 350 525 
Electrolyser Capacity Factor (%) 27  % 25  % 29   % 
Electrolyser O&M Expense (% of Capital) 2  % 0  % 4   % 
Electrolyser Efficiency LHV (%) 64.2% 60.8% 67.6% 
Discount Rate (%) 6.0% 5.2% 6.8% 

C. Other H2 system components 
Pipeline ($/mile) 2,000,000 1,500,000 2,500,000 
Metal Hydride Containers ($/kg) 30 20 40 

 
 

Table 5. Sensitivity of levelized H2 pump price to change in component costs. 

 
Change in PV 

electricity price 
(¢/kWh) 

Change in H2 
pump price 
(¢/kg H2) 

A. Effect of change in electrolysis plant values 
Electrolysis plant   

 - Electricity cost (per ¢/kWh)  56.2 
 - Electrolyser cost (per $25/kWdc-in)  4.4 
 - Electrolyser capacity factor (per 1.0%)  –   2.9 
 - Electrolyser efficiency LHV (per 1.0 %)  –   4.8 
 - Electrolyser O&M expense (per 0.5 %)  5.3 
 - Electrolysis plant discount rate (per 0.5 %)  4.2 

B. Effect of change in H2 distribution values 
 - Pipeline (per $250,000/mile)  7.7 
 - Metal hydride containers (per $5/kg)  9.9 

C. Effect of Change in PV Power Plant Values on Electricity Price 
 - PV Cost $/m2 (per $5/m2) 0.2  
 - BOS Cost $/m2 (per $5/m2) 0.2  
 - PV Efficiency (per 1.0 %) –  0.4  
 - Insolation Level (per 0.5 average peak hours/day) –  0.4  
 - Discount Rate (per 0.5 %) 0.2  
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Fig. 4. Effect of change in electrolysis plant values on levelized H2 production cost. 

 
 

 

 

Fig. 5. Effect of change in PV plant values on levelized PV electricity price. 
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level, causes PV electricity price to decrease by $0.008/kWh. A 1% increase in the 
discount rate causes PV electricity price to increase by $0.004/kWh. And as pre-
viously stated, to evaluate the effect of a decrease in cost factor values simply re-
verse the sign, positive or negative, for the change in PV electricity price. 

The slopes of the lines in Fig. 4 are a good demonstration of the relative impact 
of change in the cost factor values on H2 production price. Consistent with previous 
findings, the sensitivity results clearly indicate the dominance of electricity cost on 
electrolytic H2 production price. In decreasing order of effect are electrolyser effi-
ciency, electrolyser O&M, and electrolyser cost. A degree of uncertainty exists re-
garding the cost of electrolysers. At present, large electrolysers are manufactured in 
small numbers and include ac/dc power conditioning equipment. It is possible that 
the cost of mass produced electrolysers (thousands of units per year) without power 
conditioning equipment will be lower than the $425/kWdc-in cost estimate. 

For PV electricity price, PV module efficiency and insolation level have the 
greatest impact. The variables having the next largest effect on PV electricity price 
are PV area cost and BOS area cost. A PV electricity price decrease associated with 
an increase in PV efficiency is contingent on holding area related PV manufacturing 
cost constant while achieving PV module efficiency gains. 

Due to the large impact of insolation levels on PV electricity prices, a map of in-
solation levels for the U.S. is presented in Fig. 6. The map clearly indicates that the 
U.S. is endowed with a large land area with high insolation levels, i.e., insolation 
levels ≥ 271 W/m2. 

It is highly probable that PV module efficiencies will increase above the near-
term 10% module efficiency, which implies that over time H2 production price will 
decrease. A decrease in BOS cost is contingent on scale economies achieved through 
the bulk purchase of standardized BOS components and strict attention to the man-
agement of labor costs, i.e., design of tasks to maximize labor-time synergies and 
mechanization. In conclusion, it can be stated with a relatively high degree of confi-
dence that the baseline cost estimates of this study are conservative and that over the 
long-term there is a reasonable expectation of decreases in PV electricity price, 
which translate into lower H2 prices. 

5  Economic Analysis of Second Generation (Year 31–Year 60) H2 
Systems 

Many of the PV electrolytic H2 production and distribution system components have 
an operating life that will exceed the assigned thirty-year capital recovery period. 
With the amortization of debt capital and the depreciation of equity capital assets, 
post-year-thirty H2 production and distribution costs will decline. With the capital 
amortization of system components, H2 production cost is reduced to O&M expenses 
for those system components. Therefore, it makes sense to evaluate both first and 
second generation H2 production costs. First generation H2 production is defined as 
the initial thirty-year capital recovery period, and second generation H2 production is 
defined as the post-amortization, Year 31–Year 60 H2 production period. 
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Fig. 6. Map of average U.S. insolation levels on a flat surface, tilted south at an angle equal to 
the site’s latitude. The 250–290 W/m2 range in insolation levels for the sensitivity analysis 
corresponds to solar radiation levels of 6–7 kWh/m2/day. This map was developed from the 
Climatological Solar Radiation (CSR) Model, developed by the National Renewable Energy 

Laboratory for the U.S. Department of Energy. 

The system components with an operating life greater than thirty years are PV 
BOS infrastructure components, electrolysers, pipeline, underground H2 storage 
facilities, and all buildings. Each of these system components has an operating life of 
sixty years. It is assumed that the pipeline reciprocating compressors will have a 
forty-year operating life since natural gas pipeline compressors have an operating life 
of forty or more years. 

Because thin film PV is a relatively recent technology, there is a lack of data on 
long-term PV electricity production levels. The assignment of a twenty or thirty year 
operating life for PV is the standard method of economic analysis of PV power 
plants. However, it is plausible that PV modules will produce electricity for sixty 
years at a 1% average annual degradation rate. Because of uncertainty regarding the 
electricity production profile of thin film PV modules, three second generation PV 
scenarios are evaluated:  

 
1. a 20-year PV module operating life model with PV module replacement at 

the end of twenty and forty years;  
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2. a 30-year PV module operating life model with PV module replacement at 
the end of thirty years; and  

3. a sixty-year PV module operating life model with the PV modules left in 
place to degrade at an assumed 1%/year rate through Year 60.  

It should be noted that the appropriate method to evaluate PV economic life is 
output degradation, and a greater than 30-year economic life is highly probable based 
on the observed life of silicon PV. 

The twenty-year PV life model, which is the least probable model and is pre-
sented for comparison to other studies, provides the high case H2 price estimates. 
The thirty-year PV life model supplies the intermediate case H2 price estimates. The 
sixty-year PV life model gives the low case, second generation (Year 31-60), H2 
price estimates. The sixty-year PV life model is important, because unlike almost 
any other source of electricity, flat-plate, non-tracking PV has the unique attribute of 
very long life and very low O&M. For example, even a concentrating solar thermal 
system would not have this attribute. The closest parallel is hydroelectricity, which 
has demonstrated the clear value of a large initial investment followed by decades of 
low-cost generation. 

The central financial assumption for the calculation of second generation leve-
lized PV electricity and H2 prices is the assignment of the depreciated 10% value of 
first generation assets as the second generation investment value for equity holders. 
All other second generation capital investments, revenues, expenses, depreciation, 
and taxes are entered into the net present value cash flow model in exactly the same 
manner as the first generation model. The capital structure of H2 production and 
distribution firms is assumed to remain 30% equity and 70% debt. The rate of return 
on equity remains 10%, the rate of return on debt remains 7%, the income tax rate 
remains 39%, and the discount rate remains 6%. 

The levelized H2 pump price estimates for the second generation, thirty-year PV 
module life model are presented in Table 6.B. There is a 40% reduction in the leve-
lized H2 pump price of second generation H2 compared to first generation H2 pump 
price. The levelized H2 pump price reduction is attributable to reductions in capital 
investments required for second generation H2 production and distribution compo-
nents. Second generation capital investments are 61% less than those for first genera-
tion H2 systems. Three factors account for the large capital investment reduction of 
second generation H2 production systems; reduced capital investments for the PV 
power plant and zero capital investments for electrolysers and pipelines. 
Two factors account for the reduction in capital investments for the PV power plant. 
First, the electricity output from the first generation PV additions reduces the quanti-
ty of replacement PV from 5.971-GWp to 4.423-GWp.* And secondly, the cost of 

                                                           
* The total quantity of PV additions to the first generation PV power plant is 1.888-
GWp.  The weighted average PV output of the first generation PV additions is 82% 
of the rated output of the PV modules in Year 31.  The de-rating of the first genera-
tion PV additions to 82% of rated output accounts for electricity output losses from 
PV module soiling, degradation, and catastrophic losses.  Hence, the dc electricity 
output of the first generation PV additions is equivalent to 1.548-GWp of PV and 
reduces the quantity of PV replacements for the second generation PV power plant.  

Centralized Production of Hydrogen 



292 James Mason and Ken Zweibel 
 

second generation PV modules is reduced by PV area cost reductions from $60/m2 to 
$50/m2, and BOS costs are reduced from $50/m2 to $20/m2. The BOS cost reduction 
is attributable to the sixty-year life of the BOS infrastructure components.  

The levelized H2 pump price estimates for the second generation, sixty-year PV 
module operating life model are presented in Table 6.C. Because the post-Year 30 
electricity production profile of thin film PV is speculative at present, these findings 
are presented to establish the potential, low-end H2 prices with future developments 
in thin film PV. The levelized H2 pump price is 53% lower than the first generation 
levelized H2 pump price for the sixty-year PV module operating life model. The 
capital investments for the second generation, sixty-year PV module operating life 
model are 83% less than the capital investments for first generation H2 systems. 

Another most important finding from the sixty-year PV module life model is the 
59% reduction in the levelized electricity price. The levelized PV electricity price for 
the second generation, 60-year PV module life model is 35% less than the levelized 
PV electricity price for the second generation, 30-year PV module life model. At the 
low price of PV electricity produced by second generation, 60-year PV module life 
PV power plants, the levelized H2 pump price is very attractive. 

The findings for the 60-year PV module operating life model call attention to the 
importance of research into the factors that affect thin film PV module operating life 
with the goal to manufacture thin film PV modules with a sixty-year operating life. 
For example, it is currently the opinion that crystalline PV modules will produce 
electricity at an acceptable level for sixty years. Standard assessments of PV systems 
call attention to its high capital cost and low annual operating expense profile. With 
the development of 60-year PV life systems, second generation PV power plants will 
introduce a low capital cost and low annual operating expense model. 

With the substantial price reduction for second generation H2, it is interesting to 
investigate the application of H2 as a fuel source for centralized, electricity produc- 
tion by combined-cycle steam turbine power plants. In essence, the use of H2 pro-
duced by PV electrolysis to generate electricity at combined-cycle electricity gene- 
rating plants is the transformation of PV electricity from an intermittent to a dispat-
chable source of electricity. This is an interesting case to explore because by the time 
that second generation PV electrolytic H2 becomes available, 2040–2050 at the earli-
est, there are indications that the availability of fossil fuels for electricity generation 
will begin to be in short supply. 

By 2040–2050, natural gas reserves will be in very short supply, and the produc-
tion of coal will quite likely be approaching peak production levels.19. While nuclear 
power plants are a source of large-scale electricity generation, there exist major con-
cerns regarding uranium supply (without breeder reactors), safety, waste disposal, 
and nuclear weapon proliferation. Therefore, it is prudent to explore the economic 
feasibility of other fuel sources such as PV electrolytic H2 for centralized, electricity 
generating plants. 

                                                                                                                                         
Therefore, only 4.423-GWp of PV is required to replace the first generation 5.971-
GWp of PV.  
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Table 6. Levelized H2 and PV electricity prices for first-generation (year 1–year 30) and 
second-generation (year 31–year 60) H2 systems with 20-, 30-, and 60-year PV life. 

A. First Generation H2 Production 

  
10% eff. PV 

($/kg H2) 
12% eff. PV 

($/kg H2) 
14% eff. PV 

($/kg H2) 
a. PV electrolysis plant (20-year PV life) 4.89 4.34 3.95 
b. PV electrolysis plant (30-year PV life) 4.67 4.12 3.75 
Pipeline and compressors 0.97 0.97 0.95 
City gate distribution center 0.02 0.02 0.02 
City gate H2 delivery trucks 0.13 0.13 0.13 
City gate metal hydride containers 0.62 0.62 0.62 
Filling station dispensing 0.07 0.07 0.07 

a. Levelized H2 pump price (20-year PV life)  6.70 6.15 5.74 
b. Levelized H2 pump price (30-year PV life)  6.48 5.93 5.53 

B. Second generation H2 production (20-year and 30-year PV life models) 

 
12% eff. PV 

($/kg H2) 
14% eff. PV 

($/kg H2) 
16% eff. PV 

($/kg H2) 
a. PV electrolysis plant (20-year PV life) 2.78 2.51 2.23 
b. PV electrolysis plant (30-year PV life) 2.60 2.34 2.12 
Pipeline and compressors 0.49 0.49 0.46 
City gate distribution center 0.15 0.15 0.15 
City gate metal hydride containers 0.62 0.62 0.62 
Filling station dispensing 0.07 0.07 0.07 

a. Levelized H2 pump price (20-year PV life)  4.10 3.83 3.53 
b. Levelized H2 pump price (30-year PV life)  3.92 3.62 3.40 

C. Second generation H2 production  (60-year PV life model) 

 
12% eff. PV 

($/kg H2) 
14% eff. PV 

($/kg H2) 
16% eff. PV 

($/kg H2) 
PV electrolysis plant 1.83 1.68 1.50   
Pipeline and compressors 0.40 0.40 0.40 
City gate distribution center 0.15 0.15 0.15 
City gate metal hydride containers 0.62 0.62 0.62 
Filling station dispensing 0.07 0.07 0.07 

Levelized Pump Price of H2 3.06 2.91 2.73 

D. Levelized PV DC electricity prices 
 $/kWh $/kWh $/kWh 
a. First generation H2 system (20-year PV life)      0.072   0.061 0.053 
b. First generation H2 system (30-year PV life)      0.064   0.054 0.047 

a. Second generation H2 System (20-year PV life)      0.043   0.038 0.033 
b. Second generation H2 system (30-year PV life)      0.040   0.035 0.031 

-- 2nd Generation H2 System (60-Year PV Life)      0.026   0.023 0.021 

E. H2 system capital investments 
 $ billion $ billion $ billion 
a. First generation H2 system (20-year PV life)    12.367 11.232 10.422 
b. First generation H2 system (30-year PV life)    12.367 11.232 10.422 

a. Second generation H2 system (20-year PV life)      7.893   7.135 6.565 
b. Second generation H2 system (30-year PV life)      4.809   4.430 4.145 

-- Second generation H2 system (60-year PV life)      2.088   2.088 2.088 
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The delivered price of H2 to centralized, electricity generating plants is lower 
than the delivered price of H2 to filling stations. The lower delivered price of H2 to 
centralized electricity generating plants is attributable to the fact that the H2 can be 
transported by pipeline directly to the power plants, which eliminates city gate distri-
bution and filling station costs. The levelized prices of grid-distributed electricity 
produced by H2 fueled combined-cycle electricity generating plants are presented in 
Table 7. The assumed efficiency of combined-cycle, steam turbine, electricity gene-
rating plants is 55% in terms of converting H2 energy into electricity. 

From the results presented in Table 7.A, the levelized electricity price for elec-
tricity produced by combined-cycle power plants fueled with first generation H2 is 
too expensive to be considered economically feasible. However, if the 60-year PV 
module operating life model proves relevant, then the levelized price of electricity 
generated by combined-cycle power plants using second generation H2 as a fuel 
source could be as low as $0.15–0.17/kWh. These electricity prices provide some 
assurance that if other options fail to meet electricity demand in the post-2040 pe-
riod, dispatchable PV electricity will be a feasible option. Clearly, further progress in 
PV cost reduction, a near certainty by 2040, will reduce the price of electricity gen-
erated by H2 fueled power plants. 

6 Life Cycle Energy and GHG Emissions Analyses 

6.1 Life Cycle Analysis Methods 

This Section investigates life cycle energy and GHG emissions of a PV electrolytic 
H2 system. The boundaries of the life cycle energy and GHG emissions analyses are 
cradle to grave. Five life cycle stages are evaluated:  

Stage 1: materials production, which includes ore extraction, milling, part casting 
and machining, and transportation;  

Stage 2: product manufacture and assembly; 
Stage 3: product distribution; 
Stage 4: product utilization; and  
Stage 5: product disposal.  

Construction, office facility utilization and employee travel to and from work are 
included. All components are scaled to a thirty-year operating life. 

Life cycle primary energy estimation parameters are derived from published stu-
dies.13,20,21,22 Recycling credits are allocated to the material production life cycle 
estimation parameters on the basis that 80% of materials are recycled at their end-of-
life. The GHG emissions estimation parameters are generated with the energy soft-
ware GREET1.6.23 All energy values are reported in terms of Btuprim/kg of delivered 
H2, where prim is primary energy, and at the low heating value. 

Primary energy is defined in this study as the total fuel cycle energy input per kg 
of H2 energy delivered for consumption and accounts for the energy expended to 
extract, refine and deliver fuels. The primary energy estimates only include the fossil 
fuel energy from the use of system H2  and PV energy. Electricity generation is based 
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Table 7. H2 for electricity generation by combined-cycle power plants (efficiency = 55%).a  

 

Capital 
$/kWh 

O&M 
$/kWh 

H2 Fuel 
$/kWh 

Transmission 
$/kWh 

Administration  
and profits 

$/kWh 

Levelized 
electricity 

price 
$/kWh 

A. First generation H2 
10% PV–H2 @ $5.64/kg 0.011 0.0014 0.304 0.0029 0.03 0.349 
12% PV–H2 @ $5.09/kg 0.011 0.0014 0.274 0.0029 0.03 0.320 
14% PV–H2 @ $4.70/kg 0.011 0.0014 0.253 0.0029 0.03 0.299 

B. Second generation H2 (30-year PV model) 
12% PV–H2 @ $3.06/kg 0.011 0.0014 0.165 0.0029 0.03 0.210 
14% PV–H2 @ $2.78/kg 0.011 0.0014 0.150 0.0029 0.03 0.195 
16% PV–H2 @ $2.56/kg 0.011 0.0014 0.138 0.0029 0.03 0.183 

C. Second generation H2 (60-year PV model) 
12% PV–H2 @ $2.23/kg 0.011 0.0014 0.120 0.0029 0.03 0.165 
14% PV–H2 @ $2.08/kg 0.011 0.0014 0.112 0.0029 0.03 0.152 
16% PV–H2 @ $1.90/kg 0.011 0.0014 0.102 0.0029 0.03 0.148 

aThe data source for levelized costs for combined-cycle electricity generating plants is EIA, Annual 
Energy Outlook 2005, Market Trends – Electricity Demand and Supply, Fig. 71 – Data Table. 

 
on a U.S. average fuel mix and power plant efficiency. Energy values are reported at 
the lower heating value. The GHG emissions are carbon dioxide, nitrous oxide and 
methane and are reported in grams of CO2 equivalencies per kg of H2 combusted. 

A generalized analysis such as this produces only approximate life cycle energy 
and GHG emissions estimates because of cross-sectional variation in product and 
material production processes and local energy sources. Sensitivity analysis is an 
analytical tool to evaluate the effect of variances in life cycle estimation parameters 
on results. The sensitivity analysis performed in this study applies a 25% variance to 
each of the life cycle estimation parameters. 

Energy and GHG emissions payback times are calculated to estimate the time it 
takes to recover the energy and GHG emissions embodied in the H2 fuel cycle of 
FCVs compared to the energy and GHG emissions embodied in the gasoline fuel 
cycle of conventional internal combustion engine (ICE) vehicles. Payback time cal-
culations are based on an average fuel economy for conventional ICE vehicles of 
23.5 miles/gallon of gasoline and an average travel distance of 11,000 miles/year. 

The primary energy content of a gallon of gasoline is 143,220 Btu, which is a 
factor of 1.24 greater than the 115,500 Btu energy content of a gallon of gasoline that 
is combusted in vehicle engines.23 The fuel cycle GHG emissions from the combus-
tion of a gallon of gasoline are 12.16-kg CO2 equivalent. In comparison, FCVs have 
a fuel economy of 54.5 mi/kg of H2 and an average travel distance of 11,000 
miles/year. 

Material resource issues associated with multi-GWp scale PV manufacturing are 
evaluated by Zweibel24 Material resource consumption for the other H2 system com-
ponents appears to be within sustainable bounds. The predominant resources for H2 
system components are iron, copper, and aluminum. The estimated 530,000-million 
metric tons of steel required for H2 system components is only 0.1% of world annual 
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steel production; the estimated 36,500-million metric tons of copper is only 0.3% of 
world annual copper production; and the 9,200-million metric tons of aluminum is 
less than 0.1% of world annual aluminum production.  

6.2 Life Cycle Energy and GHG Emissions Analyses Results 

The life cycle energy and GHG emissions findings are presented in Table 8. The 
total primary energy embodied in the life cycle of the H2 production and distribution 
system is 35.8 MJprim/kg of delivered H2. Of the total life cycle energy, the PV power 
plant accounts for 50%, filling stations account for 22%, the pipeline system ac-
counts for 19%, the electrolysis plant accounts for 5%, and the city gate distribution 
centers account for 4%. 

The total life cycle GHG emissions are 2.6-kg CO2 Eq/kg of delivered H2. The 
use of PV electricity to power the electrolysis plant compressors and pipeline com-
pression station compressors, and system produced H2 to power all other compres-
sors significantly reduces H2 fuel cycle CO2 emissions. The high life cycle CO2 
emissions and primary energy use from the operation of filling station compressors, 
which are modeled to be powered by grid-distributed electricity with a U.S. average 
fuel mix, is one point in the H2 system with potential for reductions in life cycle CO2 
emissions and primary energy consumption through the use of system H2 or PV 
electric systems. 

The primary energy payback time is 3.1 years, and the GHG emissions payback 
time is 3.1 years. With a thirty-year life cycle for all system components and the 
replacement of gasoline ICE vehicles with H2 FCVs, the payback time estimates 
translate into vehicle operation with ~ 27 years of fossil fuel free energy use and 
zero-GHG emissions. The sensitivity results indicate that a ± 25% change in all life 
cycle estimation parameters change the primary energy payback time by ± 0.80 years 
and the GHG emissions payback time by ± 0.81 years. 
 The operation of H2 powered vehicles results in energy savings of 90% and GHG 
emissions reductions of 90%. The analysis can be extended by including life cycle 
energy and GHG emissions embodied in the manufacture of FCVs and ICE vehicles. 
Research indicates that the life cycle energy and GHG emissions embodied in the 
manufacture of  FCVs  is basically the same as those embodied in the manufacture of 
current conventional gasoline ICE vehicles.21 This finding lends support to the con-
clusion that H2 powered FCVs reduce primary energy use and GHG emissions by 
90%. Future growth in the quantity of renewable energy employed in the production 
of H2 system components will lead to even greater reductions in the primary energy 
and GHG emissions profile of H2 systems. 

7 System Energy Flow/Mass/Balance Analysis 

The compression energy estimates for electrolysis plant, pipeline, city gate, and 
filling station compression points are presented in Table 9. Total compression energy 
is 975 GWh, which is 13.5% of the energy content of gross H2 production. However, 
the quantity of primary energy consumed for compression is less since the energy for 
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Table 8. Life cycle primary energy and CO2 equivalent emissions.a,b  

System components 
Primary energy 
(MJprim/kg H2) 

CO2 eq emissions 
(kg CO2/kg H2) 

Payback  
sensitivity of 

energy to +/– 25% 
(Years) 

Payback  
sensitivity of 

GHG emissions 
+/– 25% (Years) 

PV power plant 21.26 1.5 0.48 0.47 
Water system 1.01 0.1 0.02 0.02 
Electrolysis plant 1.40 0.1 0.03 0.03 
Pipeline 1.56 0.1 0.03 0.04 
City gate distribution 1.35 0.1 0.03 0.03 
Filling stations 9.25 0.7 0.21 0.22 

Totals 35.82 2.6 0.80 0.81 
Payback time (years) 3.1 3.1   
% reduction           89.7%           89.7%     

aLife cycle results are based on annual H2 consumption of 203,613,391 kg H2. 
bThe H2 system payback times and % reductions are derived from the operation of one million-
conventional ICE vehicles with a fuel economy of 23.5 miles/gal gasoline. The primary energy value of 
gasoline is 152 MJprim/gallon (LHV), and gasoline combustion carbon dioxide equivalent emissions are 
10.83-kg CO2 Eq per gallon gasoline.23 

 
 

compressors is provided by PV electricity and H2 from the pipeline. The total prima-
ry energy for all compression points is 706 GWh, which is 9.8% of the energy value 
of gross H2 production. While the electrolysis plant and the pipeline compressors use 
the most energy, 58% of total compression energy, their contribution to primary 
energy consumption is only 6% because of the use of PV electricity and H2 as the 
energy source to power the compressors. While filling stations account for only 20% 
of total compression energy, they contribute 84% of total primary energy because of 
the use of grid-distributed electricity. 
 

Table 9. Energy consumption for H2 compression. 

Compression Points Begin pressure 
(psi) 

Final pressure 
(psi) 

Compression energy 
(kWh/kg) 

% of H2 energy 

Electrolysis plant compressors          14.7   116 1.37 4.1% 
Pipeline compressor station 100 1000 1.25 3.8% 
Pipeline booster compressors (9) 898 1000 0.54 1.6% 
City gate compressors 798 1740 0.43 1.3% 
Filling station compressors 363 1740 0.98 3.0% 

Totals     4.57 13.7% 

   

H2 Flow 
(kg/yr) 

Compression Energy 
(MWh) 

Compression 
primary energy 

(MWh)a 
Electrolysis plant compressors  216,815,961 296,312 23,705 
Pipeline compressor station  216,815,961 271,767 21,741 
Pipeline booster compressors (9)  216,815,961 117,081 39,736 
City gate compressors  210,311,614   90,422 30,688 
Filling station compressors   202,006,772 198,959 590,112 
Total compression energy     974,541 705,983 
% of gross H2 energy                    13.5% 9.8% 
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A system energy flow chart is presented in Fig. 7, and energy mass and balance 
ratios are presented in Table 10. The mass efficiency is 94% and means that 94% of 
the H2 produced at the electrolysis plant is available to vehicles at filling stations. 
The system energy efficiency is 77% in terms of H2 energy output to total system 
energy inputs including H2 and total primary energy inputs. Total system energy use 
is 44 MJ per kg of delivered H2 of which 39 MJ is fossil fuel energy. The net energy 
ratio result indicates that 3.3 units of H2 energy are produced for each unit of fossil 
fuel energy. 

8 Conclusions: Summary of Results and Suggestions for Future 
Analysis 

A summary of levelized H2 pump prices, system capital investments, and levelized 
PV electricity prices are presented in Figs. 8–11 A summary of results for first gen-
eration (Year 1–Year 30) H2 production are as follows. The levelized H2 pump price, 
which does not include fuel use taxes, ranges from $6.48–$5.53/kg for 10% and 14% 
efficient PV modules respectively. With fuel tax, the H2 pump price is $7.47–
$6.52/kg, which is comparable to high-end 2005–2006 U.S. gasoline prices when the 
H2 is for FCVs with a fuel economy 2.2-times greater than conventional ICE ve-
hicles. 

The capital investment for a PV electrolytic H2 system to support one-million 
FCVs ranges from $12.4 billion for systems using 10% efficient PV modules to 
$10.4 billion for systems using 14% efficient PV modules. The PV power plant ac-
counts for 59–51% of total H2 system capital investments. The levelized PV elec-
tricity price ranges from $0.064/kWh to $0.047/kWh for 10% and 14% efficient PV 
modules respectively. 
 The most important findings of this study relate to the large price and capital 
investment reductions for second generation, Year 31–Year 60, PV electricity and H2 
production. Since electricity cost accounts for 80% of H2 production cost, the reduc-
tion in Year 31–Year 60 PV electricity prices are summarized first. The long operat-
ing life of PV power plant BOS components causes a significant decrease in PV 
electricity prices and capital investments for Year 31–Year 60 PV electricity produc-
tion. Second generation PV electricity prices are reduced to $0.040–$0.031/kWh for 
10% to 14% efficient PV modules respectively in the case of a thirty-year PV mod-
ule operating life and to $0.026–$0.021/kWh for 10% to 14% efficient PV modules 
respectively in the case of a sixty-year PV module operating life with 1% annual 
electricity output degradation. An overview of levelized PV electricity prices is pre-
sented in Fig. 8, and PV plant capital costs are presented in Fig. 9.  

Hydrogen pump prices for second generation, Year 31–Year 60, electrolytic H2 
production are reduced to $3.90–$3.40/kg for 10% to 14% efficient PV modules 
respectively in the case of a thirty-year PV module operating life and to $3.06–
$2.73/kg for 10% to 14% efficient PV modules respectively in the case of a sixty-
year PV module operating life. A summary of H2 pump prices is presented in Fig. 10. 
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Fig. 7. H2-system energy flow chart (lower heating values). Energy inputs in the right column 
are primary energy estimates for the system components. 
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Table 10. H2 system energy mass and balance ratios (LHV). 

A. PV power plant 
 PV electricity 

supply 
(GWh) 

PV electricity 
use 

(GWh) 

PV electricity 
losses 
(GWh) 

PV energy 
use 
(TJ) 

PV life cycle 
primary 

energy use 
(TJ) 

PV power plant 14,168  2,126 7,653 4,328 
Delivered PV electricity       
Electrolysers  11,473 0 41,301 4,130 
Electrolyser compressors  296 0 1,066 107 
Pipeline compressors  252 0 907 91 
Water system  21 0 76 1 

Total 14,168 12,042 2,126 51,002 4,328 

B. H2 system 

 

H2 flow 
(kg) 

H2 use 
(kg) 

H2 losses  
(kg) 

Total H2 use 
(TJ) 

H2 life cycle 
primary 

energy use 
(TJ) 

H2 production 216,816,097       
PV electrolysis plant 215,732,017 0 1,084,080 130 4,729 
Pipeline 208,826,241 3,653,535 3,252,241 828 408 
City gate distribution 204,697,471 3,044,690 1,084,080 495 275 
Filling stations 203,613,391 0 1,084,080 130 1,883 

Total 203,613,391 6,698,225 6,504,481 1,582 7,294 

C. H2 system 

 

Mass  
efficiencya 

System energy 
efficiencyb 

System energy 
use 

(MJprim/kg H2out)c 

Net energy 
ratiod 

System fossil 
fuel energy use 

(MJprim/kg H2out)e 
Electrolysis plant 99.5% 84.2% 23.9   23.2 
Pipeline 96.8% 95.3% 6.1  2.0 
City gate distribution 98.0% 97.0% 3.8  1.4 
Filling stations 99.5% 92.4% 9.9   9.2 

Total  93.9% 77.0% 43.6 3.3 35.8 
a. Mass efficiency = H2 out/H2 in (does not include life cycle primary energy use). 
b. System energy efficiency = H2 energy out/H2 in + fuel cycle primary energy. 
c. System energy use = system energy use - H2 use + primary energy (MJ) / kg H2 out. 
d. Net energy ratio = H2 energy out/fossil fuel (primary energy) energy consumed in system. 
e. Fossil fuel energy use = MJ fossil fuel (primary energy) energy/kg H2 out. 
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Fig. 8. Summary of levelized PV electricity prices ($/kWh). 

 
 

 
 

Fig. 9. Summary of PV power plant capital investments. 
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Fig. 10. Summary of levelized H2 pump prices ($/kg H2 = gallon of gasoline equivalent price).  

Second generation H2 system capital investments are reduced to $4.81–$4.15 bil-
lion for 10% to 14% efficient PV modules respectively in the case of a thirty-year 
PV module operating life and to $2.09 billion in the case of a sixty-year PV module 
operating life. A summary of H2 system capital investments is presented in Fig. 11.  

Since PV electrolysis plants are modular in design, it is possible to couple the ex-
pansion of PV electrolysis plants to growth in the FCV market. The creation of a H2 
production and distribution system is contingent on the development of a working 
partnership between PV, electrolyser, automobile, pipeline, metal mining and retail 
fuel companies. The capital investments required for the construction of a PV elec-
trolytic H2 production and distribution system is comparable to the capital invest-
ments in the construction of the cable and satellite infrastructure for the information 
technology industries in the latter part of the 20th century. 

The total land area of the PV electrolysis plant ranges from 94 mi2 to 68 mi2 for 
10% and 14% efficient PV respectively. The land area is not a problem since PV 
electrolysis plants will be located in sparsely populated desert regions. Annual water 
consumption is 1.47-billion gallons, which is a relatively small quantity of water and 
is easily supplied by either on-site, rain-runoff, collection and storage systems or 
water importation by train or truck. 

The total life cycle primary energy is 35.8 MJprim/kg of delivered H2. The life 
cycle GHG emissions are 2.6-kg CO2 Eq/kg of delivered H2. The primary energy and 
CO2 payback times are 3.1 years respectively. The replacement of gasoline powered 
ICE vehicles with H2 powered FCVs reduces primary energy consumption by 90% 
and GHG emissions by 90%. 
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Fig. 11. Summary of capital investments (year 1–30 and year 31–60) H2 production. 

The PV manufacturing capacity to support the production of H2 to power 250-
million FCVs over a thirty-year timeframe, which is approximately 25% of the pro-
jected world fleet of light-duty vehicles and light commercial trucks, is presented in 
Table 11. The H2 to power 250-million FCVs is 0.24-TW of energy, which replaces 
0.52-TW of energy consumed by gasoline powered ICE vehicles. This level of H2 
production from PV electrolysis plants will require the annual manufacture of 50-
GWp of PV. The thirty-year cumulative quantity of installed PV is 1.735-TWp. 

The total capital investment for a PV electrolytic H2 production and distribution 
system to deliver H2 for 250-million FCVs ranges from $3.09-trillion to $2.60-
trillion for H2 systems with 10% and 14% efficient PV modules respectively. The 
annual capital investment to construct the H2 system over thirty years is $103–$87 
billion with 10% and 14% efficient PV modules respectively. 

The PV technologies that currently demonstrate the potential to meet the cost and 
performance projections of this study are thin film CdTe and CIS PV, which raises 
questions regarding the resource availability of tellurium and indium to meet the 
required scale of PV production. The tellurium and indium production estimates of 
Zweibel1,24 indicate that the tellurium and indium resource bases are likely sufficient 
to support the manufacture of 50-GWp/year of CdTe and CIS PV.  This conclusion is 
highly sensitive to assumptions about layer thickness and the availability and price of 
tellurium and indium. It needs to be emphasized that the tellurium and indium re-
source production projections are based on soft resource data analysis and substantial 
variation in assumed layer thicknesses and module efficiencies. An important devel- 
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Table 11. Installed PV and capital cost to produce H2 for 250-million FCVs (with thirty-year 
PV life and first generation H2 production assumptions). 

  

New PV installed/year 
(GWp) 

Total PV 
installed in 30 
years (GWp) 

Number of PV  
manufacturing plants @  

3-GWp/year capacity 
PV electrolysis plantsa 49.76 1,493 17.6 
PV additions for output lossesb 0.52 242 0.2 

Total installed PV  50.28 1,735 23.0 
    

  

H2 system with 10% 
efficient PV 

H2 system with 
12% efficient 

PV 

H2 system with 14% 
efficient PV 

Annual capital costs (billion $) 103 94 87 
Total 30-year capital costs (billion $) 3,089 2,805 2,603 
aIncludes PV for electrolysers, compressors, water pumps, water distillation, and the pipeline compression 
station. 
bThe PV additions for the 49.76 GWp of PV installed in the first year are 0.52 GWp per year for thirty 
years. The PV additions increase each year by 0.52 GWp. In the thirtieth year, the total quantity of PV 
additions is 15.73 GWp. The PV manufacturing capacity of five PV manufacturing plants will be needed 
to supply the PV additions. A total of twenty-three PV manufacturing plants with an annual PV production 
capacity of 3 GWp each is required in year 30. 

 
 

opment is the discovery of a very large source of economically recoverable tellurium 
in seabed ferromanganese crusts,25 which will become available with growth in 
seabed mining in coming decades. On a final note, other analyses project that tellu-
rium and indium resource constraints impose limits on PV production levels ranging 
from 20 GWp/year to more than a 1,000 GWp/year. 

The primary challenges are: continued progress in thin film PV module efficien-
cies and cost reduction; the scale-up in the manufacturing capacity of PV and elec-
trolyser components; and increasing the production of rare semiconductor metals.1 
The increase in tellurium and indium production will require timely investments for 
the addition of secondary metal production facilities, which will require coordination 
between PV manufacturers and metal mining and refining companies. Recycling 
processes for the full recovery of materials from retired PV modules need adopted to 
extend the long-term supply of rare semi-conductor metals. To hedge against the 
possibility that the supply of tellurium and indium falls short, further research on 
silicon based PV as well as new compound semiconductor thin films is important. 
Since the future supply of indium and tellurium is unpredictable, this research em-
phasis in PV is a necessary component of any strategy for the terawatt-scale applica-
tion of PV. 

The development of a PV electrolytic H2 production and distribution system will 
provide substantial economic benefits. Growth in the PV, electrolyser, compressor 
and metal hydride industries will create millions of new jobs worldwide, which in  
turn will stimulate economic growth. The number of jobs created in the PV and elec-
trolyser manufacturing industries will be many times the number of jobs lost in the 
gasoline production industry. The greatest economic benefits are the mitigation of 
global warming consequences and the development of sustainable energy systems to 
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support global economic growth when fossil fuel production levels begin to decline 
over the course of the next several decades. 

Areas for additional analysis are: 

1. An economic evaluation of expanding secondary metal production facilities to 
support the timely growth in tellurium and indium production. This should al-
so include further assessments of the economically recoverable tellurium and 
indium resource bases. 

2. Analysis of the technical, material, and economic production parameters to 
manufacture PV modules with a 60-year operating life. 

3. An evaluation of the daily PV electricity output profile to evaluate whether it 
matches the power requirements of H2 compressors at the electrolysis plant 
and the pipeline compression station. In other words, can PV electricity be the 
sole source of power for electrolysis plant and pipeline compression station 
compressors? 

4. Macro-economic analysis of labor market dynamics of multi-GWp PV manu-
facturing plants. 

In conclusion, the biggest challenge facing the use of PV for hydrogen produc-
tion remains the carrying out of the research program to develop higher efficiency, 
lower cost PV; and assuring the interim market subsidies needed to keep investment 
in PV strong so that manufacturing scale-up continues. But the important conclusion 
of this paper is that the achievement of low-cost PV will then lead to cost-effective 
production of hydrogen for vehicular markets. 

Appendices 

Appendix 1. Energy Units and CO2 Equivalent Emissions Estimates 

See Table 12. 

Appendix 2. Levelized Price Estimates Derived by Net Present Value 
Cash Flow Analysis 

The levelized price of a product is the constant revenue stream that recovers all capi-
tal investments and covers all variable and fixed costs and taxes over the investment 
period. Therefore, the levelized electricity and H2 prices presented in this study are 
derived by finding the electricity and H2 price that generates a net cash flow resulting 
in a zero net present value for the sum of discounted annual net cash flows over the 
investment period. The net present value formula is  
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      (2)  
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Table 12. Energy units and CO2 equivalent emissions estimatesa  

A. Energy units 
 Low heat value High heat value 
Hydrogen (Btu/kg) 113,607 134,484 
Conventional gasoline (Btu/gal) 115,500 125,000 
Conventional diesel (Btu/gal) 128,500 138,700 
Natural gas (Btu/scf) 928 1,031 
Coal (Btu/short ton) 18,495,000 20,550,000 
   

B. Primary energy and CO2 equivalent emissions 

  
Primary energy 

(MJprim/MJe) 
CO2 eq. emissions 

(g/MJe) 
Electricity (US Fuel Mix) 2.96 220.2 
PV electricity 0.10 7.1 
Hydrogen (by PV electrolysis) 0.30 21.6 
Gasoline (conventional) 1.24 89.3 
Diesel (conventional) 1.19 92.7 
Residual fuel oil (stationary boiler) 1.10 88.3 
Natural gas (stationary boiler) 1.06 65.3 
Coal (stationary boiler) 1.02 96.1 

aThe data source is GREET1.6 23 except for the PV electricity and hydrogen by PV electrolysis primary 
energy and CO2 equivalent emissions estimates, which are original to this study. The CO2 equivalent 
emissions are carbon dioxide, nitrous oxide, and methane. 

 
where NPV = net present value of the investment project, NCFt = net cash flows per 
year for the project, k = cost of capital, which is a weighted average cost of capital 
(WACC), (1 + k)t = the discount rate to convert annual net cash flows to their present 
value, N = number of years, I0 = shareholder investment in the project. 

The definition of net cash flow (NCF) for capital budgeting purposes is after-tax 
cash flows from operations discounted at the present value of the cost of capital.26 In 
net present value analysis the cost of capital is a pre-determined value based on the 
opportunity cost of capital. The cost of capital is defined as a weighted average cost 
of capital (WACC) and takes into account the firm’s capital structure, the cost of 
equity and debt capital, and tax rates. The formula for the weighted average cost of 
capital (WACC) is  

WACC = Discount Rate = {[(% equity) (k equity)] x [(% debt) (k debt) (1 – τ)]}  (3) 

where % equity is the percentage of the market value of the firm’s market value 
owned by shareholders, k equity is the cost of equity capital, % debt is the percentage 
of firm’s market value owned by creditors, k debt is the cost of debt, and τ is the tax 
rate. 

Operating cash flows are revenues (Rev) minus direct costs that include variable 
costs (VC) and fixed cash costs (FCC): 

   Operating Cash Flows = Rev – VC – FCC    (4) 

Since net cash flows are defined as the after-tax cash flows from operations, taxes 
have to be included: 

  Taxes on Operating Cash Flows = τ (Rev – VC – FCC – dep)  (5) 
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Depreciation is defined as a non-cash charge against revenues in the calculation of 
net cash flows. Interest expenses and their tax shield are not included in the defini-
tion of cash flows for capital budgeting purposes. The reason is that when we dis-
count at the weighted average cost of capital we are implicitly assuming that capital 
budgeting projects will return the expected interest payments to creditors and the 
expected dividends to shareholders. Meanwhile, the reduction in expenses from the 
tax shield is already counted in the term for the tax rate. Hence, the inclusion of 
interest payments or dividends as a cash flow to be discounted is double-counting. 

Putting all of this together, the operational expression for the calculation of the 
net present value (NPV) of net cash flows is  

  NPV = 
( ) ( )
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which is equivalent to Eq. 2. 
The levelized PV electricity and H2 prices presented in this study are derived 

from Eq. 6 by choosing the electricity or H2 price level for the revenue component 
that produces a zero net present value for the net cash flow streams over the invest-
ment period, which in this case is equivalent to the internal rate of return. The esti-
mation of levelized PV electricity and H2 prices by the net present value cash flow 
method insures that all creditors and shareholders receive their expected rates of 
return. 

For this study it is assumed that the effect of inflation will be the same for cash 
inflows and outflows and rates of return. This inflation assumption implies that the 
inflation factor in Eq. 2 is the same in both the numerator and denominator, and 
hence, cancels out. Therefore, the net present value is both a nominal and real value. 
However, if the expected inflation rate for cash inflows, cash outflows, or rates of 
return are different, then inflation factors need to be added to the appropriate factors 
in Eq. 2 or equivalently in Eq. 6. 

The application of net present value cash flow analysis to estimate levelized 
energy prices tends to provide estimates that are more conservative than almost any 
other estimation method, thereby making the analysis more robust. 

Appendix 3. Adiabatic Compression Formula 

Hydrogen compression energy is estimated with the adiabatic compression energy 
formula: 
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where WJ/kg = specific compression work; y = specific heat ratio (adiabatic coeffi-
cient); P1 = initial pressure (PaA); P2 = final pressure (PaA); V1 = initial specific 
volume (m3/kg); Z1 = gas compressibility factor for initial pressure; Z2 = gas com-
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pressibility factor for final pressure; and efficiency = efficiency of the compressors.8 
The gas compressibility factors are calculated by the Redlich-Kwon equation of 
state.9 An average compressor efficiency of 70% is assumed over the 0.8–11.72-MPa 
range of pressures used in this study. 

Appendix 4. Deviations from DOE H2A Assumptions 

The U.S. Department of Energy’s Hydrogen Program has developed a DOE H2 
Analysis tool for H2 systems research. Researchers from the National Renewable 
Energy Laboratory and Argonne National Laboratory have constructed a techno-
economic database known as the H2A guidelines to assist in the economic evaluation 
of a variety of H2 delivery and forecourt scenarios.27,28 Due to the widespread use of 
H2A guidelines it is believed appropriate to address some of the areas where the 
assumptions and methods underlying the results of this study deviate from the H2A 
default assumptions and values. 

There are several differences in the financial assumptions. The H2A real after-tax 
discount rate is 10%, whereas in this study the real after-tax discount rate is 6%. The 
variation is attributable to differences in the capital structure for investments. The 
H2A uses a 100%-equity capital structure, whereas this study uses a capital structure 
of 30% equity capital and 70%-debt capital. The cost of debt is 10% for the H2A 
default value for 7% (30-year coupon bond) for this study. The tax rate is the same in 
both studies. The H2A assumptions include an inflation factor of 1.29%, while this 
study does not include an inflation factor, which is explained in Appendix 2. The net 
effect of these differences in financial assumptions is a lower levelized H2 pump 
price estimate for this study compared to the levelized H2 pump price under the H2A 
financial assumptions. 

The assumptions of this study are premised on the commitment to a multi-trillion 
dollar, centralized H2 production and delivery system in the U.S. over a thirty-year 
time period. Therefore, it is believed that the capital structure assumptions of 30%-
equity capital and 70% debt are more realistic for the assumed scale of capital in-
vestments. In addition, there are cash flow benefits to financing capital budgeting 
projects with debt capital rather than equity capital because interest on debt is tax 
deductible whereas dividends payments are not. The 7% interest rate for 30-year 
coupon bonds is a reasonable assumption for the assumed scale of investments, par-
ticularly so if a national H2 plan is adopted with government regulation and guaran-
teed bond issues. 

Another major difference between this study and the H2A scenarios is the speci-
fication of a H2 delivery and storage system based on metal hydride (MH) H2 storage  
in this study, which is not included in the H2A scenarios. In the default H2A scena-
rio for a compressed H2 system, terminal and forecourt H2 costs are estimated at 
$3.88/kg of H2, whereas in this study city gate delivery and filling station costs are 
estimated at $0.84/kg of H2. A review of the H2A database provides some answers as 
to why the H2A H2 price estimates are higher than this study. 

For one, the difference in financial assumptions explains part of the difference. 
Possibly the largest factor is a difference in the assumption regarding operating life 
of H2 storage containers. H2 storage containers, composite tube trailers for com-
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pressed H2 storage or MH, are one of the most costly components in the H2 delivery 
system. The default value for the H2A database is a ten-year operating life, whereas 
this study assumes a thirty-year operating life for MH containers. Also, the H2A 
compressed H2 delivery and dispensing entails higher energy expenditures for H2 
storage and dispensing compared to MH systems. The compression energy for the 
H2A compressed H2 delivery system is a factor of > 2.0 greater than for the MH 
system of this study, which translates into higher O&M expense for the H2A com-
pressed H2 scenarios. The higher energy levels for compression also mean larger 
compressors at higher capital investments per compressor. 

Appendix 5. Summary of Reviewer Comments with Responses 

The report was submitted to reviewers for comments. The comments addressed a 
variety of issues. A brief summary of the comments is provided and addressed by 
these categories:  

1. PV power plant assumption;  
2. the problem of creating a national H2 supply sufficient to support the mass 

marketing of H2 powered vehicles and the need for distributed H2 production 
to address the short-term national H2 problem problem; and  

3. why the choice of a metal hydride H2 storage system when an effective metal 
hydride storage system does not at present exist.  

Responses to the reviewers’ comments are offered in this Section.  

(i) PV power plant assumptions 

Reviewers state that while the PV power plant cost and performance estimates 
are optimistic, they are achievable based on the historical trajectory of PV develop-
ment. The authors believe that the 10%-thin film PV power plant cost estimates are a 
legitimate baseline model to evaluate the near-term economic feasibility of using PV 
electricity for electrolytic H2 production. 10%-thin film PV will be available for the 
near-term construction of the first 6-GWp PV electrolysis plant. The projected PV 
cost of $60/m2 is premised on the assumption that the PV is manufactured at an op-
timized PV manufacturing plant with an annual production capacity of a 2–3-GWp of 
PV. The size of the optimized PV manufacturing factory is based on the size of an 
optimized glass production facility, which is the single largest component of a PV 
module. Over time, PV electrolytic H2 production costs will decline as PV technolo-
gy advances to the 12% and eventually 14% efficiency levels. 

Reviewers express some confusion regarding the thirty-year and sixty-year PV 
module operating life models for post-amortization second generation, Year 31–Year 
60, H2 production. The second generation H2 production model is one of the most 
important concepts developed in this paper and is an area that deserves greater atten-
tion and research. If PV modules can achieve a sixty-year operating life, then PV 
will truly be an important technology. However, as the analysis demonstrates, even 
with a thirty-year PV module operating life, the sixty-year life of PV plant BOS 
infrastructure and the sixty-year operating life of electrolysers results in a 44% re-
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duction in the second generation, Year 31–Year 60, H2 production costs, which also 
is highly significant.  

One reviewer raised the issue of the DOE target goal of $0.04/kWh-electricity 
cost for the economic production of H2 by electrolysis. While this is an achievable 
long-term goal for PV power plants, this analysis demonstrates that economical H2, 
when used by advanced fuel economy vehicles such as fuel cell vehicles, can be 
produced by electrolysis with electricity costs as high as $0.064 kWh. Electrolytic H2 
produced at this electricity price is comparable to 2006-gasoline prices when the H2 
is used by advanced fuel economy vehicles. This is a particularly attractive fuel price 
when the near-zero greenhouse gas emissions profile of PV electrolytic H2 is fac-
tored into the cost assessment. With the likely near-term institution carbon taxes and 
increasing concern over the consequences of global warming, the near-term price of 
PV electrolytic H2 is perceived as economical. And as the study indicates, the price 
of PV electrolytic H2 will go down over time with the assumed progress in thin film 
PV technologies.  

(ii)  Questions related to national H2 production and distribution issues 

Reviewers asked why we did not consider distributed PV electrolytic H2 produc-
tion systems. For one, Ivy29 conducted an excellent review of distributed PV electro-
lytic H2 systems. But the most important reason is that the central issue to this study 
is the production and distribution of a sufficient quantity of H2, which is to be widely 
distributed simultaneously and continuously to local markets throughout the nation, 
to support the mass marketing of H2 powered vehicles in terms of millions of addi-
tional H2 vehicles per year. This study attempts to establish the parameters for cen-
tralized PV electrolytic H2 production and distribution to provide this scale of na-
tional H2 production and distribution. 

If the goal is to eliminate CO2 emissions in the transportation energy use sector 
by mid-century, then this is the scale it will take. Two-hundred million vehicles 
consume approximately two-billion barrels of oil equivalent energy per year. By 
2050, this will grow to more something on the order of three-hundred million ve-
hicles. Today, we have approximately 150-oil refineries and a highly centralized oil 
production, refining, and distribution system. The development of a H2 system to 
effectively replace oil use for transportation will also have to be highly centralized to 
produce and distribute the volume of H2 required to make the replacement in a timely 
manner. 

The logical solution to the national distribution of H2 produced by centralized PV 
electrolysis plants in the southwest U.S. is to build an integrated national H2 pipeline  
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Fig. 12. H2 pipeline system: trunk, regional lateral, and local spur pipelines. 

with H2 trunk pipelines built for the southern and south-central tier of the U.S. The 
national H2 pipeline system can be augmented with trunk H2 pipelines for the north-
ern and north-central tier of the U.S. for the distribution of wind electrolytic H2 pro-
duced in the upper Midwest (North Dakota, Wyoming). In addition, H2 production 
by hundreds of gasification plants using biomass feedstocks can be distributed 
throughout the country to provide H2 supplies to regions not readily served by either 
PV or wind electrolytic H2 production.  

The PV electrolytic H2 model used in this study allocates 621 miles (1,000 km) 
of pipeline to each incremental increase in H2 production to support one-million 
FCVs. In the first three plants are built in El Paso, Albuquerque, and CA/NV/AZ 
border, then 621 miles of pipeline in each location will transport H2 to Houston, San 
Antonio, Austin, and El Paso from the El Paso plant; Los Angeles, Phoenix, San 
Diego, Las Vegas, San Bernardino, and Riverside from the CA/NV/AZ plant; and 
Albuquerque, Santa Fe, Colorado Springs, Denver, and Fort Collins from the Albu-
querque plant. From there the pipeline networks keep extending with the construc-
tion of each additional PV electrolysis plant. The construction of five additional 
plants in west Texas enables the pipeline to reach markets on the East Coast and in 
the south-central U.S. The construction of five additional PV electrolytic H2 plants 
on the CA/NV/AZ border enable the extension of H2 pipelines throughout California 
and into the Pacific Northwest. 

Two trunk pipelines can be constructed in existing pipeline corridors correspond-
ing to the interstate highways I-10, I-20, and 1-40. Figure 12 presents a schematic of 
a trunk pipeline with lateral regional and local spur pipelines, which terminate at city 
gate distribution centers. 

(iii) The choice of a metal hydride H2 storage system 

The authors acknowledge that metal hydride H2 storage systems are still in the 
development stage, and a decision has not yet been made as to whether or not metal 
hydrides will be the final H2 storage medium. Automobile manufacturers repeatedly  
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state that low pressure, solid state H2 storage is the preferred means for H2 storage if 
the cost and performance criteria can be met. Therefore, it is important that H2 sys-
tems research evaluate MH storage and delivery systems.  

Also, to provide completeness to this study a H2 storage medium is needed. It is 
beyond the scope of this study to evaluate all possible H2 storage systems. The in-
corporation of a metal hydride system provides one legitimate model for the assess-
ment of downstream H2 distribution systems. By incorporating a MH storage and 
delivery system in this, two significant issues requiring additional research have been 
identified in the review process:  

1. the need for a detailed comparative analysis of compression energy consump-
tion and H2 cost effects; and  

2. determination of the operating life of MH storage containers since a 15,000-
cycling life implies a thirty-year operating life. 
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