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Introduction

Silicon Nanocrystals; Fundamentals, Synthesis, and Applications

Lorenzo Pavesi and Rasit Turan

Bulk Si crystal is the main material of today’s microelectronic, photovoltaic, and
MEMS technologies. Reducing the size of Si crystal to the nanoscale level brings
about new properties and functionalities. Si nanocrystals (Si-nc) are expected to pave
way for the new and exciting applications in microelectronic, photonic, photovoltaic,
and nanobiotech industries. Being fully compatible with the existing technologies
makes the use of Si nanocrystals easier and more attractive than other kind of
nanoparticles. Thus, it is of great technological and scientific interest to know the
physical and chemical properties of Si nanocrystals, its production methods, applica-
tions, and the way of their characterization.

This book presents fundamentals of Si nanocrystals and their applications in
microelectronics, photonics, photovoltaics, and nanobiotechnology. Methods of
preparation, growth kinetics, basic physical, chemical and surface properties, various
applications such as flash memories, photonic and photovoltaic components, bio-
sensing are extensively reviewed.

Figure 1.1 reports the number of results one gets when one looks for Si-nc in
Google™ Scholar. A steady rise in the number of publications witnessing the rising
interest in this material is observed. The initial search results refer to four papers
reporting about different properties of Si-nc: the first is the paper by Pavesi et al. on
the observation of optical gain [1], the second is the paper by Tiwari et al. on the use of
Si-nc for memories [2], the third is the paper by Wilson et al. on the demonstration of
quantum size effects in Si-nc [3], and the fourth is the paper by Mutti et al. on the
observation of room temperature luminescence in Si-nc [4]. When one makes the
same search on Google™ the firstresult concerns the use of Si-nc for photovoltaics [5].
All the key ingredients that make Si-nc appealing for photonics and microelectronics
are discussed in these papers: quantum size effects make new phenomena appear in
silicon, such as room temperature visible photoluminescence, optical gain, coulomb
blockade and multiexciton generation.

However, Si-nc has a much wider application spectrum than bare silicon photonics
or microelectronics. The goal of this book is to present the various applications of
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Figure 1.1 Number of articles versus year as  is 6220, while the results for “silicon photonics”

reported by Google™ Scholar in a search

performed on December 31, 2008. The search
keys were “low-dimensional silicon” or “silicon
nanocrystal(s)” or “silicon nanocluster(s).” The

is 1740 and for “porous silicon” is 28 800. The
single point referred to year 2008 is low due to
the time delay between the search date and the
actual database construction.

total number of articles integrated over the years

Si-nc and introduce the first comprehensive collection of chapters on the technology,
the synthesis and the applications of this new material.

The book is introduced with a chapter on fundamentals of Si nanocrystals, where a
comprehensive theoretical overview of the electronic structure and optical properties
of Si nanocrystals is given. The theoretical calculations are compared with experi-
mental and first principles data. Chapter 3 discusses the main issues on optical
properties of intrinsic, compensated and doped nanocrystals. Extensive experimental
data and their analyses from a fundamental point of view can be found in this chapter.
In Chapter 4, electrical transport through SiO, containing Si nanocrystals is pre-
sented. Transport mechanisms in low and high density regimes are shown to be
different in nature. Hoping conduction, tunneling, and percolation mechanisms are
discussed in detail. Chapter 5 deals with thermal properties of nanostructured Si.
Lattice thermal conductivity in semiconductors, and specifically phonon boundary
scattering, which is primarily responsible for the observed thermal conductivity
reduction in different forms of Si nanostructures are discussed. A brief overview of
thermal conductivity measurement is also provided in this chapter. Nanoparticles
exhibit enormous surface area to volume ratios. Itis expected that surface properties,
including chemistry, of these versatile materials will strongly influence their material
characteristics. Chapter 6 presents key studies of foundational silicon surface
chemistry as it pertains to methods for controlling silicon nanocrystal surfaces for
their functionalization. One of the extraordinary applications of Si nanocrystals can
be found in Chapter 7 where the exciting story of chase after Sinanocrystals in cosmic
dusts is presented. In Chapter 8, the control of the size of nanocrystals is discussed
where it is shown that this can be achieved by using a Si/SiO, superlattice structure.



1 Introduction

A comprehensive review of investigation of defect structure with ESR studies is also
presented in Chapter 8.

Chapters 9-11 summarize the main three fabrication techniques for Si-nc: namely
ion implantation (Chapter 9), PECVD (Chapter 10), and sputtering (Chapter 11). In
order to form nanocrystals, the most common approach is to form a substoichio-
metric glass (i.e., rich in Si) and then by thermal annealing to cause a partial phase
separation that yields a nucleation of small Si aggregates (Si-nc) in a dielectric matrix.
The three fabrication techniques differ in their methods of producing the substoi-
chiometric glass. Excess Si ions can be inserted into the glass by ion implantation,
which is compatible with the existing Si technology. The number of ions embedded
into the matrix can be determined precisely and the nanocrystal size can thus be
controlled. As an alternative method, PECVD has been applied to form Si nano-
crystals in matrices such as SiO,, Si3Ny4, and SiC. PECVD offers a low temperature
process that is fully compatible with the mass production of integrated electronic
circuits. PECVD is widely used for thin film deposition in the semiconductor
industry. Magnetron sputtering has also been used to fabricate single and multilayer
structures successfully. As a low temperature and nontoxic method, sputtering is an
attractive technique for applications such as solar cells, flash memories. In
Chapter 12, an alternative technique to form the substoichiometric glass is presented:
the sol-gel technique, which offers a low cost alternative to vacuum base technol-
ogies. After a brief description of the technology and an introduction on the polymer
pyrolysis, the synthesis of Si-nc/SiO, materials, either as bulk or thin films is
described, followed by the synthesis of Si-nc and SiC-nc containing SiO,. In
Chapter 13, synthesis of Si nanocrystals by means of nonthermal techniques is
presented. Free-standing crystalline silicon particles of about 10 nm can be prepared
by nonthermal plasmas at gas temperatures as low as room temperature. Use of
several plasma processes, both inductively and capacitively coupled plasmas are
shown to yield silicon nanocrystals several tens of nanometers in size.

Formation of nanocrystals in porous Si has been of interest since its invention in
the beginning of 1990s. In spite of the fact that commercially viable light-emitting
devices have not been achieved, the interest for porous Si has kept on growing due to
its wide range of applications such as photonics, sensing, biotechnology, and
acoustic. These interesting features of porous Si can be found in Chapter 14.

Chapter 15-20 presents an extensive review of various applications of Si-nc with
updated research results. Chapter 15 describes how Si nanocrystals are applied to
flash memory cells. The high dense integration capability, low voltage operation and
low power consumption allow them to be one of pioneering candidates for the next
generation flash memory. Chapter 15 attends to address the key subjects of nc-Si flash
memory, encompassing fabrication methodologies, operation mechanisms, toler-
ance, present advances, and future prospects. Photonic applications are given in
Chapter 16, where the exploitation of Si nanocrystals in various photonic building
blocks for an all Si nanophotonics is reviewed. Applications of Si nanocrystals for
guiding, modulating and generating, and/or amplifying light are reviewed. Integra-
tion of Si nanocrystal-based light sources and/or amplifiers within CMOS photonics
platform is particularly focused in this chapter. Si-based lightening is a revolutionary

3
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development in Si technology. One of the expected gains of Si at nanometer
dimension is the light generation based on quantum size effect. This promising
feature of Sinanocrystals is extensively discussed in Chapter 17. A new generation of
solar cell devices toward record high converging efficiencies are expected to utilize
nanostructured materials. All Si quantum dot solar cell devices have attracted quite
much attention in recent years. These new approaches are described in Chapter 18.
Silicon nanoparticles have the potential to be useful in the biomedical applications
since silicon is inert, nontoxic, abundant, and economical. Moreover, the silicon
surface is apt for chemical functionalization, thus allowing for numerous stabiliza-
tion and bioconjugation steps. Chapter 19 summarizes the use of Si nanoparticles in
these biomedical applications. An interesting application of Si nanocrystals is found
in Chapter 20 where highly explosive binary system based on porous silicon layers is
described. The porous layers exhibit morphological properties that are different from
most other energetic materials. Their production is completely compatible with the
standard silicon technology and a large number of small explosive elements can be
produced simultaneously on a single bulk silicon wafer

Finally characterization issues are discussed in Chapter 21 where the most
important characterization and diagnostic techniques such as TEM, Raman, and
XRD are presented from a metrology point of view.
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Electronic and Optical Properties of Silicon Nanocrystals
Ceyhun Bulutay and Stefano Ossicini

2.1
Introduction

Several strategies have been researched over the last few years for light generation
and amplification in silicon. One of the most promising one is based on silicon
nanocrystals (Si NCs) with the aim of taking advantage of the reduced dimension-
ality of the nanocrystalline phase (1-5nm in size) where quantum confinement,
band folding, and surface effects play a crucial role [1, 2]. Indeed, it has been found
that the Si NC bandgap increases with decrease in size and a photoluminescence
(PL) external efficiency in excess of 23% is obtained [3]. Si NC-based LED with high
efficiency have been obtained by using Si NC active layers [4] and achieving
separate injection of electrons and holes [5]. Moreover, optical gain under optical
pumping has been already demonstrated in a large variety of experimental
conditions [6-11].

After the initial impulse given by the pioneering work of Canham on photo-
luminescence from porous Si [12], nanostructured silicon has received extensive
attention. This activity is mainly centered on the possibility of getting relevant
optoelectronic properties from nanocrystalline Si. The huge efforts made toward
matter manipulation at the nanometer scale have been motivated by the fact that
desirable properties can be generated by just changing the system dimension and
shape. Investigation of phenomena such as the Stokes shift (difference between
absorption and emission energies), the PL emission energy versus nanocrystals size,
the doping properties, the radiative lifetimes, the nonlinear optical properties, the
quantum-confined Stark effect (QCSE), and so on can give a fundamental contri-
bution to the understanding of how the optical response of such systems can be
tuned. A considerable amount of work has been done on excited Si NCs [2, 13-23], but
a clear understanding of some aspects is still lacking. The question of surface effects,
in particular oxidation, has been addressed in the last few years. Both theoretical
calculations and experimental observations have been applied to investigate the
possible active role of the interface on the optoelectronic properties of Si NCs.
Different models have been proposed: Baierle et al. [24] have considered the role of
the surface geometry distortion of small hydrogenated Si clusters in the excited state.
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Wolkin et al. [25] have observed that oxidation introduces defects in the Si NC
bandgap, which pin the transition energy. They claimed the formation of a Si=0
double bond as the pinning state. The same conclusion has been recently reached by
other authors [26-29], whereas Vasiliev et al. [30] have pointed out that similar results
can also be obtained for O connecting two Si atoms (single bond) at the Si NC surface.
The optical gain observed in Si NC embedded in SiO, has added impetus to these
studies. Interface radiative states have been suggested to play a key role in the
mechanism of population inversion at the origin of the gain [6, 8, 31]. Thus, the study
of the nature and the properties of the interface between the Si NC and the SiO, host
matrix has become crucial.

The calculation of the electronic and optical properties of nanostructures is a
difficult task. First-principle studies are very demanding and in order to inves-
tigate very large systems, empirical methods are needed. In this paper we present
and resume a comprehensive study of the structural, electronic, and optical
properties of undoped and doped Si nanostructures terminated by different
interfaces and, in particular, embedded in silicon dioxide matrix. For smaller
nanocrystals we will present ab initio results, in particular the absorption and
emission spectra and the effects induced by the creation of an electron—hole pair
are calculated and discussed in detail, including the many-body effects. The aim
is to investigate in a systematic way the structural, electronic, and stability
properties of silicon nanostructures as a function of size and capping species,
as well as pointing out the main changes induced by the nanostructure
excitation.

The indisputable superiority of the first-principles approaches is gloomed by their
applicability in systems of less than a thousand atoms with the current computer
power. On the other hand, fabricated NCs of sizes 2-5nm embedded in an
insulating host matrix require computationally more feasible techniques that can
handle more than 10000 atoms including the surrounding matrix atoms. There
exist several viable computational approaches for low-dimensional structures with a
modest computational budget. The most common ones are the envelope function
k-p [32], semiempirical tight binding [33], and semiempirical pseudopotential
techniques [34]. The choice of a computational approach should be made according
to the accuracy demands, but a subjective dimension is also introduced by the
established biases of the particular practitioners. As the simplest of all, the envelope
function k-p approach lacks the atomistic touch and more importantly, both
qualitative and significant quantitative errors were identified, mainly derived from
the states that were not accounted by the multiband k-p Hamiltonian [35]. As an
atomistic alternative, the semiempirical tight binding approach has been success-
fully employed by several groups; see, Ref. [33] and references therein. Its
traditional rival has always been the semiempirical pseudopotential approach.
About a decade ago, Wang and Zunger proposed a more powerful technique that
solves the pseudopotential-based Hamiltonian using a basis set formed by the linear
combination of bulk bands (LCBBs) of the constituents of the nanostructure [36,
37]. Its main virtue is that it enables an insightful choice of a basis set with moderate
number of elements. It should be mentioned that the idea of using bulk Bloch states
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in confined systems goes back to earlier times; one of its first implementations
being the studies of Ninno et al. [38, 39]. Up to now, it has been tested on self-
assembled quantum dots [36, 37], superlattices [40, 41], and high-electron mobility
transistors [42]. In the context of Si NCs, very recently it has been used for studying
the effects of NC aggregation [43], the linear [44], and third-order nonlinear optical
properties [45], and also for characterizing the Auger recombination and carrier
multiplication [46]. The fact that it is a pseudopotential-based method makes it more
preferable over the empirical tight binding technique for the study of optical
properties. For these reasons, in the case of large NCs, we shall make use of the
linear combination of bulk bands technique. For both small NCs analyzed with
ab initio techniques and larger NCs dealt with atomistic semiempirical approaches,
a comparison with the experimental outcomes will be presented and discussed,
whenever possible.

The organization of this review is based on two main sections for discussing the
methodology and results of small and large NCs. A description of the theoretical
methods used in the ab initio calculations is given in Section 2.2. The first-principle
study of the physical systems is then presented starting from the analysis of
hydrogenated Si NC (Section 2.2.1). We then consider the effect of oxidation
(Section 2.2.2), of doping (Section 2.2.3) and finally of an embedding matrix
(Section 2.2.4). As for the larger NCs embedded in a wide bandgap matrix, in
Section 2.3, first a theoretical framework of the semiempirical approach is presented.
Next, the comparisons of our results for the case of effective optical gap (Sec-
tion 2.3.1), and radiative lifetime (Section 2.3.2) are presented. This is followed by the
linear optical absorption properties (Section 2.3.3), where our interband, intraband,
and excited state absorption results are summarized. The important subject of third-
order nonlinear optical susceptibility is discussed in Section 2.3.4. Finally, a theo-
retical analysis of the quantum-confined Stark effect in Si NCs is presented in
Section 2.3.5.

2.2
Ab Initio Calculation for Small Nanocrystals

The results have been obtained through plane-wave, pseudopotential density func-
tional (DFT) calculations. In the case of the H-Si NC (see Section 2.2.1) all the
calculations have been performed with the ABINIT code [47]. Norm-conserving,
nonlocal Hamann-type pseudopotentials have been used. The Kohn-Sham wave
functions have been expanded within a plane-wave basis set, choosing an energy
cutoff of 32 Ry. The calculations performed are not spin-polarized. Each H-Si NC has
been embedded within a large cubic supercell, containing vacuum in order to make
nanocrystal-nanocrystal interactions negligible. The calculations for each cluster
have been performed both in ground and in excited state. Full relaxation with respect
to the atomic positions is performed for all the considered systems. We have
addressed the issue of excited state configurations, which is mostly relevant for Si
NC with a high surface-to-volume ratio using the so called A-SCF method [48-51],
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where total energies are calculated both in the ground state (GS) and in the excited
state (ES). Here the ES corresponds to the electronic configuration in which the
highest occupied single-particle state (highest occupied molecular orbital (HOMO))
contains a hole, while the lowest unoccupied single-particle state (lowest unoccupied
molecular orbital (LUMO)) contains the corresponding electron. Thus, one can
extract the absorption and emission energies and through their difference calculate
the Stokes or Frank—Condon shift due to the lattice relaxation induced by the
electronic excitation.

For the oxidized and doped Si NCs (see Sections 2.2.2 and 2.2.3) all the DFT
calculations have been performed using the ESPRESSO package [52], within the
generalized gradient approximation (GGA) using Vanderbilt ultrasoft [53] pseu-
dopotentials for the determination of the structural properties and norm-conserv-
ing pseudopotential within the local density approximation (LDA) at the optimized
geometry to evaluate the electronic and optical properties. This choice is due to the
fact that Vanderbilt ultrasoft pseudopotentials allow the treatment of several
hundreds of atoms per unit cell in the atomic relaxation process but the lift of
the norm-conservation condition is a crucial and well-known problem for the
calculating the optical transition matrix elements. The Si NC have been embedded
in large supercells in order to prevent interactions between the periodic replicas
(about 6 A of vacuum separates neighbor clusters in all the considered systems). A
careful analysis has been performed on the convergence of the structural and
electronic properties with respect to both the supercell side and the plane-wave
basis set cutoff. Since our aim is to allow a direct comparison between the
experimental data and the theoretical results, we have calculated the transition
energies within the A-SCF approach as well as the absorption and emission optical
spectra. The excited state corresponds to the electronic configuration in which the
highest occupied single-particle state (HOMO) contains a hole, while the lowest
unoccupied single-particle state (LUMO) contains the corresponding electron. The
optical response of the nanocrystal has been evaluated for both the ground and the
excited state optimized geometries through the imaginary part of the dielectric
function &;(w)

2,2
el tye) POLE(B)— By (k) o), (21)

v,c,k

& ()

where a. = (x,y,z), Ey and E, denote the energies of the valence 1, ;, and conduction
;. band states at a k point (I" in our case), and V is the supercell volume. Owing to
the strong confinement effects, only transitions at the I' point have been considered.
In order to perform emission spectra calculations, we have used the excited state
geometry and the ground state electronic configuration. Thus, strictly speaking,
€2(w) corresponds to an absorption spectrum in the new structural geometry of the
excited state: in this way we are simply considering the emission, in a first
approximation, as the time reversal of the absorption [54] and therefore as a sort
of photoluminescence spectra of the nanocrystals. Moreover in several cases we go
beyond the one-particle approach including the self-energy corrections, by means of
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the GW approximation [55], and the excitonic effects, through the solution of the
Bethe—Salpeter equation (BSE) [56]. To take into account the inhomogeneity of the
system local field effects (LFEs) have been considered, too. This new approach where
many-body effects, such as the self-energy corrections and the hole—electron inter-
action, are combined with a study of the structural distortion due to the impurity
atoms in the excited state, allows calculating accurately the Stokes shift between the
absorption and photoluminescence spectra.

2.2.1
Hydrogenated Silicon Nanocrystals

In this section we present an analysis of the structural, electronic, and optical
properties of hydrogenated silicon nanocrystals (H-Si NCs) as a function of size and
symmetry and, in particular, we will point out the main changes induced by the
nanocrystal excitation. The calculations for each cluster have been performed both
in ground and in excited state. The starting configuration for each cluster has been
fixed with all Si atoms occupying the same position as in the bulk crystal, and
passivating the surface with H atoms placed along the bulk crystal directions, at a
distance determined by studying the SiH, molecule. It is worth pointing out that the
starting H-Si NC has T4 symmetry, which is kept during relaxation in the ground
state configuration. Nevertheless for excited state configurations such symmetry is
generally lost, due to the occupation of excited energy levels. We have first of all
investigated the structural distortions caused by the relaxation of these structures in
different electronic configurations. The analysis of the structural properties reveals
that the average Si—Si bond approaches the bulk bond length as the cluster
dimension increases. In particular, on moving from the center of the cluster toward
the surface, a contraction of the outer Si shells is observed. The presence of an
electron-hole pair in the clusters causes a strong deformation of the structures with
respect to their ground state configuration, and this is more evident for smaller
systems and at the surface of the H-Si NC. This is expected, since for large clusters
the charge density perturbation is distributed throughout all the structures, and the
effect it locally induces becomes less evident. Baierle et al. [24] and Allan et al. [57]
stressed the importance of bond distortion at the Si NC surface in the excited state
(ES) in creating an intrinsic localized state responsible for the PL emission. The
structural analysis is immediately reflected in the electronic structure. It can be
noted from Table 2.1 that the expected decrease in the energy gap with increase in
the cluster dimension and also that the excitation of the electron—hole pair causes a
reduction in the energy gap as much significant as smaller is the cluster. For small
excited clusters, the HOMO and LUMO become strongly localized in correspon-
dence of the distortion, giving rise to defect-like states that reduce the gap. The
distortion induced by the nanocluster excitation can give a possible explanation of
the observed Stokes shift in these systems. The radiation absorption of the cluster in
its ground state configuration induces a transition between the HOMO and LUMO
levels, which is optically allowed for all these clusters. Such a transition is followed
by a cluster relaxation in the excited state configuration giving rise to distorted
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Table 2.1 Calculated values for the ground and excited state HOMO-LUMO energy gaps and
for the absorption and emission energies calculated within the A-SCF approach for the considered
H-Si NC.

Absorption GS HOMO-LUMO gap Emission EXC HOMO-LUMO gap

SiH, 8.76 7.93 0.38 1.84
SisHi, 6.09 5.75 0.42 0.46
SiroHs 4.81 4.71 0.41 0.55
SizeHss 3.65 3.58 2.29 2.44
SizsHg 3.56 3.50 2.64 2.74

All values are in eV.

geometries (as previously shown) and to new LUMO and HOMO, whose energy
difference is smaller than that in the ground state geometry. It is between these two
last states that emission occurs, thus explaining the Stokes shift. It is also worth
pointing out how such a shift changes as a function of the dimension. As the
distortion is smaller for larger clusters, it is expected that the Stokes shift decreases
with increase in the dimension. This is shown in Table 2.1 where the absorption
and emission energies together with the Stokes shift calculated as described in
Section 2.2 are reported.

A number of papers present in literature consider the HOMO-LUMO gaps of the
ground and excited state as the proper absorption and emission energies; this leads
to wrong results, mostly for the smaller clusters. In fact, from Table 2.1 it is clearly
seen that the smaller the H-Si NC, the larger is the difference between the
absorption and HOMO-LUMO ground state gap and between emission and
HOMO-LUMO excited state gap. In our calculations, on going from smaller to
larger clusters the difference between the HOMO-LUMO gap in the ground state
and the absorption gap becomes smaller. In particular, the GS HOMO-LUMO gap
tends to be smaller than the absorption energy while the ES HOMO-LUMO gap
tends to be larger than the emission energy. In conclusion, trying to deduce the
Stokes shift simply from the HOMO-LUMO gaps leads to errors, especially for
small clusters. In particular the GS HOMO-LUMO gap tends to be smaller than
the absorption energy while the ES HOMO-LUMO gap tends to be larger than the
emission energy. In conclusion, trying to deduce the Stokes shift simply from the
HOMO-LUMO gaps leads to not negligible errors that are more significant for
smaller clusters. When comparing our results for the ground state with other DFT
calculations we note that there is in general a good agreement between them. It is
worth mentioning that our results for the absorption gaps of the Si;H, (8.76 €V) and
SisHi, (6.09€V) clusters agree quite well with the experimental results of Itoh
et al. [58]. They have found excitation energies of 8.8 and 6.5eV, respectively.
Regarding the Stokes shift, really few data exist in literature, and, in particular for
really small H-Si NC (from Si;Hy to SijoHie), no data exist. The dependence of the
Stokes shift from the H-Si NC size qualitatively agrees with the calculations of
Puzder et al. [48] and Franceschetti and Pantelides [49].
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222
Oxidized Silicon Nanocrystals

Recent experimental data have shown strong evidence that the surface changes of
silicon nanocrystals exposed to oxygen produce substantial impact on their opto-
electronics properties; thus oxidation at the surface has to be taken into account. In
this section, first we will analyze the optical properties of oxidized Si NCs, using the
A-SCF method [48-51]. Each Si NC has been embedded within a large cubic
supercell, containing vacuum in order to make nanocrystal-nanocrystal interactions
negligible. The starting configuration for each cluster has been fixed with all Si atoms
occupying the same position as in the bulk crystal, and passivating the surface with H
atoms placed along the bulk crystal directions, at a distance determined by studying
the SiH, molecule. Two classes of systems have been studied, the Si;o and the Si,g
core-based nanoclusters, and three types of Si/O bonds have been introduced at the
cluster surface: the Si—O back bond, the Si>O bridge, and the Si=0 double bond.
Through formation energy calculation we have found that the configuration with the
back-bonded oxygen is not favored with respect to the other two, and moreover the
bridge-bonded configuration has been demonstrated to lead to the stablest isomer
configuration [59, 60], too. Full relaxation with respect to the atomic positions is
performed within DFT limit for all systems, both in the ground and in the excited
configurations, using norm-conserving LDA pseudopotential with an energy cutoff
of 60 Ry [52]. The ionic relaxation has produced structural changes with respect to the
initial geometry, which strongly depend on the type of surface termination. In the
case of Si;oH14=0, the changes are mainly localized near the O atom, in particular
the angle between the double-bonded O and its linked Si atom is modified. In the
bridge structure, instead, the deformation is localized around the Si—O—Si bond
determining a considerable strain in the Si—Si dimer distances [60]. Similar results
are obtained for the larger Sio-based clusters. The only difference is that now the
distortion induced by the promotion of an electron is smaller, as expected, since for
larger clusters the charge density perturbation is distributed throughout the struc-
ture, and the locally induced effect becomes less evident. These structural changes
are reflected in the electronic and optical properties.

In Table 2.2 absorption and emission gaps are reported: the redshift of the
emission gap with respect to the absorption is less evident for the case of the cluster

Table 2.2 Absorption and emission energy gaps and Stokes shift calculated as total energy
differences within the A-SCF approach.

Absorption Emission Stokes shift
SijpH14=0 2.79 1.09 1.70
SijpH14>0 4.03 0.13 3.90
SizeH34=0 2.82 1.17 1.65
SizeH34>0 3.29 3.01 0.28

All values are in eV.
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with the double-bonded oxygen (see the Stokes shift values); the same can be
observed for the double-bonded Si,oH3,0.

The double-bonded oxygen seems, hence, almost size independent: actually, the
presence of this kind of bond creates localized states within the gap that are not
affected by quantum confinement as previously predicted [61].

As already stated in Section 2.2 we have calculated not only the transition energies
within the A-SCF approach but also the absorption and emission optical spectra.
Actually, for both the calculated GS and the ES optimized geometry, we have
evaluated the optical response through first-principles calculations, also beyond the
one-particle approach. We have considered the self-energy corrections by means of
the GW method and the excitonic effects through the solution of the Bethe—Salpeter
equation. The effect of thelocal fields is also included. In Table 2.3, the calculated gaps
at different levels of approximation (DFT-LDA, GW, and BS-LF approaches) are
reported for both the Si;o and Sio-based nanocrystals.

The main result common to absorption and emission is the opening of the LDA
bandgap with the GW corrections by amounts weakly dependent on the surface
termination but much larger than the corresponding 0.6 eV of the Si bulk case.
Looking at the BS-LF calculations, we note a sort of compensation (more evident in
the GS than in the ES) of the self-energy and excitonic contributions: the BS-LF values
return similar to the LDA ones. The only exception are the BS-LF calculations for the
excited state geometries of the clusters with Si—O—Si bridge bonds at the surface.
Concerning the differences between the values of the Stokes shifts calculated
through the A-SCF approach in Table 2.2 or through the MBPT in Table 2.3 they
are essentially due to the ability or not of the two methods of distinguish dark
transitions. In the MBPT the oscillator strengths of each transition are known, while
the A-SCF approach only gives the possibility of finding the energy of the first
excitation: if this transition is dark (and the A-SCF approach do not give this
information), the associated energy is not the real optical gap. A clearer insight on
the MBPTresults is offered by Figure 2.1 (left panel), where the calculated absorption
and emission spectra for all the oxidized Sijo-based clusters are depicted and

Table2.3 Absorption and emission gaps calculated as HOMO-LUMO differences within DFT-LDA
and GW approaches and as the lowest excitation energy when excitonic and local field effects (BS-LF)
are included.

Absorption Emission Stokes shift
LDA Gw BS-LF LDA GwW BS-LF
SipHi,=0 3.3 (25) 73(65) 3727 08 46 10 27
Si;pH14>0 3.4 7.6 4.0 0.1 3.5 1.5 2.5
SipH;=0 2.5 6.0 37(31) 09 41 12 2.5
SizoH34>0 2.3 4.8 2.3 0.4 3.0 2.2 (0.3) 0.1

In the last column the Stokes shift calculated in the BS-LF approximation is reported. In parenthesis
the lowest dark transitions (when present) are also given. All values are in eV.
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Figure 2.1 Emission (solid line) and SiyoH14 > O (bottom panel). On the right:

absorption (dashed line) spectra: imaginary
part of the dielectric function for the three
considered Si NC. On the left: SijoH16 (top

experimental results for emission (red curve on
the left) and absorption (on the right) by
Ref. [25].

panel), SijoH4=0 (central panel), and

compared with the fully hydrogenated cluster. Self-energy, local-field, and excitonic
effects (BS-LF) are fully taken into account.

Concerning the absorption spectra (Figure 2.1, dashed lines), all the three cases
show a similar smooth increase in the absorption features. The situation for the
emission related spectra is different (Figure 2.1, solid lines). Here, whereas the
situation remains similar for the fully hydrogenated Si;oHi¢ (top panel) cluster and
for the Sij;oH14=0 (central panel) cluster, in the case of a Si—O—Si bridge bond
(Figure 2.1 (bottom panel)) an important excitonic peak, separated from the rest of the
spectrum, is evident at 1.5 eV. Actually bound excitons are also present in the fully
hydrogenated (at 0.4 eV) and in the Si;oH;4=0 (at 1.0 eV) clusters, nevertheless, the
related transitions are almost dark and the emission intensity is very low. Only in the
case of the Si—O—Si bridge bond a clear PL peak appears thanks to the strong
oscillator strength of the related transition. The right panel of Figure 2.1 shows the
experimental absorption and emission spectra measured by Ma et al. [62] for Si-
nanodots embedded in SiO, matrix. A strong photoluminescence peak appears
around 1.5 eV. Comparison of the experimental spectra with our results suggest that
the presence of a Si—O—Si bridge bond at the surface of Si NC and the relative
deformation localized around the Si—O—Si bond can explain the nature of lumi-
nescence in Si nanocrystallites: only in this case the presence of an excitonic peak in
the emission related spectra, redshifted with respect to the absorption onset, provides
an explanation for both the observed SS and the near-visible PL in Si NC. Similar
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results have been obtained in the case of Siyg-based clusters. Only in the case of O in
bridge position, there is a cage distortion at the interface that allows the presence of
significant emission features in the optical region.

223
Doped Silicon Nanocrystals

2.2.3.1 Single-Doped Silicon Nanocrystals
We resume, here, the effects of size and shape of Si NCs on the incorporation of group
III (B and Al), group IV (C and Ge), and group V (N and P) impurities. Single-doping
has been investigated both in spherical and in faceted-like Si NCs [63, 64]. The
spherical Si NC are built taking all the bulk Si atoms contained within a sphere of a
given radius and terminating the surface dangling bonds with H; whereas the faceted
Si NCs are resulting from a shell-by-shell construction procedure that starts from a
central atom and adds shells of atoms successively. Spherical-like Si NCs are the
SiyoH36, SigyHyg, SitazH1go, and Sizg3Hiy, clusters and the faceted Si NCs are the
SisHi,, SiyzHse, SigiHeo, and Sijs;Hqgg clusters. The average diameter of the doped
and undoped Si NCs after relaxation is about 2.3 nm for the largest crystal considered.
The substitutional impurity site is the one of the Siatom at the center of the NC. As for
impurities in bulk Si, Jahn-Teller distortions occur in the neighborhood of the
impurity sites and the bond lengths show a dependence with respect to the size and
shape of the Si NCs. After ionic relaxation the Si—X bond lengths (X =B, Al, C, Ge, N,
and P) tend to be longer for faceted than for spherical-like Si NCs. A little variation of
the impurity levels with respect to the shape of the Si NCs is observed. Boron and
aluminum give rise to shallow acceptor levels, whereas phosphorus gives rise to
shallow donor level and nitrogen to a deep donor level. The energetic positions of the
impurity levels become deeper as the size of the Si NC decreases and tend nearly to
the position of the corresponding impurity levels of Si bulk as the size of the Si NC
increases. For all the impurities considered the lowest-energy transitions occur at
lower energies than the ones in the corresponding undoped Si NCs. The optical
absorption spectra of medium and large doped Si NCs exhibit an onset of absorption
characteristic of indirect-gap materials. High peaks in the spectra can be found in the
SiNCs whose diameters are smaller than 1.0 nm. Moreover the radiative lifetimes are
sensibly influenced by the shape, especially for the small Si NCs, whereas these
influences disappear when the size of the nanoparticles increase.

Starting from the Si, H,, nanocluster [51], the formation energy (FE) for the neutral
X impurity can be defined as the energy needed to insert the X atom with chemical
potential uy within the cluster after removing a Si atom (transferred to the chemical
reservoir, assumed to be bulk Si)

Ef = E(Sip—1XH;,)—E(SiyHy) + g —Uy- (2.2)

Here E is the total energy of the system, ug; is the total energy per atom of bulk Si, and
Uy is the total energy per atom of the impurity. The results show that for smaller Si-
MCs a larger energy is needed for the formation of the impurity. There is a slight
tendency in the formation energy that suggests that the incorporation of the
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impurities is more favored in spherical than in faceted Si NCs. This tendency is not
valid for the neutral Ge and P impurities, which present a formation energy nearly
independent of the shape, and by the Al impurity, for which the incorporation is
slightly favored for faceted Si NCs. We have also calculated how the FE changes as a
function of the impurity position within the Si NC [63]. For the B neutral impurity in
the large Sij46BHigo cluster we have moved the impurity from the cluster center
toward the surface along different paths still considering substitutional sites. It
comes out that as far as the internal core is concerned, variations not higher than
0.06 eV are found. On the contrary, an energy drop between 0.25 and 0.35 eV is found
as the B impurity is moved to the Si layer just below the surface. This is explained by
considering that such positions are the only ones, which allow a significant atomic
relaxation around the impurity, because in the other cases the surrounding Si cage is
quite stable. Thus, as the B atom is moved toward the surface, the FE decreases,
making the subsurface positions more stable.

2.2.3.2 Codoped Silicon Nanocrystals

As already mentioned, simultaneous doping with n- and p-type impurities represent
a way to overcome the low radiative recombination efficiency in our systems so,
starting from the already described hydrogenated Si NCs and following the work of
Fujii et al. [65], we have doped the SizsHjg cluster locating the B and P impurities in
substitutional positions just below the nanocrystal surface. It is worth mentioning
that this arrangement represents the most stable configuration, as confirmed by
theoretical and experimental works [66—68]. Full relaxation with respect to the atomic
positions has been allowed and electronic properties have been computed through
DFT calculations. We have found that in all the cases of codoping, the formation
energy is strongly reduced, favoring this process with respect to the single doping.
The choice of studying the small Si;3;BPHj cluster (see Figure 2.2) (diameter around
1 nm) is due to the fact that the GW-BSE calculation [69], necessary for obtaining the

Figure 2.2 Relaxed structure of the Si33BPH3¢  impurities have been located at subsurface
codoped nanocrystal (diameter=1.10 nm). position in substitutional sites on opposite
Gray balls represent Si atoms, while the light sides of the nanocrystals. The relaxed impurity
gray balls are the hydrogens used to saturate the ~ distance is DBP =3.64 A.

dangling bonds. B (dark gray) and P (black)
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Figure 2.3 Calculated energy levels at I" point for the Si3;3;BPH;3¢-NC. Alignment has been
performed locating at the same energy the fully occupied levels with the same type of localization.

optical spectra, are very computing demanding. The energy levels of this system at the
I point calculated at the optimized geometries are shown in Figure 2.3 where only the
levels corresponding to the HOMO, LUMO, HOMO-1, and LUMO + 1 states are
depicted. The calculated square modulus contour plots related to HOMO and LUMO
states, have shown their localization within the Si NC, in particular the HOMO state is
localized on the B impurity while the LUMO is localized on the P one. The presence of
these donor and acceptor states lowers the energy gap from 3.51 eV for the pure cluster
to 2.86 eV for the doped one. In principle, starting with a bigger cluster, for which the
energy gap is smaller than in this case, it is possible through codoping to tune the gap
also below the bulk Si bandgap as experimentally observed by Fuji et al. [70].

In order to give a complete description, within the many-body framework, of the
codoped Si NC response to an optical excitation, we consider both the self-energy
corrections by means of the GW method [71] to obtain the quasiparticle energies and
the excitonic effects through the solution of the Bethe—Salpeter equation. The effect
oflocal fields is also included, to take into account the inhomogeneity of the systems.

To carry out emission spectra calculations, we have used the excited state geometry
and the ground state electronic configuration as already described in Section 2.2.
Thus, the electron-hole interaction is also considered here in the emission geometry.
Figure 2.4 (right panel) shows the calculated absorption and emission spectra fully
including the many-body effects. The electron-hole interaction yields significant
variations with respect to the single-particle spectra (shown in the left panel), with an
important transfer of the oscillator strength to the low energy side. Moreover, in the
emission spectrum the rich structure of states characterized, in the low energy side,
by the presence of excitons with largely different oscillator strengths, determines
excitonic gaps well below the optical absorption onset. Thus, the calculated emission
spectrum results to be redshifted to lower energy with respect to the absorption one.
This energy difference between emission and absorption, the Stokes shift, can be lead
back to the relaxation of the Si NCs after the excitation process.
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Figure 2.4 Left panel: single-particle imaginary part of the dielectric function for the codoped
Si33BPH36 nanocrystal in the ground (dashed line) and excited (solid line) geometries. Right panel:
absorption (dashed line) and emission (solid line) many-body spectra of Siz;3BPHse.

The new important features that appear in the emission of many-body spectra are
related to the presence of both B and P impurities as shown in Figure 2.5, which gives
the real-space probability distribution |\ (e, m)|* for the bound exciton as a
function of the electron position r. when the hole is fixed in a given r, position.
In this case the hole is fixed on the boron atom and we see that the bound exciton is
mainly localized around the phosphorus atom. From Table 2.4, it can be seen that the
single-particle DFTresults strongly underestimate the absorption and emission edge
with respect to the GW + BSE calculation, in which the excitonic effect are taken into
account. This means that, in this case, the cancellation between GW gap opening
(which gives the electronic gap) and BSE gap shrinking (which originates the
excitonic gap) is only partial [72]. It is also interesting to note that the calculated
Stokes shift are almost independent on the level of the computation.

Figure 2.5 Excitonic wave function of Si;3BPH3¢ (atom colors as in Figure 2.3). The gray isosurface
represents the probability distribution of the electron, with the hole fixed on the B impurity.
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Table 2.4 Absorption and Emission gaps calculated as HOMO-LUMO difference through a DFT,
the many-body GW and a GW-BSE approach.

Siz3BPHa¢ DFT GW GW + BSE
Absorption (eV) 2.80 5.52 3.35
Emission (eV) 1.79 4.37 2.20
A (eV) 1.01 1.15 1.15

The difference between the GW electronic gap and the GW + BSE optical
excitonic gap gives the exciton binding energy E,. We note the presence of exciton
binding energies as big as 2.2 eV, which are very large if compared with bulk Si
(~15 meV) or with carbon nanotubes [73, 74], where Ej, ~ 1 eV, but similar to those
calculated for undoped Si NCs [75] of similar size and for Si and Ge small
nanowires [76, 77].

It is interesting to note that the HOMO-LUMO transition in the emission
spectrum at 2.20 €V is almost dark while an important excitonic peak is evident at
about 2.75 eV (see Figure 2.4), redshifted with respect to the first absorption peak.

2.2.4
Silicon Nanocrystals Embedded in a SiO, Matrix

In this section our goal is to build a simple model to study the properties of
Si nanocrystals embedded in SiO, matrix from a theoretical point of view
[78, 79]. Ab initio calculations of the structural, electronic, and optical properties of
Si NCs embedded in a crystalline SiO, matrix have been carried out starting with a
cubic cell (I = 14.32 A) of SiO,B-cristobalite (BC) [80]. The crystalline cluster has been
obtained by a spherical cutoff of 12 O atoms at the center of a Sig4O1,8 BC geometry, as
shown in Figure 2.6 (top panels). In this way, we have built an initial supercell of 64 Si
and 116 O atoms with 10 Si bonded together to form a small crystalline skeleton. No
defects (dangling bonds) are present at the interface and all the O atoms at the Si NC
surface are single bonded with the Si atoms of the cluster.

The amorphous silica model has been generated using classical molecular
dynamics simulations of quenching from a melt; the simulations have been done
using semiempirical ionic potentials [81], following a quench procedure [82]. The
amorphous dot has been obtained by a spherical cutoff of 10 O atoms from a Sig,O15
amorphous silica cell, as shown in Figure 2.6 (bottom panels). For both the crystalline
and the amorphous cases we have performed successive ab initio dynamics relaxations
with the SIESTA code [83] using Troullier—Martins pseudopotentials with nonlocal
corrections, and a mesh cutoff of 150 Ry. No external pressure or stress was applied,
and we left all the atom positions and the cell dimensions totally free to move.

Electronic and optical properties of the relaxed structures have been calculated in
the framework of DFT, using the ESPRESSO package [52]. Modification in the band
structure and in the absorption spectrum due to the many-body effects has been
also computed.
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Figure 2.6 Stick and ball pictures of the final  value (7% of max. amplitude) of the square
optimized structure of Siyg in a B-cristobalite modulus [¥|* of HOMO (left) and LUMO
matrix (top panels) or in a SiO, glass (bottom  (right) Kohn—Sham orbitals for the Siyg
panes). Dark gray spheres (red) represent O crystalline (top) and amorphous (bottom)
atoms, light gray (cyan) represents Si of the clusters in the silica matrix are shown. Pink
matrix, and white (yellow) represents Si atoms  (blue) represents the positive (negative)

of the nanocrystal. Also the isosurfaces at fixed ~ sign of W.

Parallel to the design of the Si;o/SiO; system, both crystalline and amorphous, we
have studied three other systems: (i) the pure matrix (SiO,) (the BC for the crystalline
case and the glass for the amorphous one), (ii) the isolated Si NC extracted by the nc-
silica complex (both crystalline and amorphous) relaxed structure and capped by
hydrogen atoms (Si;o-H), and (iii) the Si NC and the first interface oxygens extracted
as in point ii), passivated by H atoms (Si;o-OH) [84]. The goal is to separate the
properties related to the Si NC from those related to the matrix in order to check the
possible role of the Si NC/matrix interface; in fact the comparison of the results
relative to different passivation regimes (H or OH groups) could give some insight on
the role played by the interface region.
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Table 2.5 Energy gap values in eV for crystalline and amorphous silica, embedded Si NC, OH-
terminated Si NC, H-terminated Si NC.

System SiO, Siyo/SiO, Si10-OH Siyo-H
Crystalline 5.44 1.77 1.60 4.66
Amorphous 5.40 1.41 1.55 1.87

From the analysis of the relaxed crystalline Si;/SiO, supercell, it is found that the
Si NC has a strained structure with respect to the bulk Si [85], while the BC matrix
around is strongly distorted near the Si NC and progressively reduces its stress going
from the NC to the external region [86, 87]. Concerning the structure of the cluster in
the amorphous glass, the system (both the cluster and the matrix) completely loses
memory of the starting tetrahedral symmetry configuration. There are not dangling
bonds at the cluster surface while some bridge-bonded oxygens appear that were not
present in the crystalline case [88].

Table 2.5 shows the comparison between the Eg of all the considered systems.
For the crystalline case we initially observe a strong reduction in the Si;o/SiO, gap
with respect to both the bulk BC SiO, and the isolated Si NC passivated by H
atoms; finally, as reported in Ref. [25, 27-29, 89, 90], the passivation by OH groups
tends to redshift the energy spectrum, resulting in a gap similar to that of the
embedded Si NC.

The smaller gap of the Si;o/SiO; system with respect to the SiO, BC bulk case is
clearly due to the formation, at the conduction and valence band edges, of confined,
flat states. These new states are not simply due to the Si NC; actually they are not
present in the case of the isolated Si NC capped by H atoms, but are instead visible for
the isolated Si NC passivated by OH groups. This means that a strong influence on
the electronic properties of the host matrix is played not only by the presence of the Si
NC but, in particular, by the interface region where O atoms play a crucial role. Deep
inside the bands, the typical behavior of the bulk matrix is still recognizable.

Concerning the electronic properties of the amorphous systems, the Eg of the
embedded Si NC and of the isolated Si;pa-OH-NC are similar to that of the crystalline
case and, as in the crystalline case, one can find band edges states due to the interface
region. However, contrary to the crystalline case, the Sijga-H-NC shows a strongly
reduced bandgap. This difference can be addressed to the amorphization effects,
indicating that in the amorphous case the localization process at the origin of the Eg
lowering is mainly driven by the disorder [88].

In Figure 2.6 the square modulus contour plot of the HOMO (top left) and of the
LUMO (top right) for the Sijo crystalline cluster in the BC matrix are reported. In
both the cases the spatial distribution is mainly localized in the Si NC region and in
the O atoms immediately around the cluster, that is, at the Si NC/SiO, interface. Also
the HOMO and LUMO states for the amorphous case (reported in Figure 2.6, bottom
left and right) follow the shape of the Si NC, strongly deformed with respect to the
ordered case. Thus they are still localized on the Si NC and on the vicinal O atoms. In
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Figure 2.7 Imaginary part of the dielectric function for the Siyq crystalline (top) and amorphous
(bottom) embedded clusters compared with that of H-terminated clusters, OH-terminated clusters,
and of the silica matrices. The insets show an enlargement of the spectra at low energies.

our opinion, this supports the important role played by the interface between the Si
NC and the matrix.

The electronic properties are reflected in the optical ones. Figure 2.7 shows the
calculated imaginary part of the dielectric function for all the structures described
above. As one can see for both the crystalline and the amorphous case, three regions
due to the hosting matrix, the Si NC, and the interface are clearly distinguishable. At
high energy (>7 eV) the spectra of the embedded Si NC resemble that of silica bulks
while in the energy region between ~4 and ~6 eV for the crystalline and between ~2
and ~6 eV for the amorphous case is clearly the contribution of the Si NCitself. Below
these intervals, anyway, new transitions exist that are not due to the matrix alone or to
the isolated, hydrogenated cluster. These low energy transitions originate from the
interplay between the Si NC and the embedding matrix and in particular are also due
to the O atoms present at the interface region. Indeed, comparing the imaginary part
of the dielectric function (see the insets) for the embedded cluster (solid line) with
that of the OH-terminated cluster (dotted line), one can see that the presence of OH
groups at the surface of the cluster induces low energy transitions in fair agreement
with the new peaks observed for the Si NC in the matrix. This result is in agreement
with other works [44], sustaining the idea that the deformation of the nanoclusters
does not seem to be the determinant for the absorption onset at low energies.

The main differences between crystalline and amorphous case are related to the
intensity of the peaks in the visible region (<3 eV). Here the localization process
due to the disorder enhances the intensities of the optical transitions, which in
the crystalline case are very low. Many-body effects have been considered in both the
crystalline and the amorphous embedded Si NC. We have included quasiparticle
effects within the GW approach [55] and excitonic effects within the Bethe—Salpeter
equation [56, 69].

Table 2.6 shows the calculated Eg within DFT, GW, GW + BSE approximations. In
the ordered (amorphous) case, the inclusion of GW corrections spreads up the gap of
about 1.9 (1.7) eV, while the excitonic and local fields correction reduces it of about 1.5
(1.6) eV. Thus, the total correction to the LDA results to be in the order of 0.4 (0.1) eV.
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Table2.6 Many-body effects on the gap values (in eV) for the crystalline and amorphous embedded
dots.

Siy0/SiO2 DFT GW GW + BSE
Crystalline 1.77 3.67 2.17
Amorphous 1.41 3.11 1.51
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Figure 2.8 DFT and GW + BSE calculated imaginary part of the dielectric function for crystalline
(top) and amorphous (bottom) case.

Now finally the Eg of the crystalline and amorphous embedded Si NC are quite
different, that is, 2.17 and 1.51 eV, respectively.

This difference is more evident in Figure 2.8 that shows a comparison of the
absorption spectra for the embedded Si NC for both crystalline and amorphous case.
We see that even if the inclusion of many-body effects does not much change the
situation at the onset of the absorption (see insets), it strongly depletes the intensity of
the transitions in the 4-6eV region for the crystalline case, whereas for the
amorphous one the situation in the 2-6 energy region remains more or less the
same. This is a further strong indication of the importance of localization processes
for the optical properties of embedded Si NC.

Until now, no experimental measurements on Si NC with diameter in the order of
1 nm have been performed. Thus, a straightforward comparison with experimental
data is not possible but the fitting of some recent measurements [91-97] of Si NC of
different sizes shows a fair agreement with our results.

23
Pseudopotential Calculations for Large Nanocrystals

As mentioned in Section 2.1, for large NCs, we employ the linear combination of bulk
bands technique, which makes use of the semiempirical pseudopotentials for
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describing the atomistic environment. Note that we shall ignore many body effects,
unlike our treatment in the previous section, where the excitonic effects were
incorporated within the BSE. In this technique, the NC wave function with a state
index j is expanded in terms of the bulk Bloch bands of the constituent core and
embedding medium (matrix) materials

Y(R) = = >0 €0 F (), (2.3)

where N is the number of primitive cells within the computational supercell, C-. is
. . . . . n.k.j,
the expansion coefficient set to be determined, and o is the constituent bulk material
label pointing to the NC core and embedding medium. u° o -(7) is the cell- periodic part
of the Bloch states that can be expanded in terms of the rec1proca1 lattice vectors { G } as

2 7) = %QF;B:E(@) S (2.4

where Q is the volume of the primitive cell. The atomistic Hamiltonian for the
system is given by

. Hv? o —,
H=-— + ) WIRW(F-Ri—d,), (2.5)

where my is the free electron mass, W“(R ) is the Welght functlon that takes values 0
or 1 depending on the type of atom at the position R d an intermediate value
between 0 and 1 can be used for the alloys or modeling the 1nterface region. v is the
screened spherical pseudopotential of atom o of the material 0. We use semiem-
pirical pseudopotentials for Si developed particularly for strained Si/Ge superlattices
that reproduces a large variety of measured physical data such as bulk band
structures, deformation potentials, electron-phonon matrix elements, and hetero-
structure valence band offsets [98]. With such a choice, this approach benefits from
the empirical pseudopotential method, which in addition to its simplicity has another
advantage over the more accurate density functional ab initio techniques that run into
well-known bandgap problem [99], which is a disadvantage for the correct prediction
of the excitation energies.

The formulation can be cast into the following generalized eigenvalue equation
37, 42):

Zanc’nkc nk Ezsnkc’nkc nk’ (26)
nk,o nk.o
where
H v niio = <n’E’0’|T+ Vmal|nﬁo>
< 'k |T\nk0> =8;,; —]G+k] B7,(G)'B%(C),

G
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<n'E/o'|(/m]|nEo> =3 BY(C) BG) YV (IG +E-C'—k)

S

o
ko' ,nko

= <n/E’0’\nE0>.

Here, the atoms are on the regular sites of the underlying Bravais lattice:
ﬂnlvnzm = md, + nyd, + nzd;, where {4,} are its direct lattice vectors of the Bravais
lattice. Both the NC and the host matrix are assumed to possess the same lattice

constant and the whole structure is within a supercell that imposes the periodicity
condition W(R +Ni@;) = W(R
W(Rnl,nz,ng

— -

by §+ +b, % +b; {2, where {b;} are the reciprocal lattice vectors of the bulk material.

recalling its Fourier representation

n1,M2,n3 ﬂl,nzﬂs)’

- i R L G NG L
) — > W(q) e Frmrs, implies 1 N%T1 so that §— Gy, i =

Thus the reciprocal space of the supercell arrangement is not a continuum but is in
the grid form composed of points {g,, ,, .}, where m; =0,1,..., Ni—1.

2.3.1
Effective Optical Gap

The hallmark of quantum size effect in NCs has been the widening of the optical
gap, as demonstrated by quite a number of theoretical and experimental studies
performed within the last decade. Figure 2.9 contains a compilation of some
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Figure 2.9 Comparison of optical gap as a function of Si NC diameter of LCBB results with
previous experimental and theoretical data: Furukawa and Miyasato [100], Ogiit et al. [101], Vasiliev
et al. [102], Garoufalis et al. [103], and the fitting by Ossicini et al. [1].
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Figure 2.10 (a) The evolution of states for four increasing diameters of SiNCs and (b) HOMO and
LUMO variation with respect to diameter. The bulk band edges of Si are marked with a dashed line
for comparison.

representative results. For Si NCs, it can be observed that there is a good agreement
among the existing data, including LCBB results. In the latter approach, the optical
gap directly corresponds to the LUMO-HOMO energy difference, as calculated by
the single-particle Hamiltonian in Eq. (2.5). Such a simplicity relies on the finding
of Delerue and coworkers that the self-energy and Coulomb corrections almost
exactly cancel each other for Si NCs larger than a diameter of 1.2nm [72]. The
evolution of the individual states with increasing size is shown in Figure 2.10a. In
particular, the HOMO and LUMO variation is plotted in Figure 2.10b. It can be
clearly observed that for a diameter larger than about 6 nm the quantum size effect
essentially disappears.

232
Radiative Lifetime

An excellent test for the validity of the electronic structure is through the computation
of the direct photon emission. The associated radiative lifetime for the transition
between HOMO and LUMO is obtained via time-dependent perturbation theory
utilizing the momentum matrix element, which was first undertaken by Dexter [104].
Here, we use the expression offered by Califano et al. [105] that differs somewhat in
taking into account the local field effects:

1 _ iﬁ F2

2
w3 awé‘rﬁ| , (2.7)
1

where o = €2 /Tic is the fine structure constant, n = /g, is the refractive index of

matrix
the host matrix, F = 3€manix/ (ENC + 2€matrix) 1S the screening factor within the real-
cavity model [106], w; is the angular frequency of the emitted photon, and ¢ is the
speed of light. Using the dipole length element between the initial (i) and final states

(f), the expression rs = (f|p|i)/(imows), we can rewrite the Eq. (2.7) as,
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Figure 2.11 The variation in the radiative lifetime with respect to diameter for Si NCs.

1 162 2
W Fr oo (B =B | GilplF) . 28
w3 hzméga( f—E)|(ilplf)] (2.8)

To obtain the thermally averaged radiative lifetime, the Boltzmann average is
performed over the states close to the HOMO and LUMO as

1 o—B(Ei—Ec)
1 ‘“

- i 000
W) S e PE
fi

(2.9)

where Eg is the HOMO-LUMO gap, = 1/(kg T), and kg is the Boltzmann constant.

The results [107] for the radiative lifetime in Si NCs as a function of diameter are
shown in Figure 2.11. The LCBB values for large NCs merge very well with the ab
initio calculations for small NCs [108]. It should be noted that the radiative lifetime is
reduced exponentially, as the NC size is reduced, turning the indirect bandgap bulk
materials into efficient light emitters. It needs to be remembered that the non-
radiative processes in Si NCs, Auger recombination and carrier multiplication, are
still much more efficient than the radiative process [46]. As another remark, for larger
NCs the level spacings become comparable to phonon energies. Therefore, the direct
recombination as considered here, needs to be complemented by the phonon-
assisted recombination beyond approximately 3—4 nm-diameters.

233
Linear Optical Absorption

Once the electronic wave functions of the NCs are available, their linear optical
properties can be readily computed. The three different types of direct photon (zero-
phonon) absorption processes are illustrated in Figure 2.12. These are interband,
intraband, and excited state absorptions. In the latter, the blue (dark-colored) arrow
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Figure 2.12 lllustration for the three different  transitions, the blue (dark-colored) arrow
absorption processes in NCs considered here:  represents optical pumping, and the downward
interband, intraband, and excited state green arrow corresponds to luminescence,
absorption. The yellow (light-colored) arrows which can be to a interface state (dashed line).
indicate the direct photon absorption

represents optical pumping and following carrier relaxation, the downward green
arrow corresponds to luminescence that can be up to a final interface state (dashed
line) [6]. For all these processes, the relevant quantity is the imaginary part of the
dielectric function (which was denoted by &, in Section 2.2). Within the independent-
particle approximation and the artificial supercell framework, it can be put to an
alternative form [109],

(2meh)? wa r/(2m)

v

Im{e (w)} = s
{eaal0)} moVsc 45 Ec—Ev [E.—E,—ho]’ + (T/2)*

(2.10)

where a = x,y, z denotes the Cartesian components of the dielectric tensor and

2/(clpalv)®
a6 _ 7 2.11
< mO(chEV) ( )

is the oscillator strength of the transition. In these expressions, e is the magnitude of
the electronic charge, and I' is the full-width at half maximum value of the Lorentzian
broadening. The label v (c) corresponds to occupied (empty) valence (conduction)
states, referring only to their orbital parts in the absence of spin-orbit coupling;
the spin summation term is already accounted in the prefactor of Eq. (2.10). Finally,
Vsc is the volume of the supercell that is a fixed value, chosen conveniently large
to accommodate the NCs of varying diameters. However, if one replaces it with that of
the NC, Vi, this corresponds to the calculation of Im{e,, } /f,, where f, = Vnc/ Vsc is
the volume filling ratio of the NC. For the sake of generality, this is the form in which
the results will be presented here. The electromagnetic intensity absorption coefficient
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o(w) is related to the imaginary part of the dielectric function through [110]

nec

Im{ea(0)} =~ tlaa (@), (2.12)

where n, is the index of refraction and c is the speed of light.

In the case of intraband absorption, its rate depends on the amount of excited
carriers. Therefore, we consider the absorption rate for one excited electron or hole
that lies at an initial state i with energy E;. As there are a number of closely spaced
such states, we perform a Boltzmann averaging over these states as e PFi / > e P,
We further assume that the final states have no occupancy restriction, which can
easily be relaxed if needed. The expression for absorption rate per an excited carrier
in each NC becomes

Oga T

P M[Ef*Ei] F/(Zn)

¢? e
_ . (13
F o 2Zmocno Ve ; Z e hE’M [Er—E—ho)* + (T/2)* (213)
J

where again a is the light polarization direction.

Finally, we include the surface polarization effects, also called local field effects
using a simple semiclassical model, which agrees remarkably well with more
rigorous treatments [111]. We give a brief description of its implementation. First,
using the expression

€sc :ﬂ/ENC + (17ﬁ/)gmatrixa (2.14)

we extract (i.e., de-embed) the size-dependent NC dielectric function, exc, where gsc
corresponds to Eq. (2.10), suppressing the Cartesian indices. &matix is the dielectric
function of the host matrix; for simplicity, we set it to the permittivity value of SiO,,
that is, €mamix = 4. Since the wide bandgap matrix introduces no absorption up to an
energy of about 9 eV, we can approximate Im{exc} = Im{esc}/fy. One can similarly
obtain the Re{enc } within the random-phase approximation [112], hence get the full
complex dielectric function enc. According to the classical Clausius—Mossotti
approach, which is shown to work also for NCs [113], the dielectric function of the
NC is modified as

4'ENC —Ematrix :| (2 15)

ENC,LFE = Ematrix )
ENC + 28rnatrix

to account for LFE. The corresponding supercell dielectric function, esc 1rr follows
using Eq. (2.14). Similarly, the intensity absorption coefficients are also modified due
to surface polarization effects, cf. Eq. (2.12).

2.3.3.1 Interband Absorption

For applications such as in solar cells, an efficient interband absorption over a certain
spectrum is highly desirable. Depending on the diameter, Si NCs possess strong
absorption toward the UV region. In Figure 2.13 we compare LCBB results [44] with
the experimental data of Wilcoxon et al. for Si NCs [114]. Overall, there is a good
agreement, especially with LFE. The major discrepancies can be attributed to



2.3 Pseudopotential Calculations for Large Nanocrystals | 29

0.7+
D=1.8 nm

064 LCBB
£
S 05- \
> i
£ 041 { LCBB+LFE
£
<
S 0.31
8 ™~
< TB+LFE
8 0.2
2
2 0.1

00 T T —‘l—— T T 1

0 1 2 3 4 5 6

Photon Energy (eV)

Figure 2.13 Comparison of LCBB absorbance results with the available data: experimental work
of Wilcoxon et al. [114] and the theoretical tight binding results of Trani et al. [111]. For LCBB spectra,
a Lorentzian broadening energy full width of 200 meV is used.

excitonic effects that are not included in the LCBB results. In Figure 2.12 we also
display the tight binding result of Trani et al. that also includes LFE [111].

2.3.3.2 Intraband Absorption

The electrical injection of carriers or doping opens the channel for intraband
absorption, also termed as intersubband absorption, which has practical impor-
tance for mid- and near-infrared photodetectors [115]. We assume that these
introduced carriers eventually relax towards their respective band edges and attain
a thermal distribution. Therefore, we perform a Boltzmann averaging at room
temperature (300 K) over the initial states around LUMO (HOMO) for electrons
(holes). The absorption coefficients to be presented are for unity volume filling
factors and for one carrier per NC; they can easily be scaled to a different average
number of injected carriers and volume filling factors. In Figure 2.14 the Si NCs of
different diameters are compared [44]. The intraband absorption is observed to be
enhanced as the NC size grows up to about 3 nm followed by a drastic fall for larger
sizes. For both holes and electrons very large number of absorption peaks are
observed from 0.5 to 2eV. Recently, de Sousa et al. have also considered the
intraband absorption in Si NCs using the effective mass approximation and taking
into account the multivalley anisotropic band structure of Si [116]. However, their
absorption spectra lack much of the features seen in Figure 2.13. Mimura et al. have
measured the optical absorption in heavily phosphorus doped Si NCs of a diameter
of 4.7 nm [117]. This provides us an opportunity to compare the LCBB results on the
intraconduction band absorption in Si NCs. There is a good order-of-magnitude
agreement. However, in contrast to LCBB spectra in Figure 2.14 that contains well-
resolved peaks, they have registered a smooth spectrum that has been attributed by
the authors to the smearing out due to size and shape distribution within their NC
ensemble [117].
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Figure 2.14 Intravalence and intraconduction state absorption coefficients in Si NCs of different
diameters per excited carrier and at unity filling factor. A Lorentzian broadening energy full width of
30 meV is used. Mind the change in the vertical scale for 4 nm-diameter case.

2.3.3.3 Excited State Absorption

An optical pumping well above the effective bandgap leads to excited state absorption,
also termed as photoinduced absorption, which is an undesired effect that can inhibit
the development of optical gain [118]. Recent experiments on excited state absorption
concluded that more attention should be devoted to the role of the excitation
conditions in the quest for the silicon laser [119-121]. For this reason, we consider
another intraband absorption process where the system is under a continuous
interband optical pumping that creates electrons and holes with excess energy. We
consider three different excitation wavelengths: 532, 355, and 266 nm that, respec-
tively, correspond to the second-, third-, and fourth-harmonic of the Nd-YAG laser at
1064 nm. The initial states of the carriers after optical pumping are chosen to be at the
pair of states with the maximum oscillator strength among interband transitions
under the chosen excitation. As a general trend, it is observed that the excess energy is
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Figure 2.15 Excited state absorption within refer to the total absorption coefficients. Two
valence and conduction states of Si NCs per different diameters are considered, 3 and 4 nm.

excited carrier and at unity filling factor under A Lorentzian broadening energy full width of
three different optical pumping wavelengths of 30 meV is used.
532,355, and 266 nm. Dotted lines in black color

unevenly partitioned, mainly in favor of the conduction states [44, 46]. Once again a
Boltzmann averaging is used to get the contribution of states within the thermal
energy neighborhood.

Considering 3 and 4 nm diameters, the results [44] are shown in Figure 2.15. Note
that the 532nm excitation results are qualitatively similar to those in intraband
absorption, cf. Figure 2.14. This is expected on the grounds of small excess energy for
this case. Some general trends can be extracted from these results. First of all, the
conduction band absorption is in general smooth over a wide energy range. On the
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other hand, the valence band absorption contains pronounced absorption at several
narrow energy windows mainly below 1eV and they get much weaker than the
conduction band absorption in the remaining energies. As the excitation energy
increases, the absorption coefficient per excited carrier in general decreases. In
connection to silicon photonics, we should point out that the excited state absorption
is substantial including the important 1.55 um fiber optics communication wave-
length. These results provide a more comprehensive picture than the reported
experimental measurements [119-121] that are usually obtained at a single energy
of the probe beam. Finally, it needs to be mentioned that for both intraband and
excited state absorptions displayed in Figures 2.14 and 2.15, the high energy parts will
be masked by the interband transition whenever it becomes energetically possible.

234
Third-Order Nonlinear Optical Properties

Recent experimental reports show that Si NCs have promising nonlinear optical
properties and device applications [122-124]. One group of very important optical
nonlinearities is the third-order nonlinearities, which involve nonlinear refraction
coefficient or optical Kerr index n, and two-photon absorption coefficient 8. These
nonlinearities are crucial in all-optical switching and sensor protection applica-
tions [125] as well as in the up-conversion of the subbandgap light for the possible
solar cell applications [126]. The third-order nonlinear optical susceptibility expres-
sion is obtained through perturbation solution of the density matrix equation of
motion [125]. To simplify the notation, in this section we denote the quantities that
refer to unity volume filling factor by an overbar. The final expression is given by [125]
o (=031 03, 0p, 00)
~
¢t o { i (ffpfﬁmfmp

= S
3
Vnch Wy — W3 | Opyy— W2\ Wy — W01

a .b c b .a a b
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x‘(id)m(—m;(owmﬁ,wa) =

lmnp

(2.16)

where the subscripts {a,b,c,d} refer to Cartesian indices, w3 = 0y + wp + W,
W = wg + W, W] = W, are the input frequencies, 7, is the matrix element of the
position operator between the states n and m, hiw,,, is the difference between
energies of these states, S is the symmetrization operator [125], indicating that the
following expression should be averaged over the all possible permutations of the
pairs (¢, wy), (b, wp), and (a, w,), and finally f,, = fo—fi, where f, is the occupancy of
the state n. The r,, is calculated for m # n through r,, = irrino;ﬂnm’ where py, is the
momentum matrix element. Hence, after the solution of the electronic structure, the
computational machinery is based on the matrix elements of the standard momen-

tum operator, p, the calculation of which trivially reduces to simple summations.
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The above susceptibility expression is evaluated without any approximation, taking
into account all transitions within the 7 eV range. This enables a converged spectrum
up to the ultraviolet spectrum. In the case of relatively large NCs the number of states
falling in this range becomes excessive making the computation quite demanding.
For instance, for the 3 nm NC the number of valence and conduction states (without
the spin degeneracy) exceeds 3000. As another technical detail, the perfect Cs,
symmetry of the spherical NCs results in an energy spectrum with a large number of
degenerate states [44]. However, this causes numerical problems in computing the
susceptibility expression given in Eq. (2.16). This high symmetry problem can be
practically removed by introducing two widely separated vacancy sites deep inside the
matrix. Their sole effect is to introduce a splitting of the degenerate states by less than
1meV.

The refractive index and the absorption, in the presence of the nonlinear optical
effects become, respectively, n = ng+nyI, a = a9+ pI, where ny is the linear
refractive index, 0y is the linear absorption coefficient, and I is the intensity of the
light. 7, is proportional to Re{¥®}, and is given by [127]

_ Re{y¥(~0;0,~0, )}

Z1(0) Inenc ; (2.17)
where c is the speed of light. Similarly, B is given by [127]

= oIm{¥® (—w; 0, —0, ®

Bw) = I b (218)

n% € c2
where w is the angular frequency of the light. Note that Egs. (2.17) and (2.18) are valid
only in the case of negligible absorption. The degenerate two-photon absorption cross
section 5% (w) is given by [125]

5@ () = ol (w) 8h’net Z Z TfmTmi ’
T f nm — | Hpi—ho—ikhl

O(hwg—2ho),

(2.19)

where I'is the inverse of the lifetime; the corresponding full width energy broadening
0f 100 meV is used throughout. The sum over the intermediate states, m, requires all
the interband and intraband transitions. As we have mentioned previously, we
compute such expressions without any approximation by including all the states
that contribute to the chosen energy window. Finally, 5® (w) and P are related to each
other through f = 2hwd?(w).

The LFEs lead to a correction factor in the third-order nonlinear optical expressions

3€matrix
eNC t+ 2€matrix

given by [128], L = ( e )2

P r— where €,.1ix and exc are the dielectric

functions of the host matrix and the NC, respectively. We fix the local field correction
at its static value, since when the correction factor is a function of the wavelength it
brings about unphysical negative absorption regions at high energies.

We consider four different diameters, D=1.41, 1.64, 2.16, and 3 nm. Their energy
gap, Eg as determined by the separation between the LUMO and the HOMO energies
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Figure 2.16 7, (i.e., at unity filling) as a function of the photon energy for different NC sizes.

show the expected quantum size effect [44]. The 7, is plotted in Figure 2.16, which
increases with the decrease in NC size for all frequencies [45]. The smallest
diameter gives us the largest n,. When compared to the n, of bulk Si in this
energy interval (~ 107 cm?/W) [129-131], calculated NC n, is enhanced by as
much as (~ 10*f,) for the largest NC. For Si NCs having a diameter of a few
nanometers, Prakash et al. [122] have obtained n, in the order of ~ 107! cm?/W,
which, in order of magnitude, agrees with LCBB results when a typical f; is assumed
for their samples.

In Figure 2.17 we have plotted B against the photon energy [45]. Peaks at high
energies are dominant in the spectrum and f3 decreases with the growing NCvolume.
The obtained f is about 10°f, cm/GW for the largest NC at around 1eV. When
compared to the experimental bulk value (1.5-2.0cm/GW measured at around
1eV) [129], calculated NC B is scaled by a factor of 300—400f, times. Prakash
et al. [122] have observed B to be between (10'—10? cm/GW) at 1.53 eV, which is
close to LCBB values provided that f, is taken into account.

We should note that  is nonzero down to static values due to band tailing.
Another interesting observation is that the two-photon absorption threshold is
distinctly beyond the half bandgap value, which becomes more prominent as the
NC size increases. This can be explained mainly as the legacy of the NC core
medium, silicon that is an indirect bandgap semiconductor. Hence, the HOMO-
LUMO dipole transition is very weak, especially for relatively large NCs. We think
that this is the essence of what is observed also for the two-photon absorption. As
the NC size gets smaller, the HOMO-LUMO energy gap approaches to the direct
bandgap of bulk silicon, while the HOMO-LUMO dipole transition becomes more
effective.
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Figure 217 B (i.e., at unity filling) as a function of the photon energy for different NC sizes.
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Quantum-Confined Stark Effect in Si Nanocrystals

In 1984, Miller et al. discovered a variant of the Stark effect in quantum wells, which
was much more robust due to the confinement of the carriers, hence named as the
quantum-confined Stark effect [132]. It took more than a decade to observe the same
effectin NCs, which were chemically synthesized CdSe colloids [133]. Interestingly, it
has taken again more than a decade to realize it with Si NCs [134]. Based on the
importance of QCSE for silicon-based photonics, in this section we provide a
theoretical analysis of QCSE in embedded Si NCs. The basic electrostatic construc-
tion of the problem is presented in Figure 2.18 with the assumption that the NCs are
well separated. If we denote the uniform applied electric field in the matrix region far
away from the NC as F,, then the solution for electrostatic potential is given in
spherical coordinates by [110]

— For cos 0, r<a
D(r,0) = e—1 a3 , (2.20)
—ForcosO+ | —— |Fg— cosO, r>a
£+2 r2

Ematrix

Figure 2.18 An illustration for the QCSE showing the geometry and the variables.
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Figure 2.19 (a) The Stark shift of the (a) valence and (b) conduction states of a 5 nm-diameter
Si NC. The electric field values quoted refer to Fy, that in the matrix region far away from the
NC.

where € = €nc/Emanix 1S the ratio of the permittivities of the inside and outside of the
NCs. The effect of this external field can be incorporated in the framework of LCBB by
adding the Vi = e® term to the potential energy matrix elements. A computation-
ally convenient approach is to assume that the external potential is relatively smooth
so that its Fourier transform can be taken to be band-limited to the first Brillouin zone
of the underlying unit cell, which leads to [42],

<n'E’o’|Vext|nEo> =3 Rect; ; ; (G +F-C'—¥)B”(C)'B%(C),  (2.21)
G,G

here RectE1 5,5, is the rectangular pulse function, which yields unity when its
argument is within the first Brillouin zone defined by the reciprocal lattice vectors,
{El, 527 53}, and zero otherwise.

In Figure 2.19 we show the evolution of the valence and conduction states of a
5nm-diameter Si NC under increasing electric fields. This clearly indicates that
valence states are more prone to Stark shift. The LUMO-HOMO bandgap Stark
shift is plotted in Figure 2.20. As in any electronic structure calculation, this is done
at 0 K. However, a shift of more than 80 meV points out that the QCSE can be easily
measured at room temperature. The dotted line in this figure is a quadratic fit. The
deviation for large electric fields indicates the change in charge displacement
regime.

Finally, in Figure 2.21 the intravalence and intraconduction state electroabsorption
curves of a 5 nm-diameter Si NC are shown, under zero and 1 MV/cm electric fields.
As expected from the rigidity of the conduction states under the electric field from
Figure 2.19, the electroabsorption effect can be best utilized in p-doped Si NCs. These
results can be important for the assessment of the prospects of nanocrystalline Si-
based infrared electroabsorption modulators.
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Figure 2.20 The LUMO-HOMO bandgap Stark shift of a 5 nm-diameter Si NC. The solid line is to
guide the eyes.
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Figure 2.21 The intravalence and intraconduction state electroabsorption curves of a 5 nm-
diameter Si NC at T=300K.
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3
Optical Properties of Intrinsic and Shallow Impurity-Doped
Silicon Nanocrystals

Minoru Fujii

3.1
Introduction

The electronic band structure of silicon (Si) crystals is significantly modified when
the size is reduced to below the exciton Bohr radius (~4.9 nm) of bulk Si crystals due
to the quantum size effect. The quantum size effect manifests itself as a high-energy
shift of the luminescence band and an enhancement of the spontaneous emission
rate. Furthermore, enlargement of the singlet-triplet splitting energy of exciton states
with decreasing size has been demonstrated [1-4]. The modified band structure
opens up new application of Si nanocrystals in the fields where bulk Si crystal has not
been involved. Besides well-known high-efficiency visible photoluminescence (PL),
one of the most exotic new feature of Si nanocrystals is their ability to generate a
kind of active oxygen species called singlet oxygen by energy transfer from excitons
to oxygen molecules (O,) adsorbed onto the surface of Sinanocrystals [5]. This feature
is due to the molecule-like energy structure of Si nanocrystals and is a direct
consequence of the quantum size effects. Similarly, efficient photosensitization of
rare earth ions by Sinanocrystals has been reported and this phenomenon is expected
to lead to the development of an efficient planar waveguide-type optical amplifier
operating at the optical telecommunication wavelength. Since almost all new features
of Si nanocrystals arise from the modified electronic band structure, its deep
understanding is indispensable to explore new nano-Si-based research fields and
devices. Fortunately, the energy structure of Si nanocrystals is almost clarified, atleast
qualitatively, by detailed optical spectroscopy. In Section 3.2, we briefly summarize
fundamental optical properties of intrinsic Si nanocrystals [1-8].

The properties of Si nanocrystals can be controlled by the size, shape, surface
termination, and so on. An additional freedom of material design can be introduced
by impurity doping. The introduction of shallow impurities in a semiconductor
significantly modifies its optical and electrical transport properties. Actually, a precise
control of an impurity profile is key to achieve desirable functions in almost all kinds
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of semiconductor devices. Therefore, impurity-doped semiconductor nanostruc-
tures have been a subject of intensive research [9-13]. Unfortunately, contrary to
many theoretical studies [14-25], experimental work on shallow impurity-doped Si
nanocrystals [26-47] makes a poor progress because of difficulties in their prepa-
ration and characterization. The main difficulty arises from the fluctuation of
impurity number per nanocrystal in a nanocrystal assembly. For Si nanocrystals as
small as a few nanometers in diameter, the expression of the doping level in the form
of “impurity concentration” is not suitable and it should be expressed as “impurity
numbers” because it changes digitally. For example, doping of one impurity atom
into a nanocrystal 3 nm in diameter (1.4 x 102 cm?, about 700 atoms) corresponds
to an impurity concentration of 7.0 x 10" atoms/cm’. At this doping level, bulk Si
is a degenerate semiconductor and exhibits metallic behavior. Therefore, in nano-
meter-sized crystals, addition or subtraction of a single impurity atom drastically
changes the electronic structure and the resultant optical and electrical transport
properties. To explore research fields of doped Si nanocrystals and to realize devices
based on them, development of a technique to control the “impurity number” with
extremely high accuracy is indispensable.

Although accurate control of the “impurity number” in a Si nanocrystal has not
been achieved, recent research partly reveals the properties of doped Si nanocrystals.
In Section 3.3, we present experimental results on shallow impurity-doped Si
nanocrystals. In Section 3.4, we discuss the concept of compensation and
counterdoping in Si nanocrystals. We show that compensated Si nanocrystals exhibit
different properties from those of intrinsic Si nanocrystals and demonstrate that
shallow impurity control in combination with geometrical confinement of carriers
extends the controllable range of the properties of Si nanocrystals.

Finally, before starting the main part, we would like to clarify here the type of Si
nanocrystals considered in this chapter. Si nanocrystals can be prepared by various
methods and the properties are slightly different depending on the preparation
procedure because of different defect density, different degree of interaction between
nanocrystals, different surface termination, and so on. In this chapter, we will
consider the following nanocrystals:

1) The surface is oxygen (O)-terminated for majority of Si nanocrystal samples
discussed. The properties of O-terminated and hydrogen (H)-terminated Si
nanocrystals are qualitatively similar, but quantitatively there are some differ-
ences. The advantage of H-terminated Si nanocrystals is that almost all theo-
retical calculations are based on them and thus understanding the experimen-
tally obtained phenomena is easier. On the other hand, they are not very stable
and H-terminated surface is slowly oxidized even at room temperature. There-
fore, for device application of Si nanocrystals, O-terminated Si nanocrystals are
probably more realistic.

2) Oxide barrier between nanocrystals is thick enough to prevent carrier transport
between nanocrystals. Understanding the mechanism of carrier transport
between Si nanocrystals is very important for device applications and many
groups are working on the subject [33, 43, 46, 48]. However, in the case of
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conductive nanocrystal assemblies, the properties are mainly determined by
interfaces and thus they are not very suitable for the study of the properties of Si
nanocrystals themselves.

3) The diameter of nanocrystals is limited to be less than 10 nm because quantum
size effects start to play a role below this size. Above this size, Sinanocrystals can

be regarded as bulk.

3.2
PL Properties of Intrinsic Silicon Nanocrystals

3.2.1
Fundamental Properties

The luminescence properties of Si nanocrystals have been intensively studied for
many years. Size-dependent high-energy shift of the luminescence maximum and
shortening of the lifetime have commonly been observed for both H- and O-
terminated Si nanocrystals prepared by a variety of methods. Furthermore, a very
large temperature dependence of luminescence lifetime, that is, approximately two
orders of magnitude different from liquid He temperature to room temperature, has
been reported. All these phenomena could at least be qualitatively explained by
quantum confinement of excitons in the space smaller than the Bohr radius of
the bulk exciton, although quantitative differences are reported between H- and
O-terminated Si nanocrystals, especially when the size is very small. Nitrogen (N)-
terminated Si nanocrystals or Si nanocrystals in SiN, exhibit quite different prop-
erties from those of H- or O-terminated ones, and the PL mechanism is still
under debate. In this section, we will briefly summarize fundamental PL properties
of O-terminated Si nanocrystals.

Figure 3.1a shows PL spectra of Si nanocrystals embedded in SiO, prepared
by cosputtering of Si and SiO, and annealing at temperatures higher than 1100°C
[3, 49]. By controlling the size, the luminescence maximum shifts from very close to
the bulk Si bandgap to 1.6eV. In O-terminated Si nanocrystals, the high-energy
shift is almost always limited to 1.6 eV. This is considered to be due to the formation
of O-related states in the bandgap of Si nanocrystals [50]. On the other hand, in
H-terminated Si nanocrystals, the range can be extended to ~2.3 eV [2]. Figure 3.1b
shows PLspectraat4 K. In addition to the main peak, a peak appears atalower energy.
This peak is assigned to the recombination of a conduction band electron with a hole
in a deep surface trap at Si-SiO, interfaces [51]. Similar to the main peak, the low-
energy peak exhibits a size-dependent shift. However, the amount of the shiftis about
half that of the main peak [3, 51-54]. The size-dependent shift of the low-energy peak
is considered to reflect that of the conduction band edge.

Figure 3.2 shows PL lifetime as a function of temperature for two samples with
different size distributions [3]. The temperature dependence is larger for smaller Si
nanocrystals. The temperature dependence can be well explained by the model
proposed by Calcott et al. [55]; the exciton state is split into a singlet state and a triplet
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(b) Reproduced with permission from Ref. [3].
Copyright (2000) by the American Physical
Society. http://link.aps.org/abstract/PRB/v62/
p16820.

state due to the electron-hole exchange interaction. By fitting the temperature
dependence of the lifetime, one can estimate both the lifetimes of the triplet and
singlet states and the splitting energy. Figure 3.3a shows temperature dependence of
the lifetimes as a function of the PL detection energy, that is, the size. The lifetime of
the triplet state is almost independent of the size because the transition is forbidden,
while that of the singlet state depends strongly on the size and becomes short with
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Figure 3.2 Temperature dependence of PL
lifetime for two Si nanocrystal samples with

different size distributions. Inset is a schematic

illustration of singlet and triplet splitting of an
exciton state. t5 and T, represent singlet and

300

triplet lifetimes, respectively, and AE the
splitting energy. Reproduced with permission
from Ref. [3]. Copyright (2000) by the American
Physical Society. http://link.aps.org/abstract/
PRB/v62/p16820.
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decreasing size. In indirect bandgap semiconductors, geometrical confinement of
carriers increases the overlap of electron and hole wavefunctions in momentum
space and thus enhances the oscillator strength. The shortening of the singlet
lifetime is due to this effect. From this effect, one can expect Si nanocrystals to
behave as direct bandgap semiconductors. However, there is some evidence suggest-
ing that the momentum conservation rule is only partially broken and Si nanocrystal
strongly preserves the indirect bandgap nature of bulk Si crystals [2]. In fact, even for
very small Si nanocrystals with PL in the visible range, the PL radiative lifetime is
longer than several microseconds. The indirect bandgap nature of Si nanocrystals is
discussed in detail in Sections 3.2.2 and 3.2.3.

It is worth noting that for large Si nanocrystals with the PL maximum near the
bandgap energy of bulk Si crystal, the singlet lifetime is close to 1 ms. Excitons must
stay for such a long period in very small space without recombining nonradiatively at
room temperature. For this, Si nanocrystals should be defect-free and the surface
should be perfectly terminated. Because of the difficulty in preparing such Si
nanocrystal samples, reports on Si nanocrystals with the PL maximum below 1.2 eV
at room temperature are very few.

In Figure 3.3b, the singlet-triplet splitting energy is plotted as a function of PL
detection energy. It increases monotonously with decreasing the size. This is because
of better overlap of electron and hole wavefunctions by confinement. The splitting
energy is larger in the case of O-termination than that of H-termination. The splitting
energy of H-terminated Si nanocrystals agrees well with that obtained by calcula-
tion [56]. In Figure 3.3a and b, all the data are changed continuously in the very wide
energy range starting from the bulk Si bandgap. This continuity is one of the evidence
that the PL arises from quantum-confined excitons.
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3.22
Effect of Size and Shape Distribution on the PL Bandwidth

In general, optical transitions between quantized electronic states result in atomic-
like very sharp absorption and emission peaks. However, as can be seen in Figure 3.1,
the PL band of Si nanocrystals is very broad (full width at half maximum, FWHM:
200-300meV). Even at very low temperatures, there is no significant narrowing of
the bandwidth [3]. This suggests that the large width is due to inhomogeneous
broadening. The group of Linnros was first to measure PL from a single Si
nanocrystal at low temperatures [57]. They demonstrated without any doubt that
each Sinanocrystal exhibits atomic-like very narrow PL peaks (FWHM of a few meV
at 35 K), and the broadening observed for nanocrystal ensembles is just due to size
and shape distributions. In their measurements, a pair of peaks is observed for each
Sinanocrystal [57]. The high-energy one corresponds to a zero-phonon line, while the
other one is assigned to a transition accompanied by the emission of a momentum
conservation phonon, that is, an optical phonon at A minima or a confined acoustic
phonon [58]. The observation of the peak pair evidences that the momentum
conservation is only partially broken in Si nanocrystals, and they still strongly
preserve the indirect bandgap character. Note that, at room temperature, the PL
peak of a single Si nanocrystal is rather broad (FWHM of 120-150 meV) due to
participation of different phonons in optical transitions [59].

The evidence of indirect nature of Si nanocrystals is also obtained by hole-burning
spectroscopy [60] and resonant PL spectroscopy [55, 61]. In resonant PL spectroscopy,
when PL is excited by photons with the energy within the broad PL band, only
nanocrystals with the bandgap energy smaller than the excitation energy are excited.
This results in significant narrowing of the PL band and the appearance of features
corresponding to momentum conservation phonons.

3.23
Resonant Quenching of PL Band Due to Energy Transfer

Besides several techniques described above, the information from specific size of Si
nanocrystals from inhomogeneously broadened PL bands can be extracted by
introducing an “energy acceptor” that selectively kills luminescence from nanocrys-
tals with a specific size by nonradiative energy transfer. This phenomenon can be
used to investigate fundamental physics of Si nanocrystals when the state to which
energy transfer is made is narrow. Here, we demonstrate two examples that introduce
“holes” into the PL band of Si nanocrystal assemblies.

The first one is rare earth ions. Rare earth ions exhibit sharp atomic-like absorption
and emission spectra due to the intra-4f shell transitions. If a kind of rare earth, for
example, Er, is doped into SiO, films containing Si nanocrystals, there is strong
interaction between Si nanocrystals and Er’", that is, excitation energy of Si
nanocrystals is effectively transferred to Er* " nonradiatively and the 4f shell is
excited [62-67]. For Si nanocrystals, this is an introduction of a nonradiative
recombination pass and thus the PL is quenched. For the energy transfer, energy
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conservation rule should be satisfied. Therefore, only Si nanocrystals with the
bandgap energy corresponding to the energy difference of the discrete electronic
states of Er’" can transfer energy resonantly, while emission or absorption of
phonons is required for others. Since the energy transfer rate is different between the
resonant and nonresonant energy transfer, the PL quenching does not occur
uniformly, but dips (holes) are observed in inhomogeneously broadened PL
bands [64, 65]. Figure 3.4a shows PL spectra of Er and Si nanocrystals doped SiO,
atlow temperature [65]. The spectra of two samples with different Si nanocrystal size
distributions are shown. We can clearly see features around 1.55 and 1.28 eV. These
energies correspond to the transitions between the *Io /2 and 115 /2 states and the
144 2 and s /2 States of Er’t, respectively, and are the signature of resonant energy
transfer (see Figure 3.4b). In Figure 3.4a, we notice that the dips appear at exactly the
resonant energy (1.55 eV) and about 56 meV below the energy. The mechanism for
the appearance of the low energy dip is schematically shown in Figure 3.4b. For the
energy transfer to the *Iy/, state of Er’ ", the bandgap energy of Si nanocrystals
should be 1.55eV. Si nanocrystals with the bandgap energy of 1.55 eV exhibit PL
either at 1.55eV or at “1.55eV minus the energy of a momentum conservation
phonon.” The most probable phonon emission process is the emission of a TO
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phonon at the A minima (56 meV). Therefore, if PL from Si nanocrystals with the
bandgap energy of 1.55 eV is lost by energy transfer to the *I , state, dips appear both
at 1.55eV and at 1.55 eV-56 meV. Therefore, the observation of the dip pair is an
evidence that the momentum conservation is only partially broken and zero-phonon
and phonon-assisted transitions simultaneously occur.

Similar features can be seen in a more exotic system. When O, molecules are
adsorbed onto the surface of H-terminated Si nanocrystals, the excitation energy is
transferred to the adsorbed O, molecule in the ground triplet state and it is excited to
the singlet state, that is, singlet oxygen is generated [5, 68]. This energy transfer
results in resonant quenching of PL from Si nanocrystals. Figure 3.5 shows time-
resolved PL spectra of O, molecule-adsorbed Si nanocrystal at low temperature [69].
The spectra are divided by those of Si nanocrystals in vacuum. Inset in Figure 3.5 is an
expansion of the region around 1.6 eV after 80 ns from the excitation. We can see a
pair of dips as the case of Er doping. Again, the higher energy dip exactly coincides
with the energy difference of the 'S the *< states of O, molecules [70] and the lower
energy dip stays at about 56 meV below the resonant energy (see Figure 3.5Db). In
Figure 3.5, a pair of dips can also be seen at 1.96 and 1.9 eV, indicating that very small
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Figure 3.5 (a) Time-resolved PL spectra of a  monomers and that of the 2>Z to 2! A transition
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porous Si in vacuum (loxygen(t)/Ivac(t)). The 80ns. (b) Schematic illustration of energy

measurement gate width is 100 ns. The data for ~ diagram of O,. Arrows represent spin-up and
the measurement delay time with respect to the  spin-down. Reproduced with permission from
excitation pulse of 008, 0.18, 0.28, 0.48, 0.78,  Ref. [69]. Copyright (2005) by the American
1.08, 1.48, 2.08, and 3.08 us are shown. The Physical Society. http://link.aps.org/abstract/
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Si nanocrystals with the bandgap energy close to 2eV still strongly preserve the
indirect bandgap character.

3.24
PL Quantum Efficiency of Intrinsic Si Nanocrystals

As discussed above, the radiative decay rate of Si nanocrystals is enhanced due to
better overlap of electron and hole wavefunctions by confinement. However, high PL
quantum efficiency of Si nanocrystals [71-76] cannot always be explained by the
enhanced radiative rate. It arises mainly from restriction of carrier transport within
nanocrystals. If carrier transport is limited within a nanocrystal and there is no
nonradiative recombination processes in the nanocrystal, the PL quantum efficiency
should be one. On the other hand, if there is at least one nonradiative recombination
process, the microsecond to millisecond radiative lifetime cannot compete with the
nonradiative process and the quantum efficiency is close to zero. This means that in
Sinanocrystal assemblies, the PL quantum efficiency of nanocrystals constituting the
assembly is either one or zero, and the ratio of the “bright” and “dark” nanocrystals
determines the total quantum efficiency of the assembly. The model roughly explains
how the total quantum efficiency of Si nanocrystal assemblies is determined.
However, it is too crude for quantitative discussion, and in actual Si nanocrystal
assemblies, the PL quantum efficiency of “bright” Si nanocrystals is not always 100%.
We will show experimental results that assess this point.

PL quantum efficiency of Si nanocrystals contributing to PL in an assembly can be
extracted by the modulation of the radiative decay rate [77-79]. PL decay rate is
modified when Si nanocrystals are placed close to an interface due to the change in
the photonic mode density. If the distance between the nanocrystal and the interface
is changed, both the mode density and the radiative rate oscillate. The effect appears
as an oscillation of the PL decay rate. By comparing experimentally obtained
oscillation of PL decay rates with calculated oscillation of the radiative rate, PL
quantum efficiency as well as radiative and nonradiative decay rates of Si
nanocrystals contributing PL are obtained. Figure 3.6a and b shows radiative (w,)
and nonradiative (w,,) decay rates, respectively, as a function of wavelength obtained
in this procedure for four samples prepared under different conditions. PL spectra of
these samples are shown in Figure 3.6d [79]. Radiative decay rates for four samples
are on a single curve and increase to shorter wavelength. The increase in the radiative
decay rate is due to better overlap of electron and hole wavefunctions in momentum
space by confinement. The fact that all the data obtained for different samples fiton a
single curve indicates that the radiative recombination rate is determined only by the
size of Si nanocrystals. On the other hand, the nonradiative rate in Figure 3.6b
depends strongly on samples and therefore on sample preparation procedures.

Figure 3.6¢ shows PL quantum efficiency obtained by the ratio of the radiative rate
and the sum of the radiative and nonradiative rates [w,/(w; + wy,)]. Note that the
quantum efficiency obtained in this procedure reflects that of nanocrystals partic-
ipating in the PL process and contribution from completely dead Si nanocrystals is
not involved. Therefore, the quantum efficiency should be different from (higher
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triangles), as a function of wavelength. (d) PL

than) that obtained by usual procedures by using integral spheres. In Figure 3.6¢, the
quantum efficiency is very high. In particular, it is almost one at a longer wavelength
side for some samples. Therefore, for Si nanocrystal samples in Figure 3.6 at a
specific wavelength range, the “bright” and “dark” model is satisfactory. On the other
hand, in some samples and in some wavelengths, the quantum efficiency is not one.
This means that even in “bright” Si nanocrystals, there is a competition between
radiative and nonradiative processes. As shown in Figure 3.6¢c, the quantum
efficiency is always lower at shorter wavelengths where the radiative recombination
rate is high. A possible explanation of this wavelength dependence is as follows. For
large Si nanocrystals with very small radiative rates, the radiative process cannot
compete with nonradiative processes. As a result, each nanocrystal becomes either
perfectly “bright,” that is, quantum efficiency of 100%, or completely dead, thatis, PL
signal cannot be detected. On the other hand, the increased radiative recombination
rate of smaller particles by stronger confinement makes it possible to compete with
nonradiative processes. This results in the quantum efficiency in between zero and
one. Therefore, low quantum efficiency in Figure 3.6¢ does not always mean that the
total PL quantum efficiency of a whole sample is low. Instead, participation of more
nanocrystals in the PL process due to higher radiative rates increases the total
quantum efficiency.
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One of the largest problems for the growth of doped Si nanocrystals is that impurity
atoms are pushed out of nanocrystals to surrounding matrices by the so-called self-
purification effect. This effect can be understood by considering very high formation
energy of doped Si nanocrystals [21]. Impurity concentration in nanocrystals is thus
always different from average concentration in a whole system. In the worst case, the
number of impurity in a nanocrystal becomes zero even when average concentration
is rather high. Therefore, development of a technique to characterize impurities,
especially “active” impurities doped into nanocrystals, is crucial. A conductivity
measurement is impossible or extremely difficult. Electron spin resonance (ESR)
spectroscopy has been used to characterize n-type Si and is also useful for studying n-
type Si nanocrystals [31, 34, 45]. In Section 3.3.4, we present ESR spectra of
phosphorus (P)-doped Si nanocrystals. Unfortunately, this technique is not very
sensitive to p-type Si nanocrystals. Infrared absorption due to intraconduction or
intravalence band transitions is also used [31, 39], but it is not very sensitive. As an
alternative tool to characterize doped Si nanocrystals, we propose PL spectroscopy. In
Sections 3.3.2 and 3.3.3, we discuss PL properties of boron (B)- and P-doped Si
nanocrystals, respectively, and show how the PL properties are modified by the
doping and that PL spectra are very sensitive to doping.

3.3.1
Preparation of Impurity-Doped Si Nanocrystals

Various methods have been reported for the growth of intrinsic Si nanocrystals. On
the other hand, a limited number of studies are published concerning the growth of
shallow impurity-doped Si nanocrystals with a diameter below 10nm. Shallow
impurity-doped Sinanocrystals are usually grown by plasma decomposition of silane
(SiH4) by adding dopant precursors (diborane (B,H;) and phosphine (PH3)) [33, 44,
46]. With this method, a variety of morphologies from densely packed nanocrystalline
films to nanoparticle powder can be produced by controlling process parameters.
Another method to grow doped Si nanocrystals is to use phase separation of silicon
suboxide (SiO,) into Siand SiO, at high-temperature annealing. With this method, Si
nanocrystals embedded in glass matrices are produced. Thin films of SiO, have been
prepared by various methods, for example, cosputtering of Si and SiO,, ion
implantation of Si into SiO,, vacuum evaporation of SiO, chemical vapor deposition
by using SiH, and N,O precursors, and so on. If dopant atoms are incorporated
in SiO,, some of them are doped into Si nanocrystals during phase separation by
annealing.

The following is the procedure we use to grow impurity-doped Si nanocrystals.
Many of the data shown in this chapter are obtained for samples prepared by this
method. We grow Si nanocrystals by a cosputtering method [31]. In the case of P- (B-)
doped Si nanocrystals, Si, SiO,, and P,0s (B,03) are simultaneously sputter-depos-
ited and they are annealed in N, gas atmosphere at 1100-1250°C. During the
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annealing, Si nanocrystals are grown in phosphosilicate (PSG) (borosilicate (BSG))
thin films. The P (B) concentration in PSG (BSG) thin films is at maximum several
percentages. Similarly, if Si, SiO,, B,0s, and P,Os are simultaneously sputter-
deposited, B and P codoped Si nanocrystals are grown in borophosphosilicate glass
(BPSG) matrices. Note that impurity concentration in nanocrystals is different from
that of matrices because the segregation coefficient, that is, the ratio of equilibrium
concentration of impurity atoms in Si and SiO,, strongly depends on the kind of
impurities.

332
PL from B-Doped Si Nanocrystals

The introduction of extra carriers by impurity doping makes the three-body Auger
process possible [8]. The Auger rate is calculated as a function of the size of Si
nanocrystals and is estimated to be of the order of nanoseconds [16]. This value is four
to five orders of magnitude larger than the radiative rate of excitons, and thus one
shallow impurity can almost completely kill PL from a Sinanocrystal. In other words,
PL quantum efficiency of impurity-doped Si nanocrystals is considered to be much
lower than that of intrinsic Si nanocrystals. Since we measure ensembles of many Si
nanocrystals with different impurity concentrations (numbers), with increasing
average impurity concentration in a nanocrystal assembly, the PL intensity is
expected to continuously decrease. This effect is really observed in p-type Si
nanocrystals. Figure 3.7a shows the examples. With increasing B concentration,
the PL intensity decreases monotonously [27, 29]. The decrease in the PL intensity is
accompanied by the shortening of the lifetime. Another possible explanation for PL
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Figure 3.7 PL spectra of (a) B-doped and by Elsevier Science Ltd. (b) Reproduced
(b) P-doped Si nanocrystals at room with permission from Ref. [34]. Copyright
temperature. B and P concentrations (2002) by the American Physical Society.
are changed. (a) Reproduced with http://link.aps.org/abstract/PRL/v89/
permission from Ref. [29]. Copyright (1999) €206805.
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quenching by B doping is defect formation due to a strain induced by doping because
of the small size of B atoms (21% smaller than a Si atom) [20, 44, 80].

333
PL from P-Doped Si Nanocrystals

In P-doped Si nanocrystals, the situation is different from B-doped Si nanocrystals.
When the P concentration is relatively low, the PL intensity increases slightly
compared to that of the undoped Si nanocrystals (Figure 3.7b) [30, 31, 34, 38]. This
effect can be seen more clearly when the size of Si nanocrystals is smaller. The
increase in the PL intensity indicates that nonradiative recombination processes are
quenched by P doping. In fact, defect-related infrared emission band observed at low
temperatures is quenched by P doping [30], and the defect-related ESR signal almost
disappears as we will see in Section 3.3.4 [34]. Two scenarios are considered as the
mechanism of quenching nonradiative recombination processes. The first one is that
the number of dangling bonds on the surface of Si nanocrystals decreases because of
higher flexibility of bond angles and lengths in PSG than SiO,. The second scenario is
that electrons supplied by P doping are captured by the dangling bonds, which
inactivate the nonradiative recombination centers and compensate donors [46, 81].
Although the definite evidence of these mechanisms is not yet obtained, the second
one seems to be more plausible. It is worth noting that the impurity concentration
dependence of the PL intensity depends strongly both on the size and the concen-
tration of Si nanocrystals and on annealing parameters such as temperature,
duration, atmosphere, cooling speed, and so on [29]. Therefore, the P concentration
that shows the maximum PL intensity is different depending on preparation
parameters.

334
Electron Spin Resonance Studies of Shallow Impurity-Doped Si Nanocrystals

As discussed in detail in Chapter 2, the electronic states of shallow impurities in Si
nanocrystals are expected to be strongly modified from those of the bulk ones if the
size is close to the effective Bohr radius of impurities. In particular, the binding
(ionization) energy should be enhanced because donors (acceptors) are squeezed
three-dimensionally [9, 10, 16]. The hyperfine structure (hfs) in ESR of shallow
donors is a sensitive sensor of the modification of their electronic states because the
strength of the hyperfine interactions is directly related to the localization of the
dopant state electrons [82, 83]. If donor wavefunctions are squeezed by spatial
confinement, the hyperfine splitting should be enhanced.

Figure 3.8 shows X-band ESR spectra obtained at 40 K. The signal with g=2.006 is
due to dangling bond defects at Si-SiO, interfaces [30]. Although the intensity of this
signal is very large, it quickly vanishes by P doping by the mechanism discussed in
Section 3.3.3. The signal with g= 2.002 can be assigned to an EX center characterized
by the involved hyperfine structure of 16 G splitting [84]. The EX center signal is also
observed for sputter-deposited pure SiO,. It also becomes weaker with increasing
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P concentration. Athigh P concentration, a broad signal with g=1.998 emerges. This
signal is assigned to conduction electrons in Si nanocrystals [28, 82, 85, 86]. The
intensity of this signal is nearly inversely proportional to the temperature except for a
very low temperature range below 15 K even if P concentration is very high [45, 47].
This Curie-like paramagnetism indicates that Si nanocrystals do not become metallic
even under heavily doped conditions at least when they are grown under thermo-
dynamic equilibrium conditions.

On both sides of the conduction electron signal with g = 1.988, two broad bands are
observed at 3180 and 3270 G. These features are seen only at a moderate P
concentration range. At the highest P concentration (1.2mol%), the features
completely disappear and only the broad conduction electron signal remains. The
most probable origin of these features is the P donor hfs; a donor electron localizes at
P nucleus and interacts with the nuclear spin leading to the split of a single resonance
line into a line doublet [82]. In the present samples, the size of Si nanocrystals is close
to the effective Bohr radius of P donors in bulk Si crystal. This means thatif more than
two P donors exist in one nanocrystal, their wavefunctions are overlapped, resulting
in the delocalization of electrons even at low temperatures. Therefore, Si nanocrystals
containing more than two P donors will show only a conduction electron signal. With
this simple model, P concentration dependence of the ESR signal in Figure 3.8 and
that of the PL spectra in Figure 3.7b can be well explained. For the sample with the P
concentration of 0.4 mol%, PL intensity starts to decline. This is accompanied by the
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appearance of broad infrared absorption due to intraconduction band transitions of
confined electrons [31, 34]. In this P concentration, a part of Si nanocrystals has P
donors and others are considered to be still intrinsic. As a result, we can see weak
hfs and the conduction electron signal. With further increasing P concentration
(0.8 mol%), the ratio of doped Si nanocrystals increases, resulting in the increase in
both the hfs and the conduction electron signal. In this P concentration, the
conduction electron signal is much stronger than the hfs, indicating that the number
of Si nanocrystals having more than two P donors is rather large. At the P
concentration of 1.2 mol%, only the conduction electron signal is observed in ESR.
At this concentration, PL is almost completely quenched. This suggests that almost
all nanocrystals contain more than two P donors.

In Figure 3.8, the separation of the hyperfine splitting (AH(hfs)) is about 90 G,
which is more than twice larger than that of the bulk value (42 G). This enhancement
of the hyperfine splitting can be caused by the quantum confinement of P donors
because P donors are confined in a space close to the effective Bohr radius of P donors
in bulk Si crystals (1.67 nm). This model can be directly proved by studying the size
dependence of AH(hfs). In fact, clear size dependence of the AH (hfs) is observed [34].
With decreasing size of Si nanocrystals, AH(hfs) drastically increases. This is the
evidence that the observed large hyperfine splitting arises from quantum confine-
ment of P donors in Si nanocrystals. The observed enhancement of AH(hfs) is
successfully reproduced by first-principles calculations [18, 25].

335
Location of Dopant Atoms

There are many theoretical studies on preferential location of impurities in Si
nanocrystals. On the other hand, it is almost impossible to experimentally control
the location of impurities in nanocrystals. However, information on the location can
be experimentally obtained. The group of Kortshagen [44] assigned the location of
impurities by investigating the effects of oxidization and etching of Si nanocrystals on
PL spectra. The Sinanocrystals were grown by plasma decomposition of SiH, and the
doping was achieved by introducing B,H or PHj3 in plasma. They showed that the
effect of oxidation is quite different between P and B doping. In the case of P doping,
exposure of the sample to air for 5 days at room temperature results in the recovery of
the PL intensity to the level of intrinsic Si nanocrystals. Furthermore, wet chemical
etching of oxide layer results in approximately 80% decrease in P concentration in the
sample. These are the strong indication that P dopant is located at or close to the
surface; after oxidation, P dopant is embedded in surface Si oxide and no longer
exhibits an effect on the PL from Si nanocrystals.

On the contrary, in B-doped Sinanocrystals, recovery of PL intensity by oxidation is
limited. Furthermore, B concentration increases after removing the oxide
layer. These results suggest that B is primarily incorporated into the Si nanocrystal
core. It is worth noting that doping efficiency of B is much smaller than that of P
probably due to larger formation energy of B-doped Si nanocrystals than P-doped
ones [21, 22].
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We have to be aware that the above result is not necessarily universal. The
preferential location of impurities may depend on nanocrystal growth processes
and the surface termination. At high-temperature growth, the incorporation of
impurities in nanocrystals is determined by thermodynamic equilibrium solubility.
On the other hand, if thermodynamic equilibrium is not established, kinetic factors
such as activation barriers will control doping [13, 44]. Therefore, properties of
dopant may be quite different between Si nanocrystals grown by chemical route,
decomposition of SiH,, phase separation of SiO,, and so on. In fact, one recent
calculation suggests that preferable location of B is on the surface and that of P is in
the core in H-terminated Si nanocrystals [24]. A preferential doping of B in the
subsurface is also shown by another group [20, 22]. These predictions are not
consistent with experimental results.

3.4
P and B Codoped Si Nanocrystals

For the fabrication of Si-based devices, a counterdoping process is routinely used to
make an n-type region in a p-type region or vice versa. The question then arises
whether counterdoping is possible in Sinanocrystals or the concept of counterdoping
is the same as that of the bulk. In this section, we will discuss this issue. Especially, we
will focus on carrier compensation in Si nanocrystals and the properties of com-
pensated Si nanocrystals.

One of the motivations to study compensated Sinanocrystals is that they may have
higher radiative rate than that of intrinsic Sinanocrystals. As discussed in Section 3.3,
because of the very efficient Auger process, heavily shallow impurity-doped Si
nanocrystals are very bad candidates for light-emitting applications. However, the
additional localization of carriers by impurities is a possible approach to enhance
oscillator strength of excitons in Si nanocrystals. The Auger process can be avoided if
isoelectronic impurities are used. Unfortunately, Si does not have proper isoelec-
tronic impurities that can strongly localize excitons at room temperature and
enhance the PL intensity. An alternative approach is to simultaneously dope the
same number of p- and n-type impurities in Si nanocrystals (compensated Si
nanocrystals). The codoping and compensation may result in further localization
of excitons without being overshadowed by the Auger process.

To study compensated Si nanocrystals, a major technological problem is how to
dope exactly the same number of B and P atoms into Si nanocrystals. If the number is
not exactly equal, excitons will recombine nonradiatively via the Auger process.
Although a precise control of the number of p- and n-type impurities in a Si
nanocrystal seems to be impossible, recent calculations demonstrated preferential
formation of nanocrystals with equal number of p- and n-type impurities. The group
of Ossicini [20, 21, 23] demonstrated by first-principles calculations that the forma-
tion energy of Si nanocrystals drastically decreases when pairs of B and P are doped
into Si nanocrystals; the formation energy of a pair of B- and P-doped Si nanocrystals
(Siza7H1go clusters) is about 1 eV smaller than that of B-doped ones and about 0.7 eV
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smaller than that of P-doped ones. This indicates that if Si nanocrystals are grown
by the procedure described in Section 3.3.1, that is, the phase separation of P- and
B-doped Si-rich SiO, (Si-rich BPSG) by annealing, nanocrystals with equal number of
B and P are preferentially grown because they are energetically favorable.

3.4.1
PL Properties of P and B Codoped Si Nanocrystals

Figure 3.9 shows PL spectra of B- and P-doped Si nanocrystals [35, 37, 39]. B
concentration in a sample is almost fixed while P concentration is changed. Without
P doping, that is, when only B is doped, the PL intensity is very weak due to the
efficient Auger process. By doping P simultaneously, the intensity recovers and the
peak shifts to lower energy. The recovery of PL intensity strongly suggests that
carriers are compensated in majority of nanocrystals in the sample. Therefore,
simultaneous B- and P-doped and compensated Si nanocrystals can be really
prepared by the process shown in Section 3.3.1 and they have rather high PL
quantum efficiency [35, 37, 39, 87].

It is interesting to note that the luminescence energy of the codoped sample in
Figure 3.9 is far below the bandgap energy of the bulk Si crystals. Although PL peak
energy shifts slightly to lower energy by doping either P or B, below bulk bandgap PL
can be realized only when both kinds of impurities are doped [37, 39]. This implies
that both donor and acceptor states are involved in the recombination process.
Similar low-energy PL has been observed for heavily doped and compensated bulk Si
crystals (Si:P,B) due to the transition from the conduction band tail (donor band) to
the valence band tail (acceptor band) [88]. The mechanism of the low-energy PL
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Figure 3.9 PL spectra of B-doped (dotted changed. Reproduced with permission from

curve) and B- and P-doped (dashed and solid  Ref. [35]. Copyright by the American Institute of
curves) Si nanocrystals at room temperature. B Physics. http://link.aip.org/link/?JAPIAU/94/
concentration is fixed, while P concentration is ~ 1990/1.
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observed in Si nanocrystals is considered to be essentially the same. The very large
spectral width could be an inhomogeneous broadening caused by the distributions
of the size and the impurity concentrations. However, there are some crucial
differences between compensated bulk Si and compensated Si nanocrystals. The
largest difference appears on the temperature dependence of the PL intensity.
Figure 3.10 shows PL peak intensities of intrinsic (A) and codoped (M) Si nano-
crystals detected at 1.18 and 0.94 eV, respectively. There is almost no temperature
quenching for the intrinsic Si nanocrystals. On the other hand, small temperature
quenching, that is, PL intensity at room temperature is about half that at 5K, can
be observed in codoped Si nanocrystals. This temperature quenching is significantly
smaller than that of the heavily doped bulk Si crystals. In heavily doped bulk Si
crystals, the low-energy PL can be detected only at very low temperatures because
excited electrons and holes are easily thermalized or migrated in impurity bands and
recombine nonradiatively [88]. Probably, large ionization energy of impurities and
restriction of carrier transport within nanocrystals result in the very small temper-
ature dependence of the PL.

The observed small temperature quenching is also completely different from that
of dangling bond-related PL that appears at almost the same energy as the main PL
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band of codoped samples (see Figure 3.1b). The open triangles in Figure 3.10
represent PL intensity of the dangling bond-related PL detected at 0.92 eV. The PL
intensity decreases very rapidly with increasing temperature and that at room
temperature is about 1% of that at low temperatures. The completely different
temperature dependence suggests that the origin of low-energy PL of codoped
samples is different from dangling bond-related PL observed for intrinsic Si
nanocrystals.

The significantly different PL spectra between intrinsic and compensated Si
nanocrystals suggest that the electronic band structure is quite different. This is
consistent with theoretical calculations [21]. Therefore, although both intrinsic and
compensated Si nanocrystals have no extra carriers, we can consider them as
completely different materials. In Figure 3.11, PL spectra of intrinsic (a) and codoped
(b) Si nanocrystals are compared. The tunable range of PL energy of intrinsic Si
nanocrystals is limited above the bulk Si bandgap because the PL shift is caused only
by the quantum size effects. The tunable range is shifted to lower energy for impurity
codoped Si nanocrystals (Figure 3.11b) without significant reduction in the PL
intensity.

Bulk Si bandgap
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Figure 3.11 Normalized PL spectra of (a) intrinsic and (b) p- and n-type impurities codoped Si

nanocrystals at room temperature. The lowest possible PL energy of intrinsic Si nanocrystals is the
bulk Si bandgap, while that of codoped Si nanocrystals is extended to 0.9 eV.
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342
PL Lifetime of P and B Codoped Si Nanocrystals

The codoping and compensation of impurities in Si nanocrystals may result in
further localization of excitons. This effect is expected to be observed as shortening of
PLlifetime compared to that of intrinsic Sinanocrystals. Figure 3.12a shows PL decay
curves of intrinsic and P and B codoped Si nanocrystals at 5 K. The energy where the
PL signal is detected is indicated by arrows in the inset. The exciton PL of intrinsic Si
nanocrystals shows nearly a single-exponential decaying behavior. The lifetime is
very long (about 8 ms) due to nearly 100% occupation of the triplet state at 5 K.
Compared to this, the lifetime of codoped Si nanocrystals is much shorter and the
decay curve deviates from a single-exponential function. In a broad PL band of
codoped Si nanocrystals, there is a distribution of the lifetime in the range between
100 and 500 ps. The nonexponential decay curve and the wide distribution of lifetime
suggest that the samples are very inhomogeneous probably due to the distributions of
impurity numbers and sites as well as the size and shape of Si nanocrystals. Note that
the lifetime of dangling bond-related PL is shorter than 1 us [66]. This again excludes
the possibility that the low-energy PL of codoped Sinanocrystals is related to dangling
bond-related PL of intrinsic Si nanocrystals. Figure 3.12b shows temperature
dependence of PL lifetime of a codoped sample. The lifetime becomes shorter from
about 450 to 150 us with increasing temperature.
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Figure 3.12 (a) PL decay curves of P and B
codoped and intrinsic Si nanocrystals at 5K. In
the inset, energy positions for the PL detection
are indicated by arrows. (b) Temperature
dependence of PL lifetime for P and B

codoped Si nanocrystals. Reproduced
with permission from Ref. [35]. Copyright
by the American Institute of Physics.
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1990/1.
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The size of codoped Si nanocrystals in Figure 3.12 is rather large (~10nm in
diameter). Compared to PLlifetime of intrinsic Si nanocrystals with almost the same
size (~1ms at room temperature, see Figure 3.3), that of the codoped Si nanocrystals
is short. However, the difference is not very large (at most of the order of magnitude).
Therefore, unfortunately, strong localization of carriers by codoping does not
significantly enhance the radiative recombination rate. Probably, the effect will be
enhanced for smaller Sinanocrystals, and by simultaneously controlling the size and
impurity concentration, we could achieve strong enhancement of the radiative
recombination rate.

343
Codoped But Not Compensated Si Nanocrystals

Let us consider Si nanocrystals with unequal number of n- and p-type impurities. In
bulk Si crystals, the electrical properties are determined by the difference in the
concentration of n- and p-type impurities and thus n- (p-) type regions are produced in
p- (n-) type regions by counterdoping. On the other hand, in Si nanocrystals, the
properties are not expected to be simply determined by the difference in the number
of n- and p-type impurities. For example, a Si nanocrystal with one B atom is
considered to be not the same material as that with two B atoms and one P atom.
However, experimental demonstration of the difference is very difficult. There is one
preliminary experimental result that shows the difference between singly B-doped Si
nanocrystals and B and P codoped (B concentration > P concentration) Si nanocrys-
tals [47]. In B-doped Si nanocrystals, ESR signals from confined holes are not
detected. This is due to very fast spin relaxation time by the degeneracy of the
valence band maximum. On the other hand, in codoped samples with higher B
concentration, a broad signal that might be assigned to confined holes is observed. If
this is the case, the valence band structure of codoped Si nanocrystals is modified
from that of B-doped Si nanocrystals. However, at present, the results are very
primitive and no definite conclusion can be achieved.

35
Summary

More than 15 years have passed since the discovery of visible PL by Canham [89]. So
far, the electronic band structure of Si nanocrystals has almost been clarified.
Unfortunately, it became clear that Si strongly preserves the indirect bandgap nature
even if the size is a few nanometers and that strong PL is mainly due to the restriction
of carrier transport in nanocrystals. This suggests that Si nanocrystals are very
suitable for PL materials but not ideal for electroluminescence (EL) devices because
high conductivity between nanocrystals is not compatible with high luminescence
efficiency. On the other hand, if one understands fundamental properties of Si
nanocrystals, new application fields emerge. Some of them are discussed in detail in
this book. Very recently, the possibility of multiexciton generation in Si nanocrystal
assemblies is reported [90, 91]. This effect has potential to significantly enhance
conversion efficiency of Si-based solar cells.
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In intrinsic Si nanocrystals, the properties can be controlled only by size, shape,

and surface termination. Shallow impurity doping adds new freedom to control the
properties of Si nanocrystals. For example, the size is the only parameter to control PL
energy of intrinsic Si nanocrystals. On the other hand, there are some combinations
of size and impurity concentrations in the case of codoped Si nanocrystals. The
additional freedom of material design may extend application fields of Si nanocrys-
tals. Furthermore, different optical properties of intrinsic and impurity-doped Si
nanocrystals suggest that doped Sinanocrystals can be regarded as new materials that
may be a new building block to realize Si-based electronic and optoelectronic devices.
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4
Electrical Transport Mechanisms in Ensembles
of Silicon Nanocystallites

Isaac Balberg

4.1
Introduction

While the optical [1-3] properties of various ensembles of individual Si nanocrys-
tallites (NCs) and the memory-charge storage (CS) characteristics of two-dimensional
(2D) arrays of Si NCs [4] have been investigated by many researchers, relatively little
attention was paid to the transport properties of 3D ensembles of such quantum dots
(QDs) [5]. The interest in the last systems, however, is expected to follow the new basic
physics that it reveals and the potential applications of such systems. Following the
reasonable (though still controversial [6]) understanding of granular metals [7, 8],
where the electrical conduction takes place via metallic particles, additional signif-
icant insights into the transport mechanism [5, 9] and new phenomena are expected
in Si NCs due to the presence of confined levels [10]. In particular, the combination of
Coulomb blockade (CB) effects and the quantum confinement (QC) restrictions can
yield various resonant tunneling effects [11] as well as various quantum phase
transformations [12] that are beyond the scope of this chapter. From the application
point of view, one realizes that significant electroluminescence (EL) can come about
only as a result of efficient transport in 3D ensembles of Si NCs [4, 13, 14] that are
dense enough to yield strong light emission. Finding the conditions for the
optimization of the luminescence and the transport is then the route to achieve
efficient Si-based photoelectronic devices [15].

In this chapter, we present a review on the electrical transport in the ensembles of
Si NCs. Since we are concerned with the transport in 3D ensembles of quantum dots,
we will only briefly review the main results obtained from lower dimensional
ensembles (i.e., 1D-like [16, 17] or perpendicular to 2D arrays [18-21]) of Si QDs
in order to provide a reference for the effects of the small size of the single Si NCs on
the transport in ensembles of larger dimensions. We will see that in spite of many
studies of these 0D-like and 2D systems, which are essentially associated with single
isolated NCs, and their potential use as nonvolatile memories, only the basics of the
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corresponding transport mechanisms in them can be considered as properly
founded and generally accepted.

There is even much less understanding of the transport mechanism in ensembles
of 3D systems of Si NCs as there have been no comprehensive studies of the transport
mechanisms in them [5]. In this chapter, we present probably the first comprehensive
report of the transport mechanisms in ensembles of Si NCs embedded in insulating
continuous matrices, adding (to the very common studies of the temperature
dependence of the transport properties that is commonly applied for the determi-
nation of transport mechanisms) the very important parameter of the density of the
NCs, N, the role of which has been overlooked in previous studies. As we will see, this
parameter provides a very useful scale along which one can follow the basic transport
mechanisms in 3D ensembles. In particular, the corresponding consideration also
adds the important system connectivity aspect that has hardly been discussed in the
past. This is in contrast with the interdot tunneling aspect that was emphasized in
almost all previous studies. We note, however, that the need to consider these two
aspects was first suggested by Burr et al. in 1997 [13] and, although no specific
application was made there, their work, as well as the density of the Ge NCs, first
considered by Fujii et al. [9] within the context of transport, may be viewed as the
major pioneering works on the transport in 3D ensembles of column IV semicon-
ductor NCs.

We limit ourselves to the ensembles of Si NCs that are smaller than 10 nm since for
these NCs QC and CB effects become significant even at room temperature [1]. We
note in passing that in the literature the term Si NCs has been used in many works for
much larger particles [22] and these will not be considered here. Also, we do not
discuss here the ensembles of Si NCs that are embedded in the Si matrix of porous
silicon. The transport mechanism in these systems that has been considered
previously [3, 5, 23-25] is quite different from that of Si NCs embedded in an
insulating matrix since the Si matrix in porous silicon provides current routes that are
parallel to those controlled solely by the Si NCs. In addition, in view of the limited
scope of this chapter, we will not provide here an extended review of the theories and
previous experimental results, but we will refer to those that we found essential for
this chapter. We will try, however, to give the physical essence of the transport
mechanisms that appear to be involved in the 3D systems, leaving it to the reader to
consider more detailed and quantitative accounts of them in the cited literature.

This chapter is structured as follows. In Section 4.2, we provide the reader with a
brief background, giving first the basic concepts to be used in this review (Sec-
tion 4.2.1), and then we give (in Section 4.2.2) a short critical review of the
achievements made, and the questions that arise, following the previous studies of
transport in low-dimensional and 3D systems of Si NCs. Considering the above, we
turn to the results of our experimental work presenting them in a systematic manner.
We believe that these results and their interpretation give an initial comprehensive
framework for the discussion of the transport mechanisms in 3D ensembles of Si
NCs. Correspondingly, first we will present in Section 4.3 our method of sample
fabrication (that enables us to carry out a systematic and comprehensive study) and
this is followed by the description of the measurements that were carried out in order
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to appreciate the combined effects of inter-NCs conduction and the connectivity of
the system on the transport mechanisms. Then, in Section 4.4, we present our
experimental observations that reflect these two ingredients emphasizing the great
importance of knowing the structure of the 3D system as a first step for interpreting
their transport properties. Following the conclusions of our experimental results in a
broader context, we show in Section 4.5 that while we were able to obtain a
comprehensive picture of the transport mechanisms in 3D ensembles of Si NCs,
we are still far from understanding the transport mechanism in detail and/or account
for most of ours and others experimental observations quantitatively. The corre-
sponding progress that was made, the general picture that emerges, and the major
questions that remain unanswered will be discussed. We will conclude that section by
mentioning some of our recent experimental findings in order to demonstrate the
richness of transport-based new phenomena that are associated with the nanosize of
the Si NCs in their ensembles and that, as stated above, may be of considerable
interest from both the basic physics and the application points of view.

4.2
Background

4.2.1
Basic Concepts Associated with Transport and Quantum Dots

Percolation theory describes the effect of a system’s connectivity on its geometrical
and physical properties [26, 27]. Considering a system of N metallic spheres
embedded randomly in an insulating matrix of a unit volume, there will be a critical
density of spheres N such that a continuous path of touching spheres that will be
associated with the onset of a finite macroscopic conductivity o of the system will
form for N > N.. If these metallic spheres have a radius b, the corresponding volume
fractions that they occupy will be given by x = (47/3)b’N and x. = (4/3)b’N,,
respectively. These quantities, to be expressed in terms of volume % (vol%), will
be our fundamental density characterization parameters throughout this study. It can
be shown that the dependence of the global conductivity on the above quantities is
given by [26-28]

0 o (x—x)", (4.1)

where tis a constant that (for simple systems in the continuum [26-29]) has (in 3D) a
universal dimensional value of ty=2. In the case where there is a tunneling
conduction between the spheres, the “touching” of the conducting particles is not
well defined (as, say, in porous media [27]) since there will be some tunneling
probability between any two spheres that are atany distance r[27, 29, 30]. Considering
the exponential decay of the local tunneling between two spheres that is given by [31]

G = Go exp(—2x(r—b)), (4.2)
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it is expected, however, that the contribution of the farther neighbors of a given
particle will diminish with the increase in their inter-(surface)-distance r — 2b. Here,
Go is a constant that accounts for the charge carrier concentration and the local
particle environment around r=0, and 1/2y is the tunneling decay (or sometimes
referred to as the localization) length of the corresponding charge carrier [28, 32]. It
turns out that this behavior can still yield a percolation-like behavior, but t is no more
universal and its value can be approximated by ty + u, where u~2y(a — b) and a is
some average of the intersphere distance [27, 29, 30, 33]. In this study, for reasons to
be clarified below, we will apply the concept of “touching” to two particles the surfaces
of which are separated by about a lattice constant (~0.5 nm in the Si lattice) of the
conducting particle. Tentatively then, for the description of the systems to be
considered below, we assume that two Si NCs “touch” if they are no more than
0.5 nm apart. Since the features of the transport between “touching” NCs are new, we
will discuss them in some detail in Sections 4.4 and 4.5.

The transfer of an electron from a given neutral particle to an adjacent neutral
particle charges this particle by one (positive) elementary charge (q) and that of the
adjacent particle by one (negative) elementary charge [7, 8. If the capacitance of the
individual particle in its corresponding environment is Cy, the energy needed to be
supplied for the above “electron-hole” transfer by tunneling is then [5, 7, 8, 11]

Ecg = ¢°/Co. (4.3)

This energy, which is a hindrance to the transfer of charge carriers, is known as the
Coulomb blockade energy [5, 11, 34]. In passing, we note that in the simplest case of
isolated spheres we have Cy=4meeoh, where eg, is the dielectric constant of the
matrix.

In general, we can say that a tunneling process is thermally activated when it
requires a supply of energy. A series of such events that yields a global conduction is
defined as a hopping conduction mechanism [28, 32]. The more known of this family
of such conduction mechanisms is the variable range hopping (VRH) process in
which the preferred optimized conduction path is determined by the competing
requirements of the availability of the minimum energy supply and the minimum
tunneling distance. In the case where the required energy is due to the disorder in the
system, the temperature dependence of the conductivity in 3D is expected to behave
as [28, 32]

0 = op exp[—(Ta/T)"], (4.4)

where 04 and T, are constants of the system and y=1/4. In the case where
electrostatic interactions are involved, the energy needed to overcome the corre-
sponding Coulomb blockade [7, 8] or Coulomb gap [5, 28, 34] was initially sug-
gested [7, 8]toyielday = 1/2 value. Refinement of this theory later [35] has shown that
vy can vary in the interval 1/4 <y < 1, according to the energetic distribution of the CB
energies [33]. The first attempt to derive a y = 1/2 value from a combined effect of the
distribution of the QClevels in different NCs (that enhances the effect of the particles’
size distribution) and the CB was made by Simanek [36]. The choice of the optimized
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percolation path when both contributions are considered leads to y=1/2 value, on
the one hand, and to a simple expression for Ty (in Eq. (4.4)) on the other hand. In
what follows, we will refer to the general behavior described by Eq. (4.4), for any value
of v, as an Arrhenius-like dependence. At high temperatures, or for small energies
involved in all the above processes, one expects, following the scenario of a near-
neighbor hopping [28, 32], a y =1 value. This follows the fact that the interparticle
tunneling route will prefer the nearest neighbors that correspond to the average
lowest tunneling resistance that enables a continuous percolation path. In that case,
one can further show that [28, 30]

o o exp(—ax~1/3), (4.5)

where o is a known constant. This dependence applies to the dilute (low-x) limit and
can be easily shown [30] to be ¢ o exp(—ax ') in the denser particles case. We will
refer to the general behavior described by Eq. (4.4), for any value of y, as an Arrhenius
plot dependence.

Another type of a thermally activated processes that will be important in our
discussion may be described by the older, yet less known, Berthelot dependence [37]
that (when generalizing again for any v) is given by

6 = op exp[(T/Ts)"], (4.6)

where op and Ty are appropriate parameters of the system. One notes that it is easy to
distinguish between the behaviors of Egs. (4.4) and (4.6) by plotting the log o versus
log Tdependence. In the first case (Eq. (4.4)), this dependence yields a convex curve
while in the latter case (Eq. (4.6)) this dependence yields a concave curve. The latter,
much less abundant and much less understood, dependence has been found in some
semiconductor [38, 39] and nanosemiconductor [40-42] systems and was interpreted
as associated with a tunneling barrier effect. In some cases [38, 40, 41], it has been
interpreted as due to thermally activated barrier vibration process, while in others
[39, 42], it has been attributed to the narrowing, with increasing energy, of the
interparticle barrier such that there is a competition, for the thermally activated
tunneling probability, between the thermal excitation from the conduction level and
the width of the barrier. The higher the temperature, the more carriers there are that
can tunnel through the narrower part of the barrier, and the maximum tunneling rate
behaves as given in Eq. (4.6). This simple model is very appealing since all it requires
is the solution of the Schrodinger equation [42]. However, it appears that this behavior
is applicable to a rather special barrier shape, but it does not explain why a barrier that
forms between two particles will have the particular shape that was suggested [42]. On
the other hand, the fact that the transport between the NCs is controlled in this model
by potential barriers that are very different from the “conventional” (polycrystalline-
like) semiconductor parabolic barriers [39] is not too surprising since no space charge
region can be developed within the nanometer size NCs [42]. Considering the other
explanation [40, 41], based on the enhancement of the tunneling rate through a
vibrating tunneling barrier, we note that no independent proof for the existence of
such a vibrating barrier was given. In passing, we further note that a Berthelot-type



74

4 Electrical Transport Mechanisms in Ensembles of Silicon Nanocystallites

behavior has also been shown to be consistent with thermionic emission above the
narrow barrier [41], and this, as well as the vibrating barrier models, shows that
the -V characteristics will depend on temperature. For completeness, we also note
the fact that there are models that consider a related mechanism but yield the
Arrhenius-like dependence as given by Eq. (4.4) (with v =2/3 [43]). For our purpose,
it is important to note that the above two types of mechanisms apply to very
narrow potential barriers such as we encountered for high densities of Si NCs in
our samples. Following all the above, we will refer, regardless of the particular value
of v, to an Eq. (4.4)-like behavior as an Arrhenius-like and to an Eq. (4.6)-like behavior
as a Berthelot-like behavior.

Another, even much less known type of a concave log o versus log T'behavior is that
of the type [44, 45]

0 =0,T°, (4.7)

where 0y is a constant and 0 increases with increasing temperature. The correspond-
ing model that was suggested for this is associated with the subject of our concern
here as follows. We have pointed out above that the Arrhenius behavior is known for
the various hopping mechanisms and that y can take values between y=1/4 and
y =1 such that, with increasing temperature, y-values also increase [28, 32]. The
behavior described by Eq. (4.7) was suggested [44, 45] for a hopping conduction that
essentially parallels the same process as the y = 1/4 toy = 1 transition (i.e., from VRH
to near-neighbor hopping) with increasing T. In this model, 6 = N.—2/(N. + 1),
where N, is the number of hops in the transport path. The basic physics of this
process is that, as in VRH, the hopping range increases with decreasing temperature
and thus N, and 0, increases with increasing temperature. In contrast to the above
local barrier models, we have a network effect, as in the VRH mechanism, but it
appears to yield a 1D-like conduction path rather than a 3D-like network.

Turning to the concepts associated with the nanometer size regime, we realize that
they are essentially 3D quantum wells in which the energy level separations are given
by [1-3]

EQC X ]./Wll*bz7 (48)

where m”" is the effective “effective mass,” that is, the effective mass [46] that can be
deduced from the calculated or measured electronic structure of the quantum dot for
the corresponding carrier in that quantum well configuration [47, 48]. As the first
approximation, itis common to use [49, 50] the bulk “effective mass,” which is 0.3 for
the electron and 0.5 for the hole in Si [50] in units of the free electron mass. For the
semiconductor QDs, the density of the levels (unlike in the one-dimensional
quantum well case) increases with energy [1, 34, 48, 50]. The filling of the levels
with available electrons makes the corresponding level separation (above 1K)
unimportant for metals [34] but very important for semiconductors in general [1]
and Si [48, 50] in particular, even at room temperature. This is obvious since even the
ground-states that provide the levels for the conduction of the electrons and the holes,
and are responsible for the optical properties, are not filled (as at the bottom of the
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corresponding bands in bulk semiconductors [46]). In order to get a carrier transfer
by tunneling between two NCs, we need the matching of the two ground (or upper
lying) states for tunneling between them [9, 51] or we “need to provide” the energy
differences between them, Eqc (by field or thermal excitation) as in the hopping
process [52, 53]. This effect can be termed as resonant tunneling [54] between two
NCs, and the conduction process in the entire macroscopic system can be described
as sequential resonance tunneling [5]. Following the above discussion (Egs. (4.3)
and (4.8)), we can say that the energy needed for the “hopping” between two NCs can
be expressed to first order by [5, 9, 49, 55-57]

E = Ecp + AEqc = A/b+ B/m' I, (4.9)

where AEqc is the corresponding energy difference between the two NCs (see
Eq. (4.8)) and A and B are system-dependent parameters.

4.2.2
Previous Studies of Transport in Systems of Si

As pointed out in Section 4.1, the understanding of the electronic properties of the
single NC is (unlike the case in granular metals) quite necessary in order to interpret
the transport data in ensembles [9, 56] of semiconductor NCs. We start our review of
the previous studies by considering the information available on the single or single-
like NCs. It turns out that the knowledge we have on the level separation in Si
quantum dots came almost exclusively from optical measurements [1-3] and these
results are reasonably accounted for by relatively simple theoretical models [1-3, 48,
50]. On the other hand, the determination of the electronic structure by electrical
measurements, which is more relevant for studying the transport properties via
semiconductor quantum dots [51], is much less conclusive in the case of Si NCs. In
fact, following the success of the local electrical spectroscopy of single quantum dots
that are given between two metal electrodes (in particular in II-VI and III-V
semiconductor NCs [51, 55]), trials were conducted to carry out scanning tunneling
and conductive atomic force spectroscopies (STS [58] and C-AFM [59]) on Si NCs,
indicating that the current is via the crystallites. On the other hand, with many
difficulties associated with the interpretation of those results the best information
that could have been deduced from them was that the confined level separations and
the CB energy are of the order of 0.1-0.3 eV for NCs in the 3-5 nm size regime. Also,
charges induced by electrical force microscopy (EFM) have been used by a few
groups [60-62] to demonstrate that charge storage can be induced in individual Si
NCs when they are removed well from each other. Another (more complicated to
interpret but simpler to fabricate) structure that was studied by many authors [63-73]
is the 2D array configuration that is diluted enough so that the interaction between
the NCs is negligible. In this rather popular configuration [4], the current is
perpendicular to the 2D arrays so that the measured current amounts to the sum
of the currents through the individual NCs. The separation between the metal
electrodes and the quantum dot is tunable, thus yielding the so-called double-barrier
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tunnel junction (DBTJ) configuration[5, 11, 51]. These studies of many parallel DBT]-
like configurations involved essentially a two-terminal MOS device where M is the top
metal, separated or not, by a thin SiO, layer from the O layer, that is, the SiO, matrix
layer contains the Si NCs, and S, that is the Si wafer (separated or not separated from
the O layer) that is also the substrate of the structure. The conventional MOS
current—voltage (I-V) characteristics of these systems disclosed the typical electrical
rectification of such a structure and also included a quasiregular collection of
plateaus, jumps, peaks, and switching events. In many of these studies, ad hoc
models were proposed to associate the experimentally found features with the
energies E of the form given by Eq. (4.9). Similar attempts were made to interpret
peaks observed in the capacitance-voltage (C-V) characteristics that were measured
on such 2D, MOS-like, array structures [66-68, 71, 72]. In view of the fact that the
results obtained are very different in different works and the comparison with
theories was done by ad hoc models, it seems at present that while these studies
definitely indicate tunneling via the NCs, the results do not add up to an electronic
level structure or even to a universal clear separation between the CB and QC effects
as was obtained in corresponding studies of the isolated NCs of II-VI or III-V
semiconductors [51, 55, 74], which were mentioned above. In particular, the various
levels detected may or may not be associated with the quantum confinement in the
NCs as other states can be present in the system [58, 75]. On the other hand, the
various measurements have definitely revealed the presence of charge stored and CB
effects [4, 67, 71].

The better defined systems for the electrical spectroscopy of isolated Si NCs seem
to emerge from structures where only a couple of Si NCs were present between the
two contacts [65, 76-78], so as to yield a well-defined DBT]J-like configurations, which
are reminiscent of the DBTJs studied in the II-VI and III-V NCs [51, 54, 74]. For the
Si NCs systems, the room-temperature [-V characteristics did not reveal many
features, but they were nearly symmetric and nonlinear as to be expected from tunnel
junctions. On the other hand, at low temperatures clear reproducible structures of
peaks and plateaus were observed in the [~V characteristics. Although these have
been convincingly associated with sequential charging of the NCs, no clear infor-
mation regarding quantum confinement levels has been revealed. While, again,
these studies [76-78] still do not provide a comprehensive, unified model, for Ecg and
Eqcfor single NCs, we will assume that as in the IT1I-Vand II-VI semiconductors, the
two effects play a role in the transport between the NCs. We will see below that,
similarly, at present, while for the 3D ensembles the role of the CB is apparent, the
effects of the QC on the transport are as yet suggestive but not conclusively proven
from the available transport data.

Following the above facts of the electronic structure, from the optical and the
transport via single NCs data, we turn now to the available transport data on 3D
ensembles of Si NCs when these are embedded in an insulating (generally SiO,)
matrix. As far as we know, all the previous studies on such 3D systems were carried
out in a two-probe (or “sandwich”) configuration that always involves the possible
contribution of contact effects that are not always easy to separate from the bulk
effects that one would like to study [9, 13, 56, 79-81]. As usual, the two main



4.2 Background |77

experimental methods for the evaluation of transport mechanisms in solids are the
measurement of the temperature dependence of the conductivity 6(T) and the
measurement of the current-voltage (I-V) characteristics. Starting with the o(T)
results that were obtained from 3D ensembles [9, 56, 79-84], it appears that,
considering the uncertainties in the expression of the experimental data in terms
of an exacty (Eq. (4.4)-like) dependence [43], the first attempt to suggest a rather well-
defined transport mechanism in 3D systems based on o(T) data was that of Fujii
et al. [79], who measured the temperature dependence of the conductivity o(T) of a
cosputtered Si-SiO, film between 20 and 300 K. Their results yielded a y=1/4
behavior that was interpreted to be due to VRH. However, in this case the samples
were not annealed and the Si content was not specified, so thatitis not clear whether it
is the Si NCs network or the amorphous Si (a-Si) tissue in the sample that is
responsible for the observations. Similar considerations apply to other studies, in
particular, those that involved hydrogenated a-Si [80, 82, 84] fabrication techniques.
On the other hand, in a latter study by Fujii et al. [9] on well-characterized cosputtered
samples of Ge NCs embedded in SiO,, a y=1/2 behavior was found for x-values
smaller than x=15.3vol%. This dependence was interpreted to be due to the
distribution of the quantized conduction band edges and the presence of a CB,
according to the Simaneck model [36]. The authors also claimed that they obtained
similar results for a similar system of Si NCs. We note in passing that due to the
higher intrinsic carrier concentration in Ge, in comparison with that of Si, the
measurements on Ge NCs seem to yield a more reliable determination of the o(T)
dependence than in the studies of this dependence in ensembles of Si NCs. A later
study of Si NCs (that were “capped” by an SiO; shell that is of the order of 2-3 nm
thick) by Rafiq et al. [56] yielded a y-value of 1/2. For these data, the x-value of the
corresponding samples can be estimated to be in the range of 30 < x <45vol% and
the preferred interpretation was also along the Simanek model [36]. While this
interpretation accounts for the specific data, it leaves quite a few questions as to the
type of system on which these findings were observed. We assume, however, that
both the data of Fujii et al. [9] and the data of Rafiq et al. [56] suggest some kind of a
“resonant”-hopping under CB in ensembles of Si NCs. We will see later that while,
basically, their interpretation seems to be justified, the range of x-values for which
this suggestion is applicable is limited, and thus this mechanism does not representa
general conduction mechanism in ensembles of Si NCs. It is to be stressed that the
uncertainty in the exact determination of the 6(T) dependence in other works did not
provide the desired wider basis for the establishment of their conclusions. For
example, a similar study of Banjeree [81] on the ensembles of Ge NCs embedded in a
SiO, matrix was claimed to yield a y = 1/4 value. However, a more careful analysis of
his data reveals more difficulties [43] in deriving the reliable y-values from the limited
Trange available than yielding the actual y-values. In fact, one can fit his data almost
equally well to a linear log 0 « log T or a y=1/4 behavior. The corresponding
measurements that were carried out in perpendicular to the very thin layer of Ge NCs
and on an unspecified density of the Ge NCs can at best represent the inter-NCs
conduction rather than a 3D VRH behavior as claimed by the author. We are left
essentially, thus far, only with results of Fujii et al. [9] and Rafiq et al. [56] to assume,
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with a high degree of reliability, that a Simaneck-like hopping under CB conditions
takes place in dilute 3D systems of Si NCs. We note, however, in passing, that if the
o(x) dependence of Eq. (4.4) would have been checked, a more specific interpretation
could have been achieved.

Turning to the [-V or 0-V characteristics reported by various authors, the picture
that emerges from the reported nonlinear characteristics appears to be quite blurred.
The corresponding interpretations were quite different in different studies and
involved or did not involve NC size effects. This include rectification in the corre-
sponding tested device [56], simple inter-NCs tunneling [81, 85, 86], Fowler-Nordheim
tunneling [13, 20], Poole-Frekel detrapping mechanism [85], space charge-limited
currents [13], resonant tunneling [19], and Coulomb blockade [20] mechanisms.

4.3
Experimental Details

As was pointed out in the introduction, the limited scope of this chapter does not
allow us to review all the works on the transport mechanism in the nanocomposites of
ensembles of Si NCs that are embedded in an insulating (usually SiO,) matrix. In
particular, we will not mention the various methods used for their fabrication [4, 13,
20]. Since our focus is on the transport in relatively thick films of these nanocompo-
sites and the effect of their density on the transport properties, we will concentrate on,
probably, the most suitable method for such studies [7, 8]. Indeed, our samples were
fabricated mostly by the cosputtering technique [87]. In particular, we emphasize that
this method provides an extra handle for studying the transport in the nanocompo-
sites that are of interest here. We will give some essential details on the typical
cosputtering system and the deposition conditions that have been used by our group,
noting that they are not too different from those used by other groups for the
deposition of granular metals [7, 8] and Si-SiO, [79] films. On the other hand, our
emphasis here is on the flexibility of this method to provide a very wide scale of
nanoparticles densities, under exactly the same conditions [88].

The radio frequency (rf) sputtering technique is based on ion (usually and in our
studies [89-97], Ar *) bombardment of a material (the target) from which, as a result,
groups of atoms are ejected and then reach a surface on which they are deposited (the
substrate) [7, 8]. The role of the rfis to enable the discharge of the target surface when
it is made of an insulating substance such as SiO,. One can use various target
types [7-9] or a few target [87, 89] configurations. In particular, for immiscible
compounds one can produce, using this technique, a multiphase film [7, 8, 87, 89,
90]. Then, the relative content of each phase can be determined by the thickness
profile of the deposited single-phase film in comparison with the thickness profile of
the multiphase film [88].

For the typical samples in our various studies of ensembles of Si NCs, we have used
the following system and deposition conditions. In general, we used two separate
targets, 5 cm in diameter each, such that their centers were 15 cm apart. One target
was of high purity (99.999%) sintered silicon pellets or, electronic quality silicon
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wafers, and the other consisted of pure (99.995%) fused quartz. The substrates that
we used were typically, 13 cm long, 1 cm wide, and 0.7 mm thick quartz slides, or
0.3 mm thick, Si wafers that were cut into such slides. For the sputtering process, the
slides were laid 6 cm above the line connecting the centers of the two targets and
parallel to it [89].

The application of the above mentioned method [88] of thickness analysis of the
films has shown that they contain between 5 vol% Si (at the substrate end adjacent to
the SiO, target) and 95 vol% Si (at the substrate end adjacent to the Si target). The
variation in the Sivolume content, x (given in vol%) as a function of the position along
the slide was weak for x < 20 and x > 65 regimes while in the range 20 < x < 65 it
varied roughly linearly with the distance along the substrate. The latter regime was
along the central 8 cm range of the substrate. In passing, we point out that one can get
similar results by using two, half-circle targets [90], or a single-target configuration,
where small Si pieces are placed nonuniformly on the fused quartz target [79]. The
deposition conditions in our studies were not too different from those used in the
deposition of granular metal systems [7, 8] and in other studies of Si-SiO, compo-
sites [79]. For example, the base pressure in the vacuum chamber was typically
5 x 10 ®Torr, the radio frequency was 12.56 MHz, and the rf power was 60 W for
each target. The voltages measured on the targets during sputtering were approx-
imately 250V on the Si target and approximately 400 V on the SiO, target. For the
films used in our many studies [92-97], the typical thickness was about 1 um and this
thickness was obtained after 3 h of cosputtering.

The films so produced were found, by Raman scattering, infrared (IR) spectros-
copy, and X-ray diffraction (XRD), to consist of amorphous SiO, and amorphous
silicon (a-Si). After annealing of these films (at 1150-1200 °C for a typical duration of
40min, under a flow of 41/min of pure N,), we reapplied the above structural
characterization methods and used transmission electron microscopy (TEM). Since
the structural data obtained by applying this latter method are of fundamental
importance for understanding the transport mechanisms, we carried out, in partic-
ular, a comprehensive study of the Si NCs/SiO, ensembles by cross-sectional high-
resolution TEM (200 kV Technai F20, FEI) [93]. Itis important to note that while some
small amounts of silicon NCs were found (by Raman scattering) in the nonannealed
a-Si/SiO, samples, no a-Si was detected in the samples that were annealed under the
above-mentioned conditions. All the above-mentioned structural determination
methods revealed [93, 94] that the films consist of amorphous SiO, and of Si NCs
that have typical diameters, around 3 nm, at the Si-poor end and diameters around
10nm at the Si-rich end. As described in more detail below, we have used these
structurally well-characterized samples to evaluate the transport [91, 92, 95] and the
optical [96, 97] mechanisms in our 3D ensembles of Si NCs, using their densities N
(i-e., x, see Section 4.2.1) as a guiding parameter.

For the electrical measurements on the quartz-substrated films, we used sputtered
aluminum or silver, 1 mm wide, electrodes (that were 0.2—-1 um thick) with 1 mm
separation between them [91, 92, 95], while for the Si-substrated films we used
evaporated aluminum (0.2 um thick) or Hg point contacts [89, 92]. The areas of these
contacts were on the order of 10 cm?. With the first type of substrate, we carried
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standard four probe conductivity measurements [91, 92] and conductive AFM (C-
AFM) [95] under various conditions, such as temperature variation, current-voltage
(I-V) characteristics under various scanning rates and temperatures, and curren-
t-time (I-t) characteristics under various applied voltages and temperatures. The
above contact separation enabled us, in the first configuration, to map the depen-
dence of the sample conductivity on x, o(x), with a resolution of Ax =2 vol%, and
thus it was possible to check their dependence with a resolution good enough to
compare the o(x) profiles with the theoretical predictions that were mentioned in
Section 4.2.1. The importance of this first configuration is that it enables to take
the precautions necessary to avoid contact effects (e.g., four probe
measurements [91]), while the importance of the second configuration [92], which
was used mainly for the measurement of the capacitance—voltage, C-V, character-
istics, is that we could indirectly extract some information on the transport mech-
anism from it. This was important in particular in the low-x regime, where the
resistance is too high to be measured in the coplanar [91] and even in the sandwich
(vertical) configurations [13, 89]. Since the C-V measurement and the parameters
that can be extracted from it are quite standard [46, 98], we would not elaborate on
them here but would describe how the stored charge was extracted in our work [92]
from the corresponding C-V characteristics.

Our rather standard C-V measurements were all taken at a frequency of 1 MHz,
a voltage sweep rate of 0.5 V/s, and in the sweep direction from V<0to V>0. In
all measurements, the sign of the voltage was that of the Hg or the Al “top”
electrode. For the derivation of the stored charge from the C-V characteristics, we
had initially employed the maximum-minimum procedure [98, 99] that yields
the properties of the corresponding ideal system, that is, the dopant density in
the Si substrate and the film’s (the “oxide’s”) capacitance C,y from the shape of the
C-V curve. The charge stored in the film (the “oxide fixed charge”) Qr and the
charge stored in the Si/SiO, interface (the “surface states”) Qs were derived from
the voltage deviations AVgpg and AV, (toward the accumulation end and the
inversion end, respectively) of the C-V characteristic from the above ideal
behavior [46, 98]. The parameters of interest are then the flat band charge
Orp = —Cox AVpp and the midgap charge Qug=—Cox AV [46, 98, 100] that
we utilize below. Noting that Q¢~ Qp,; and that Qs ~ Qg — Omg, We derived both
the quantities from the C-V characteristics and presented them in terms of
N;= Q;/q, where N; is the density of those charges per cm?, i is FB or mg, and
q is the (positive) elementary charge.

To confirm that the current routes in the samples are via the NCs, we applied our
conductive AFM technique that enables to record the current between a sample-
contacting conducting tip and a side (a “back”) electrode of the sample, both in the
dark and under illumination [95]. This is rather important in studies such as ours
since it enables to indicate if the current takes place via the crystallites or IT is in the
matrix that surrounds them. In turn this enables to evaluate whether a suggested
transport mechanism (that is based on other measurements) is consistent with
the observed current paths [101]. We note that this precaution has not been
taken simultaneously earlier with the studies of global transport of the 3D systems
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of Si NCs thus leaving some doubt as to the certainty of a suggested transport
mechanism.

Our [-Vmeasurements were carried out by applying a voltage (from a high-voltage
source Kiethley-240) to the sample and determining the current by the voltage drop
across a small in-series connected resistor. This voltage was measured using a
(Systron-Donner-7205) multimeter. For the measurement of the photoconductivity
we applied a He-Ne laser (633 nm with a flux of 70 mW/cm?) [91, 92] or a solid-state
laser (473 nm with a flux of 250 mW/cm?) [95]. The difference between the current,
under illumination and without illumination, was considered to be the photocurrent
through the sample. As we show below, the comparison between the dark conduc-
tivity 0 and the so deduced photoconductivity o,y has provides useful information
regarding the transport mechanism. All macroscopic transport measurements were
carried out in the room-temperature-liquid nitrogen temperature range by using a
cryostat (Janis, VPF-475) with a temperature controller (Lakeshore-321).

In view of the wide interest in the optical properties of our Si NCs systems, our
standard characterization tool of the samples was the x dependence of their spectral
photoluminescence (PL) characteristics [91, 92, 96, 97]. The PL was measured under
the 488 nm excitation of an air-cooled (Spectra Physics model 269) Ar ion laser with a
variable power of 6-40 mW or by a water-cooled Ar laser with a power of 1.5 kW. In the
first configuration [90-92, 102], the detection was done with an optical fiber that led
the luminescence directly to the spectrometer (Control Development Inc.), and in the
other setup, the PL signal was dispersed by a 1/4 m spectrometer onto a photo-
multiplier that fed a photon counting system [96, 97].

4.4
Experimental Results and Their Interpretation

In the introduction, we have emphasized the importance of having the parameter x as
an extra handle for the evaluation of the transport mechanisms in ensembles of Si
NCs. We start with the over-all picture of the dependence of the electrical conductivity
on the Si-phase content in our samples and we underline the experimental difficulties
in studying the problem athand. In Figure 4.1, we show the typical x dependencies of
the conductivity o(x) and the photoconductivity o, (x) throughout a wide portion of
the entire x range. We see that up to about x = 38 vol%, we measure the background
conductivity of the experimental system and thus, from this single measurement, we
cannot draw any conclusions regarding the transport mechanism in the x < 38 vol%
regime. In the 38 < x < 60 vol% regime, we see a strong rise in the conductivities and
then a saturation (with a slight decrease) of both 0(x) and opp(x). We already note at
this stage that both 6(x) and o,,(x) have the same dependence on x showing that since
the number of charge carriers contributing to each is different, their x dependence
represents well their “common mobility.” Noting that these results [91] can be fitted to
the predictions of percolation theory, as given in Eq. (4.1), it is apparent that this
dependence reflects the connectivity of the system. This fit yields the percolation
threshold x. and the critical exponent ¢ of the system (that in the present case are
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Figure 4.1 Typical dependencies of the dark  dependence. The experimental points for

and photoconductivity on the volume contentof ~ x < x. = 37 vol% indicate the experimental limit
the Si NCs phase in our typical cosputtered film.  for the derivation of the conductivity in this case
The data at the regime of the strong variation of ~ of 1um thick films. (From Ref. [91].)

0(x) can be described by a percolation-like

about 37 vol% and 2, respectively [91]). We found that within our deposition and
postdeposition treatments of many samples the typical values of x. were in the
25 < x < 50vol% range and the typical t values were in the 2 < t < 5 range. We will use
the corresponding x, value as a prime reference point for x in the discussion below. In
what follows, x and x, will always be given in units of vol%.

After introducing the basic features of the macroscopic conductivity scene in
Figure 4.1 and in order to be able to consider the expectations regarding the transport
inthe 0 < x < 38 range as well as the other distinguishable regimes of 38 < x < 60 and
x> 60, we turn to the structural information that we deduced from our compre-
hensive HRTEM study [93, 94] of that sample. In Figure 4.2, we show images that are
typical of the three significantly distinguishable x regimes of the sample. The low-x
(0 < x < 18) regime consists of well-dispersed (geometrically isolated) spherical NCs.
The intermediate x (18 <x < x.) regime clearly shows a small distortion of the
crystallites to ellipses for the geometrically isolated NCs, the creation of “touching”
pairs, and the further distortion of the NCs in the regions of relatively high NC
densities, so as to accommodate the crystallites that are grown in their proximity.
Also, note that the Si crystallographic lattice planes in the images of the NCs are not
parallel in the various crystallites suggesting the independent nucleation of the
crystallites during the annealing process. For a more precise definition of “touching,”
we consider two NCs as “touching” if the distance between their surfaces does not
exceed the order of a lattice constant (=0.5nm in Si). Finally, at the high-x (x > x)
regime we see further growth of the individual NCs, further distortion of the
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x =17 volume % x = 25 volume % x = 80 volume %
x < 18 vol. % 18-x, vol. % x> x, vol. %
Figure 4.2 HRTEM micrographs of our x the crystallites grow and change from a

annealed cosputtered films for three Si phase  spherical shape to shapes that could
contents: 17, 25, and 80vol%. The crystallites, accommodate their high density. This increase
detected by the Si lattice fringes, are marked by  causes “more and more” of them to “touch”
their border. One notes that with the increase of  their neighbors. (From Ref. [92].)

crystallites, and, most important, the apparent presence of very large clusters of
“touching” NCs. Note that a priori it is not obvious from the 2D HRTEM images that
in the latter regime we have a 3D network of connected “touching” crystallites. To
confirm that the latter is the case, and to show that in our study the macroscopically
measured currents pass through the NCs and not via possible parallel paths (such asa
possible residual a-Si network that may still be present in the sample), we have carried
out (as far as we know the first and the only) conductance AFM measurements on
samples for which the macroscopic conductivity was simultaneously measured. The
images shown in Figure 4.3 for the high-x regime confirm the existence of such a
network, enabling us to interpret our data accordingly. Also note that this finding is a
significant improvement over the topographic and electric field microscopy (EFM)
images, where only the presence and the charging of the NCs are revealed.
Following the general features of the o(x) and o,n(x) dependencies and the
structural information described above, we can clearly conclude that we have five

Current (5V) Topography

Figure4.3 Images derived from topographic AFM (right) and a C-AFM (left) scans of our samples
in the high-x (x=65, and x > x. = 45) regime, showing that the current takes place through the 3D
network of the Si NCs.
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different structural-electrical regimes, such that in each of them we may expect a
different transport mechanism to dominate. These regimes are (a) the low-x regime,
of isolated uniformly dispersed spherical NCs; (b) the transition between the low-x
regime and the intermediate x regime where some of the NCs already “touch” their
neighbors; (c) the intermediate x regime where clusters of “touching” NCs are
formed; (d) the percolation transition regime (x = x.) where the above clusters form a
global continuous network; and (e) the high-x regime where the percolation cluster of
“touching” NCs is well formed and geometrically non-“touching” NCs are rarely
found. In what follows, we will describe our principal experimental data by dividing
the descriptions of our observations, and the relevant expectations from the models
and data mentioned in Section 4.2, into each of these regimes. One should note that
for the above regimes, only in the last two, direct experimental measurements of the
transport could have been carried out because of the high planar resistance of
samples in the first three regimes. For the latter regimes, we have carried out some
indirect measurements, which combined with the structural data presented in
Figure 4.2 and the above-reviewed (Section 4.2.2) information on the single NCs
can shed light on the transport mechanisms in them. The picture that emerges
following all that and the data given in the literature will be discussed in Section 4.5.
Owing to the limited scope of this chapter and the fact that we have previously
mentioned some specific experimental difficulties associated with a particular
measurement [91] and some possible alternative explanations to some of our
particular results [103], we do not discuss them here, bringing in only our current
view of the transport mechanisms as suggested by the available data.

4.4.1
The Low-x Regime

The low-x system shown in Figure 4.2 consists of a geometry that is expected to yield
hopping conduction, that is, tunneling between adjacent particles, such that if there
is a difference between the energies of two particles it is provided thermally or by an
applied electric field. This scenario is similar to that encountered in the transport
between impurities in semiconductors [28, 32] and in granular metals [7, 8] in the so-
called dielectric regime. As we mentioned in Section 4.2.1, in the former case the
distribution in the particles’ energy is attributed to the disorder in the energy levels in
the network and the corresponding conduction is the well-known variable range
hopping, while in the granular metals the energy distribution is attributed primarily
to the variation in the local charging energies associated with the size and/or
environment of the individual particles. In semiconductor NCs, both ingredients
are also included except that the distribution of the electronic “conducting” levels is
more emphasized, as manifested by the effects of resonant tunneling mechanism
(see Eq. (4.9)) [9, 36].

Following the fact that unlike the situation in granular metals and ensembles of Ge
NCsembedded in SiO,, the simple o(x) dependence could not be measured reliably in
this high-resistance regime of Si NCs, we turned to other, though indirect, experi-
mental approaches that can shed light on the conduction mechanism in that low NCs
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Figure 4.4 Stored negative charge Ngg (in percolation theory prediction for the average

units of elementary charges per cm?), aswellas  cluster size of the Si NCs, assuming that the
the PL spectral peak intensity, as a function of ~ NCs diameter (at x — 0 limit) is 3 nm and that
the Si-phase content for the entire xrange of the  the percolation threshold is at x. =36 vol%.
sample. Also indicated in this figure is the (From Ref. [92].)

density regime. To consider this regime, we examined the charge storage and the
photoluminescence in this and the other two subsequent regimes for which the
electrical conductivity could not have been measured. The corresponding results of the
PLintensity (atits spectral peak[91, 96, 97]) as a function of x and the CS as determined
from the estimate of Qgg (i.e., the charge stored in the film, see Section 4.3 [89, 92]) are
shown for the entire x range in Figure 4.4. As is clearly shown in this figure, we found
an excellent correlation between the negative CS (given by the areal density of
elementary charges) and the PL. Combining those results with the structural data
of Figure 4.2, for the present x < 18 regime, where the concentration of NCs, N, grows
with x, we can clearly conclude [103] that the increase in the PLand the CSis associated
with the increase in the concentration of geometrically isolated NCs. We must assume
that the crystallites get charged by a resonant tunneling process thatis combined with a
hopping charging scenario as in granular metals.

As we found here and previously, from the spectral shift of the PL peak with the
variation in the size of the NCs, and as is well confirmed for our ensembles of Si NCs,
the presence of quantum confinement within our isolated NCs is well established [93,
94,96, 97]. On the other hand, the results shown in Figure 4.4 confirm the presence of
NCs charging [92, 103]. We also note that the optical bandgap opening observed in
our samples [96, 97]is of the order expected from recent theoretical estimations of the
band shifts (0.1-0.3 eV [50]), and that the size of the NCs in our samples suggests CB
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energies (=0.1 eV) thatare of the order estimated in other studies [49] and in granular
metals [7, 8] for particles of similar sizes. We have then an indirect evidence for the
possible interplay between resonant tunneling and charging effects that, at least
qualitatively, suggest that the physical nature of the inter-NC transport in the low-x
regime must consist of resonant tunneling under CB. In passing, we remark that for
similar scenarios (i.e., when the grains do not touch) in granular metals, for which we
could measure o(x) [33], we have recently found [30] that the hopping-like behavior is
also confirmed by the o(x) dependence. It seems then that our indirect evidence
supports the basic processes suggested from the direct (but “vertical” transport)
measurements in Refs [9, 56].

The route to get more conclusive data, beyond these basic conclusions, is to try
to fabricate samples with relatively high N but with essentially no “touching” NCs,
so that the o(T) dependence could be measured as a function of the NC size. Our
preliminary results indicate that this may be feasible [104]. We should point out,
however, that in order to confirm, conclusively, that the Simaneck model [36]
suggested in Refs [9, 56] is applicable to the dilute ensembles of Si NCs, a
simultaneous structural study of the NCs sizes and the inter-NCs distance
distributions will be needed.

4.4.2
The Low-x to Intermediate-x Transition Regime

Above, we followed the increase in the CS and the PL with increasing x and this was
well accounted for by the increase in the concentration of the “nontouching” NCs in
the low-x regime. While this concentration keeps increasing with x (as seen in
Figure 4.2), we see in Figure 4.4 thata further increase in x causes the CS and the PLto
decrease, yielding a peak in their x-dependence at some Si phase content, x4, which is
around x =24 in this particular case. Following the fact that for x > 17 we see, from
our HRTEM images (Figure 4.2), that while there is an increase in the total
concentration of the NCs, N, there are less and less “nontouching” individual NCs,
with increasing x. We explain the decrease in both the CS and the PL intensity to be
due to the decrease in the content of the latter NCs, N; [103]. In particular, we expect
that the “touching” NCs do not contribute to PL since the exciton’s Bohr diameter in
Siis 8.6 nm [1] and the NCs here have a diameter of the order of 5nm [93, 94] and
“doubling” the size of the NCs will cause an effective deconfinement of the
electron-hole pairs. Hence, the only contributing NCs are the N; “isolated” ones.
This suggestion is strongly supported when we consider the average cluster size
dependence on x as predicted by percolation theory [26]. In this theory the increase of
the average cluster size with x is accompanied by the disappearance of most of the
geometrically isolated NCs in favor of the growth of the larger clusters [26, 92]. Here,
we see that at the experimental x4 the average cluster size is indeed about twice the
size of the individual NC. The above conclusion is even more strongly supported by
the fact that, as shown in Figure 4.4 for the present sample, for which x. =36, we
found that x4 ~ 2x,/3. This observation is in excellent agreement with the findings on
the cluster statistics in percolation theory [26] that suggest that the peak in N; (the
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concentration of single NCs, i.e., “nontouching” NCs here) will be below the
percolation with increasing x, below the percolation threshold and at 2x,/3.

Similarly, this deconfinement (hence the notation x4) is expected to affect the CS in
the NCs since a significant increase in N, in general, and the facilitated transport
between “touching” NCs (that consist of very narrow tunnel barriers as shown in
Figure 4.2), in particular, will provide more routes for the discharging of the NCs.
Indeed, the latter has been shown previously to weaken the retention of charges in
their sites [105, 106]. Hence, as in the PL peak case, we expect, in view of the
competition between the increase in N (as charging sites) and the shorter average
“stay time” with the increase N — Ny, at the expense of Ny, to have a peak in the CS.
While the presence of the above PL and CS peaks is not surprising, the fact that they
are at exactly the same x (i.e., xg) is. This is in particular so since while the two
deconfinements are expected to be effective, their consequences on the measured
properties are not (e.g., in the PL, we have a competition between radiative and
nonradiative processes [96, 97] that are not relevant to the CS). Although this question
is still unresolved, it seems that, as we saw in Figure 4.4, the clue lies with the
doubling of the average cluster size at x4, which is expected to yield the largest relative
change in the effect of both the QC and the CB energies.

From the transport point of view, the dominant contribution to conduction in this
regime is expected to be the tunneling between the NCs. The hopping conduction will
be manifested, however, in comparison with that in the low-x regime, by having
smaller confinement and average CS energies. On the other hand, these energies will
have a broader span in their values, so that VRH-like behavior under a “weaker” CB is
expected to replace the resonant tunneling-like behavior as x is increased. This can be
a possible explanation for the VRH (y = 1/4) behaviors that were reported in some
works [79-81]. However, the lack of even an approximate x determination in those
works does not enable us to confirm this possibility.

We then relate the above collective transition at x4 to the formation of “enough”
finite clusters that consist of “touching” NCs. While, as we saw above, this has
a profound effect on the CS and the PL, one does not expect that it will have a
significant effect on the transport since the “bottleneck” for transport will still be the
tunneling between the clusters of various sizes (usually few and small in that x
regime). On the other hand, the nature of the transport is expected to change with the
increase in the size of the clusters, from resonant tunneling under Coulomb blockade
to VRH type.

443
The Intermediate-x Regime

As in the previous regimes, we could not directly measure the conductivity in this
regime, and we have to consider the transport in it by using our above indirect data
and the data available for the related regime in granular metals [7, 107]. A priori, one
would expect that this regime will simply enhance the features that were suggested in
the previous regime. This is because, from the results of Figures 4.2 and 4.4, it
appears that the main effect of the increase in x is the general increase in N, on the
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one hand, and the growth of clusters of “touching” NCs, at the expense of the
“nontouching” individual NCs, on the other hand. The conduction mechanism that
dominates the macroscopic conductance here is expected to be tunneling between all
these entities as in the previous x regime. This is obviously the case in the low-x end of
this regime. However, with the further increase in x in this regime, one would expect
(from Figure 4.2) that arrays of low resistance “blobs” that are connected by tunneling
junctions will form [30]. The blobs grow to essentially become “shorts,” while the
junctions become narrower and narrower to yield a higher tunneling conductivity
between various (single or multiparticle) clusters. In the low-x end of this regime, we
will have a VRH-like transport while at the high-x end of this regime, the role of the
cluster “shorts” will become more and more pronounced. This scenario is very much
like the situation encountered in granular metals [107], except that here (as we see
below) the “touching” within the clusters is associated with a different conduction
mechanism (see Section 4.4.5) from the one involved in the coalescence [108] that
dominates the conduction there [8, 107]. As in that case, the outcome of the
competition between the intercluster and intracluster tunneling is sensitive to the
structure that is imposed by the sample preparation conditions, in general, and
the sample annealing conditions, in particular. Following the considerations outlined
in the previous section, the lack of information regarding the x values in the samples
for which o(T) dependencies were reported does not allow us to attribute the observed
dependencies to a particular transport mechanism. Following this we can only base
our anticipations on the images of Figure 4.2 and the results of Figure 4.4, expecting
thatin the present regime there will be a mixture of mechanisms that will vary from a
Simanek-like [36] inter-NCs hopping to some intercluster hopping [107, 109] as x
increases through this regime.

In reality, the situation appears to be even more complicated and this has not been
resolved yet, even in the granular metals [7]. A priori one can expect that, for the same
x, a high density of small NCs will yield a larger conductance than a lower density of
larger NCs[8], and if we assume that in such a system there is a critical conductance in
the system we would expect that it will increase with increasing x. However, this
critical conductance can also decrease with x as the cluster separation will increase.
This situation was found in granular metals [107] where, by annealing, one can affect
(for the same x) the competition between the formation of a large number of
individual NCs and the formation of larger clusters. Following the fact that, for the
same x, the smaller the grains the smaller their separation and therefore the larger
the tunneling between them [7], the annealing causes a diminishing conductance in
the intermediate x regime. Our preliminary manipulation of the fabrication condi-
tions to achieve such scenarios [104] has indicated that while the derivation of
transport data in that regime is possible, the combination of quite a few types of
conduction mechanisms in this regime and the additional (in comparison with
granular metals) contribution of a parallel a-Si matrix in cosputtered Si-SiO, systems
may further complicate the evaluation of the transport mechanism. Since, as we saw
in Figure 4.1, in the well-annealed samples this regime does not reveal conductance,
we cannot even guess, at the present stage, which is the dominant conduction
mechanism there. On the other hand, it may be that the measured conductance in the
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presence of both, green PL and conductance, as we found [104] in this regime for
samples prepared at lower annealing temperatures, is a combination of the con-
duction via these NCs and the a-Si network that still exists there, in a situation that is
reminiscent of the conduction in porous silicon [25].

Clearly, more studies of how the annealing affects the conduction are needed in
order to form a NCs network with a measurable conductance but with no parallel
competing amorphous network. Judging from granular metals [30, 33] this may be
achieved by increasing the conductance of the Si NCs, say, by doping (see Section 4.5).
Also for this intermediate-x regime, it seems to be very useful to apply local probe
microcopies and/or nanolithography, to determine the local current path such as
shown above in Figure 4.3, for the high-x end of this regime. We note, however, in
passing that the latter two regimes are crucial for optoelectronic applications since
simultaneously achieving efficient transport and efficient PL are the two essential
ingredients needed for their development.

444
The Percolation Threshold Regime

In this regime, the conductivity and the photoconductivity can be directly measured
and thus experimental data that could be analyzed in view of the possible models are
finally possible. The transition in the conductivity in the x4 < x~x. regime of
Figures 4.1 and 4.4 can be well accounted for as a percolation transition. Indeed
the o(x) dependence in this regime is well characterized by the percolation power law
that is given by Eq. (4.1). In previous works, we noted that in granular metals, there
are two transitions, one that takes place for noncoalescing grains at x. = 18 [33] and
the other that takes place for coalescing grains [7, 33, 111] ataround x. = 50 vol%. The
firstis associated with the onset of hopping under CB conditions [6-8, 30, 33] and the
second is associated with the formation of a continuous metallic network[7, 107, 110,
111]. In the former case, a t value of 3.3 was observed while in the latter case the
universal t =2 value was observed [7, 107, 110].

Returning to the system of interest here, we note that, as we saw in Figure 4.2 (at
variance with the well-known percolation transition in granular metals), the Si NCs
do not coalesce, geometrically. The latter was manifested by the different orientations
of the crystallographic plains in the “touching” crystallites in spite of their close
proximity. While there is a very narrow separation between the “touching” NCs thatis
on the order of the lattice constant, some type of barrier that is reminiscent, but very
different from the barriers between two semiconductors [39] or a semiconductor—
oxide—semiconductor junction [46], must form. In this case, we emphasize that the
2D image of the high-x regime in Figure 4.2 represents a 3D system that may be fully
connected electrically as suggested by Figure 4.3. In that case, however, we may have
single isolated NCs or clusters, the transport between which is by regular tunneling
and that these are the “bottlenecks” of the percolation cluster. A hint that this may
happen is provided by the nonuniversal percolation exponent (¢ >2) that we ob-
served, as shown by the best fit of the data in Figure 4.5 to the predicted critical
behavior (Eq. (4.1)). We have found in particular that the ¢ values are all in the range of
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the solid curve) and to hopping behavior

5>t>2, as to be expected from the apparent spatial distribution of the various
resistances of the conducting elements (that is likely to be due to the distance
distribution between the NCs [30, 36]) in the system. This is also in agreement with
the above-mentioned findings on granular metals when x increases from the
dielectric regime [30, 33] to the coalescing particle [7, 110] regime.

In order to check, as we have done previously for granular metals [30], to which end
of this range of behaviors do our samples (around x.) belong, we have also attempted
to fit the data with the full possible range of the exponential a. = av.'/? parameters (see
Eq. (4.5)). As seen in Figure 4.5, the trials with various o parameters, which
correspond to the best fits at the high, the intermediate, and the lower sets of the
data points, show that the hopping scenario cannot account for them. This conse-
quence is important since it indicates that hopping-like behavior does not dominate
the present and the high-x regimes, where the conductance is conveniently mea-
surable. In passing, we note that the consequence of the presence of simultaneous
conduction via coalescing particles and tunneling between noncoalescing particles
have hardly been discussed in the past, even for granular metals [107, 109-111]. Here,
in ensembles of Si NCs, the consequences of this competition makes the under-
standing of the transport more difficult since, as we show in Section 4.4.5, the
interparticle transport is more complicated for “touching” particles than for coa-
lescing particles (that one encounters in granular metals [7, 8, 108].

So far, we have seen that the above percolation scenario describes well the system
around x. while we still do not know the interparticle tunneling mechanism.
However, we can expect that the closer we approach the percolation threshold from
above, by lowering x, we may find more (though still few) geometrically isolated
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Figure 4.6 (a) The |-V characteristics as between these characteristics and the

obtained in the close vicinity (x=39) and far
above (x=60) the percolation threshold. It is
clearly seen that a “voltage gap” is opened only
for the lower x (= x. =37 vol%) sample. Such
characteristics were obtained under slow
(typically <0.02V/s) scan rates (a). Note also
the very similar V dependence of the dark and
photocurrents. The presence of charging effects

characteristics that were obtained under scans
that are taken at much faster (typically >0.1V/s)
scan rates (b): the latter behavior indicates (after
the initial current increase, solid line) a well-
defined “voltage gap,” as well as a hysteresis
(shaded line), that must be associated with the
variations in the stored charge in the system.
(From Ref. [91].)

around x, is manifested by the difference

crystallites that are critical for the electrical network. Such single-particle
“bottlenecks” are expected to show a DBTJ behavior [91]. In particular, these are
expected to show local charging effects [11]. The fulfillment of this expectation is
exhibited by both the current and the photocurrent I-Vcharacteristics that are shown
in Figure 4.6a. We see there that a “voltage gap” develops around V=0 for x values in
the close vicinity of x, but it does not exist away (x > x.) from this vicinity. We also see,
in Figure 4.6b, the consequences of the formation of such a gap and its coexistence
with a hysteresis at x~ x.. This indicates that charge is stored in the continuous
network. All this well suggests that, indeed, DBT] conditions do exist in the vicinity of
x.. Another manifestation of the same phenomenon is exhibited in Figure 4.7, where
we show the I-t characteristics in the close vicinity and far above the percolation
threshold. We see that in the former case the charging phenomena are apparent by
the current decay while for larger x-values they are absent. The charge stored was
calculated here, as for Figure 4.6, by using the Wagner circuit [112] (that is also
illustrated in Figure 4.7) as a model. Both the charge derived from the I-t char-
acteristics and those derived from the hysteresis of Figure 4.6b were found to be in
agreement with those derived for the corresponding x from C-V data such as those
shown in Figure 4.4. All these measurements indicated that the CS is on the order of 3
nC, which corresponds to about 5 x 10**> cm > elementary charges in our samples.
Note that this means that less than 1% of the crystallites in the system, at that x
regime, are charged, supporting our conjecture that in practice only the single
individual NCs retain their charge, on the one hand, and the existence of DBTJs in
this regime, on the other hand. All these data suggest that the DBTJ-like behavior, as
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Figure 4.7 Typical It characteristics as for the close vicinity of x.. The stored charge was

obtained in the close vicinity of x. (x= 139, right)
and far from it (x=60, left). Note that there is
evidence (by the current decay and response to

analyzed by applying a Wagner-circuit model
that is illustrated (by two resistors, R, and R,
and a capacitor C;) in this figure.

switching) for substantial charge storage only

proposed by the illustration (of an isolated DBT] (a) and a DBTJ between two large
clusters (b)) presented in Figure 4.8, for this regime, is valid and consistent with the
concept of the critical resistor (or resistors) in the system [30]. These clusters serve as
leads to the “isolated” NC and are thus expected to bring about a DBT]-like structure.
For a more apparent possible scenario that may account for such a model, we show in
Figure 4.8 also a part of the image in Figure 4.2 that may be associated with such a
configuration. The corresponding possible tunneling current tracks via such a
possible DBT]J are indicated. What we do not know though is whether the voltage
gaps in Figure 4.6 are due to the level splitting associated with the QC and/or the CB
of the individual DBT]J crystallites. In particular, the scaling of the measured voltage
in terms of the DBTJ, as shown in Figure 4.6, will require a specific model. We note
though that this voltage is of the order reported for single NCs [13, 21, 56, 86] as well
as on 2D systems where the in-plane conduction (i.e., via an ensemble of the NCs) has
been measured [113], thus supporting this suggestion [91].

4.4.5
The High-x Regime

From the experimental point of view, the x > x. regime is the most convenient to
study since it is associated with a relatively high conductance. In particular, this
enables a systematic study of o(T) that, as noted in the introduction, is the most
abundant tool for studying transport mechanisms in solids. The results we found
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Percolation Clusters

Figure 4.8 Model of a single DBT) (a) and as  HRTEM images. The bright segments represent

suggested for the local environment in the the possible NC separations via which the
percolation transition regime (b), as well as the  tunneling currentin the DBT] takes place. (From
possible presence of a DBT]J in the present Ref. [91].)

network of the Si NCs as expected from our

using this experimental tool were quite surprising as they did not conform to any of
the dependencies mentioned in Section 4.2.1 over the entire temperature range.
Rather, we found that, with increasing temperature, there is a general transition from
dependencies that are similar to those of Egs. (4.6) and (4.7) to a dependence thatis in
the form given by Eq. (4.4). Following this, we turned to a more basic analysis of the
data, that is, their presentation in terms of a log o-log T dependence, noting that
Eq. (4.4) corresponds to a convex log 0-log Tdependence and Egs. (4.6) and (4.7) toa
concave log o-log T dependence.

Our experimental results observed in this regime can be summarized as follows. We
found a concave dependence that turned to a convex dependence in the log o-log T
plots, both in the conductivity and in the photoconductivity. With the initial
increase in the temperature, the corresponding slope was found to increase with
temperature as shown in Figure 4.9. When a fit to Eq. (4.6) was attempted (in the
“concave” regime), we found that the y-values and the Ty values were not constant
in any portion of the curve but changed smoothly and simultaneously from high to
low values as the temperature increased. In fact, alinear dependence of Ty on y was
revealed in the annealed samples. Correspondingly, when a fit to the behavior of
Eq. (4.7) was attempted we saw an increase in the O values with increasing
temperature. While the deviation from a linear log o-log T behavior (over the
entire temperature rang) was different in different samples, as a rule, we found that
the log 0-log T behavior of the photoconductivity is much milder (lower y and Ty
values) than in the dark conductivity, when a fit to Eq. (4.6) is attempted. On the
other hand, the annealed (Si NCs/SiO, ensembles) yielded a more pronounced
(larger vy and Tj values) behavior than the nonannealed (a-Si/SiO,) samples for

(a)

(b)
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Figure 4.9 Temperature dependence of the concave to a convex curve dependence with
conductivity (measured at V=100V, in this increasing temperature in the o(T) dependence,
high-x (=50) > x. (=37) regime) and the and there is no change in the shape of the |-V
corresponding normalized |-V characteristics.  characteristics with increasing temperature.
Note in particular the typical transition from a

both the conductivity and the photoconductivity. Correspondingly, the attempted
fittings to Eq. (4.7) have shown an increase in § that turned to a sharp decrease in &
as room temperature was approached. Also, the effect of doping appeared to be
similar to the effect of illumination. All the above behaviors became milder with the
increase in x.

It is obvious that the immediate consequence of these experimental results is that
we have a competition between two mechanisms such that one is responsible for the
concave log 0-log T behavior and the other is responsible for the convex log o-log T
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behavior. At this stage we have only these features for suggesting a possible transport
mechanism, and we do not try to derive particular y-values as these depend on
temperature.

In trying to evaluate the data, we found that every one of the mechanisms that we
mentioned in Section 4.2.1 for the behavior of 6(T) is qualitatively consistent with the
structure that is suggested by Figures 4.2 and 4.8 for the high-x regime. We have
narrow barriers (between “touching” NCs), on the one hand, and “bottlenecks” for
the conduction, on the other hand. We must consider further details of the data to
reasonably narrow down the possible mechanism scenarios. For this purpose, we
also checked the temperature dependence of the I-V characteristics finding that, as
shown in Figure 4.9, their shapes are independent of temperature. This enables us to
tentatively eliminate both the vibrating barrier model scenario [40, 41] and the
charging effect granular metal-like scenario [7] that we proposed previously [25] for
porous silicon. On the other hand, while the indications from the results given in
Section 4.4.4 and Figure 4.8 are that bottlenecks do exist, the fact that Eq. (4.7)-like
behavior has been shown to be found in a-Si microstructures [44] does not lend
support to the basic view of that kind of model.

The fact that the above-described behavior is weakened in the photoconductivity
and doped samples can be explained by the narrow high barrier [42] and the
“Dottleneck” [44] models since in both models the carriers are photoexcited to
relatively higher energy levels. However, both models do not explain the turnover
to the convex log o-log T (i.e., to an Arrhenius-like) behavior at the higher
temperatures. Since the hopping-like aspect is provided by the Eq. (4.7)-like
behavior, this Arrhenius-like behavior is very likely (in view of the above-men-
tioned effect of illumination and doping) to reflect a thermal excitation of the
charge carriers to the conducting levels, which may or may not be associated with
QC effects [9, 56, 114]. We are thus left, at present, with a scenario that includes
one or a combination of the single barrier [42] or the collective [44] hopping
processes, as well as a carrier concentration excitation process, thus yielding the
apparent monotonic change of y and/or & as described above. This process
appears to be of tunneling via “narrow barriers” between semiconductor NCs
with some scattering along the conduction path. The transport is such that at low
temperatures only few NCs participate in the tunneling process while at the high
temperatures the hindrance to transport is in the matching between the quantum
confined levels and/or carrier excitation.

As is obvious from the discussion, while at this stage the above scenario seems to
be the most likely one (the contribution of a parallel a-Si tissue is negligible as we saw
in Figure 4.3 and the CS is diminished as we saw in Figures 4.4, 4.6, and 4.7), further
research will be needed to establish the exact type of processes that are responsible for
the above, rather new, observations. In particular, local probe microscopy as a
function of temperature is expected to be a very useful tool in order to find whether
the observations have to do with single tunneling barriers or with larger scale
contributions of the network. At this stage, we consider the mixture of the above
three models as the most likely, but still tentative, transport scenario in this high-x
regime.
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4.5
Discussion and Overview

Although not a topic of this chapter, the understanding of the electronic structure of
the single NC when it is a quantum dot is of crucial importance. This topic was
studied theoretically [1-3, 47, 48, 50] and by many experimental optical (mainly PL)
studies [1-3, 96, 97]. It is quite generally agreed that the broadening of the bandgap
with the reduction of the NCs size is on the order of up to 0.8 eV as the NC diameter is
reduced to 3 nm [94]. The variations in the conduction band edge, and the valence
band edges [47, 48, 50] and the PL mechanism [2, 97] are still under debate. In fact,
details of the level structure (such as the energy of critical points in the Brillouin zone,
as achieved in Ge-SiO, structures [115], have not been determined conclusively yet.
Even more important from the point of view of this chapter is the fact that, unlike the
situation in III-V and II-VI single NCs [51, 57, 74], the various microscopic or
microscopic-like electrical measurements that were reviewed in Section 4.2.2 did not
add much information to this picture. It also seems, at present, that the many results
of the I-Vand C-V measurements on small clusters of Si NCs of 2D systems (in the
vertical configuration) do not add up to a convincing picture that can separate the
contributions of the resonant tunneling and CB effects. This is in particular so since
no two studies yielded the same set of the single NC energies and since there were no
studies that were combined with optical or other characterizing measurements (as
done previously with single NCs of the II-V or the II-VI compounds [51, 57, 74]) that
can confirm the ad hoc models that were proposed to explain particular features in the
experimental data. In fact, as described in Section 4.2.2, the clear presence of the CB
effects seems to overshadow the QC effect in spite of the expectation that the energies
involved are of the same order for the NCs sizes that were studied [49]. Under these
conditions, the basis on which one can interpret the available 3D transport data is still
quite narrow, in particular when comparison is made with transport in granular
metals [7, 8] in the temperature range where only the charging energies are
significant [34]. The transport via the (essentially) single isolated Si NCs has been
discussed in terms of DBT]s where the carriers tunnel from one electrode to the other
via the quantum confined or other levels in which they are, or they are not, trapped [14,
49, 67]. Considering this major limitation of our knowledge, we will try, using this
rather narrow basis and the available data reported here and in the literature (see
Section 4.2.2), to provide an initial basis for the discussion of the corresponding
electrical transport mechanisms in our 3D systems.

In this section, we will make an attempt to integrate the findings reported in the
literature and the results presented in Section 4.4 in order to come up with a better
picture of the transport mechanisms in 3D ensembles of Si quantum dots. Because of
the limited scope of this chapter, we will not discuss particular experimental data[103]
and we will critically review only those data that seem reliable and/or crucial enough
to be considered as the cornerstones of the basis that we are trying to lay down. As will
be shown below, while it seems that we are able to present here a basis for the
evaluation of these mechanisms, the details, in general, and their quantification, in
particular, are far from being accounted for.
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Turning to the subject of interest, we consider, systematically, the transport in
ensembles of NCs, with the increase in their density. Starting with the very dilute
(low-x) ensembles of Si NCs, the structurally found presence of only individual
spherical NCs suggests that only a hopping-like transport mechanism can take place
between them. There are, however, very few direct data that confirm this expectation
in ensembles of Si NCs and the more convincing data that are available come from
ensembles of Ge NCs that are embedded in a SiO, matrix [9]. The more detailed
nature of this hopping process is much more questionable. In particular, itis not clear
between which levels does the tunneling take place. On the other hand, it is clear that
in this case the carrier injection from the contact adjusts itself to the concentration of
carriers in the NCs as is manifested by the larger conductivities in granular metals[7,
8] and in ensembles of Ge NCs embedded in SiO, [9]. Noting that there are atleast five
models available for this regime [6, 7, 28, 35, 36], on the one hand, and that we have
rather few reliable data, on the other hand, it seems that it is too early to suggest the
particular hopping-Coulomb blockade effect that is responsible for the observations
in this regime. However, at present, judging from the temperature dependence of the
conductivity that yielded a y=1/2 value and the “right order of magnitude” of Ty
values that were reported for both Ge [9] and Si [56] NCs, the results as suggested by
the authors [9, 56] can be interpreted on the basis of “resonant tunneling” under the
presence of a Coulomb blockade in systems with corresponding distributions of the
NC sizes and inter-NC distances between them. Our work provides further support to
their interpretation. First, while a conclusive comparison with their data with all
possible models (Section 4.2.1 has not been made, our optical data [94, 97, 98] for
such dilute ensembles show that QC exists in the NCs. Second, the nonuniversal
behavior [27, 30] that we have found (although only at the x ~ x, regime) indicates the
presence of a wide distribution of these distances. We can assume then that at present
the Simanek [36] hopping mechanism as suggested in Refs [9, 56] is the most likely to
represent correctly the low density system.

It is rather unfortunate that for the dilute limit (the low-x) regime, for which the
theoretical background is the most developed, the acquisition of the experimental data
is the most difficult one, in particular due to the relatively high resistivity of 3D systems
where “nontouching” Si NCs are embedded in an insulating matrix. It seems that
three experimental approaches are called for in order to enable a more detailed picture
of the transport mechanisms in that regime. The first is to try local electrical probe
microscopy, combined with optical spectroscopy and global conductivity measure-
ments on the same ensembles of Si NCs, in order to overcome the above difficulty. As
an initial attempt to circumvent the above difficulty one may, however, try the use of
Ge [9] and/or doped Si NCs. Our recent experimental results (see below) suggest that
such doping which enables to increase the carrier concentration is possible.

The next two regimes are those that have to do with the clustering of the Si NCs.
These regimes have not been studied at all in the case of semiconductor NCs
embedded in insulators, and even not in any detail in granular metals [107]. The
reason for this seems to be the expectation that the “bottleneck” for transport in these
regimes is still the tunneling under Coulomb blockade, whether it is between
individual grains (where the blockade is significant) or between larger clusters
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(where the blockade is relatively small). Although this model is certainly applicable in
the dilute end of our intermediate x regime, this assumption becomes much less
reliable as one considers the dense end of these regimes, that is, as one approaches
the percolation threshold [107]. Thus, in principle, we may have a competition
between critical resistors that originate from cluster overlaps [111] or intercluster
tunneling [109], such that each can provide the critical (average) resistor in the
system. Another complication in this regime is the need to understand the particular
transport mechanism between two “touching” Si NCs. All the background of
granular metals is mentioned here since the situation there is expected to be a good
starting point for the discussion of semiconductor nanocomposites, in the similar x
regimes, in general, and for ensembles of Si NCs in particular. However, in the latter
and the present case the system provides much richer physical phenomena and their
applications. These originate, of course, from the relatively “well separated” levels of
the quantum dots, which unlike the case in metals enables controllable carrier
population (electrically or optically) of the relevant levels [9, 97]. This brings about the
PL and the charge storage with “trapping,” effects [4, 14] that have no counterparts in
granular metals. We note in passing that this difference enables the most significant
applications of (dense enough) Si NCs systems, that is, the light emitting diodes)
(LEDs) [15] and the nonvolatile memories [4]. What appears to be clear, at present, for
these intermediate density regimes is that the dominant transport mechanism is
intercluster tunneling and that for photogenerated carriers there is a competition
between the radiative recombination that provides the PL and the nonradiative
recombination that provides the photoconductivity [91, 92, 96]. The larger the Si NCs
clusters and the larger the concentration of these clusters, at the expense of the single
crystallite “clusters,” the more dominant the latter effect.

The consideration of the cluster formation in terms of percolation theory revealed
to us, in the intermediate-x regimes, what we called the delocalization threshold x4
for carrier confinement in general and for the electron-hole pairs in particular. The
latter is well recognized by the common peak of the PL and the CS dependencies on
the density of the Si NCs. Hence, for those regimes we can summarize the transport
mechanism as being determined by a combination of the hopping (that we concluded
in the dilute case) and the transport mechanism between two “touching” NCs (to be
discussed below for the high-density regime). It is clear that further understanding of
the intermediate x regimes will have to wait until a better understanding of the (easier
to understand, in principle) two extreme regimes will be provided. On the exper-
imental end, it appears that an efficient tool to study those regimes is the utilization of
the electron beam-induced deposition (EBID) technique, by which one can fabricate
contacts that are tens of nanometers apart, enabling to follow the above conduction
mechanisms in local environments of variable size.

Considering the x regime in the close vicinity of the percolation threshold, the
situation is similar to the one described above with, however, the significant addition
of a percolation cluster that connects in parallel to the above-described networks [107,
111]. This situation is, in principle, even more complicated than the intermediate
density regimes. On the other hand, the dominant mechanism is easier to follow in
this case [91]. This is because here the percolation cluster may contain a few DBTJs
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that dominate the conduction path and thus may simplify the understanding of the
transport mechanism in this threshold regime, on the one hand, and enable to extract
the information, so difficult to obtain, on the isolated Si NCs (see above) from
macroscopic measurements [91], on the other hand. In this regime, we clearly
observed the development of a “voltage gap” [91] and its association with charging
effects that have to do with a Coulomb blockade effect. On the other hand, at present
we do have only an indirect evidence [95] for the possible contribution of the quantum
confinement to the transport. For this regime, two possible routes of experimental
approaches appear promising. The first is to prepare and test samples of variable
width of the NC size distribution and the second is to try a photon-energy phototran-
sport spectroscopy that may indicate (at least at low temperatures) the importance of
the confined levels in the transport. However, this may be the case only at the “higher
xend” of the percolation transition, while at the “lower x end” (where the conductivity
is controlled by both the percolation cluster and its combination with clusters that are
“connected” to it by tunneling) the situation may be much more complicated. Such a
scenario that yields a nonmonotonic o(x) dependence, as the percolation threshold
approaches, was found originally in a system of the granular metal of tungsten grains
embedded in an Al,O; matrix [107]. While no quantitative analysis was reported for
that system, it was apparent that the formation of larger single grains, at the expense
of cluster formation (that may be controlled by proper annealing), can considerably
reduce (for x just below x). The contribution of these networks in comparison with
that of the continuous metallic network of the percolation cluster then yields a
“sharper” percolation transition to the degree that it can be well fitted to continuum
percolation theory (where one assumes infinitely small partially overlapping spheres
that cover a part of the space [27]). In fact, we have observed [104] in our study of Si
NCs ensembles all the o(x) behaviors that were reported previously for the granular
W-AL,O3 system. However, as in the case of granular metals, since this regime
involves a combination of structure and transport mechanism variations, its under-
standing beyond the DBT] process [91] will also wait till the simpler extreme regimes
are understood in more details, as mentioned above.

Turning to the high-density regime, we encounter a situation that is adjacent to Si
NCs “touch” and we can safely assume that the current paths are via connected chains
of “touching” NCs. We found in our study that this “touching” is quite different from
the situation in granular metals where when particles coalesce [108] no potential
barrier is formed between them. In Si NCs, this “touching,” while taking place over a
distance that is of the order of a lattice constant (0.5 nm), it involves, at least, a
different crystallographic orientation of the “touching” crystallites. As far as we know,
our study of the transport in this regime is the first to consider this inter-Si NC
conduction mechanism.

This new mechanism is manifested by a temperature-activated process that can be
described by a concave to a convex log 0-log Ttransition. This may be a local barrier
effect that dominates the local critical resistor in the network, such that a very special
type of tunneling barrier between two adjacent particles is involved [42], or a global
effect that has to do with a disordered semiconductor-like conduction in the system
[32]. In the first case we do not know how such a barrier comes about between two

99



100

4 Electrical Transport Mechanisms in Ensembles of Silicon Nanocystallites

“touching” NCs but we may attribute their special shape to the nanosize with which
we are dealing in the system mentioned here. We should emphasize that if this is
indeed the observed effect, it is very different from the situation with macroscopic
barriers such as the classical parabolic barriers that are encountered in polycrys-
talline Si [39], where the barrier is formed by the space charge that exists between
the “touching” crystals [42]. On the other hand, the global mechanism that was
suggested to explain such a o(T) dependence is simple, in principle, but the role of
the “touch” between the NCs in such a model is not clear. This question is now
studied intensively by our group. However, again, our possibility possibility seems
to be the accumulated charge in parts of the network as we suggested previous-
ly [95]. However, again, more local probe spectroscopies will be needed in order to
follow either of these suggestions. We also note that the turn to a convexlog o-log T
dependence, at higher temperatures, appears to be a carrier excitation effect rather
than a mobility excitation effect. This is based on its resemblance to findings from a-
Si[44], a-Si:H [116], and pc-Si:H [117] structures. The most likely donor in samples
that have not been intentionally doped appears to be oxygen [116, 118, 119]. The fact
that in our samples of P-doped and B-doped Si NCs, the observed (at the high-
temperature range) activation energies are lower than those of the undoped
samples confirms these expectations.

Before concluding, let us point out that the contribution of the relatively large
number of conduction mechanisms is expected to yield a very rich set of behaviors
that have not been reported previously for this system. To illustrate that and to make
the clear distinction between the present system and granular metals, we mention
three of our corresponding observations. Very recently, we have found that the doping
of the Si NCs system can be achieved and manifested not only in the PL as reported
previously [120] but also in the contribution to the carrier concentration as is the case
in bulk semiconductors. This result seems to be at variance with theoretical
expectations [121] of doping only the NCs surface, such that, as in amorphous
(nonhydrogenated) Si, the dopantis expected to saturate bonds rather than contribute
to the conduction [122]. As mentioned above, our studies seem to indicate that the
origin of the carriers that contribute to the conductivity of the nonintentionally doped
NCs is as in other disordered Si systems [116-119] the oxygen-induced donors.
Another phenomenon that we have observed recently is the long-time (hours)
conductivity relaxation effects that are very similar to those found on some porous
silicon structures [123]. So far, these effects have been well characterized, but no
specific mechanism was suggested in order to account for the resemblance of the
observed behaviors to those of an electronic glass out of equilibrium [124]. While the
detailed out-of-equilibrium behavior in our Si NCs system has not been analyzed yet,
it appears to us that, as in other nanostructures out of equilibrium, the hopping and
charging mechanisms that we described above can be the basis for the interpretation
of these results. Finally, our finding [95] of an anomalous photovoltaic effectin Si NCs
ensembles in the proximity of x. (just above it) was interpreted by us as a charge
separation effect in parts of the percolation cluster where the interplay between the
quantum confinement effect and the Coulomb blockade effect becomes importantin
the presence of a well-defined direction for the size variation of the NCs. The
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electron— hole charge separation and the range of this separation is expected to be
determined by the difference between the energy level splitting in the conduction
band and in the valence band (due to the smaller effective “effective mass” of the
electrons [50]). Further local probe measurements may confirm or disprove this
model as well as elucidate the inter-NCs conduction between crystallites of different
sizes.

In conclusion, we attempted to provide a framework for the discussion of the
transport mechanisms in 3D ensembles of Si NCs that are embedded in an insulating
matrix. Although the rather few relevant data and complexity of the system do not
allow, at present, to pinpoint or quantify the transport mechanisms in this system, we
can categorize them and suggest gross models for them according to the density of
the NCs. In general, while tunneling conduction and Coulomb blockade effects are
apparent for all densities, the effect of quantum confinement (that is clearly evident in
the optical data) is not as well established from the electrical data. It appears, however,
that hopping conduction, under Coulomb blockade and resonant tunneling, dom-
inates the global conductance in the low-density regime, while the interfaces between
touching NCs control the global conductivity in the higher density regimes. The
findings for the high NC density end, the hopping that exists at the low NC density
end, and the DBT] behavior, found at the percolation threshold, are the three
fundamental transport mechanisms on which we suggest to base the understanding
of the transport mechanism in the systems reviewed in this chapter.
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5

Thermal Properties and Heat Transport in Silicon-Based
Nanostructures

Han-Yun Chang and Leonid Tsybeskov

5.1
Introduction

For the past 40 years, crystalline Si (c-Si) continues to be the major material for
microelectronics, and modern silicon technology is superior compared to other
semiconductors (e.g., II-VI and III-V compounds). In addition to the unique
electronic and structural properties of bulk c-Si, silicon dioxide (SiO,) and Si/SiO,
interfaces, single-crystal Si possesses one of the best known lattice thermal conduc-
tivity [1, 2]. This exceptional heat conductance is critically important for Si device heat
management and circuit reliability. However, most of the modern complementary
metal-oxide-semiconductor (CMOS) platforms are no longer single-crystal Si wafers
but rather thin layers of Si-on-insulator (SOI), ultrathin strained Si and SiGe
heterostructures that are the foundation of SiGe bipolar transistors (HBTs), and
high-mobility metal-oxide—semiconductor field-effective transistors (MOSFETS).
Major properties of these Si-based nanostructures are very different from those of
bulk c-Si. For example, thermal conductivity in ultrathin SOI layers, SiGe alloys, and
Si/SiGe nanostructures could be reduced by more than an order of magnitude
compared to thatin c-Si[3-6], and heat dissipation has become an important issue for
modern nanoscale electronic devices and circuits. Thus, the understanding and
improvement of heat management in Si-based nanostructures is critically important
for the evolution of microelectronic industry.

On the other hand, many interesting applications of nanostructured Si (ns-Si)
in photonic devices and CMOS-compatible light emitters were recently discussed
[7-11]. These ns-Si materials and devices can be produced by electrochemical
anodization (i.e., porous Si [12]), chemical vapor deposition (CVD) using thermal
decomposition of SiH4 [13-15], Si ion implantation into a SiO, matrix [16], and
deposition of amorphous Si/SiO, layers followed by thermal crystallization [17-19].
These ns-Si materials and devices produce an efficient and tunable light emission in
the near-infrared and visible spectral region [20, 21]. Also, it has been shown that
under photoexcitation with energy density >10m]J/cm?, optical gain is possibly
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achievable [14, 22-25]. Such energy density absorbed by a submicrometer film
generates a lot of heat. Thus, thermal properties and heat dissipation in ns-Si-based
photonic devices need to be understood in detail.

Other ns-Si systems of interests are one-dimensional (1D) (e.g., Si and SiGe
nanowires (NWs) [26-28]) and three-dimensional (3D) (e.g., cluster morphology
Si/SiGe cluster multilayers separated by approximately 10 nm thick Silayers [29-31])
nanostructures. Many device applications were recently proposed (e.g., Si nanowire
electrical interconnects [32, 33], Si nanowire thermoelectric devices [34, 35], Si
nanowire sensors [36-38], SiGe cluster-based memory devices [39-41], SiGe clus-
ter-based near-infrared light emitters [42—46], etc.), and detailed understanding of
thermal processes in these nanostructures is absolutely necessary.

In general, thermal energy in a solid is transported by means of particles or
quasiparticles moving to restore thermodynamic equilibrium in a system with a
temperature gradient VT. In metals, heat is mainly conducted by mobile electrons
(i-e., electronic thermal conductivity %), while in insulators and lightly doped
semiconductors, heat is primarily transported by phonons. Phonons are quasipar-
ticles representing lattice vibrations, and phonon processes are responsible for the
lattice thermal conductivity %;. An ideal pure single crystal is an excellent thermal
conductor because phonon inharmonicity (i.e., inelastic phonon scattering) is the
only phonon mean free path limitation. When electronically active dopants (donors
and acceptors) and other impurities are introduced into a pure single crystal, phonon
scattering associated with impurity atoms severely reduces the lattice conductivity.
For crystallites with reduced dimensions, such as micro- or nanocrystals (nc), the
conductivity decreases as the grain size of the crystallites decreases, mainly due to
phonon scattering at the grain boundaries. This effect becomes dominant as the
grain size approaches the phonon mean free path in a single crystal. Thermal
conductivity in amorphous Si (a-Si) is drastically reduced, mainly because the long-
range order in a nearly ideal Si crystal lattice is replaced with an amorphous network
of Si atoms without pure phonon modes. Furthermore, amorphous materials might
have a significant number of structural defects providing additional phonon scat-
tering. Similarly, crystalline alloys (e.g., SiGe, SiCGe, etc.) have strongly reduced
thermal conductivity due to compositional disorder. Figure 5.1 summarizes exper-
imental results on thermal conductivity in different forms of c-Si, SiGe alloy-based
nanostructures, a-Si and ns-Si-based materials [3, 47-49]. In these Si-based nanos-
tructures and compounds, thermal conductivity is dramatically reduced compared to
that in ¢-Si, from approximately 10° to less than 10~ W/(m K) at T=100K. For
example, thermal conductivity of nc-Si/SiO, multilayers is, probably, one of the
lowest thermal conductivities in nonporous solids; it is comparable with thermal
conductivity of foam insulation and air (Figure 5.1). In addition, thermal conductivity
temperature dependence is found to be qualitatively different in ¢-Si, Si-based alloys,
amorphous materials, and nanostructures, which will be explained later.

We begin this chapter with a very brief introduction of the classical kinetic theory
that is the foundation of thermal physics. We mainly consider lattice thermal
conductivity in semiconductors and specifically focus on phonon boundary scatter-
ing, which is primarily responsible for the observed thermal conductivity reduction



5.2 Thermal Conductivity in Bulk Solids and Nanostructures
109F e
?l\.' i
= c-Si
< . g
E 102 c-Si:B ‘m\_\“
= E \“0\\‘
5; SiGe SLs e,
% 10" F © SiGe alloys
=}
g a-Si
o 10%F St T asio,
© |}
E
[
s 10 ne-sisio, (@)
@ Air
1072 Ll n n n PR
100 1000

Temperature (K)

Figure 5.1 Temperature dependence of thermal conductivity of Si-based materials and
nanostructures, including c-Si, a-Si, a-SiO,, lightly B-doped c-Si (4 x 10™cm™2), Si/Sio ;Geo 3 SL
(200A/100A), Sip.7Geg 3 alloy, and nc-Si/a-SiO, SL. Note the double logarithmic scale. Data
compiled using Refs [3,47-49].

in different forms of Si nanostructures (Figure 5.1). A brief overview of thermal
conductivity measurement techniques will be provided in the subsequent section.
Finally, we will discuss and compare thermal properties of several major forms of Si-
based nanostructures including:

ultrathin SOI and Si nanowires

epitaxially grown Si/SiGe cluster nanostructures
porous Si prepared by electrochemical anodization
nc-Si/Si0, multilayers

5.2
Thermal Conductivity in Bulk Solids and Nanostructures

5.2.1
Kinetic Theory: Thermal Properties and Heat Flow

It can be found in major textbooks that for a long rod with different temperatures at
each end, thermal conductivity » can be characterized by a steady state of heat flow,
directly proportional to temperature gradient VT [50, 51]:

jU = —uVT, (51)

where jy is the flux of thermal energy or the energy transmitted across unit area per
unit time. Heat capacity of one particle can be defined as ¢ = 0E/0T, where E is the
energy of the particle; C = n- ¢ is the total heat capacity, where n is the concentration
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of the particles. The rate of energy change under the presence of a temperature
gradient is
oT

Gl:)
=c—=cV-VT,

m o (5.2)

where V is the velocity at which the particle travels. The mean free path, at which a
particle can travel before being scattered, is I = vt, where t is the phonon relaxation
time. Hence, the total thermal energy flux per unit area is

1
Jju :—n~c(17~17)1:VT:—gn-c(vz)‘cVT. (5.3)
Comparing with Eq. (5.1), thermal conductivity can be written as
1 S 1
=—n- =—Cvl. 4
w=3n c(v )t 3Cvl (5.4)

This definition is true for all particles that contribute to heat conduction in solid,
and the total thermal conductivity is

n= %Z C,'Vil,'.

(5.5)

522
Lattice Thermal Conductivity

Lattice thermal conductivity is provided by phonons and is the prominent heat
conduction factor in insulators, intrinsic and lightly doped semiconductors. Phonon
dispersion relationship w(q), where ® is the phonon frequency and q is the wave
vector, can be found in most solid-state physics books, and ¢-Si phonon dispersion is
shown in Figure 5.2 [50, 52].
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Figure5.2 Phonon dispersion curves in Si along high-symmetry axes. The circles are experimental
data points and the continuous curves are calculated with the adiabatic bond charge model.
From Refs [50, 52].
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Since phonon group velocity is %, = 0w(q)/dq, lattice heat conduction in solids is
provided mainly through acoustic phonons. The heat flux of a phonon mode g is the
product of the thermal energy of that mode and the group velocity v,. For a phonon
distribution N,, the total thermal energy flux carried by all phonon modes is

ju =Y Njhwb,. (5.6)
q

At thermal equilibrium, the average number of phonons with wave vector g is

1

" e )1 o7

In the presence of a temperature gradient, the Boltzmann statistics expects the
phonon distribution N to undergo a scattering process in order to restore thermal
equilibrium Ny at a rate proportional to the differences from equilibrium:

Ny;—No _
—=

B oN,
~(3,- VT)a—TO. (5.8)

Thus, Eq. (5.6) can be written as

1 , 0Ny
ju = —gzq: ho(q)vgr 57 VT (5.9)
And since jy = —» VT, lattice thermal conductivity is found to be
1 , ONp
% = gghw(q)vgrﬁ. (5.10)

Evaluation of Eq. (5.10) requires the precise phonon dispersion of a real crystal and
the relaxation times for each phonon mode. The Debye model simplifies the calculation
by replacing v, with a constant phonon velocity v, which is roughly equal to the velocity
of sound in solid and is the same in all phonon modes (i.e., spherically symmetric,
dispersionless approximation) (Figure 5.3). The model is based on alinear dispersion
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&
S (k) 7
> //
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c
e /
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o Z Y/ ko
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Figure 5.3 Schematic of phonon dispersion and the Debye model approximation.
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relation, w(q) = v- g, which is true for small g in crystals (i.e., near the center of the
Brillouin zone). These approximations give the differential Debye heat capacity

_ 3kg (T 3 xter
C(x)dx = PR (@) 17 dx, (5.11)

where x = ho/t = ho/ksT =0p/T and Op = hw/kg is the Debye temperature
(e.g., for c-Si 6% = 645 K [50]). The lattice thermal conductivity

kB T 37 x4e"
M= 2 (@) lr(x) (ex—1)° & 512

stays in the basic form of % = (1/3) [} C(x)vl(x)dx from simple kinetic equations.
At low temperature (T < 0p), thermal conductivity follows » o T* dependence,
which is similar to heat capacity temperature dependence at low temperature
(Eq. (5.11)). At higher temperature, phonon collision significantly reduces the mean
free path, and »; oc 1/T* with 1 < o < 2. Thus, qualitatively, the thermal conduc-
tivity temperature dependence should be relatively the same for the majority of
crystalline solids where lattice thermal conductivity is the dominant heat transport
mechanism [53].

In an ideal single crystal at temperature T > Op, lattice thermal conductivity
limitations are primarily due to phonon—phonon interactions, that is, phonon
collision. A phonon collision process has to satisfy the conservation of energy and
momentum. In terms of phonon frequency and wave vector, it can be written as

W]+ Wy = w3 (5.13a)

Gh+d=4+8 (5.13b)

In Eq. (5.13b), if § = 0, the process is called normal process or N-process, and the
total initial and last crystal momenta are absolutely equal (i.e., the total momentum of
the phonons is conserved). In contrast, in umklapp process (or U-process), crystal
momenta differ by a nonzero reciprocal lattice vector g # 0. Thus, N-process can be
described as phonon scattering confined within the first Brillouin zone, while in U-
processitisnot. A schematic comparison of N-and U- processes is shown in Figure 5.4.
Considering the process of phonon scattering within the ideal crystal lattice, we find that
the modes of vibration are the same for wave vectors differing by one reciprocal lattice
vector ¢ = 27t/a, where a is the lattice constant. In U-process, when two phonons
scatter and the resultant ¢ falls outside the first Brillouin zone, it must be brought back
by adding or subtracting one phonon with wave vector equal to the reciprocal lattice
vector g. In a U-process, the thermal energy carried by the phonon group velocity of g,
and ¢, is transferred to a very different (i.e., §;) direction in reciprocal space, and it
quickly returns the phonon distribution to the equilibrium form. For N-process,
however, g; has an effective direction of energy flow carried by g, and g,; thus, the
process does not directly contribute to the system thermal resistance. In this approx-
imation, without U-processes, thermal conductivity would be nearly infinite.
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Figure 5.4 Schematic of (a) N- and (b) U-processes associated with (c) thermal conductivity
limitations at low (T < 0p) and high (T > 0p) temperatures.

From Figure 5.4, both incident phonon wave vectors must be in the order of 1/2g to
possibly undergo U-process. At low temperature, the number of phonons qualified
for U-process is limited, but it increases exponentially with temperature according to
the Boltzmann statistics. Therefore, at sufficiently low temperature, the only scat-
tering processes that occur at a reasonable rate are N-processes because U-processes
are frozen out. In contrast, athigh temperature (T > 0p), when all the phonon modes
are excited, because kg T > K, phonon scattering occurs mostly via U-processes.

The kinetic model explains reasonably well the thermal conductivity of bulk
crystals and it immediately predicts thermal conductivity reduction for materials
with reduced dimensions. Figure 5.5 compares thermal conductivity as a function of
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Figure5.5 Temperature dependence of thermal conductivities of bulk c-Si, c-Si thin film, and poly-
Si, demonstrating the effect of phonon boundary scattering in Si-based nanostructures. Note the
double logarithmic scale. Data adopted from Refs [54-57].
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temperature in bulk c-Si, c-Si thin films, and polycrystalline Si (poly-Si) films (data are
compiled using Refs [54-57]). At low temperature, crystal lattice imperfections and
grain boundaries in ¢-Si thin film and poly-Si limit the mean free path of the phonon
and reduce the thermal conductivity dramatically, up to 100 times, compared to that
in bulk c-Si. As temperature increases, the phonon mean free path eventually
becomes comparable with the distance between lattice imperfections, grain size,
and so on. Applying this observation to Figure 5.1, we conclude that in Si nanos-
tructures, phonon collision at low and moderate temperatures no longer limits heat
dissipation. Thus, lattice thermal conductivity as a function of temperature is mainly
governed by grain boundaries, interface phonon scattering, and possibly other
processes associated with changes in phonon dispersion.

523
Electronic Thermal Conductivity

The contribution of electronic thermal conductivity is significant for metals, heavily
doped semiconductors, and devices operating with a high current density. A good
example is carrier diffusion at high level of a nonuniform in-depth photoexcitation.
In a crystal lattice, free electron has energy Ej as a function of the electron wave vector
k, which depends on the periodicity and lattice constant of the crystal [51]. The k-space
is separated into Brillouin zones, and E; is continuous within each zone and
discontinuous at the zone boundaries, forming energy gaps. At equilibrium, the
free electrons follow the Fermi-Dirac distribution and the average number of
electron with energy Ej is

1
o EXp(EkaF/kBT) +1’

fo (5.14)
where Er is the Fermi energy. In the presence of an electric field E and a temperature
gradient VT, the electron distribution f; undergoes scattering process in order to
restore equilibrium:

ﬁcfﬁ) - _7 . (a_fov]"_‘_ea_ﬂ)]_é)7 (5~15)
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where t(k), ¥, e are the relaxation time, the electron velocity, and the electron charge,
respectively. The electrical current density and the flux of energy can be written as

J= [ev;cfkdﬁ (5.16)
and
G = [(B- e fdk. (5.17)

In nondegenerated semiconductors, the Fermi level is inside the energy gap. The
electron and hole distributions can be written, respectively, as
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. E° + Ef
S~ exp(— T F) (5.18a)
and
E"+ B}
fh Nexp(— kBTF)' (5.18Db)

The electron and hole density and flux of energy can be written in similar form as
Egs (5.16) and (5.17). The electronic thermal conductivity can be found from the
definition in Eq. (5.1) as

__|L
Ye S (5.19)
=0
If we define a set of general integrals
Kn:—lng%@xa—awgﬁdh (5.20)
3 0E;

then the electronic thermal conductivity and electrical conductivity can be found as

(Ks + KP)?

Re = —
‘ Ks + Kb

7 | (K +15)—

(5.21)

and
o= e (K + Kb, (5.22)

where K, and K}j denote the integrals for electrons and holes.
To simplify the expression, we assume that the energy band is parabolic and the
electron/hole relaxation times are

Teg(E) o B, (5.23)

where a is a constant. The electronic thermal conductivity becomes

2 2
%e:ﬂ(’@) (E+a)+(s+2a+&) LU (5.24)
e 2 ke T/ (et + )

The second term in Eq. (5.24) is the bipolar diffusion term. In some intrinsic
semiconductors, with electrons and holes having the same concentrations and
similar mobilities, electron—hole pairs have enough time to recombine at the hot
end and convert the bandgap energy E; into thermal energy (assuming a low

efficiency of radiative recombination). Thus, in narrow bandgap semiconductors,
thermal conductivity may be governed by the bipolar diffusion. In heavily doped
semiconductors or semiconductors with a large difference in electron and hole
mobilities, the bipolar diffusion term becomes less important. However, it is
important to note that under high level of photoexcitation that generates a large
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number of photo carriers, carrier diffusion might contribute to the heat dissipation
process. Another interesting case is the situation when significant temperature
gradient is responsible for a high current density, which is highly desirable in
thermoelectric devices. However, since most of the semiconductor nanostructures
have relatively low overall diffusion coefficient, electronic thermal conductivity is less
important compared to lattice thermal conductivity.

5.3
Measurements of Thermal Conductivity in Nanostructures

In general, experimental investigation of thermal conductivity requires two steps:
(i) heating, by introducing thermal energy into the system and (ii) sensing, by
detecting the change in temperature or related physical properties due to an increase
in thermal energy. Both heating and sensing can be done by two major techniques:
electrical and optical. In electrical heating, thermal energy is provided by electrical
heaters directly coupled to the specimen, while in optical heating, a focused laser
beam is usually used as the energy source. Miniature electrical thermometers
(preferably with heat capacity much smaller than that of the studied samples) are
attached to the sample and used to measure the temperature gradient (Figure 5.6).
Thus, one of the major challenges in measurements of nanostructure thermal
properties is the problem with the thermometer dimension and its heat capacity.
Owing to the extremely small volume (e.g., typical quantum dot might have volume as
small as ~10 nm®), the only possibility is to apply electrical measurements to a large
ensemble of the nanoscale objects, for example, quantum dot films, quantum well
multilayers, superlattices (SLs), and so on. Optical sensing methods, on the other
hand, might be able to collect information more selectively; for example, optical
signal (e.g., luminescence, Raman scattering, etc.) could be used to distinct between
emission or scattering originated within a sample or its substrate, and to measure
localized temperatures. In addition, it is possible to measure optical properties of
individual nano-objects using, for example, near-field optics in fluorescence or
Raman thermometry [58, 59].

Thermometers
AT;,. L
Heat Source piene
AT ¢ross-plane @ Sample
D@
L

Heat Sink

Figure 5.6 Schematic of a structure for steady-state measurements of thermal conductivity.
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Figure 5.7 Schematic of heat flow in thermal conductivity measurements.

There are many variation of how the electrical heating and sensing elements can be
assembled in the experiment. The most straightforward is the steady-state absolute
method, which is illustrated in Figure 5.7. Thermal power P, generated by the heat
source at the hot end provides heat that flows through a sample with the cross-
sectional area A to the heat sink or the cold end; two thermometers are placed with the
distance L apart and read the temperature difference AT. Thus, thermal conductivity
can be calculated as [60]

L

—p—
TV AAT

(5.25)

This setup, however, is limited in determining thermal conductivity of nano-
structures. One of the major challenges is to find the exact P = Pj,— Pjo5s value: the
input power can be determined accurately but the losses from heat radiation and
thermal contacts between source, sample, and heat sink can be substantial. Moreover,
this method measures only cross-sectional thermal conductivity and it cannot be used
to study highly anisotropic nanostructures, for example, quantum wells and super-
lattices. Also, as previously stated, most nanometer-dimension structures are fab-
ricated on massive, micron-dimension substrates. The most accurate approach is to
have the temperature sensor prepared directly beneath the nanostructure, which may
not always be possible. Sometime, the substrate can be removed, but it is difficult to
perform without damaging the thin film sample. To overcome this problem, several
methods have been developed and will be discussed.

5.3.1
The 3w Method

A thin strip of metal deposited onto a sample might work as both heaters and
temperature sensors (Figure 5.8). In the 3w method [61-65], an AC current
I(t) = Ipcos(mt) with frequency w and amplitude Iy is passed through the deposited
metal strip. Assuming that the resistance of the metal strip is Ry, and it is linearly
temperature dependent, we find that

Ru(t) = Ro[1+ CuT ()], (5.26)
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Figure 5.8 Schematic of an experimental setup with microfabricated heaters and sensors for 3w
and other electrical methods for in-plane or cross-plane thermal conductivity measurements.

where Ry is the resistance without heating, Cy is the resistance temperature
coefficient, and T(t) is the temperature of the metal strip. The power generated by
the AC current can then be written as

2R IZR 2wt
P(t) = IR = PRycos’(wt) = (L) + Lo Rucos(201) (5.27)
2 DC 2 20

and it contains a DC component and a 2w modulated AC component. Similarly, the
temperature increase in the metal strip and subsequently at the sample/strip contact
will also contain (i) a DC with an amplitude Tpc, (ii) 2 20 AC part with an amplitude
Thw, and (iii) a phase shift @:

T(t) = Tpc + TZ(DCOS(Z(JJ + (P) (528)
The resistance Ry, can be rewritten as

Ri(t) = Ro{1+ Cu[Tpc + Tawcos(20 + ¢)]} (5.29)
= [Ro(14+ CuToc)lpc + [RoCrt Tawcos(200 + @)],,, - .

The voltage measured across the metal strip equals current times resistance:

V(t) = I(t)Rh(t) = Vsource + V30 + Vin
TIoRyCy T;
= I()Ro(l + CrtTDc)COS((,ot) + 2030 rt 120

n IORogrtTZw

cos(3wt+ @)
cos(wt+ Q). (5.30)

The measurement includes voltages from the two heater DCresistance, modulated
1w, and modulated 3w components with a phase shift ¢ due to temperature rise. The
3w voltage can be as small as three orders of magnitude less than the 1w components
but can be distinguished using a lock-in amplifier. The amplitude of the temperature
increase T, can be written as
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_ 2V3(u ~ 2V3m
IO RO Crt Crt Vlm

2m

(5.31)

To determine thermal conductivity of nanostructures such as thin films and
superlattices, a simplified model is commonly used with the following approxima-
tions: linear source with heater width larger than the thickness of the cross section,
one-dimensional frequency-dependent heat transport through the nanostructure,
and two-dimensional (2D) heat transport in a semi-infinite substrate [61, 63, 66]. The
temperature at the heater can be written as

t1
Tstrip = Tsubs + AT = Tsubs + Pz_v (532)
%
where Typs is temperature at the nanostructure/substrate interface, A is the cross-
sectional area of the heater, and P, t, and x are the power dissipated in, thickness, and
thermal conductivity of the sample, respectively. Typs can be calculated with a similar
linear source and semi-infinite substrate model:

P [1 Rty 1
Toubs = =In Suos +n—=In(2w)|, 5.33
subs lﬂmsubs |:2 (Csubs (W/2)2> n 2 ( ):| ( )
where %gyps and Cgyps are thermal conductivity and heat capacity of the substrate,
respectively.

The major advantage of the 3w method is the temperature frequency dependence
allows very high signal-to-noise ratio. Also, compared to the long time (minutes to
even hours) to reach a constant heat flow in the steady-state method, the 3w method
provides a much more efficient measurement since the effect of a frequency-
modulated temperature change can be detected after only a few periods of the input
signal (as short as few seconds). By using a high enough frequency, the effect of AC
heating can be confined to the area close to the heater, and it minimizes the effect of
boundary conditions at the nanostructure/substrate interface. The AC signal is also
less receptive to radiation loss, thus lowering the errors in the calculation of power.
The limitation of the 3w method is that the experiment only accounts for the cross-
plane thermal conductivity. To avoid this limitation, the solution is to use a multiple
strip 3w setup for a complete profile of the device’s thermal properties [67].

53.2
In-Plane Thermal Conductivity Measurements

In a nanoscale device, thermal conductivity varies by the geometry and the crystal
orientation of the structure. The in-plane thermal conductivity is specifically impor-
tant in a multilayered thin film structure where cross-plane thermal conductivity is
usually very low. Although it can be determined by the aforementioned multiple
striped 3w method, the flow of the thermal energy in the cross-plane direction
complicates the profiling. Several methods minimizing the effect of cross-plane heat
conduction can be employed, especially when the in-plane thermal properties are of
primary concern [68-71].
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Figure 5.9 Schematic of structures for in-plane thermal conductivity measurements in thin films:
(@) membranes and (b) thin films on thermal insulators.

The membrane method utilizes strips of electrical heaters and temperature sensors
fabricated on top of the nanostructure [72-75]. The nanostructure is thermally
isolated by removing a part of the substrate and leaving it suspended on a frame
of the substrate material, which also works as a heat sink (Figure 5.9). Heat loss
through radiation and convection can be minimized by conducting the experiment
only with a small temperature increase and in a vacuum environment. Alternatively,
to better ensure the thermal isolation and heat conduction in one direction, a
cantilever beam setup can be used, rather than resting on an all-around frame. The
nanostructure is suspended on the substrate at one end with a thermometer
deposited on top while the heater is deposited on the opposite end.

The heaters and sensors are placed across the nanostructure, parallel to each other
and perpendicular to the direction of the in-plane heat conduction under investiga-
tion. To reduce heat loss along the heaters and sensors, their cross-sectional
dimensions are minimized. The heater can be used to convert steady-state, pulsed,
or modulated electric signals to thermal energy. The sensors can be used to analyze
the nanostructure’s response to thermal gradient and its thermal conductivity and
heat capacity. Thermal conductivity under steady-state heating can be calculated as

L L

) - p
"TUAAT T Cwd(Th-Ty)

(5.34)

where w is the length of the heater, d is the thickness of the sample membrane, P is
power dissipated in the heater, Lis the distance between heater and the heat sink, T,
is the heater temperature rise, and T; is the temperature of the sink.

When removing the substrate is unfeasible, different methods can be used,
although the model used to fit the result may become complex. One technique is
to separate the nanostructure and the substrate with a low thermal conductivity layer
(Figure 5.9b). A heater/sensor setup similar to the membrane method can be
fabricated on top or in the separating layer. When the thermal energy enters the
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nanostructure, it is forced to move laterally, rather than into the substrate. Similar
lateral conduction can be done by reducing the width of the heater [74].

5.3.3
Pump-Probe and Other Optical Measurements

Optical heating methods require precise determination of the exact amount of
thermal energy absorption. Often, thermal diffusivity D = »/C is obtained rather
than direct measurement of thermal conductivity [76, 77]. One of the most commonly
used techniques is the laser pump-probe method. A laser, focus to a very small point,
is used to heat the surface. The duration of the pulses should be less than the time of
the heat penetration into the nanostructure to avoid influence from substrate; thus,
femtosecond, picosecond, and nanosecond pulsed lasers are used in such measure-
ments [78-81]. Semiconductor nanostructures are usually coated with a thin layer of a
film to better absorb the laser beam and reduce reflection.

Another laser beam is directed at the same spot and used as the probing signal. The
increase in temperature due to the pumping laser pulses induces a proportional
change in optical reflectivity due to the temperature dependence of the refractive
index, which can be detected by collecting the reflected probing signal. For semi-
conductors, the change of reflectivity R is generally small, in the range of
(1/R)(dR/dT) ~ 1073-107*.

Since the magnitude of the detected signal is small and might be comparable to the
noise level, averaging of multiple laser pulses is needed to reduce the noise level. As
many photodetectors are not fast enough for ultrashort (e.g., pico- and femtosecond)
laser pulses, controllable time-delayed probes are used by varying the optical
path [79].

In the pump-probe method, thermal energy is inserted into a very small spot, not
only on the surface but also partially, depending on the penetration depth of the laser
beam, into the nanostructure. Thus, the heat conduction is detected mostly along the
optical axis of the pumping laser, which is the cross-plane and, in most cases, the
growth direction. To measure in-plane thermal diffusivity, a transient grating
technique is used. The pump laser is split into two beams to generate an interference
pattern on the surface, which then create a transient grating due to the temperature
dependence of the refractive index. The time-delayed probing signal is diffracted and
thermal diffusivity of in the in-plane direction can be revealed [80, 82].

Similar, but much slower, pump-probe measurements can also be performed with
a modulated continuous wave (cw) laser, a lock-in amplifier, and a probe laser from a
different source to detect the reflectance intensity [83]. With a fixed probe beam
position and a scanning pump beam, the distribution of thermal diffusivity across the
sample or along the sample surface (lateral thermal conductivity) can be found [84].
Other than reflectance, photothermal emission can also be detected at the surface to
attain thermal diffusivity. The laser pump beam can also stimulate thermal expansion
atthe heating site. Using a probe laser, the expansion can be detected as photothermal
displacement due to change in volume (with interferometry) or as photothermal
deflection due to change in refractive index [84].
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Figure5.10 Schematic of light scattering processes involving optical phonons (Raman scattering)
and acoustic phonons (Brillouin scattering).

5.3.4
Raman Scattering and Thermal Conductivity

Inelastic light scattering is a phenomenon associated with interaction between
photons and phonons. Light scattering associated with acoustic phonons is known
as Brillouin scattering, while scattering associated with optical phonons is named
Raman scattering. Figure 5.10 illustrates both processes in reciprocal space: since the
phonon wave vector 7t/a (where a is the lattice constant and in the order of A) is
significantly greater than photon wave vector 7t/) (where the laser wavelength A is in
the order of 400-700 nm), light scattering occurs near the center of the Brillouin zone
(Figure 5.10). Therefore, Brillouin scattering frequency (or Brillouin shift) is much
smaller than Raman scattering frequency (or Raman shift). In general, the shift Aw of
the excitation photon frequency Vi, (often measured in inverse wavelength 1/AA
with typical units of reciprocal centimeters) could be associated with either phonon
emission or phonon absorption (Figure 5.11). These processes are named Stokes
shift (Ahv = hv—h®phonon) and anti-Stokes shift (Ahv = hv 4 Rwphonon). Inelastic
light scattering can be used to measure sample temperature because the intensities of
Stokes and anti-Stokes components are proportional to phonon population, which is
determined by Boltzmann statistics:

~ Mphonon

e T (5.35)

I

where BWphonon i the phonon energy, kg is Boltzmann constant, and T is temper-
ature. Figure 5.12 illustrates this statement, which is correct for any system with a
nonresonant excitation, and shows Stokes/anti-Stokes Raman spectra in c-Si with the
major optical phonon mode at +520cm ™" (first-order optical phonon mode) and
much weaker feature near £300cm ™" (higher order acoustic phonons, overtones,
etc. [85]). The anti-Stokes/Stokes components intensity ratio exponentially depends
on the phonon frequency, and near the Brillouin zone center optical phonon energy is
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Figure 5.11 Schematic of Raman scattering: Stokes and anti-Stokes processes.

much greater compared to that in acoustic phonons. Therefore, it is more beneficial
to use Raman rather than Brillouin scattering in determining specimen temperature,
and “Raman thermometers” are successfully used in remote temperature sens-
ing [86, 87].

In Raman scattering measurements, a laser beam by itself could be a significant
source of thermal power delivered to a sample. Typically, a low-efficiency, nonres-
onant Raman scattering (~10 ) requires substantial, 10-100 mW, power of a cw
laser beam focused onto an area of approximately 1-10 um?. For a Si-based sample,
the penetration depth of visible laser is usually less than 1um. Such a laser beam
could easily heat a c-Si sample surface up by approximately 10-100 K, and a sample
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Figure 5.12 Room-temperature Raman spectrum in Si showing Stokes and anti-Stokes Raman
peaks.
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with approximately 10 times less thermal conductivity can easily be melted. Thus,
reasonably short wavelength (<500nm) laser beam can be used to increase the
sample surface temperature substantially, and a significant temperature gradient
between the surface and the bulk of the sample AT = Tyyface— Thuie can be easily
established.

In addition to Stokes/anti-Stokes Raman peak ratio, Raman peak position and full
width athalf maximum (FWHDM) are also sensitive to the sample temperature [88-90],
mainly due to lattice thermal expansion and changes in the phonon dispersion. With
increasing temperature, the Raman peaks are shifted to lower wavenumbers and
broadened. The nonlinear dependence for Raman peak position Awgaman and Raman
spectrum FWHM Al@'raman as a function of temperature in Si can be simplified as
A®Raman (T)/cm ™! = —0.022(AT/K) and ATraman(T)/cm™! = 0.011(AT/K). This
method (i.e., sample temperature calculation based on Raman peak position and
Raman spectrum FWHM) is less reliable due to other contributions to the Raman
spectral line-shape, such as embedded strain, strain due to a mismatch in thermal
expansion, and sample compositional/structural disorder [91-93].

Raman scattering can provide not only very accurate measurements of temper-
ature but also temperature spatial distribution. The obvious choice is both to combine
Raman spectroscopy with confocal microscopy for in-depth measurements and to
use Raman mapping for a nonuniform in-plane sample. Another very interesting but
technically challenging method is time-resolved Raman measurements that can be
used to analyze fast dynamics of sample heating and cooling [94-99]. Another
possibility is to use the analytical nature of Raman spectroscopy, which is sensitive to
the presence of a relatively low concentration of impurities, contaminations, and so
on. Thus, a different chemical composition of a thin film (e.g., SiGe) and a substrate
(e.g., Si) can be used in monitoring temperature distribution in the direction of
growth. Another important characteristic of Raman scattering is the Raman cross-
sectional anisotropy in crystals, which can be used to determine sample crystallo-
graphic orientations and thermal conductivity in different crystallographic direc-
tions. We explain details of these measurements later, using examples of Si-based
nanostructures including Si/SiGe and nc-Si/SiO, multilayers.

5.4
Thermal Properties of Si-Based Nanostructures

5.4.1
Two- and One-Dimensional Si Nanostructures: Si-on-Insulator and Si Nanowires

Silicon-on-insulator technology offers significant performance gain over bulk c-Si
CMOS, and high-end microprocessors using SOI CMOS have been commercially
available since 1997. As the technology moves beyond 0.1 wum, SOI application is
spreading to lower end microprocessors and memory devices [100-102]. In general,
SOI refers to a thin c-Si film on top of a SiO, film. Such 2D structures can be produced
by oxygen ion implantation known as separation by implantation of oxygen
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(SIMOX) [102] or by wafer bonding technology [103, 104]. The SiO, layer sandwiched
between the c-Si thin film and a Si carrier wafer is known as the buried oxide (BOX)
layer. A BOX layer has a low thermal conductivity and is responsible for a large
thermal resistance between the SOI circuit and the carrier wafer. The strong
reduction in the cross-plane thermal conductivity of SOI is accompanied by a
reduced in-plane thermal conductivity of the thin c-Si layer. The reduction is found
to be considerable for SOI layers with thicknesses <1 um [105]. The most probable
sources for the in-plane thermal conductivity reduction in thin SOI layers are phonon
scattering at the interfaces, interface roughness, interface-related nonuniform strain,
and structural imperfections. Figure 5.13 ([6]) summarizes thermal conductivity as a
function of temperature for SOI layers with thickness ranging from 1.6 to 0.42 um. A
similar trend has been found in ultrathin SOI with thickness approaching 0.1 um [69].
The observed weak thermal conductivity temperature dependence in SOI materials is
qualitatively similar to that in poly-Si (see Figure 5.5). In all these Si nanostructures,
thermal conductivity at low temperatures is limited by the characteristic size (e.g., the
thickness of the SOI layer, poly-Si and nc-Si grain diameter, etc.) because c-Si phonon
mean free path can be as large as many microns. At room temperature, due to the
increased contribution of U-processes, c-Si phonon mean free path is much smaller,
only a fraction of a micron. We conclude that Si/SiO, interface-related structural
defects are the most probable sources for the in-plane thermal conductivity reduction
in SOI structures, and a submicron SOI layer with good quality Si/SiO, interfaces
might conduct heat almost as efficiently as bulk c-Si (Figure 5.13).

A stronger thermal conductivity size dependence is found in one-dimensional Si
nanostructures or nanowires with typical diameter <100 nm. The most common
technique for NW fabrication is vapor-liquid—solid (VLS), and there are several in-
depth reviews discussing VLS fabrication and major properties of semiconductor
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Figure 5.13 Thermal conductivities of SOI layers with thicknesses 0.42, 0.83, and 1.6 um. The
experimental data are compared with the calculations using the phonon-boundary scattering
analysis. Adopted from Ref. [6].
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(a) (b)

Figure 5.14 (a) Schematic and (b) SEM image of a microdevice containing two bridging
membranes used for NW thermal conductivity measurements. From Ref. [111].

NWs [106-110]. One of the proposed applications for these nanostructures is
thermoelectric devices. Thermal conductivity of individual Si NWs was studied
using a microdevice containing two bridging membranes (Figure 5.14), a technique
specifically developed for low-volume objects [35, 84, 111]. In individual Si NWs with
diameters ranging between 115 and 22nm, the measured thermal conductivity
clearly exhibits a dependence on the NW diameter, which is summarized in
Figure 5.15 (from Ref. [107]). Similar to SOI, it has been proposed that phonon
boundary scattering is the dominant mechanism controlling thermal conductivity in
Si NWs [107]. Thus, in 1D and 2D Si nanostructures, thermal conductivity is
controlled by the nanostructure characteristic size (when it is comparable or smaller
than phonon mean free path) and by quality of the interfaces.
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Figure 5.15 (a) TEM image and (b) thermal conductivity temperature dependence in controlled
(indicated) diameter Si nanowires [107].
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5.4.2
Epitaxially Grown Si/SiGe Nanostructures: Superlattices and Cluster Multilayers

Bulk crystalline SiGe alloys have quite low thermal conductivity, mainly due to their
compositional disorder [112, 113]. It has been proposed that Si/SiGe superlattices
with an enhanced carrier transport and an even lower thermal conductivity due to the
nanometer-thick layers could be used in efficient thermoelectric devices [3, 4, 66, 71,
107]. Figure 5.16 summarizes some studies demonstrating that thermal conductivity
in undoped Si/SiGe SLs mainly depends on interface roughness, density of interface
defects, and nonuniform strain due to the 4.2% lattice mismatch between Si and Ge.
In doped Si/SiGe SLs with a possibility of dopant segregation at the Si/SiGe
heterointerfaces, thermal conductivity is found to be reduced by approximately
50-60% (Figure 5.16) [71]. It has also been proposed that in Si/SiGe 3D, that is,
cluster morphology multilayers, thermal conductivity could be reduced even fur-
ther [114]. We will briefly review Si/SiGe 3D nanostructure fabrication and will focus
on their thermal properties measured by electrical and optical methods, especially by
using Raman scattering.

The standard fabrication of 3D Si/SiGe multilayer nanostructures is based on the
sequential physical sputtering of Si and Ge (SiGe) in molecular beam epitaxy (MBE)
or the thermal decomposition of SiH, and GeH, in CVD at temperature approxi-
mately 550-650 °C. In this temperature range, both the high Si solid solubility in Ge
and the strain-induced SiGe interdiffusion due to the 4.2% lattice mismatch are
important. The MBE growth provides better control over the average SiGe cluster
composition; however, because of interdiffusion during growth, the composition is
not uniform within the cluster volume [115-117]. Figure 5.17 shows transmission
electron microscopy (TEM) micrographs of 2D and 3D multilayer Si/SiGe nano-
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Figure 5.16 Thermal conductivity temperature dependence in SiGe alloys and SiGe superlattices.
The data complied from Refs [3, 4, 66, 71].
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Figure 5.17 TEM micrograph of (a) Si/SiGe planar (2D) and (b) Si/SiGe cluster (3D) multilayers
with Ge composition exceeding 30%. Courtesy D. ). Lockwood.

structures grown using MBE. In general, SiGe cluster growth commences with the
spontaneous development of a Si; ,Ge,, planar, <1 nm thick wetting layer where x
varies, mainly due to uncontrollable SiGe interdiffusion. With further influx of Ge
and Si, the growth mode switches from 2D (layers) to 3D (clusters), which helps
release some of the lattice mismatch-induced strain. The fully grown, 3-10 nm high,
and initially near-pyramid-shaped SiGe clusters have a Ge-rich core (~50%, depend-
ing on the Ge flux), although the exact final cluster shape and composition strongly
depend on the fabrication conditions. Detailed structural analysis also indicates that
the Si matrix in the valleys between SiGe clusters is slightly compressed. To
summarize, buried SiGe clusters with the highest Ge composition of close to
50% at the center of the clusters are surrounded by Si, which is tensile strained
above each SiGe cluster and compressed laterally between the clusters to maintain a
low overall strain. Each SiGe cluster consists of Si;.,Ge, crystalline alloys with x
increasing toward the cluster center [115-117].

In SiGe materials and systems, Raman spectroscopy is a unique characterization
technique due to the multimodal nature of Raman scattering from optical phononsin
SiGe [117-119]. Typical Raman spectra reveal three major vibrational modes known
as the Si-Si vibration at approximately 520 cm™", the Si-Ge vibration at approxi-
mately 400 cm ™, and the Ge—-Ge vibration at approximately 300 cm™" (Figure 5.18).
In most cases, Si/SiGe 3D multilayers are grown on Si substrates. Thus, by choosing
excitation wavelength with proper penetration depth, one can obtain the Raman
signal associated with Si-Ge and Ge—Ge vibrations, collected entirely from the Si/
SiGe nanostructure with 10-20 periods and overall thickness <100 nm. At the same
time, the Raman signal associated with the Si-Si vibration mode is primarily
collected from the substrate, for example, by using excitation wavelength A =514.5
nm with a penetration depth of approximately 500 nm. Figure 5.19 supports this
statement by comparing normalized Stokes and anti-Stokes Raman spectra in the
vicinity of 500 cm ™. The Raman peak at approximately 505 cm™" corresponds to the
Si-Si vibration in the presence of a Ge atom and/or associated with strained Si
sandwiched between SiGe cluster multilayers [117]. In a sample without significant
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Figure5.18 Raman spectra of a Si/SiGe multilayer sample (similar to those shown in Figure 5.17b)
displaying Stokes/anti-Stokes Raman peaks. Major Raman features associated with Si-Si
(520cm™"), Si-Ge (~400cm™"), and Ge-Ge (~300cm ™) vibrations are shown.
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Figure 5.19 Normalized Stokes/anti-Stokes Raman peaks in the vicinity of Si-Si Raman mode
showing relative enhancement of the Raman feature at approximately 505 cm ™, presumably due to
a higher temperature in the Si/SiGe multilayers compared to Si substrate temperature.
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temperature gradient, these normalized Stokes/anti-Stokes Raman lines should be
identical. The increase in anti-Stokes Raman signal at approximately 505cm "
indicates that under laser excitation with intensity >10 W/cm?, the sample surface
temperature (associated with Si/SiGe 3D nanostructures) is significantly higher than
the Si substrate temperature. By knowing the laser light penetration depth and
calculating the SiGe nanostructure and the Si substrate temperatures, thermal
gradient and thermal conductivity of the Si/SiGe system can be estimated. Further-
more, by varying the laser wavelength (i.e., the penetration depth) and by monitoring
temperature distribution in the cross-plane direction of the sample, it is possible to
control the temperature gradient and verify these calculations (Figure 5.20). Another
possibility to evaluate the overall Si/SiGe system thermal conductivity is to use
Raman Stokes/anti-Stokes peak intensity ratio to calculate the sample surface
temperature, which can be compared with the temperature of c-Si measured under
identical conditions. Note that with a focused laser beam as the heat source, one
should consider both in-plane and cross-plane heat dissipation. Thus, to produce an
accurate result, this experimental method should be combined with a proper
analysis [118]. In general, the Raman-scattering-based “thermometry” can be an
accurate, contactless technique, especially useful in analyzing complex Si/SiGe
nanostructures.

There are many reports on thermal conductivity in 2D and 3D Si/SiGe multilayers
studied by 3w or similar electrical methods [63, 71, 119-121], and fewer data collected
by optical measurements [122-125]. The calculated thermal conductivity obtained
from the optical measurements is found to be close to values obtained by the 3w
method. It has been noticed that in several samples with significant degree of SiGe
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Figure 5.20 Stokes/anti-Stokes Raman spectra in a Si/SiGe multilayer sample on a Si substrate
collected using different excitation wavelengths (indicated). Spectra are shifted vertically for clarity
and ¢-Si Raman spectrum is shown for comparison.
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Figure 5.21 Schematic of acoustic phonon dispersion folding and light scattering in an ideal
periodic structure consisting of alternating layers with different elastic properties.

cluster vertical self-ordering, thermal conductivity slightly increases [118]. Moreover,
in quasiplanar Si/SiGe multilayers with Ge concentration approaching 40% (which is
much higher compared to conventional Si/SiGe SLs with Ge concentration
~10-20%), thermal conductivity is found to be increased by approximately 100%
compared to similar Si/SiGe composition in true 3D Si/SiGe cluster multilayers [118].
The increase in thermal conductivity in self-organized 3D Si/SiGe nanostructures is
verified by Raman spectroscopy. In highly periodic Si/SiGe multilayers with rea-
sonably abrupt Si/SiGe interfaces, folded longitudinal acoustic (FLA) phonon modes
can be observed in the form of low-frequency peaks in Raman scattering [126-129].
The nature of this process is explained in Figure 5.21; it shows that in an ideal,
periodic, multilayered heterostructure with abrupt and defect-free interfaces, acous-
tic phonon folding appears. In our experiments, an increase in thermal conductivity
correlates with an increase in the FLA-phonon-related Raman signal [118]. The
intensity of the FLA phonon Raman peaks also increases as the excitation wavelength
decreases from 514.5 to 457.9 nm (Figures 5.22 and 5.23). It has been suggested that
this dependence is associated with the Raman resonance in Si/SiGe 2D and 3D
multilayer nanostructures at photon energy close to 2.7 eV [129, 130]. However, at
least in part, FLA phonon peaks in Raman spectra might increase due to a significant
increase in temperature in Si/SiGe multilayers (see Table 5.1). To conclude, these
results suggest that in Si/SiGe 2D and 3D multilayer nanostructures, thermal
conductivity is controlled by a number of parameters, including the multilayer
period, the interface roughness, the presence of structural defects, strain, intermix-
ing, and the degree of SiGe cluster vertical self-organization. The increase observed in
thermal conductivity of ordered Si/SiGe multilayer nanostructures indicates that the
previously reported large anisotropy in cross-plane and in-plane thermal conductivity
in Si/SiGe multilayers [71, 114, 120, 131] can be further enhanced and employed in
novel thermoelectric devices.
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Figure 5.22 Stokes/anti-Stokes Raman spectra in a Si/SiGe planar (2D) multilayer sample
(Figure 5.17a) collected using different excitation wavelengths (indicated). Spectra are shifted
vertically for clarity. Note multiple Raman peaks at low wavenumbers associated with the FLA
phonons.
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Figure 5.23 Stokes/anti-Stokes Raman spectra in a Si/SiGe cluster multilayer sample collected
using different excitation wavelengths (indicated). Spectra are shifted vertically for clarity. Note the
absent Raman features at low wavenumbers, presumably due to diffused interfaces and variations in
SiGe cluster heights.
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Table 5.1 Summary for the Raman spectroscopy-based temperature calculation with two different
wavelengths, and the correlation between FLA intensities and temperature gradients.

Sample x (nominal) FLA Temperature (K)

A=457.9nm A=514.5nm
Pjaser ~ 100 MW Pjaser ~ 400 mW

Si-Ge Si-Si AT Si-Ge Si-Si AT

1810 (2D) 0.52 High ~380 ~350 30 —370 ~300 70
1814 (3D) 0.53 Lower ~440 ~380 60 ~420 ~315 105
1831 (3D) 0.53 None ~440 ~370 70 ~460 ~340 120
1834 (3D) 0.6 None ~410 ~340 70 ~450 ~315 135
5.4.3

Electrochemically Etched Si (Porous Si)

Porous silicon (PSi) was first discovered in 1956 by researchers at Bell Laboratories
interested in electropolishing of c¢-Si surface [132]. In the late 1980s, PSi was
“rediscovered” as a nanostructured material by Canham [133] and Lehmann and
Gosele [134]; they suggested that PSi exhibits quantum confinement effect due to
reduced dimensions of Si crystallites. PSi has many other interesting properties
including a highly nanoporous structure (typically >70% porosity, evaluated by the
gravimetric method [135]) with extremely large surface-to-volume ratio and very low
index of refraction (<1.2) [12]. Sample fabrication has been discussed in detail in
many review studies, and it is typically based on anodic dissolution of ¢-Si in a
hydrofluoric acid-based (HF-based) solution. PSi microstructure is usually dendrite-
like with loosely connected, nanometer-sized Si crystallites (Figure 5.24) [12]. Alarge
amount of hydrogen in electrochemically etched Si has been found; it has been
proposed that hydrogen passivates PSi internal surfaces by forming Si—H bonds,
which can be easily broken under intense radiation or by annealing at T > 400 °C[12].

Since PSi porosity is quite high, its thermal conductivity is anticipated to be low.
This assumption has been confirmed by dynamic 3w measurements performed at

Figure5.24 (a) Cross-sectional SEM showing a dendrite-like structure of porous Siand (b) a higher
resolution TEM image showing small-size Si nanocrystals. From Ref. [12].
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Figure 5.25 Comparative thermal conductivity temperature dependence in c-Si and PSi samples
with different (indicated) porosity. Data compiled using Ref. [136].

temperatures 30-320 K in a low-pressure environment in order to suppress thermal
convection and gaseous heat conduction [136]. In such measurements, the pene-
tration of the thermal energy should be keptlower than the PSi layer thickness, while
microtopology of PSi could be approximated by the effective medium model [12, 137].
Experimentally, PSi thermal conductivity %ps; is found to be 10°~10* times lower than
thatin c-Si (Figure 5.25). The thermal conductivity temperature dependence of PSi is
similar to other Si-based nanosystems, where % is limited by crystallite sizes, lattice
imperfections, and grain boundaries rather than U-processes (see Figure 5.1); it
slightly increases as temperature increases in the range of 10—400 K. In addition, %pg;
exhibits dramatic dependence on the PSi porosity (Figure 5.26). Assuming that PSi
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Figure 5.26 Room-temperature thermal conductivity in Si as a function of sample porosity. For
zero porosity, ¢-Si thermal conductivity is used. PSi data from Ref. [136].
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effective thermal conductivity can be estimated as ®esr = f1usi, where ug; is bulk c-Si
thermal conductivity, f = 1—p determines the fraction of solid volume, p is the
sample porosity, and 1) is a percolation parameter [136]. Thus, it can be written as
%eit = fM(1/3)0cvd., where g is bulk Si density, ¢ is lattice heat capacity, v is sound
velocity, and d. is the average crystallite diameter. In this equation, the phonon mean
free path is replaced by the crystallite diameter, and the strong porosity volume
dependence is taken into account as fn ~ f3.

This approach explains reasonably well the experimentally observed very low PSi
thermal conductivity. It also suggests that in this material, optical measurements
(e.g., photoluminescence (PL), Raman scattering, etc.) should be performed with
extreme care to avoid overheating and damage of sample by the laser beam. Simple
calculations suggest that in a 70% porosity PSi layer, a laser beam with intensity of
only 10mW focused into 10 um? and with the penetration depth of approximately
lum can increase the sample temperature by approximately 100 K. The same
excitation would be enough to completely melta 90% porosity PSisample. Figure 5.27
(data taken from Ref. [138]) supports this estimation and shows a strong spectral shift
of the Raman peak in micro-Raman measurements, which is mainly due to laser
heating of the PSi sample. The PSi sample temperature increase is estimated to be
approximately 400 K; thus, during this measurement, PSi sample temperature
reaches 700 K. Another interesting observation is that PSi sample temperature
detected by the Raman technique strongly depends on ambient gases, indicating that
thermal convection in high-porosity Si nanostructures needs to be taken into
account [139]. The data show that intrinsic PSi sample thermal conductivity with
porosity approaching 90% is below thermal conductivity of air [136]. These exper-
imental results immediately explain the observation of photoinduced hydrogen
effusion [12, 140], photo-oxidation [141-144], continuous PL spectrum shift under
moderate intensity cw laser excitation [145, 146], and many other photo/thermo-
induced phenomena in PSi [12, 147-151]. These studies also suggest that electro-
luminescence (EL) measurements in PSi could be affected by significant sample
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Figure 5.27 Raman spectra in PSi measured under different excitation intensities. The shift and

broadening of the Raman spectrum are attributed to the sample temperature increase due to
increasing laser intensity. From Ref. [138].
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Figure 5.28 The PL and EL spectra collected from same PSi samples under different excitation
conditions (indicated). The EL spectra redshift, in part, is attributed to a high sample temperature
and blackbody emission. From Ref. [153].

heating by the electric current. In this case, blackbody radiation contributes to the EL
spectra [152], and the phenomenon could be responsible for the consistently
observed redshift of the EL spectra compared to the PL spectra (Figure 5.28) [153].

544
Nanocrystalline Si/SiO, Multilayers

In the mid-1990s, a search for nonporous, hydrogen-free, and stable light-emitting Si
nanostructures has produced nc-Si/SiO, multilayers, one of the first Si nanostruc-
tures with relatively good control over Sinanocrystal sizes as small as <5nm [18, 154—
156]. Typically, samples of nc-Si/SiO, multilayers are grown on a standard (100) c-Si
substrate using radio frequency (RF) or magnetron sputtering of a-Si/SiO, periodic
multilayers. Sputtering has the clear advantage of a physical deposition process, that
is, a linear dependence on the deposition rate as a function of time at a given RF or
magnetron power. The process allows the simple cleaning of a target and substrate as
a predeposition step and it can be performed in a moderate vacuum of approximately
1077 Torr. A modern sputtering system also provides very good stabilization of the
plasma and is able to bring the deposition rate down to 10 nm/min or less. For details
on sample preparation and their structural properties, the reader may refer to
Refs [18, 157, 158].

Thermal crystallization of a-Si/SiO, multilayers can be carried out in a conven-
tional, hot-wall furnace with control over the ambient conditions to avoid unwanted
oxidation. At moderate temperatures (200-400 °C), the interstitial oxygen is found to
be quickly diffused into a-Si and initiate a-Si/SiO, intermixing [158]. It is also noticed
that CVD or sputtered SiO, introduces less strain into layered a-Si/SiO, structures
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(a) (b)

Figure 5.29 (a) Schematic and (b) cross-sectional TEM of an nc-Si/SiO, multilayer sample with
clearly visible Si nanocrystals within nc-Si layers.

than SiO, fabricated by ozone or thermal oxidation, and this is most likely due to the
lower density of the sputtered SiO,. By considering these issues, it was proposed that
the best growth choice would be sputtered or CVD-deposited a-Si/SiO, layers [158],
but thermal crystallization must be performed using rapid thermal annealing (RTA),
which was found to provide very efficient crystallization of nanometer-thick a-Si
layers with their thickness down to approximately 2 nm [18]. It was also found that the
combination of RTA with subsequent furnace annealing results in the segregation of
crystallized nc-Si and a-SiO, layers with pronounced improvement in the nc-Si/SiO,
interface abruptness and flatness. At the same time, thermal annealing at a
temperature <1200°C improves the a-SiO, layer stoichiometry and density, and
reduces the number of defects at the Si/SiO, interfaces. Thus, the standard sample
preparation requires a cleaned (100) c-Si substrate, sputtering of a-Si/SiO, periodic
multilayers, followed by RTA at T > 750 °C and furnace annealing at Tapproximately
1000°C. Schematic and TEM micrograph of an nc-Si/SiO, multilayer sample are
shown in Figure 5.29.

Several studies show that Si nanocrystals of different sizes in nc-Si/SiO, multi-
layers might have preferential shape and crystallographic orientations [159]. It has
been found that Si nanocrystals smaller than 5 nm diameter usually have near-
spherical shape and close to (100) crystallographic orientation in the direction of
growth. At the same time, the larger (~7-10 nm) Si nanocrystals are rectangular (or
“brick shaped”) and have (111) crystallographic orientation [159]. It is known that the
Raman intensity depends on the orientation of polarization vectors of the incident
and scattered light relative to the crystallographic axes of the sample [160, 161]. To test
the Raman polarization measurement setup, (100) and (111) single-crystal Si wafers
are usually used because they have qualitatively different polarization Raman
intensity dependence determined by the different crystal symmetry (Figure 5.30).
Thus, using (100) c-Si substrate and Si nanocrystals with a direction different from
(100) crystallographic direction, one can clearly distinguish between the Raman
signal from Si nanocrystals and c-Si substrate. The simplest approach is to use
photoexcitation with a short (<500 nm) wavelength and perform Raman scattering
spectroscopy with the appropriate angles between the polarization of the incident and
scattered light (see Figure 5.31). By performing the same measurements in Stokes/
anti-Stokes spectral regions, one can find the nc-Si/SiO, multilayers and (100) Si
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Figure 5.30 Intensity of polarized Raman spectra as a function of analyzer/polarizer angle for
vertical (V) and horizontal (H) laser polarization in (a) (100) c-Si, (b) (111) ¢-Si, and (c) a thin-film
nc-Si/SiO, multilayer sample grown on (100) Si substrate.

substrate temperatures and calculate the thermal conductivity of nc-Si/SiO, multi-
layers. The nc-Si/SiO, multilayer sample structure is found to be very convenient for
such measurements because it has thermal conductivity several orders of magnitude
lower than that in c-Si substrate, which is used as a heat sink.

Using the experimental setup described in Ref. [162] and 10-20 period nc-Si/SiO,
multilayer samples, the polarized Raman signal recorded with approximately 70° (or
~250°) angle between polarization of the incident and scattered light is found to be
mainly due to light scattering within the c-Si substrate, while at the approximately
160° (or ~340°) angle, the signal is mainly due to light scattering within the nc-Si/
SiO, multilayers (Figure 5.30c). Itis convincingly shown in Ref. [162] that the Raman
signal related to <100> Si can be suppressed; thus, it is possible to separate the
Raman signal from c-Si substrate and from Si nanocrystals. These measurements
allow to accurately determine the nc-Si/SiO, multilayers and c-Si substrate tempera-
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Figure 5.31 Polarized Stokes/anti-Stokes Raman spectra of nc-Si/SiO, multilayers on (100) Si
indicating different (calculated and shown) temperatures of the nc-Si/SiO, multilayers and the c-Si
substrate.

tures under cw laser irradiation (Figure 5.31). Under the described irradiation
conditions, the nc-Si/SiO, multilayer temperature is approximately 200 K higher
than the c-Si substrate temperature, and the thermal conductivity of nc-Si/SiO,
multilayers was estimated to be <10~ W/(m K), which is an unusually low value for a
nonporous solid.

For a sample with known thermal conductivity and melting temperature, laser
damage threshold associated with sample surface melting (and other photo-thermo-
induced phenomena) can be easily estimated. These calculations can be verified
experimentally by using photo-induced reflection measurements in the pump-probe
geometry. In Ref. [162], a mechanically chopped Ar * laser beam with a relatively low
frequency (in order to establish thermal equilibrium after light is switched “off”) has
been used as the pump source. A much lower intensity, cw laser beam is used as the
probe signal to measure sample reflectivity as a function of pump light intensity.
Figure 5.32 shows the results of these measurements in nc-Si/SiO, multilayers. The
threshold-like increase in sample reflectivity as a function of pump intensity indicates
that the surface melting occurs at irradiation with intensities <10kW/cm?. This
number is in good agreement with our estimation using thermal conductivity derived
from polarized Raman Stokes/anti-Stokes measurements. Quantitatively similar
results were obtained in experiments with nearly freestanding samples of nc-Si/SiO,
multilayer films [163].

A strong interest in nonlinear optical properties of Si nanocrystals has been shown
in a number of publications, in which nc-Si/SiO, multilayer films were subjected to
pulsed laser irradiation with a high energy density [14, 22, 23, 164]. In these
measurements, possible thermal effects should be carefully considered, especially
for these low thermal conductivity nanostructures. Indeed, using thermal conduc-
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Figure5.32 The intensity of probe light as a function of the intensity of pump light showing a sharp
increase in the nc-Si/SiO, multilayer sample reflection associated with surface melting under
approximately 10kW/cm? pump intensity. The inset shows reflectivity as a function of time with
pump light turned “on” and “off.”

tivity and laser damage threshold derived from Raman and pump-probe measure-
ments in nc-Si/SiO, multilayer films, the melting threshold under pulsed laser
excitation is estimated to be approximately 10 mJ/cm?, while visible destruction of the
sample surface is found at significantly greater pulse energy density of approximately
100 mJ/cm? [162].

To verify this estimation and to better understand the nature of laser-induced
structural transformations in Si nanocrystal thin films, a series of experiments
involving excitations with a single pulse of a KrF laser with energy densities of
10-50 mJ/cm? were performed. The absorption coefficient in nc-Si/SiO, multilayer
films with photoexcitation wavelength of 248 nm is in the range of 10° cm ', and light
is fully absorbed by the top two to three layers of Si nanocrystals. The anticipated
sample structural transformations are verified by polarized Raman spectroscopy with
polarization forbidden for (100) c-Si substrate Raman signal. Figures 5.33 and 5.34
show modifications of the Raman signal in these studied Si nanostructures as the
energy density of the single-pulse irradiation increases. All initial samples and
samples irradiated by a low-intensity laser pulse show an asymmetric Raman peak
centered at approximately 520cm ™' related to Si nanocrystals, rather than c-Si
substrate. All samples subjected to irradiation by only one pulse with an energy
density >30m]J/cm? show significant changes in the Raman spectra. These laser-
induced phenomena in nc-Si/SiO, multilayer films strongly depend on the sample
structure and can be divided into two different groups.

Under irradiation with pulse energy density >30m]/cm?, nc-Si/SiO, multilayer
films with SiO, thickness >5 nm show strong evidence of laser-induced amorphiza-
tion. Figure 5.33 shows Raman spectra collected in polarization forbidden for (100)
c-Si substrate. It is very clear that after laser irradiation, an additional contribution to
the Raman signal appears at wavenumbers 460-500 cm ™~ '. After being irradiated by
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Figure 5.33 Raman spectra in an nc-Si/SiO, multilayer sample with thicker SiO, layers showing
amorphization of small Si nanocrystals under pulsed laser irradiation (used laser energy densities
are shown).

laser pulse with an energy density of 50 mJ/cm?, a broad Raman feature centered
around 480-490 cm ', which is associated with the amorphous phase of Si, becomes
clearly pronounced.

In nc-Si/SiO, multilayer samples with SiO, thickness approximately 2 nm, pulsed
laser irradiation decreases the Raman signal related to nc-Si phase and no a-Si phase
is observed (Figure 5.34). Using an irradiation energy density of 50 mJ/cm?, we
observe total disappearance of the Raman signal associated with nc-Si phase. In all
measured samples, we find a visible destruction of the sample surface after
irradiation with much greater energy density of >100 mJ/cm?®.

——c-Si
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Figure 5.34 Raman spectra in an nc-Si/SiO, multilayer sample with thinner SiO, layers showing
disappearance of nc-Si phase under pulsed laser irradiation, presumably due to sample melting and
breakdown of the multilayer structure (used laser energy densities are shown).
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Figure 5.35 Integrated over 980-600 nm spectral region, PL decays in nc-Si/SiO, multilayers
detected under different (indicated) pulsed excitation energy densities show the increase in the slow
emission component as excitation increases. The pulse duration is approximately 10 ns.

Additional experimental data strongly supporting our conclusions are recently
obtained using spectral-integrated, time-resolved measurements of light emission
under pulsed laser irradiation with energy density close to the laser damage threshold
in nc-Si/SiO, multilayer samples. Figure 5.35 shows the dynamics of the PL signal
integrated over 950-400 nm spectral region. Using a nanosecond laser pulse with an
energy density of 0.5 mJ/cm? (which should increase the sample temperature by less
than 50 K), we observe optical emission (mostly PL from nc-Si) with a characteristic
decay time <10~ °®s. Using a higher level of optical excitation (pulse energy density
>10mJ/cm? which should generate an increase in sample temperature by
600-700 K), we find very different emission with a long decay time close to 10> s.
It is unlikely that such a long process can be associated with room-temperature
carrier recombination in nc-Si; it is much more likely that blackbody radiation
generated by the hot sample surface strongly contributes to the detected
slow emission. In order to prove this statement, the emission transient character-
istics were measured using an infrared optical filter with cutoff at 800 nm (Fig-
ure 5.36). Under optical excitation with pulse energy density of 10 mJ/cm?, we find
that slow emission component is clearly associated with only long wavelengths
(>800nm), while a shorter wavelength emission is relatively fast even under a high
level of laser excitation. Note that for sample surface temperature close to
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Figure5.36 The PLdecays in nc-Si/SiO, multilayers recorded with and without an IR 800 nm cutoff
filter at the same excitation energy density and showing that the IR PL component is much slower
compared to visible PL.

T<1000K, the corresponding blackbody radiation peak is at wavelength A approx-
imately 3 um.

The observed laser-induced amorphization of nc-Si/SiO, multilayer samples is
accompanied by a strong (approximately three times) increase in visible PL intensity
(Figure 5.37) and a decrease in the sample optical transmission, that is, photodarken-
ing (Figure 5.38). Compared to c-Si, a-Si has a greater absorption coefficient at photon
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Figure 5.37 The PL spectra in nc-Si/SiO, multilayers before (0 m)/cm?) and after laser
amorphization with laser energy density of 30 m)/cm? and pulse duration of 10ns.
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Figure 5.38 Normalized transmission spectra in nc-Si/SiO, multilayers before (0 mJ/cm?) and
after laser amorphization with laser energy density of 30 mj/cm? and pulse duration of 10 ns.

energies below the mobility edge (which is equivalent to the energy gap in
crystalline semiconductors) due to Urbach tail-related optical transitions [165]. Also,
it is quite possible that the amorphization of Si nanocrystals relaxes carrier recom-
bination selection rules, decreases carrier radiative lifetime, and produces more
efficient PL. Finally, phase transitions are likely to be accompanied by strong nonlinear
optical phenomena [166-168]; thus, nonlinear optical properties of Si nanocrys-
tals [169, 170], at least in part, can be explained by amorphization and other heat-
related effects.

The extremely low thermal conductivity »; in nc-Si/SiO, multilayers (<10~*
W/(m K)) cannot be explained within the frame of kinetic theory by a simple
reduction in the phonon mean free path Ljhonon due to small Si crystallite size. Most
likely, in small Si nanocrystals embedded into SiO,, not only phonon mean free path
but also phonon modes and phonon relaxation time change dramatically. For
example, a significant modification in phonon modes is expected for heterosystems
with a large difference in elastic properties of materials (e.g., Si/SiO,) [75, 171-173].
The phonon relaxation time reduction is due to an increase in (i) electron—phonon
scattering (which could be significant at high level of photoexcitation in Raman and
other optical measurements); (ii) nc-Si/SiO, interface scattering; (iii) structural
defect-induced scattering (which is inversely proportional to I3, where Iy is the linear
dimension of a defect); and (iv) phonon confinement. All these processes contribute
to the experimentally observed extremely low thermal conductivity in nc-Si/SiO,
multilayers. An attempt to include the discussed phenomena into calculations of
nanostructure thermal conductivity has been proposed, and a good semiquantitative
agreement is obtained [173].
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5.5
Conclusions

This review confirms that thermal conductivity in different Si-based nanostruc-
tures is severely reduced compared to that in single c-Si. It also points out that the
reduction of thermal conductivity is mainly due to increased phonon scattering at
the nanostructure boundaries and interfaces. In particular, in Si nanoscale objects
incorporated into different matrices (e.g., ultrathin SOI layers, nc-Si/SiO, multi-
layers, Si/SiGe nanostructures, etc.), thermal conductivity is mainly controlled by
boundary/interface-related structural defects, interface roughness, modification of
acoustic phonon energy spectra, and decrease in phonon group velocity. The
combined outcome is responsible for the Si nanostructure thermal conductivity
reduction at room temperature 10°~10* times less than c-Si. This fact is of great
practical importance because it imposes many limitations on Si nanoscale systems
and devices. The conclusion, however, does not imply that the many suggested
applications of Si-based nanostructures in nonlinear optics, electronic, optoelec-
tronic, and photonic devices are entirely impossible due to the projected extremely
poor heat dissipation. It rather suggests that this problem needs to be seriously
considered and, possibly, solved by using intelligent engineering solutions (e.g., an
additional heat sink, etc.).

Specifically, we would like to emphasize possible applications of Si-based nanos-
tructures in thermoelectric devices [174]. Thermoelectric figure of merit is propor-
tional to electrical conductivity and inversely proportional to thermal conductivity.
Thus, the reduction of thermal conductivity in Si-based nanostructures could be
considered as “good news” for such devices. However, the same phenomena
responsible for reducing a material’s thermal conductivity, in general, are even
more effective in reducing its electrical conductivity due to the strong reduction in
carrier mobility, diffusion coefficient, and lifetime. For example, a-Si thermal
conductivity is reduced by approximately 100 times compared to that in c-Si, while
carrier mobility is reduced by a factor of 10*-10° [175, 176]. Very similar trend is
found in Si-based nanostructures including PSi [177, 178] and tunnel transparent
nc-Si/Si0, multilayers [179]. Therefore, one can conclude that the effort in semi-
conductor nanostructure-based thermoelectric devices should not be entirely fo-
cused on the thermal conductivity reduction but rather on an engineering solution
using the balance between thermal and electric transport in these truly fascinating
systems.
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List of symbols

A cross-sectional area

a constant (in “electronic thermal conductivity”)

a constant, 1 < a < 2 (in “1/T law”)

c total heat capacity

Cit resistance temperature coefficient (3w measurement)
Csubs heat capacity of the substrate (3w measurement)

c heat capacity of a particle

a lattice heat capacity (PSi)

d thickness of the membrane (membrane method)

de average crystallite diameter (PSi)

E energy of a particle

Er Fermi energy

E energy of a free electron

e electron charge

] percolation parameter (PSi effective thermal conductivity)
f fraction of solid volume (PSi)

electron distributions

h hole distributions
fe electron distribution
g lattice wave vector
h Planck constant
I(t) AC current (3w measurement)
Iy current amplitude
J electrical current density
o) flux of energy
Ju flux of thermal energy
K, general integral
k electron wave vector
kg Boltzmann constant
% thermal conductivity
Ae electronic thermal conductivity
Aeff effective thermal conductivity (PSi)
a lattice thermal conductivity
Upsi PSi thermal conductivity
Asi bulk Si thermal conductivity
Hsubs thermal conductivity of the substrate (3w measurement)
L distance between sensors
l mean free path
la linear dimension of a defect
A laser wavelength
No average number of phonons
Ny phonon distribution

n concentration of the particles



References

p thermal power

p sample porosity

(0] phase shift (3w measurement)

q phonon wave vector

R reflectivity

Ry resistance of the metal strip without heating (30 measurement)

Ry resistance of the metal strip (30 measurement)

0 bulk Si density (PSi)

o electrical conductivity

T temperature

T(t) temperature of the metal strip (30 measurement)

AT temperature difference between sensors

vT temperature gradient

Th heater temperature rise (membrane method)

T temperature of the heat sink (membrane method)

Tsubs temperature at the nanostructure/substrate interface
(3w measurement)
thickness of the sample (3w measurement)
phonon relaxation time

(k) electron relaxation time

v sound velocity

v velocity of particle

Vg group velocity

v, electron velocity

w length of the heater (membrane method)

[0) phonon frequency

w current frequency (3w measurement)

w(q) phonon dispersion relationship

A®Raman Raman peak position

AT'Raman Raman spectrum FWHM.
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6
Surface Passivation and Functionalization of Si Nanocrystals

Jonathan Veinot

6.1
Introduction

By their very nature, nanoparticles exhibit enormous surface area-to-volume ratios;
according to one estimate, a 2.0 nm diameter icosahedral silicon particle possesses
approximately 280 Si atoms with 120 (43%) residing at the surface of the particle [1].
Considering this point alone, it is reasonable that surface properties, including
chemistry, of these versatile materials will strongly influence their material char-
acteristics. Many examples exist for a variety of nanoparticle systems (e.g., Au and
CdSe), where tailoring the surface of said particles offers the attractive possibility
of controlling their interactions with their surroundings. A specific and dramatic
example pertaining to Si nanomaterials is the influence of surface groups on the
optical properties of porous silicon (p-Si). When a carbon—carbon multiple bond is in
close bonding proximity to the p-Si surface, the photoluminescence intensity of p-Si
is diminished, and if this double bond is in conjugation with an aromatic structure
(e.g., styrenyl), the characteristic emission is completely quenched [2].

Unlike the widely studied chalcogenide-based methods for surface modification of
gold and compound semiconductor (e.g., CdSe) particles that rely on exchangeable
bonding interactions, much of the surface modification of silicon nanomaterials has
employed the more robust polar covalent bonding of silicon—carbon and silicon—
nitrogen and in some cases silicon—-oxygen linkages. Numerous approaches to
obtaining the first of these bonding configurations (e.g., hydrosilylation and halogen
displacement) have been presented; still, questions and challenges regarding the
effectiveness of Si-nc surface passivation and the associated particle stability remain.
This is particularly evident when the effectiveness of surface coverage (i.e., about
50% for bulk Si(111) and 80% for bulk Si(100) surfaces) [3] and the bond strengths of
various species present at particle surfaces are considered (see Table 6.1) [4].

The following discussion includes key studies of foundational silicon surface
chemistry as it pertains to methods for controlling silicon nanocrystal (Si-nc)
surfaces.
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Table 6.1 Selected bond energies relevant when considering modification of silicon nanocrystal
surfaces.

Bond Bond energy (k] mol ')
Si—H 323

Si—C 369

Si—Cl 391

Si—0 368

Si—Si (bulk) 210-250

Si—Si (disilane) 310-340

Si—Si (disilene) 105-126

6.2

Functionalizing Freestanding Particles

Effective functionalization of Si-nc relies upon realizing a suitably reactive surface.
Such surfaces may be prepared by numerous methods including formation of
reactive surface during nanoparticle preparation (e.g., grinding of silicon wafers,
reaction of Zintl salts), during liberation of particles from oxide matrices (i.e.,
treatment with HF), and finally treatment of freestanding Si-ncs with a variety of
reagents (e.g., HF, LiAlH,4, halogens). In many cases, the resulting reactive surfaces
are subsequently primed for further modification using a variety of procedures
drawn from the vast chemistry of silicon molecular analogues. A review of the
methods applied to silicon nanoparticles as well as an overview of how surface
chemistry was evaluated for each material will be presented.

6.3
In Situ Surface Chemistry Tailoring

One of the earliest attempts to obtain surface-functionalized silicon nanoparticles
was reported by Heath in 1992 using a heterogeneous reaction mixture containing
sodium dispersion to simultaneously reduce SiCl, and RSiCl; (R = Hand n-octyl) ina
high-pressure bomb reactor (see Scheme 6.1) [5]. The size-polydispersed product
obtained from this reaction was confirmed to contain diamond lattice Si. Unexpect-
edly, products obtained from this reaction did not show significant n-octyl surface
functionalization evident by infrared spectroscopy that showed a preponderance of
Si—O, Si—Cl, and Si—H surface termination. While better size control was achieved

SiCly + RSiCly + Na—
Si (diamond lattice) + NaCl

Scheme 6.1 Preparation of Si-ncs via simultaneous heterogeneous reduction of silicon
tetrachloride and alkyl trichlorosilane.
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with the n-octyl reagent, no tailoring of the surface chemistry was realized. The
explanation provided by the authors for the absence of the alkyl surface highlights the
complexity of Si-nc surface chemistry and the challenges associated with controlling
these materials and their properties. It was proposed that the polar covalent nature
of Si—C bond in which Si is donating electron density to a-C effectively reduces the
0-C—P—C bond. This electronic interaction leads to activation of f-hydrogens and
f-hydride elimination yielding an Si—H surface and elimination of the 1-alkene at
high temperature. As a result, while the surface-bonded octyl groups passivate the
particle to further growth leading to the observation of a narrower size distribution
(i.e., R=H, 5-3000nm; R=mn-octyl, 5.5+ 2.5nm), they are ultimately liberated
under reaction conditions.

In 2001, Holmes et al. prepared sterically stabilized Si-ncs by thermally decom-
posing diphenyl silane in supercritical octanol. The resulting particles ranged in
diameter from 1.5 to 4.0 nm, and the FT-IR analysis confirmed that a surface organic
layer was indeed bonded through an alkoxide linkage (Si—O—C) (see Figure 6.1). Asit
will become evident in the following discussion, FT-IR is an invaluable tool in
evaluating Si-nc surface chemistry; however, it is not necessarily comprehensive.
An XPS-derived Si:C ratio and a shell approximation that afforded an estimated
number of surface Si atoms indicated 1.5 nm diameter particles have approximately
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16 capping ligands that each occupy a surface area of 44 A%, These alcohol-soluble
nanoparticles were highly photoluminescent and the smallest particles were stated to
exhibit discrete energy transitions. It should be noted that despite the observation of
these apparent discrete energy transitions, the authors state the absorption coeffi-
cient follows a quadratic relationship with the incident energy, indicating an indirect
transition [6].

Fink and coworkers recently prepared freestanding Si-ncs via high-energy ball
milling (HEBM) of high-purity silicon pieces in 1-octyne and inert atmosphere [7]
(Figure 6.2). It is proposed that this method exploits fresh/clean surfaces formed
during the milling process that subsequently react freely with the unsaturated
carbon—carbon multiple bond in the reaction medium to yield highly crystalline,
luminescent organic-soluble particles with organic surface passivation of varied
surface bonding modalities as supported by FT-IR and 'H NMR analysis (see
Scheme 6.2). It should be noted that this contribution is one of the only few that
claim to observe characteristic IR absorptions of the Si—C linkage at <1257, <806,
and <796 cm ™" that are normally masked by oxide species that appear to be largely
absent from these materials.

6.4
Aerosol-Based Functionalization

Si-ncs are readily prepared in nonthermal plasmas and further modified in situ
to yield organic surface-stabilized materials. Liao and Roberts were the first to apply
gas-phase reactions of this type to the surface modification of Si-ncs [8]. Particles were
prepared from silane in a nonthermal reactor and extracted into a reactor chamber
containing organic reagents of choice (e.g., amines, alkenes, and alkynes). Heating of
the gas-phase mixture led to surface modification that was spectroscopically con-
firmed (i.e., FT-IR). Recently, Mangolini and Kortshagen modified this approach
preparing Si-ncs with organic surfaces using plasma grafting [9]. The reactor shown
schematically in Figure 6.3 allowed the attachment of a variety of organic molecules
bearing a variety of functional groups. Particles prepared in this way are photo-
luminescent (QY up to 60%) [10], are crystalline, and show excellent solubility
requiring no sonication. Still, FT-IR spectra of isolated particles are remarkably
similar to those of solution-modified particles and clearly show the presence of
characteristic absorptions that may be assigned to the organic surface and residual
S—H. While the Si—C linkage is not conclusively identified, no C=C is evident
consistent with a hydrosilylation reaction.

6.5
Solution-Based Postsynthetic Modification

The extensive body of literature outlining both the organometallic chemistry of
silicon and the surface chemistry of bulk silicon offers a significant starting point to
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tailoring Si-nc surface chemistry. Preparative methods exist that yield Si-ncs bearing a
variety of surface functionalities (e.g., oxide, —H, —OH, and halogens). The following
section outlines methods reported to date that offer tailoring of particle surface
chemistry by directly bonding to the silicon surface and briefly discusses modifica-
tion of a surface passivating oxide on Si-ncs.

6.6
Hydrosilylation

Without question, the most widely studied method for modifying the surface
chemistry of Si-ncs is hydrosilylation of terminal alkenes — undoubtedly, a result
of the vast body of studies pertaining to functionalization of porous-Si and bulk
silicon that employs a similar methodology and the robust Si—C bond that is formed.
In the light of this well-developed approach, Si-ncs functionalized using this general
methodology have been reported to exhibit the highest photoluminescent quantum
yields to date, which may result from particles not exposed to oxygen prior to their
surface functionalization [10]. This observation further highlights the importance
of surface chemistry and the effectiveness of surface-bonded alkyl groups to protect
the underlying Si.

Prior to discussing the hydrosilyation reaction, and its affects on freestanding
Si-ncs in detail, it is useful to note that the surface chemistry of the starting point
(i-e., the Si—H-terminated surface) for this reaction exhibits subtleties that are not
necessarily straightforward extensions from its bulk and porous-Si counterparts.
For example, the rates of HF etching are significantly slower for nanoparticles (i.e.,
<1 nm/min for nanoparticles versus pm/min for silicon wafers) and there has been
some suggestion that a fluorinated surface may play a role. Furthermore, it has also
been reported that aqueous HF fails to remove all surface oxides [11]; however, the
introduction of alcohol to the etching mixture to increase surface wettability
produced oxide-free systems [12].

There are very few reported examples of detailed and systematic studies examining
the aqueous HF etching process as it pertains to freestanding Si-ncs and their surface
properties. Li et al. varied the concentration of aqueous HF used to etch the surface of
particles recovered from their original reaction product via HF/HNOs; liberation [11].
An FT-IR investigation of particles isolated from subsequent etching with 3%
aqueous HF showed intense Si—H stretching modes at 2040-2231cm ' and
relatively weak Si—O vibrations at about 1070 cm ™' that may result from postetching
oxidation. Increasing the HF etching concentration to 5-15% resulted in increased
complexity (i.e., broadening of structure) of the Si—H stretching frequencies that
suggest the presence of SiH, and SiH3 on the particle surfaces, and the presence of
Si—O—H could not be precluded given the present structure in the Si—H stretching
likely arising from backbonding as well as the significant Si—O absorption. In
addition, higher HF concentration resulted in increased relative intensity of Si—O
spectral features and the appearance of a broad absorption at about 3430cm™"
assigned to silanol moieties. In this regard, the authors of this study suggest higher
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Scheme 6.3 Two independently proposed mechanisms for thermally initiated hydrosilylation
reaction of Si—H-terminated surfaces with terminal alkenes. Reprinted in part with permission
from Ref. [4]. Copyright 2002 the American Chemical Society.

HF concentrations catalyze the surface reaction with water to produce undesirable
Si—OH functionalities.

As one may predict from the extensive literature pertaining to porous and bulk Si
surface chemistry as well as the relative ease with which a hydride-terminated surface
may be obtained, thermally (see Scheme 6.3) and photochemically (see Scheme 6.4)
initiated addition of a Si—H bond across carbon—carbon multiple bonds has proven
an effective method for controlling silicon nanoparticle surface chemistry. Toa much
lesser degree, transition metal-catalyzed hydrosilylation has been presented [13].

The hydrosilylation approach has led to a substantial control over Si-nc hydro-
philicity ultimately rendering them soluble in a variety of organic (see Figure 6.4) [14]
and in some cases aqueous solvents [13, 15]. FT-IR spectra of functionalized particles
clearly show characteristic features of the surface-bonded organic moieties, residual
hydride termination, and some surface oxide that admittedly masks the absorptions
from the Si—C linkage at 1083 cm ™" (see Figure 6.4) [11, 16].
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Si—H-terminated surfaces with terminal alkenes. Reprinted in part with permission from Ref. [4].
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Consistent with the generally accepted radical mechanism for photochemically
induced hydrosilylation discussed previously, spectroscopic analyses of functiona-
lized Si-ncs obtained from this reaction indicate varied modes of attachment of the
surface-bonded alkyl group (see Scheme 6.5). It has been determined by solution
'H NMR that the organic surface cap attaches via the alpha or beta carbon depending
upon the steric bulk of the capping ligand (see Figure 6.5) [16]. This reaction has
been found to favor alpha and beta attachment for large and small alkenes,
respectively. Similar observations were not reported for the thermally initiated
reaction.

Aqueous compatibility of Si-ncs is a prerequisite of any biological application and
is a focus of the efforts of many research groups. In this regard, studies focused on
direct attachment of solubilizing surface groups such as propionic acid [15], hydro-
lyzable esters [17], or allyl amine [18], as well as polyacrylic acid [19] via hydrosilyla-
tion. Propionic acid-terminated surfaces were prepared via the photochemically
initiated hydrosilylation reaction of hydride-terminated Si-ncs obtained from the
HF/HNO; etched commercially available silicon-rich oxide with stabilized acrylic
acid in the presence of HF. Intriguingly, the authors report the hydrosilylation
reaction did not proceed efficiently in the absence of HF and indicate this provides a
useful alternative to tedious solvent drying and degassing.

Solution samples prepared by transferring particles into water by dialysis re-
mained suspended as nonopalescent, photoluminescent suspensions in water for
extending periods. This is in stark contrast to straightforward solution mixtures of
Si-ncs with acrylic acid that readily settle out (see Figure 6.6). It is important to note
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Figure 6.4 (Top) Solution and Si—OH-terminated Si-ncs (f), octadecyl-
photoluminescent properties of alkyl- trimethoxysilane-terminated Si-ncs (g), and
terminated Si-nc prepared via solution-phase neat octadecyltrimethoxysilane (h). (Bottom
photoinitiated hydrosilylation. (Bottom left) right) Photoluminescence stability of Si—H
FT-IR spectra of Si—H-terminated Si-ncs (a), (top) and Si-alkyl-terminated particles.
octadecyl-terminated Si-ncs (b), neat octa- Reprinted in part with permission from Ref.[11].

decene (c), undecylenic acid-terminated Si-ncs  Copyright 2004 the American Chemical Society.
(d), neat undecylenic acid (e),

that isolated Si-nc powders required significant ultrasonication to facilitate resus-
pension in water that resulted in particle surface oxidation. TEM analysis of these
materials was complicated by particle agglomeration and small particle sizes. Still,
HRTEM confirmed nanocrystals with 3.1 A lattice spacing corresponding to (111)
spacing in bulk silicon. As expected, FT-IR spectra of propionic acid-terminated
Si-ncs again show characteristic absorptions of the acid surface group and no
evidence of residual unsaturation from remaining acrylic acid. Unfortunately, given
similar spectral signatures, it is impossible from this analysis to rule out the
presence of oligomeric and polymeric impurities that may result from reaction of
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the acrylic acid with itself — a significant challenge when working with acrylates.
Similar water solubility was observed for polyacrylic acid-modified Si-ncs by Li and
Ruckenstein. [19].

Warner and coworkers approached the challenge of water solubility by adding
acryl amine to Si-nc surfaces via platinum (i.e., platinic acid) catalyzed hydrosilylation
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Figure6.5 'H NMR spectra of alkyl-terminated Si-ncs highlighting the alpha and beta attachments

of the surface group. Reprinted in part with permission from Ref. [16]. Copyright 2005 the American
Chemical Society.
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(see Scheme 6.6) [18b]. FT-IR again showed characteristic alkyl and amine absorp-
tions of the surface groups as well as Si—CH), scissoring and symmetric bending
at 1420 and 1260cm . Particles obtained in this way were photoluminescent
(Agx =300 nm; Ay =480 nm) and were used to image Hela cells (see Figure 6.7).

A third hydrosilylation-based approach to render Si-ncs soluble in water and THF
reported by Rogozhina et al. saw the attachment of surface ester groups via the
thermally activated reaction between methyl 4-pentenoate and the Si—H surface of
Si-ncs obtained from etching of bulk silicon [17]. Following attachment, the ester
surface was hydrolyzed with exposure to a methanol water solution containing
NaOH. FT-IR analysis confirmed ester and acid surface groups; however, the Si—C
linkage was not conclusively identified.
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Scheme 6.6 Platinum-catalyzed alkyl surface termination of Si-ncs to yield amine surface
functionality. Reproduced with permission from Ref. [18b]. Copyright 2005 Wiley-VCH Verlag
GmbH.

(a)

(b)

Figure 6.7 Photoluminescent imaging of Hela cells with water-soluble amine surface-terminated
Si-ncs. (Top) no Si-ncs, (bottom) Si-ncs present. Reproduced with permission from Ref. [18b].
Copyright 2005 Wiley-VCH Verlag GmbH.

6.7
Substitutional Approaches to Surface Functionalization

Yet another convenient, derivatizable Si-nc surface is the one bearing halogens (e.g.,
Cl, Br). Surfaces of this type may be directly obtained from the synthetic reaction,
as is the case when particles are prepared from Zintl salt precursors, or it may be
realized after postsynthetic modification upon reaction of Si—H-terminated particles
with Cl,.

167



168

6 Surface Passivation and Functionalization of Si Nanocrystals

The Si—Clreactive surface opens the surface to modification using a wide variety of
solution reagents. Bley and coworkers first demonstrated the reaction of a Si-nc
chloride surface somewhat serendipitously and as a consequence of the alcoholic
workup procedure of the reaction between excess silicon tetrachloride and a Zintl salt
(i-e., ASi; A=Na, K, Mg). FT-IR analysis of the isolated pure nanoparticle product
showed characteristic peaks for Si—O and C—Hyg,, bending and stretching frequen-
cies. It was proposed that the initial product from the redox reaction were, in fact,
chloride surface-terminated particles. Subsequent reaction between these particles
and the methanol used to remove salt impurities ultimately capped the particle
surface with —OMe groups and rendered the product hydrophobic and soluble in
organic solvents. Building upon this observed electrophilic behavior, the Kauzlarich
team extended modification of the Si—Cl surface to include reactions with standard
nucleophilic reagents such as alkyl lithium and Grignard reagents, which yielded
alkyl surfaces [20]. In a similar fashion, Rogozhina et al. reacted a Si—Cl surface with
butyl amine to obtain a Si—N-bonded organic surface layer [21].

Clearly, the Si—Cl surface offers significant chemical breadth as evident by its
electrophilic reactivity and the demonstration that it may be readily converted to
Si—H and Si—Br with exposure to lithium aluminum hydride and bromine,
respectively (see Scheme 6.7). In the light of the vast chemistry of Si—Cl bonds,
this mode of surface modification holds significant untapped potential in controlling

Si-nc chemistry.
. RSiCl;
SL)—oH | —> OSiR

Si —R i T (crosslinked siloxane surface]
2

RSi(OH);
Si -OCH,4

LiAIH,
Br;'a

Si —Br «— | Si —cl

RLi or RMgX :
CH4OH Si§—H

Scheme 6.7 Demonstrated reactivity of Si—Cl surface termination of Si-ncs.

6.8
Building on an Oxide Layer

Finally, a number of researchers have chosen to build upon a surface oxide on Si-nc.
Zou et al. modified chloride-terminated Si-ncs to yield an “ultrastable”
siloxane-capped product. Two independent methods for the stepwise surface
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Scheme 6.8 Two independent routes for the formation of alkyl-terminated Si/SiO, core—shell ncs
with stable optical response. Reprinted in part with permission from Ref. [22a]. Copyright 2005 the
American Chemical Society.

functionalization were demonstrated. In one case, SI—Cl surfaces were converted
to methoxy moieties upon exposure to methanol that were reacted with water and
finally alkyl trichlorosilanes to yield particles with cross-linked siloxane surfaces. This
same product was obtained via a second route in which the alkoxy groups were
reacted directly with trihydroxysilanes (see Scheme 6.8) [22]. Modified Si-ns prepared
in this way were isolated as a waxy, light-yellow solid that can be resuspended in
nonpolar organic solvents (e.g., chloroform and hexane) to yield a yellow solution.
Spectroscopic analysis (FT-IR and NMR) confirmed the surface structure included
both oxide and organic moieties (see Figure 6.8).

The blue photoluminescent response of these siloxane-terminated surface
particles shows excitation wavelength dependence and was found to be stable to
photobleaching and ambient conditions for at least 60 days. This is in stark contrast
to Si—Cl and Si—OR (OR = alkoxy) terminated particles whose luminescence was
quenched within 15 days.

Swihart and coworkers also prepared oxide-terminated Si-ncs via the piranha
(sulfuric acid:30% hydrogen peroxide, 7:3 by volume) or nitric acid treatment
followed by reaction with alkyl trimethoxysilanes. These materials also exhibited
solubility in organic solvents and stable photoluminescence [11].

6.9
How Many Surface Groups are on the Particle?

Despite all efforts to characterize the surface of Si-ncs, the degree of surface
modification (i.e., efficiency of surface coverage) remains elusive. Numerous esti-
mates have been put forth that offer approximate values of surface silicon atoms that
serve as a starting point for estimating the surface coverage of alkyl-terminated
Si-ncs [6, 23]. Holmes et al. used XPS integration data to estimate that 1.5nm
diameter particles obtained directly from the reaction of diphenylsilane in super-
critical octanol bore approximately 16 surface groups — half the expected value of
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a close-packed monolayer. Yet another approach presented by Hua et al. employed
thermogravimetric analysis (TGA) and standardized solution 'H NMR of approx-
imately 2nm diameter particles led to the conclusion that particles obtained
from photochemically initiated hydrosilylation possess a near-complete monolayer
surface with 124 surface groups. This suggests postsynthetic modification of particle
surfaces is more efficient than in situ functionalization. Still, the surfaces of
functionalized Si-ncs isolated from hydrosilylation possess residual Si—H that likely
result from sterically encumbered, incomplete functionalization of =SiH, on Si(100)
surfaces of the particles and Si—O arising from surface oxidation.

6.10
Influence of Surface Chemistry

From the examples described in this chapter, it is obvious that the surface chemistry
of Si-nc has developed dramatically — particles have been rendered soluble in aqueous
and organic solvents. Likewise, material stability (i.e., prevention of oxidation) is
strongly influenced by an organic surface. Few examples in the literature exist that
definitively show the dependence of Si-nc optical response on surface chemistry —
still, it is reasonable to expect surface chemistry to have a demonstrated impact on the
optical properties of porous-Si [24]. It has also been predicted that surface chemistry
will significantly influence the lowest unoccupied molecular orbital (LUMO) energy
and hence the optical bandgap of very small FS-nc-Si [22a,25]. This may explain
the unique as of yet unexplained discrepancies in the photoluminescent response
of Si-ncs of seemingly identical dimension. In this regard, although significant
advancements to tailor Si-nc surface chemistry have been made, methods affording
well-defined and predictable surface structure are essential if these materials are to be
fully understood and their applications realized.

6.11
Future Outlook and the Role of Surface Chemistry

Surface functionalization of silicon nanoparticles is in a relative state of infancy.
To date, most surface modification methodologies have been confined to a narrow
class of hydrosilyation reactions. While these methodologies have been extremely
successful as evident by the preparation of materials of controlled properties (e.g.,
high-photoluminescence quantum yield, ambient stability, and tailored solubility),
still further advances in functionalization procedures must be realized if these
materials are to become practically relevant. One such important advancement
aiming to prepare extremely stable Si nanoparticle with predictable properties uses
an all-gas plasma procedure [26]. In parallel with the development of functionaliza-
tion method, new applications must be explored. A recently reported surface
functionalization-driven application involved biocompatible luminescent assemblies
of silicon quantum dots formed through interaction between functionalized particles
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and polyethyleneglycol-grafted phospholipids that effectively image cancer cells [27].
Surface chemistry offers modes for interfacing silicon nanomaterials with their
surroundings, and with the development of new methods the optical and chemical
properties of these unique materials will be more fully appreciated and exploited.
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7
Si-nc in Astrophysics
Ingrid Mann

7.1
Introduction

Nanoparticles are exotic and silicon nanoparticles are even flamboyant. This makes
them an attractive target of investigation in astrophysics, a field of research largely
based on observations. Even fickle fashion tastes can assume some deep meaning
that becomes clear when its time has come. Recently, improved techniques have
allowed to study the dust almost at the nanometer scales. Measurements disclose a
new class of phenomena that arise as a result of the small sizes. Si is one of the most
abundant elements and like most heavy elements it has the ability to condense into
cosmic dust. It is therefore straightforward to consider that Si nanocrystals form in
space.

Figure 7.1 shows abundances of different chemical elements in the matter that is
contained in the solar system. These abundances are close to the current average
cosmic abundances of the Galaxy. The light elements H and He and noble gases are in
vast majority in the gas component. Elements heavier than He, in astrophysics
generously denoted as “metals” depending on the temperature and conditions of the
specific space environment, are partly contained in small solid dust particles. This
chapter will follow the path of cosmic dust formation and then will present
astronomical observations that possibly indicate the existence of silicon nanoparti-
cles. Finally, the chapter presents laboratory measurements to form silicate nano-
structures in cosmic analogue materials.

Dust particles evolve following three major stages in different environments where
they are possibly observed: in circumstellar shells around evolved stars, in the
interstellar medium (ISM) between stars, and in newly forming stars and their
surrounding forming planetary systems. Dust particles initially form in the circum-
stellar shells that evolve around stars in a late stage of their evolution, as will
be discussed in Section 7.2. The forming dust is expelled into the interstellar
medium where dust destruction, dust alteration, and further dust growth occur
(see Section 7.3). The ISM dust is incorporated into newly forming stars and the
planetary systems that possibly surround them. Section 7.4 describes the path of dust
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Figure 7.1 The solar system element average cosmic element abundances and

abundances up to Zr normalized to Si. These  these have evolved through nuclear processes
are obtained from the abundances measured of the past stellar evolutions. The indicated

in the solar photosphere and in meteorites elements play a major role in dust formation
(from Ref. [1]). The solar element abundances  discussed in the text.

are often used as a standard for the present

during star formation and planetary system formation. Section 7.5 considers the dust
in the solar system, which is the best-studied case of a planetary system.

In spite of many different types of observations, none of these three stages in the
“cosmic dust life cycle” shows a clear evidence of the existence of silicon nanopar-
ticles. As far as silicon nanoparticles are concerned, this seems to seal their fate. They
simply do not form. Or, they do not form “simply?” Section 7.6 reports observational
evidence that encouraged astrophysicist to follow up the possibilities of nanosilicates
being formed. An enhanced extended red emission (ERE) is observed in many of the
mentioned cosmic environments and silicon nanoparticles are discussed as one of
the potential carriers of ERE. Section 7.7 finally discusses the possible formation of Si
nanostructures in a solid, a path that may form silicon nanoparticles in different
cosmic environments.

7.2
Late Stellar Evolution

The sources of dust in the interstellar medium of our Galaxy, and in a similar way
in other galaxies, can be quantified with theoretical studies and observational
results [2, 3]. The majority of dust production occurs in low and intermediate mass
stars during their late stages of evolution when they form giant stars. Another source
are supernovae that form out of stars that have greater mass. The stellar evolution can
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Figure 7.2 The Hertzsprung—Russell diagram  red giant and asymptotic giant phase, and
indicating the change in luminosity, Lg,, and ejected dust is also observed in the planetary

surface temperature T for a solar mass star nebulae. Planetary system formation takes place
during its evolution. The star spends the before and in the early main sequence stage.
majority of its lifetime in the main sequence. This sketch closely follows a presentation by

Dust formation takes place mainly during the ~ Speck [4].

be followed when considering the Hertzsprung—Russell diagram that usually shows
the numbers of observed stars as a function of their observed luminosity and
temperature. The majority of observed stars are placed along a line in this diagram
called main sequence, ranging from high temperature and high luminosity to low
temperature and low luminosity. The luminosities and temperatures along the main
sequence are those the stars display for the longest time during their lifetime. During
its lifetime, a single star changes its luminosity and temperature and would follow a
path within this diagram moving toward the main sequence as a young star and
moving away from the main sequence in its final stage. This is sketched in Figure 7.2
for a star similar to the Sun and this is the typical evolution of stars with masses
M < 8Mgyp,. The star is formed by the gravitational collapse of gas and dust in a cool
interstellar cloud (i.e., molecular cloud). When the density in the interior of the newly
forming star is sufficiently large, nuclear fusion reactions commence and a young
stellar object evolves (shortly described in Section 7.4) until it reaches the main
sequence that is characterized by stable hydrogen burning in the interior of the star
and stable stellar brightness.

The main sequence ends when the majority of hydrogen in the interior of the star is
exhausted: hydrogen-burning stops in the core and the core contracts. The gravita-
tional contraction heats up the outer regions where hydrogen keeps burning to form
helium. The high temperature accelerates the hydrogen burning and the surface
brightness of the star increases. Subsequently, the outer layers vastly expand and the
surface of the star cools down, a red giant star evolves. The core reaches sufficiently
high temperatures so that helium-burning reactions ignite to form Be nuclei and

175



176

7 Si-nc in Astrophysics

then C nuclei. The star contracts, and depending on the mass of the star, further
fusion reactions start and form heavier nuclei (chemical elements with higher mass
number). The forming heavier elements are ejected to the outer layer (stellar envelop).
This is associated with pulsation of the outer layers during which the entire envelope
may be ejected. The ejected material forms a circumstellar shell. The described
evolution refers to initially red giant stars and then to stars that evolve along the
asymptotic giant branch (AGB stars). Red giant stars and AGB stars differ in their
internal nuclear processes.

The stellar atmosphere of a giant star may extend to about a distance comparable to
Earth orbitin the solar system. A solar mass AGB star (Mg, = Mguy), for instance, has
a stellar luminosity Ly, =2 X 10*Loun (where Lg,, is the luminosity of the Sun) while
its surface temperature Ty, = 3000 K is only half that of the Sun. The mass loss of
AGB stars is to a large extent in the dust and amounts to dMg,,/dt = (10" °-10"%
Mgun/year [S]. Dust particles condense from the heavy elements in the cooling gas.
The dust around giant stars is further ejected by stellar radiation pressure and by
interaction with the hot ionized gas ejected from the star. Observed AGB stars display
different spectra revealing different element abundances and temperatures in
their shells. The stars evolve from spectral M-type having oxygen-rich atmospheres
to S-type where C and O are bound almost entirely in CO and finally C-type having
carbon-rich atmospheres. This determines the condensation of the dust and it
determines into what species Si condenses: silicon carbide SiC dust forms around
cool carbon stars (C/O > 1), while silicate dust (SiO,) forms in oxygen-rich atmo-
spheres (C/O < 1).

The dust surrounding the star is observed by its thermal emission over a wide
infrared spectral range. Emission bands that are characteristic of the emitting dust
minerals (in particular, certain silicates, i.e., “silicate feature”) are superimposed onto
the broad thermal emission and allow to estimate the dust composition in the shells
(an example will be shown in Section 7.4). An uncertainty arises, however, from
ascribing the features to certain minerals, since the features vary with temperature,
particle size, and other parameters. The SiC spectral features in carbon-rich AGB
stars, for instance, change in a sequence that correlates with stellar evolution: shifts
are due to optical depth and grain sizes in the system and in the case of an extremely
optically thick shell, the features appear in absorption. On the basis of their
observational and laboratory studies, Speck et al. [6] suggest that the size of grains
that form decreases as the stars evolve.

Table 7.1 (dust condensates) lists the silicon-bearing species that are predicted to
form as end products in M-stars and C-stars. The table also lists whether those species
are detected by astronomical observations of the circumstellar shells or in presolar
grains collected in the solar system. The presolar grains are isolated from meteorite
samples, and measurements of certain isotope abundances allows to trace them back
to a distinct nuclear process and hence distinct regions of formation (also mentioned
in Section 7.4).

In a later stage, the shrinking star has a high temperature and pushes outward
the dust and gas. The expanding shell is optically thin and intense stellar UV
radiation also causes line emission of the newly formed elements. Dust emission
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Table 7.1 Dust condensates in circumstellar shells.

M-stars C-stars
Mineral Formula Observed Mineral Formula Observed
Gehlenit CaAl,Si0, — Silicon carbide  SiC Shells
Presolar Grains
Forsterite ~ Mg,SiO4 Shells Iron silicide FeSi —
Presolar Grains
Enstatite MgSiO; Shell Forsterite Mg,SiO4  Shells
Presolar Grains Presolar Grains
Enstatite MgSiO; Shells

Presolar Grains

Condensation products containing Si predicted for the atmospheres of giant M-stars and C-stars.
Observations of the predicted species by thermal emission features in the circumstellar shells or in
laboratory analyses of presolar grains that were presumably formed in these stars are marked in the
table. (The information given in this table is extracted from Ref. [7].)

is observed as well. Since its first observations resembled the visual brightness
appearance of the giant outer planets of the solar system, this phenomenon is called
planetary nebula.

The evolution of stars with larger masses ends as supernovae. The nuclear
processes in supernovae generate the elements with masses beyond that of Fe.
Though supernovae are essential for the formation of the heavy elements, and hence
for the formation of dust, supernova dust is less frequently observed as presolar
grains than dust from AGB stars. The generated dust is partly destroyed in the shock
waves that are associated with the supernova [8]. Also, the size of the particles that are
condensed in supernovae may play a role since particles with size below 10 nm have
small probability to survive in the ISM.

7.3
Interstellar Medium and Dust Evolution

The ISM of our galaxy consists primarily of gas (order of 99% of the mass) and dust
(order of 1% of the mass). The low gas densities in the ISM result in a very slow
condensation rate, so that direct condensation to form dust nuclei directly from the
gas phase is unlikely to occur in the ISM. The dust particles that have formed during
late stellar evolution described above provide a condensation core for further
condensation and possibly agglomeration in the ISM. This is counterbalanced by
dust destruction; the most frequently occurring processes are given below.

The parameters of the different regions in the ISM are listed in Table 7.2 (ISM
parameters). As initially suggested by McKee and Ostriker [9], the diffuse ISM is
regarded as consisting of three distinct components: a hot interstellar cloud medium
(HIM), awarm neutral or ionized medium (MNM, WIM), and a cold neutral medium
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Table 7.2 Interstellar medium parameters.

Temperature, Gas number Filling factor, F
T (K) density, n (cm™?)
Major components
Hot interstellar medium 5x 10° 0.003 0.7-0.8
(HIM)
Warm neutral/ionized 10* 0.25 0.3
medium (WNM/WIM)
CNM 80 40 0.02-0.04
Other components
Molecular clouds 20 100 (r250% of ISM total mass)
HII regions (emission 8000 10 (some > 10°) (~1% of ISM total mass)
nebulae)
LIC 6300 0.25 —

The numbers for the major components are from Ref. [10], for the LIC from Ref. [11], and for
molecular clouds and HII regions from Ref. [12].

(CNM). These components make up the vast majority of observable space between
the stars (quantified by the filling factor) and they contain roughly half the mass that
comprises the ISM. The other major components of the ISM are molecular clouds
and HII regions. Molecular clouds contain roughly half the ISM mass, they are
especially dense and cold regions, and due to low temperature and high density
molecules can form. HII regions are characterized by a large fraction of ionized
hydrogen. Emission lines arise from the interstellar gas being illuminated by the UV
brightness of young forming stars.

The lifetime of dust in the ISM, considering the parameters of the three different
regions of the ISM given above, is of the order of 10° years and considerable dust
destruction occurs in its warm regions (see, for instance, Ref. [10]): fast supernova
shock waves with propagation velocities of 50-200 km/s destroy dust particles by
sputtering (mainly due to proton impact). The shock waves also induce turbulences,
so that dust relative velocities and dust collision rates increase. The collisions
generate smaller fragment particles and partly vaporize the dust. Growth of dust
particles takes place by agglomeration during low velocity dust—dust collisions and by
condensation of gaseous species onto existing core particles. In low-temperature
regions the lighter elements (C, H, O, N) condense onto the cores and chemical
reactions are induced by the particle and radiation environment. Complex chemical
compounds form and also parts of the lighter elements are bound in species that
survive at high temperature.

The ISM dust is studied by the polarization and the amount and spectral variation
of the interstellar extinction. The interstellar extinction is the attenuation of the stellar
brightness in the ISM caused by scattering and absorption of dust. The ISM dust is
also observed in dark nebulae (due to dense dust cloud occulting light sources) and
reflection nebulae (starlight reflected from clouds) and recently by the diffuse
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Figure 7.3 Depletion of the major dust
forming elements in the gas phase of the cold
neutral interstellar medium and in the warm
neutral interstellar medium. The figure also
shows the depletion of the local interstellar
cloud surrounding the solar system, which is a
warm cloud. The element depletions are shown
fromright to left according to the probable order
of condensation of the elements. The
logarithmic depletion shown is defined as the
decadic logarithm of the ratio of gas-phase

abundance to solar photospheric abundance.
It is assumed that the observed regions contain
the chemical elements with average cosmic
abundances (i.e., solar photospheric
abundances, indicated by the solid line) and that
the missing amounts of the species are
condensed into dust. The different values for
Mg and Si abundances suggest that the dust in
these regions has different compositions. (The
figure is adapted from Ref. [13] and further
references are given there.)

thermal emission of dust. The infrared brightness over parts of the sky forms a
filamentary structure called cirrus, presumably resulting from thermal emission of
dust being structured by dust, gas, magnetic fields, and/or interstellar radiation
interactions.

Apart from direct observations, the dust component is estimated from the
interstellar gas observations: by assuming the overall element abundance (being
solar abundance) and comparing with the actually observed elements in the gas
phase, one can attribute the depleted amount of the elements to the dust phase.
Figure 7.3 shows the depletion of the major dust forming elements C, N, O, S, Si, Mg,
Fe, Al in the cold neutral medium and in the warm neutral medium. The elements
that are missing in the gas component compared to the cosmic abundances are
associated with the dust. The variable Si content in the gas phase indicates that the Si
abundance in the dust is variable and that the alteration of the dust component
involves Si-bearing species.

Figure 7.3 also shows the depletion in the local interstellar cloud (LIC) surrounding
our solar system. The cosmic abundances are here assumed to be those of the solar
photosphere. Figure 7.4 shows the hence derived element abundances in the LIC
dust. These element abundances were used to establish a model of the LIC dust that

179



180

7 Si-nc in Astrophysics

100 - . : : - . 3
O  porous IDPs
LIC dust
10 f [ B Halley's dust
... solar abundance

Abundance normalized to Mg

O
O I
0.1 B
O
0.01 A : g : . . .
C N o] S Si Mg Fe Al

Element

Figure 7.4 Elemental composition of dustin ~ Mg-normalized composition of the solar
the local interstellar cloud (LIC dust, as derived  photosphere describing the average cosmic
fromthe element depletion in the gas phase, see  abundances. The two lines indicate the

Figure 7.3), of dust measured in the vicinity uncertainty in the abundance, as do the two
of comet Halley (Halley dust, in situ measure-  symbols that are given for some cases. The
ments from spacecraft), and of a class of abundances of comet Halley dust are assumed
interplanetary dust particles that were collected  to be uncertain by a factor of two. (This figure is
in the atmosphere (porous IDPs, laboratory adapted from Ref. [13] and further discussions
analyses). The solid dashed lines denote the of the uncertainties are given there.)

enters the solar system [13]. It is measured in-situ from spacecraft and for a
discussion of LIC dust surrounding and entering the solar system the reader is
referred to a recent review [14].

In order to explain direct observational results of dust in the ISM, Li and Green-
berg [15] described both the interstellar extinction and the polarization with a dust
model that consists of silicate core-organic refractory mantle particles, polycyclic
aromatic hydrocarbons (PAHs), and carbonaceous particles. The carbonaceous
particles consist of a refractory material of carbon and organic compounds. Other
models to explain the observations of interstellar dust also consider silicates as major
components. Following similar assumptions, the model to explain LIC dust that
enters the solar system suggests that the larger dust with masses >10"""kg
(approximately 100 nm) forms as agglomerates of core-mantle grains with the main
compounds being Mg-rich pyroxene (i.e., enstatite, MgSiOs) and Mg-rich olivine (i.e.,
forsterite, Mg,Si0,), further Fe-rich inclusions of troilite (FeS), kamacite (FeNi), and
corundum (Al,03), The mantle forms of organic refractory compounds of C, N, and
O. Silicates and carbonaceous material may separately exist in the smaller grains
(see [13]). It should be noted that assuming the core-mantle structure for the smaller
grains that form the dust particles is motivated by the picture of the formation
process, in most cases dust scattering models in which the materials are distributed
within the grain in a different way, may give similar results.
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7.4
Early Stellar Evolution and Planetary System Formation

Stars form through gravitational collapse in molecular clouds and the dust that is
processed in the ISM is incorporated into the planetary systems that form around
some of these stars. When the density in the interior of the collapsing cloud is
sufficiently large, nuclear fusion reactions commence to form a star. The outer
regions of the contracting cloud form a disk of gas and dust that partly accretes to the
star and out of which a planetary system may form (protoplanetary disk, protoplan-
etary nebula). These young stellar objects consist of the disk brightness and the
brightness of the forming star. The initially observed stellar brightness results from
the gravitational energy of the contraction, the initial nuclear reactions, and the
interaction with the accretion disk, and it is highly variable (T-Tauri stars for
Mgiar < 2Mgyp, Herbig Ae/Be stars for M &2 2-8 M.;). Many of the premain sequence
stars have circumstellar disks that possibly host planet formation, so that the system
transits to a planetary disk. The dust mass within the disk of classical T-Tauri stars
ranges, for instance, between 3 and 300 Earthmasses. The total gas mass is hard to
estimate, but dustand gas mass in the disks are sufficient so that planets could form.
The disks are optically thick over a wide spectral range, which implies that they
contain a wide spectrum of dust sizes. Dust evaporates in the inner zones of the
protoplanetary nebula and later recondenses. Even if the detailed conditions are
different and probably more complex than in stellar outflows, it is expected that
similar minerals form [7]. Dust particles grow by coagulation, and itis assumed thata
radial mixing transports dust particles from the inner regions outward. Agglomer-
ation of form dust planetesimals, these are objects of meters to hundreds of
kilometers in size that are similar to the asteroids, comets, and trans-Neptunian
objects in the solar system. Further material alteration takes place within these parent
bodies. The protoplanetary disk evolution ends when the gas component is removed
from the system (by various processes) and when planetesimals and possibly planets
have formed. Condensation of dust from the gas ceases to occur and new dust is
formed by collisional fragmentation of the planetesimals. For a description of the
transition from protoplanetary to planetary disk, the reader is refer to Takeuchi [16].

During the course of evolution of the disk, the central star evolves to its main
sequence stage. This is characterized by stable hydrogen burning in the interior of the
star, which serves as energy source for the stellar brightness. The stellar brightness
during main sequence is comparably constant in time and approximately follows a
blackbody spectrum determined by the surface temperature. The surface composi-
tion for the heavy elements has the element abundances of the interstellar cloud out
of which the star was formed. This main sequence stage, depending on the star, lasts
over hundreds of million years and the Sun is currently in its main sequence stage. In
contrast to evolved stars, the mass loss of main sequence stars is small. The mass loss
of the present Sun, for instance, is dMg,,/dt= 10" “*Maun per year and this is in the
solar wind, a hot ionized gas that streams outward from the solar corona. No dust
condensation occurs in the solar wind and its interactions with the dust component
are less important by far than the gas—dust interactions in the protoplanetary disks.
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Figure 7.5 Thermal emission of dust in the
debris disk of HD 163296 observed between 8
and 14 um (from Ref. [17]). The continuum
brightness is subtracted from the observations
and the remaining brightness is explained by

calculated thermal emission of amorphous
silicate. The remaining features are explained
with the shown emission of (crystalline)
enstatite (MgSiOs) and forsterite (Mg,SiOy)
derived from laboratory measurements at

emission of silicates in their characteristic
emission bands (silicate feature). The overall
shape of the silicate feature is described by

meteorite material. (This figure is adapted from
Kohler et al. [18].)

The protoplanetary disks are observed, among others, by their thermal emission
brightness of the dust component. Recently, dust disks have also been observed
around main sequence stars. They are considered to be planetary disks and are
referred to as Vega-like systems or debris disks. Silicates are observed as a major
component of dust in protoplanetary disks and in debris disks. For example,
Figure 7.5 shows the observed thermal emission brightness of the debris disk of
HD 163296 between 8 and 14 um (from Ref. [17]). The brightness is compared to the
characteristic emission of silicates in order to estimate the composition of the dust
shell (from Ref. [18]): The continuum brightness is subtracted from the observations
and the overall shape of the silicate feature is described by thermal emission of
amorphous silicate. The remaining features agree well with features that were
observed in laboratory measurements of crystalline silicates (enstatite, MgSiOs, and
forsterite, Mg,SiO,4). The measurements were carried out at crystalline silicates
isolated from meteorites: the enstatite was extracted from Kota-Kota, an enstatite
chondrite of type (EH3), and forsterite was extracted from Ornans, a carbonaceous
chondrite of type (CO 3.3). The petrological types (3 and 3.3) are ascribed as
unequilibrated meteorites, meaning meteorite material that experiences little alter-
ation while it was integrated into a larger parent body. The comparison of infrared
spectra suggests that the dust and small bodies observed in the circumstellar system
have an evolution history similar to that of solar system dust. The silicon is bound in
silicates and the silicates are primarily Mg-rich. The observation of crystalline
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silicates (as opposed to amorphous silicates, observed in the ISM) suggests that some
material alteration occurs in the silicates during their transition from the ISM, even if
element abundances stay similar.

7.5
Dust in the Solar System

Most of the dust observed in the solar system is produced by comets and asteroids.
The dust is distributed in the interplanetary medium between the planets and
observed from Earth in the brightness of the Zodiacal light, sunlight scattered at
the dust particles. The dust thermal emission brightness (Zodiacal emission) in the
infrared is observed from satellite. Trans-Neptunian objects supposedly produce dust
in the outer solar system (so that the solar system observed from outside would
appear as a planetary debris disk), but until now this dust has evaded observations.
Dust is frequently studied by observing comets and with in situ measurements from
spacecraft. In addition, there is information from laboratory analyses of interplan-
etary dust particles (IDPs) collected in the Earth atmosphere (IDPs). Larger solid
particles also partly survive when they enter the Earth atmosphere and their remnants
collected on the ground, called meteorites, are analyzed in great detail.

Similar to models of interstellar dust and LIC dust, models of the optical properties
of cometary dust suggest that the silicon is bound in Mg-rich silicates such as
forsterite (Mg,SiO,) and enstatite (MgSiO;). The results from laboratory measure-
ments and in situ measurements in the solar system support these models. Figure 7.4,
apart from the LIC dust, shows the element abundances of the cometary dust
measured from spacecraft close to comet Halley and of a distinct type of IDPs.
Cometary dustis believed to be relatively pristine and its thermal emission spectra are
often studied in comparison to those of circumstellar dust (see e.g., Ref. [19]). The
shown porous IDPs are believed to be the most pristine among the collected IDPs and
they possibly originate from comets. The dust particles measured at comet Halley
and the porous IDPs have similar element abundances and these are also similar to
the LIC dust. Laboratory measurements show that the majority of Si in the IDPs is
bound in silicates.

Nanodust particles most likely form in the solar system by fragmentation of larger
interplanetary dust particles, but more likely than with astronomical observations
they should be measured with in situ measurements from spacecraft [20]. Indeed,
recent plasma measurements from spacecraft near Earth orbit reveal certain events
that are suggested to result from high-velocity impacts of nanodust that is accelerated
in the solar wind [21]. There is no direct information about the composition of
nanodust in the solar system. Habbal et al. [22] explained an unidentified near-
infrared emission that they observed in the solar corona with photoluminescence
(PL) of silicon nanoparticles near the Sun. Mann and Murad [23] rejected this
explanation of the observed coronal emission since the suggested photolumines-
cence does not occur at the high temperatures of dust in the inner solar system. They
also studied the sublimation sequence of dust that approaches the Sun and on the
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basis of that suggest that metal-oxide particles form near the Sun, while SiO forms
only as an intermediate phase at larger distance and this phase usually is not stable.

During solar system formation, a certain class of dust particles, called presolar dust
grains (sometimes called “stardust”), has survived and these grains are separated
from the meteorite material. The presolar grains can have sizes up to several
micrometers and with the exception of the presolar diamonds they have sizes larger
than several 10nm. The presolar nature of the grains is evident from measured
isotopic anomalies, and the isotopic abundances can be associated with stellar
nuclear processes, in many cases of SiC and oxide grains with those in AGB stars
(see [24], for a review of presolar grains). Some other types of presolar grains are
linked by their derived isotopic composition to supernovae (a fraction of the SiC and
all silicon nitride grains). The extracted diamonds have sizes of 10 nm or smaller, and
the isotopic ratios that can confirm their presolar formation cannot be measured for
single grains. Itis suggested that at least a fraction of the detected diamond is formed
after the solar system formation, possibly within the meteorite material. Si nano-
crystals may form in a similar way within larger objects as will be discussed in
Section 7.7.

7.6
Extended Red Emission and Si Nanoparticles as a Potential Carrier

While all the previously described observations indicate that silicon is bound in
silicates or SiC, observation of the ERE stimulated investigations into silicon
nanoparticles as a component of cosmic environments. The ERE is a broad excess
brightness relative to the continuum that extends between 540 and 950nm (see
Figure 7.6). ERE was first noticed in the nebula surrounding HD 44179 (Red
Rectangle, [25, 26]) and today is regarded a phenomenon that is common to many
cosmic dust environments. The ERE is observed in reflection nebulae, dark nebulae,
planetary nebulae, HII regions, halos of (other) galaxies, and in the diffuse ISM and
cirrus (see [27], for a recent review). It peaks in most cases between 650 and 750 nm
and has a width of 60-120nm (exact numbers vary by authors and these are the
number given in Ref. [27]).

Since ERE is observed in such a wide range of cosmic environments, lumines-
cence, as opposed to thermal emission, is the probable process to generate ERE, and
photoluminescence caused by the interstellar radiation field, in particular, is a
process that can occur in all the environments considered. Also, the observational
results concerning the correlation of the ERE with the local radiation field support
photoluminescence being the mechanism [27]. Observations of the ERE in a HII
region, because the region is optically thin, allowed to derive the efficiency of the
process that generates the ERE and this efficiency is high (see e.g., [33]).

The photoluminescence process is sketched in Figure 7.7: a system (a semicon-
ductor particle) by photon absorption proceeds from the ground state to a higher
electronic state. It subsequently undergoes internal transitions (for instance, vibra-
tional or rotational transitions) to an intermediate lower level from which an optical
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Figure7.6 Comparison of ERE observations in
different objects (solid lines) and the PL of Si
nanocrystals (dashed line). The PL was
determined either by experiment for (a) and (e)
or by calculations for (b), (c), and (d). The
observations are compared with synthesized
spectra for a dust lognormal size distributions
with <d>=2.85, 3.3, and 3.6 nm and widths
(full width half maximum, FWHM) of 1.08, 1.6,
and 1.45 nmin (b), (c), and (d), respectively. The
experimental PL spectra are for an average

particle size of 2.71 nm in case (a) and 4.5 nmin
case (e). The observational data show (a) and
(e) the red rectangle, a post-AGB star/planetary
nebula; (b) NGC 2023, a reflection nebula in the
Orion constellation; (c) the halo of the galaxy
M82; and (d) NGC 2327, a HII (ionized) region.
(The observations shown are from (a) Ref. [28],
(b) Ref. [28], (c) Ref. [29], (d) Ref. [30], and
(e) Ref. [31] respectively. These figures were
reproduced from Ref. [32], with the kind
permission of Astronomy & Astrophysics).
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Figure 7.7  Principle of photoluminescence:
UV photon absorption excites an electron from
the ground state to a higher state (e.g., a

high state in the conduction band of a
semiconductor). The electron can reach a lower

back to the ground state gives rise to the
photoluminescence. In nanoparticles, the
energy levels shift (to 1 and 3’) and the bandgap
increases with decreasing size of the particle.
The presence of defects in solids increases the

chance for internal transition so that de-
excitation may occur without photoemission.

state (3) through a series of rotational or
vibrational transitions. The electronic transition

transition to the ground state is possible. The ground state is a state near the upper
level of the valence band, while the excited state is a high state in the conduction band
and the system relaxes to a lower level within the conduction band before transition
across the bandgap occurs under photon emission.

The excitation can be considered as the generation of a free electron-hole pair, the
electron being in the conduction band and the hole in the valence band.

The photon energy of the photoluminescence is close to the energy of the bandgap.
Defects in the material (e.g., impurities, disorder sites in a crystal) facilitate non-
radiative transitions to the ground state; hence, defects reduce the photolumines-
cence efficiency. Unlike the bulk material, the electrons and holes in a nanoparticle
are spatially confined and this broadens the bandgap of the material. This is referred
to as quantum confinement effect. Li [34] in a recent review of interstellar nano-
particles illustrates the broadening of the bandgap in case of quantum confinement
in terms of the Heisenberg uncertainty principle of position and momentum. The
broadening also depends on temperature. Reducing the size of particles increases the
size of the bandgap and at the same time decreases the probability of an electron-hole
pair combining without photon emission. Therefore, the photoluminescence for
nanosized particles shifts to higher energies and to higher efficiencies. A require-
ment for the occurrence of the quantum confinement effect is the “surface
passivation” of the silicon particle, meaning that the outer bonds that are not filled
with silicon atoms form other chemical bonds, for instance, a hydrogen or oxygen
bond. The lack of surface passivation (“dangling bonds”) leads to nonradiative
transitions. For a detailed discussion of optical properties of the nanoparticles and
Si nanocrystallites in particular, the reader is referred to Chapter 2.

Note that a similar luminescence process can be observed for large molecules or
molecular ions and that such systems are also discussed as potential carriers of the



7.6 Extended Red Emission and Si Nanoparticles as a Potential Carrier

3 4 5 6

L 4
| |%
| |8
=

diamond|

band gap [eV] 1 2
[. sp? sp®
amorphous [ x=0 x=1 o
»
[ graphite]
| SiC
crystalline | il
—— (Sinano part@
e R
ERE
wavelength [nm] 4204 70p 400

Figure 7.8 Bandgaps and related wavelengths
of luminescence for different carbon- and
silicon-bearing materials in comparison to the
range of energies/wavelengths where
maximum band positions of the ERE are
observed (shaded area). The bandgap positions
of the considered amorphous materials cover a
wide range. The bandgap position of
amorphous hydrogenated carbon (a-C:H) varies
with the degree of sp* hybridization of the
carbon atoms. For the amorphous
hydrogenated silicon carbide (a-Si;_,C,:H), the
bandgap varies with the concentration of C
atoms. The bandgaps of the crystalline
materials considered are more distinct. The

200

range shown for SiC includes -SiC with
bandgap at 2.4 eV and a-SiC polytypes with
bandgaps ranging from 3.0 to 3.3 eV. Bulk
silicon has a bandgap of 1.17 eV and the arrow
indicates the variation of bandgap due to
quantum confinement for particles with
decreasing size. The influence of quantum
confinement for SiC is not shown in the figure
since it has too large a bandgap compared to the
range where ERE was observed. The crystalline
carbon, where again the arrow indicates the
influences of quantum confinement, has too a
low bandgap compared to the observed ERE.
(This figure was adapted from Ref. [32] and a
detailed discussion is given there.)

ERE. Li [34], see references therein, summarizes the following suggested ERE
carriers: submicron-sized carbonaceous materials, nm-sized carbon-based materi-
als, nm-sized silicon-based materials, and particle-bombarded silicate grains. The
variation in the photoluminescence with particle size and the high efficiency of their
photoluminescence make nanoparticles good candidates for explaining ERE. Ledoux
et al. [32, 35] have systematically studied the properties of nanoparticles of several
carbon and silicon-bearing materials. Figure 7.8 shows the bandgaps of different
carbon and silicon-bearing materials in comparison to the range of energies where
maximum band positions of the ERE are observed (shaded area). Bulk silicon has a
bandgap of 1.17 eV and this increases due to quantum confinement with decreasing
particle size. The resulting wavelength range of t