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Preface

This book, a continuation of the series “Advances in Materials Research,” is
intended to provide the general basis of the science and technology of crystal
growth of silicon for solar cells. In the face of the destruction of the global
environment, the degradation of world-wide natural resources and the exhaus-
tion of energy sources in the twenty-first century, we all have a sincere desire
for a better/safer world in the future.

In these days, we strongly believe that it is important for us to rapidly
develop a new environment-friendly clean energy conversion system using solar
energy as the ultimate natural energy source. For instance, most of our natural
resources and energy sources will be exhausted within the next 100 years.
Specifically, the consumption of oil, natural gas, and uranium is a serious
problem.

Solar energy is the only ultimate natural energy source. Although 30%
of total solar energy is reflected at the earth’s surface, 70% of total solar
energy can be available for us to utilize. The available solar energy amounts
to several thousand times larger than the world’s energy consumption in 2000
of about 9,000 Mtoe (M ton oil equivalent). To manage 10% of the world’s
energy consumption at 2050 by solar energy, we must manufacture 40 GW
solar cells per year continuously for 40 years. The required silicon feedstock is
about 400,000 ton per year. We believe that this is an attainable target, since
it can be realized by increasing the world production of silicon feedstock by
12 times as much as the present production at 2005. To accomplish this target
of using solar energy for 10% of the world’s energy consumption at 2050, we
must develop several key materials to establish a clean energy cycle, taking
into consideration the lifespan of various materials.

Among the various materials, silicon, which accounts for more than 90%
of solar cells today, is undoubtedly the key, especially if we consider a large-
scale deployment. To accelerate the deployment of photovoltaic technology by
development of high-efficiency crystalline silicon solar cells, the Institute for
Materials Research (IMR), Tohoku University, organized a unique domestic
workshop in 2004 and 2005 to discuss the approach from the view point of
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materials science by putting emphasis on crystal growth. Based on the suc-
cess of the domestic workshop, the first international workshop on “Science
and Technology of Crystalline Si Solar Cells (CSSC)” was held at IMR on
2–3 October 2006, coorganized by IMR and Japan Society for the Promo-
tion of Science (JSPS), No. 161 Committee on “Science and Technology of
Crystal Growth.” The international workshop has been continued as a forum
to provide an opportunity for scientists/engineers from universities, govern-
ment institutes, and industry to meet and discuss on the latest achievements
and challenges in crystalline silicon solar cells from the viewpoint of mate-
rials science. CSSC-2 was held in Xiamen, China, on 7–9 December 2007,
and CSSC-3 was held in Trondheim, Norway, on 3–5 June 2009. In addition,
IMR and JSPS No. 161 Committee organized a special symposium on “Solar
Cells and Clean Energy Technology” in the 4th Asian Conference on Crystal
Growth and Crystal Growth Technology (CGCT-4), held in Sendai, Japan,
on 21–24 May 2008. Most of topics in this book are based on the discussions
during these symposia. The editors acknowledge all the participants in CSSC
and CGCT-4 for fruitful discussions.

There are several books on the general aspects of solar cells. However,
emphasis is mostly placed on the device physics and little attention has been
paid for crystal growth technologies. This is partly due to the misunderstand-
ing that there is no room for further improvement of crystals for solar cells.
However, this is not true even for multicrystalline Si wafers, whose macro-
scopic properties could be altered by manipulating their microstructures with
the aid of “crystal growth.” The fundamental knowledge obtained through
this book is believed to contribute to future developments of novel crystal
growth technologies for solar cell materials.

We thank JSPS No. 161 Committee of the “Science and Technology of
Crystal Growth” for supporting this book. We also wish to thank Prof. T.
Fukuda, the former chairman of the No. 161 committee, Prof. Y. Kawazoe, the
Series Editor-in-Chief, for their support and continuous encouragement. We
are grateful to Y. Maeda for her formatting assistance. Dr. C. Ascheron and
his team from Springer are gratefully acknowledged for the good collaboration.

Sendai Kazuo Nakajima
July 2009 Noritaka Usami
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Eivind J. Øvrelid∗, Kai Tang, Thorvald Engh, and Merete Tangstad

Abstract. This chapter will give a short introduction to the well-described pro-
cesses for the production of metallurgical silicon and solar grade silicon by the
Siemens process. Among the new methods for the production of solar grade sili-
con, the upgraded metallurgical silicon is a good alternative to replace the feedstock
produced by the Siemens process. Many of the new methods consist of several steps.
The most common refining processes are described in this chapter. The intention of
this chapter is to give an overview and understanding of the new processes that are
emerging and to give some tools to optimize and develop new methods for production
of solar grade silicon.

1.1 Introduction

The global energy consumption is predicted to increase dramatically every
year. Higher energy prices and public awareness for the global warming prob-
lem have opened up the market for solar cells. Today, the majority of solar cells
are made of Si. Experts believe that it will take at least a decade before other
PV technology based on other materials can be competitive. The growth in
the PV industry has, however, caused a lack of solar grade Si (SoG-Si), i.e., Si
with the required chemical purity for PV applications, resulting in increased
prices for such material. Presently, the shortage of low-cost SoG-Si is the main
factor preventing environmentally friendly solar energy from becoming a giant
in the energy market.

1.1.1 Main Supply Route Today

Scrap, a rejected and nonprime material from the semiconductor was the
main supply route in the early days of PV. Due to the fast growth of the
market, scrap is not sufficient and the main source today is nonprime polysil-
icon, deliberately produced by operating the conventional Siemens process
with more economical parameters (e.g., faster production rates, lower energy
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consumption, higher impurity levels). New processes are emerging along dif-
ferent routes: Modification of the chemical path to SoG-Si, or refining of
metallurgical Si based on metallurgical refining steps.

1.1.2 Impurities

The level of impurities tolerated in the solar cell process is becoming less
stringent with the development of the solar cells and the understanding of
the effect of each element. The impurities can be divided into three main
categories:

(1) Dopants that affect the resistivity of the Si:P, B, (As, Sb, and Al).
(2) Light elements like O, C, and N will form inclusions above the solubility

limits and is found in feedstock as SiO2, SiC, and Si3N4. These impurities
can create problems in the wafering process and during solidification. The
consequence can be structure loss in the CZ process and instability in the
MC process.

(3) Metals reduce the lifetime and the cell efficiency. Examples are Fe, Ti, Cu,
Cr, Ti, and Al. At too high-levels, metals will also give problems in the
solidification processes.

1.2 Metallurgical Si

Metallurgical Si is produced by reducing quartz by C in an electric arc furnace.
Consumable graphite electrodes are used to supply the necessary energy for
the reaction. The overall reaction in an idealized form can schematically be
written:

SiO2 + 2C + Energy = Si + 2CO(g) (1.1)

However, the scenario is more complex. The process can be looked upon as
a semicontinuous counter current process. Excavation of furnaces after cool-
down, have given a good understanding of the process. In Fig. 1.1, the inner
zone of an electric arc furnace is shown just before stoking of the furnace.

The charge mix, added at the top of the furnace, will move down through
the furnace pot. The gases that form in different zones of the furnace will
flow towards the top of the furnace. In the zone around the electrode, the
temperature is high and SiO(g) and CO(g) will form and travel to the top of
the furnace. The SiO is supposed to react with the C feed into the furnace,
to produce SiC in the prereaction zone.

2SiO(g) + C(s) = SiC(s) + CO(g) (1.2)

Both quartz and SiC will descend down to the reaction zone, that is, the
cavity around the electrodes. Here,SiO will be produced according to the two
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Fig. 1.1. The inner zone around one electrode in a Si electric arc furnace [1]

reactions:
SiO2(l) + Si(l) = SiO(g) (1.3)

and
SiC(s) + 2SiO2 = 3SiO(g) + CO(g) (1.4)

The metal will be produced according to reaction

SiC(s) + SiO(g) = Si(l) + CO(g) (1.5)

The book of Schei et al. [1] can be referred for a more detailed descrip-
tion of the carbothermic reduction process. The best description of practical
aspects is given by Andresen [2] who relates the theory, thermodynamics and
kinetics to the operation of the furnace. A thermodynamics analysis of the
carbothermic reduction of SiO2 was also given by Tuset [3].

For the solar industry, impurity control and alternative raw materials are
of great interest. In the normal metallurgical silicon production furnace, silica
is charged into the form of quartz lumps. The carbonaceous materials have
many forms like charcoal coke, coal, and wood chips. The charge is carefully
composed and the raw materials are selected to give best possible yield with
respect to Si and to avoid unwanted impurities. Also, the refractory materials
and the consumable electrodes are source of impurities. The Si from the arc
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furnace will be saturated with C at the high-temperature in the furnace and
SiC particles are precipitated as the metal cools down.

1.3 The Siemens Process

The extreme purity Si required in the photovoltaic or electronics applications
is obtained by converting metallurgical-grade Si into silanes, which are then
distilled and decomposed into pure Si. An overview of the most common path-
ways to polysilicon production, by the chemical means is given in Fig. 1.2 [4].

Today the majority of polysilicon is either produced from trichlorosilane
(TCS) or monosilane. In the TCS synthesis, Si fines in the 40 μm range are
reacted with HCl in a fluidized bed reactor. The TCS can be purified by
fractional distillation. It is possible to reduce the electric active elements
including B and phosphorus down to 1 ppm [5]. Silicontetrachloride (STC)
is produced as a byproduct in the Siemens process, and can be hydrogenated
back to TCS. The Ethyl process is an alternative method to produce SiH4

based on the byproduct SiF4 from production of fertilizers (alternatively
SiF4 + AlMH4 = SiH4 + AlMF4).

The most common way to deposit the Si is the Siemens type of deposition,
where the Si is deposited on a Si filament in a bell jar reactor. For deposition
of Si from TCS, typically a temperature of 1100◦C is applied on the seed
rods. The deposition is carried out inpresence of hydrogen, and the reaction

SiHCl3

Siemens type

depostion

Fluidized-bed

depostion

Siemens type

depostion

Fluidized-bed

depostion

SiCl4

SiH4

Redistribution

4SiHCl3       SiH4+3SiCl4

TCS-Synthesis

Si+3HCI      SiHCl3+H2

STC-Conversion

Si+3SiCl4+2H2      4SiHCl3

ETHYL-Process

SiF4+NaAIH4    SiH4

Fig. 1.2. Pathways for polysilicon production [4]
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is given by:
H2 + HSiCl3 = Si + 3HCl (1.6)

Due to the large temperature gradients in the reactor, other reactions also
occur. Silicontetrachloride is one of the major by-products, according to the
following reaction:

HCl + HSiCl3 = SiCl4 + H2 (1.7)

The decomposition processes are affected by the parameters, such as tem-
perature, gas flow rate, and TCS/hydrogen ratio. Details are given by
Mazumder [6].

For deposition of Si from monosilane, the reaction is given by:

SiH4(g) = Si(s) + 2H2(g) (1.8)

Several processes for alternative decomposition of silanes are being explored.
Examples are production of pure Si by reaction of SiCl4 with Zn (Hycore,
Natsume) and vapor to liquid extraction (Tokuyama).

1.4 Refining of Si for the PV Applications

If we consider metallurgical Si as a starting point for solar grade Si, all other
processes can be looked upon as refining process to remove certain impurities.
We have several routes or multistep processes where each step removes an
impurity or reduces the total level of impurities down to a lower level. In this
section, the most usual refining processes for removal of impurities from Si
are sketched.

1.4.1 Removal of Boron by Oxidation

B is one of the common impurities in the metallurgical grade Si. Since B is
difficult to remove by either of directional solidification or evaporation, the
oxidative refining processes are frequently used to remove B from liquid Si.

The oxygen needed for the refining reactions in oxidative refining can be
introduced either

(1) As a gas in the form of air or steam at the metal surface, or by gas-blowing
through a lance, a nozzle, or plug in the bottom of a refining vessel or

(2) In the form of SiO2 (in slag or in oxy-fluoride mixture) as an oxidizing
agent

Gas-blowing is usually combined with the addition of some kind of slag-
forming additives (e.g., CaO, MgO, and fluorides) that may also act as
oxidizing agents. The removal of B from molten Si by a steam-added plasma
can also be regarded as an oxidative refining process.

A diagram for the Gibbs energy change of oxide formation with temper-
ature (Ellingham’s diagram) is shown in Fig. 1.3. This diagram shows the
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Fig. 1.3. The Gibbs energy change of oxides formation with temperature (Elling-
ham’s diagram)

temperature dependence of the Gibbs energy change for an element react-
ing with 1mol of oxygen gas at 1 bar pressure to form oxides. The reaction
with the lowest Gibbs energy is the most stable. From the equilibrium point
of view, the oxidation of Si is more favorable than the oxidation of B. SiO
vapor will be converted to a gas species at high-temperatures, which makes
the situation more complicated.

In refining Si for solar cell applications, the dissolved elements will be
at ppb (part per billion) levels. Transport of impurities from the metal to
the reacting surface/interface will, therefore, be the rate limiting step in the
refining process. When oxygen comes in contact with Si, a boundary-layer
of oxide film forms at the metal surface as a result of the reaction between
oxygen and Si. The oxygen potential in the metal phase is then defined by
the following reaction:

1
2

(SiO2) =
1
2
Si + O (1.9)

The reaction of removal of B from Si by using basic fluxes can be expressed:

B +
3
4
(SiO2) =

3
4
Si + (BO1.5) (1.10)

The B dissolved in the liquid Si reacts with the silica in the slag. Boron
gets oxidized and enters the slag, while the silica gets reduced and enters the
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liquid melt. If we use [%B] for the concentration by mass of B in the metal,
and (%B) for the concentration of B by mass in the slag, we can write, for
the equilibrium constant:

K =
a
3/4
Si aBO1.5

a
3/4
SiO2

aB

= kx→%
(%B) γBO1.5

[%B] fB

(
aSi

aSiO2

)3/4

, (1.11)

where γB2O3 and fB are, respectively, the activity coefficients of BO1.5 and B
in slag and metal phases. kx→% is the coefficient for molar fraction to the mass
percentage. The distribution coefficient of B is given as the ratio between the
B content in the slag and the B content in the metal:

LB =
(%B)
[%B]

=
KfB

γBO1.5kx→%

(
aB2O3

aSi

)3/4

, (1.12)

where square brackets denote B dissolved in the metal and parentheses denotes
B in the slag. This distribution coefficient is a measure of the possibility for
removal of B from Si. Hence, for a given slag at a fixed temperature, the
distribution coefficient is constant.

Suzuki et al. [7] tested a number of different slag systems for the removal
of B under varying temperatures and in different atmospheres. They found
that optimal distribution coefficients (LB) exist for various fluxes (Fig. 1.4 and
Table 1.1). The maximum value obtained by Suzuki et al. was approximately
1.7 at 1,500◦C. They operated with a initial B content of 30–90mass ppm
and the experimental time varied between 1.8 and 10.8 ks. The activity of Si
was set to be 1. The experiments were conducted under CO atmosphere at
1,500◦C. Similar experiments were performed by Tanahashi [8]. Some of the
results are given in Table 1.1.

2.0

2.0 4.0

under co atmosphere

6.0

CaO/SiO2

1.5

1.0

0.5

0
0

L B

Fig. 1.4. Experimentally determined relation between LB and CaO/SiO2 ratio for
the CaO-30% CaF2–SiO2 flux [7]
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Table 1.1. Values of LB for different systems at 1,500◦C

System CaO/SiO2 LB Reference

CaO-10%MgO–SiO2(–CaF2) ∼0.9 1.7 Suzuki [7]
Ca-10%BaO–SiO2(–CaF2) ∼1 1.7 Suzuki [7]
CaO-30%CaF2–SiO2 ∼2.2 1.7 Suzuki [7]
6%NaO0,5-22%CaO–72%SiO2 ∼3.3 3.5 Tanahashi [8]

0

2

4

6

8

10

12

0.4 0.6 0.8 1.0 1.2 1.4

CaO/SiO2 ratio

L B

SiO2-CaO-10%Al2O3

SiO2-CaO-20%Al2O3

SiO2-CaO-5%Na2O

SiO2-CaO-10%Na2O

Fig. 1.5. Calculated boron distribution coefficient between SiO2–CaO–Al2O3 or
SiO2–CaO–Na2O slags and Si melt at 1,550◦C

The equilibrium B distribution coefficients between the SiO2–CaO–Al2O3

or SiO2–CaO–Na2O slags and liquid Si melt at 1,823K were also simulated
using the new assessed thermochemical databank (see Chap. 13) together
with the FACT oxide thermodynamic database [9]. Figure 1.5 shows the
calculation results. The SiO2–CaO–Al2O3 slag seems work better than the
SiO2–CaO–Na2O slag. The calculated LB values are approximately two times
higher than the experimental values, which indicate that the reaction kinetic
barriers may play important roles in the refining processes. This will be
discussed in detail in the following section.

1.4.1.1 Slag Refining in a Ladle

When a dissolved element is refined by slag treatment, as illustrated in Fig. 1.6,
it goes through following five steps:
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metall

slagg (%x)

[%x]

u

u

um,∞
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Fig. 1.6. Schematic picture of profile of impurity in metal and in slag

1. The impurity element must be transferred from the bulk metallic phase to
the metal boundary layer, [%X]b → [%X]δ

2. The impurity element must diffuse through the metal boundary layer,
[%X]δ → [%X]i

3. The metal is oxidized at the interphase between metal and slag, [%X]i →
(%X)i

4. The impurity element diffuses through the slag boundary layer, (%X)i →
(%X)δ

5. The impurity element is transferred from the slag boundary layer to slag
bulk phase, (%X)δ → (%X)b

Steps 1 and 5 depend on stirring and mixing in the metal and slag. Stirring
is often done by gas bubbling or by mechanical devices to increase the mass
transfer in the bulk phases. Hence, slag properties, such as viscosity are impor-
tant. A high-viscosity will give low velocities in the slag and hence, a low mass
transfer of the impurity element. High-viscosity also lowers the diffusivity of
the impurity element.

Steps 2 and 4 depend on the mass transfer coefficient in the metal, k, and
in the slag, ks, respectively. With the assumptions that steps 1, 5 and 3 are
must faster than step 2, the final concentration can be calculated.

A serious difficulty with refining metal by extraction to a second (slag)
phase is the problem of mixing in the slag phase. Often, the slag phase is
relatively viscous, so that it is difficult to mix the impurity element throughout
the slag. Nevertheless, here we assume that the slag phase is also “completely
mixed”. A more detailed description can be found in the book, written by
Engh [10].

Accumulation rate of x in the slag = removal rate through melt boundary
layer:

−M
d (%x)

dt
= ktρAs ([%x]− [%x]e) , (1.13)
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where [%x]e is the hypothetical concentration of the metal in equilibrium with
the actual concentration of the slag (%x), so that [%x]− [%x]e is the driving
force.

[%x]e =
γx (%x)

Kfx
. (1.14)

To integrate (1.13) over time, [%x]e must be replaced by a function of [%x].
[%x]e may be obtained in terms of [%x], if we consider that whatever leaves
the melt enters the slag:

M ([%x]in − [%x]) = Ms (%x) , (1.15)

where M , is the amount of slag. Here, we assume that the slag originally did
not contain any component x. Thus, the above equation together with (1.14)
gives

[%x]e =
γx

fxK

M

Ms
([%x]in − [%x]) . (1.16)

The driving force in (1.13) becomes

[%x]− [%x]e = [%x]
(

1 +
γxM

KfxMs

)
− γxM

KfxMs
[%x]in . (1.17)

The lowest value of [%x] attainable is when the driving force given by (1.17)
becomes zero. Then

[%x] = [%x]∞ =
M [%x]in

M + KfxMs/γx
. (1.18)

[%x]∞ is the value of [%x], when equilibrium between slag and melt is finally
reached (at time t → ∞). In terms of [%x]∞, we may write for the driving
force:

[%x]− [%x]e =
(

1 +
γxM

KfxMs

)
([%x]− [%x]∞) . (1.19)

This equation, introduced into (1.13), gives

[%x]∫
[%x]in

d [%x]
[%x]− [%x]∞

= −
t∫

0

ktρAs

M

(
1 +

γxM

KfxMs

)
dt. (1.20)

This gives, on integration and assuming that kt, yx, fx and so on do not change
with time equation (1.21). In Fig. 1.7, we see that [%x] drops exponentially
down to the value [%x]∞ given by the equilibrium between x in the melt and
in the slag.

Here, we have assumed that resistance is in the melt boundary layer. How-
ever, resistance in the slag boundary layer can also be taken into account. Then
kt is replaced by a total mass transfer coefficient that is obtained by summing
the two resistances.

[%x]− [%x]∞
[%x]in − [%x]∞

= exp
{
−ktρAst

M

(
1 +

γxM

KfxMs

)}
. (1.21)
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Fig. 1.7. The removal of an element x from metal to slag [10]

1.4.1.2 Slag Properties

Refining by slag treatment is dependent on several parameters, such as reac-
tion kinetics, diffusion of impurities, partition ratios, etc. Meanwhile, these
parameters are dependent on the type of slag and its thermophysical and
thermochemical properties. For example, viscosity, density, and interfacial
properties affect the separation of slag from the metal and the duration of
slag refining.

1.4.2 Removal of Boron by Reaction with Water Vapor

B is less volatile than Si, however, B may react with oxygen and hydrogen
at elevated temperatures to form the volatile species BHO, BO, and BH2.
To increase the temperature at the bath surface, plasma heating has been
employed in laboratory experiments. The reacting species calculated from
thermodynamic data are given by Alemany et al. [11] and shown in Fig. 1.8.
One problem is that Si will also be oxidized by the water vapor, giving some
loss of Si, both as SiO and SiO2.

1.4.3 Removal of Phosphorous by Vacuum Treatment

As soon as Si is molten, P will start to evaporate from the free surface of a
Si melt. The thermodynamics of P evaporation shows that for high P levels,
P2 is the dominating species to evaporate, but for low-concentrations, P(g)
will be the dominating species. P3(g) and P4(g) are always negligibly low in
the gas phase [12]. The partial pressures as a function of P concentration are
presented in Fig. 1.9.

Miki et al. [12] gave a relationship between the yield of Si and the attained
phosphorus concentration during vacuum treatment at 1823K, see Fig. 1.10.
This result is based on the assumptions that (1) there is no resistance in the
melt boundary layer, (2) a perfect vacuum is maintained.
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The evaporation of P can also be described by the rate equation, if P2(g)
species is neglected,

dXP

dt
= −A

V
kX0

P. (1.22)
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Then
XP

X0
P

= exp
(
−A

V
kt

)
, (1.23)

where k is the so-called specific evaporation constant. For P in liquid Si, it
was reported that k = 1 × 10−4 cm s−1 at temperatures near the melting
point of silicon. Using the experimental data reported by Suzuki et al. [7] we
evaluated the value of Ak/V . The following equation, taking the temperature
into account, can be used to determine the phosphorus content in Si melt for
the vacuum treatment:

XP = X0
P exp

[
(−1.53× 10−4 − 3× 10−7T )t

]
. (1.24)

The calculated phosphorus removal rates as a function of evaporation time
at different temperatures are shown in Fig. 1.11. The experimental results of
Suzuki et al. [7] are included in the same figure for comparison.

1.4.4 Refining by Solidification

As a part of solar grade Si production, it is necessary to cast the material
after refining. A substantial refining effect can be attained, if planar front is
achieved during the solidification. The solubility of many impurities is higher
in liquid Si than in solid Si. In directional solidification with a planar front,
there will be a clearly defined interface observed between solid and liquid Si.
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At the solid/liquid interface, the concentration of the impurities in the
solidified Si will be in equilibrium with the molten metal. The ratio between
the two concentrations is defined as the partition coefficient, given by k =
Cs/Cl, where Cs and Cl are the concentrations of solid and liquid. For k
values less than 1, there will be a refining effect. The principle of refining by
solidification is illustrated in Fig. 1.12.

Assuming that there is thermodynamic equilibrium at the solid/liquid
interface, no diffusion of impurities in solid, and complete mixing in the liquid,
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Table 1.2. Segregation of impurities in Si where k << 1

C/C0 1 2 4 8 16

fs 0 0.5 0.75 0.875 0.19375
1 − fs 1 0.5 0.25 0.125 0.0625

we can, for small values of k (for k << 1), derive a simple expression for the
concentration as a function of fraction solid.

Imagine that you start with 1 ppm in liquid, after 50% solidification, the
concentration x is doubled; after 75%, it doubled again, and so on. The reason
is the relatively much lower solubility in solid than in liquid and, therefore,
the total amount of solute in the liquid remains practically constant, while
the volume of the liquid is reduced, as solidification proceeds.

From Table 1.2, one may easily derive (1.25)

C

Cin
=

1
fs

, (1.25)

where C is the concentration of the liquid at a given fraction solid, fs, and
Cin is the concentration of the Si when solidification begins. Note that the
segregation pattern in (1.25) is independent of k, under the given assumptions.

A more general equation is the well-known Scheil’s equation:

C

Cin
= (1− fs)

k−1
. (1.26)

Obviously, Scheil’s equation (predicting an infinite solute concentration
when the solid fraction becomes 1) is invalid above a certain system-specific
liquid concentration, where the remaining liquid solidifies by some eutectic
reaction.

In the industrial process, we want to cut-off the high-concentration area
and use the remaining material. The average concentration of the remaining
material for a given cut-off fraction is given by integration of the Scheil equa-
tion. Replacing fs with 1−f , where f is fraction remaining liquid, gives for
the solid:

Cs

Cin
= kfk−1. (1.27)

Integrating (1.27) from f = 1 to f gives the refining ratio [12], where C̄s is the
mean relative impurity content of the solid, Cin is the initial concentration of
the metal to be refined.

C̄s

Cin
=

k

1− f

1∫
f

fk−1df =
1− fk

1− f
. (1.28)
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For double solidification, the mean relative impurity content in the cut-off
fraction becomes the initial concentration in the second solidification process,
giving:

C̄s2

Cin
=

C̄s1

Cin

C̄s2

C̄s1
=
(

1− fk

1− f

)2

. (1.29)

The value for the segregation coefficient of Al in the Czochralski process has
been reported to be kAl = 0.002. We wanted to check if this value is valid
for our 12 kg lab-scale furnace. An ingot was made with 8 ppm Al, and the
concentration in the ingot was determined from the resistivity. The results
are shown in Fig. 1.13 and calculations showed that a value of kAl = 0.003
fitted better to the measured values. Using (1.29) for cut-off at fs = 0.9 and
one time directional solidification, we can see that the difference in C̄s for
k = 0.002 and k = 0.003 is C̄s(0.002) = 0.04 ppm and C̄s(0.003) = 0.06,
respectively. The refining ratio for one and two times directional solidification
of Al is shown in Fig. 1.14.

1.4.4.1 Factors that Reduces the Refining Efficiency
and the Stability of Crystallization

From our example, we could see that for our lab-scale furnace with only one
impurity element, the segregation follows closely to the ideal case. The differ-
ence between the ideal case measured in the Czochralski material, where the
stirring and resulting transport of solutes from the interface is good, and our
casting furnace with relatively low melt velocities (V ∼ 1.5–2 mm s−1 Meese
et al. [20]) is due to the build up of impurities during the solidification due
to low transport of solute from the interface to bulk and due to recirculation
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Fig. 1.14. Refining ratio of Al for 1 or 2 times directional solidification assuming
k = 0.002 and 10% cut-off

zones in the melt. The recirculation zones will act as independent zones in the
furnace with reduced exchange of heat and impurities, giving macrosegrega-
tion and possible breakdown of the solidification front. For a larger furnace,
this picture is even more complicated.

Another problem for high-levels of impurities is possible breakdown of the
solidification front. Figure 1.15 shows a cross section of a 12 kg ingot, where
the Si contained both Al and Fe in the 100ppm range (total). Examination of
the ingot showed that after the breakdown, small particles (AlFeSi) could be
found in the grain boundaries. Analysis of the material by chemical methods
showed that the composition after the breakdown was in the same range as
that of initial composition, Cin.

1.4.5 Solvent Refining

During solidification of a Al–Si melt, the first phase that precipitated is solid
Si. Most of the impurity elements have higher solubility in the liquid alloy than
in solid Si and can, therefore, effectively be removed by the solvent refining
method. The Si will of course be saturated with Al, which has to be removed
at a later stage.

The segregation coefficient of an impurity can be expressed as

ki =
xS

i

xL
i

=
γL
i

γS
i

exp
(−ΔG0

i

RT

)
, (1.30)
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Fig. 1.15. Picture that shows breakdown of the solidification front in MC Si

where xS
i and xL

i are the molar fractions of impurity in solid and liquid phase,
respectively. γS

i and γL
i are the corresponding activity coefficients. ΔG0

i refers
the Gibbs energy of fusion of impurity. The principle of selecting solvent is
such that it can increase the solid activity coefficient and/or reduce liquid
activity coefficient. The choice of solvent also greatly depends on the ter-
minal solubility, which is decided by careful examination of the solvus line
of the equilibrium phase diagram. It is desirable that the solute precipitates
retrogradely.

Over the past decades, several papers were published regarding purification
of Si using molten aluminium as solvent [13–16]. Yoshikawa and Morita [17]
have estimated the segregation coefficient for various elements between solid
Si and the Si–Al melt (Table 1.3).

We also used the new assessed thermodynamic database (see Chap. 13) to
evaluate the possible candidates for the solvent refining of B in Si. Figure 1.16
shows the calculated B and P segregation coefficients in Si–Al melts, which
are close to the experimental values. The model also predicts that the removal
of B by Si–Zn melt is even better than the Si–Al melt.

1.4.6 Removal of Impurities by Leaching

Solidified metallurgical Si consists of relatively pure Si with most of the impu-
rities present as additional phases between these crystals. The impurities can
be removed by crushing and subsequent etching, giving Si grains at approxi-
mately 2 mm. If 5% Ca is added to the molten Si, the impurities will be found
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Table 1.3. Segregation ratio between solid Si and Si–Al melt

Element Segregation ratio between solid Si kEq = xs/xl

and Si–Al melt

Temperature 1,073◦K 1,273◦K 1,473◦K

Iron 1.7 E-11 5.9 E-9 3.0 E-7 6.4 E-6
Titanium 3.8 E-9 1.6 E-7 9.6 E-7 2.0 E-6
Chromium 4.9 E-10 2.5 E-8 2.5 E-7 1.1 E-5
Manganese 3.4 E-10 4.5 E-8 9.9 E-7 1.3 E-5
Nickel 1.3 E-9 1.6 E-7 4.5 E-6 1.3 E-4
Copper 9.2 E-8 4.4 E-6 2.5 E-5 4.0 E-4
Zinc 2.2 E-9 1.2 E-7 2.1 E-6 1.0 E-5
Gallium 2.1 E-4 8.9 E-4 2.4 E-3 8.0 E-3
Indium 1.1 E-5 4.9 E-5 1.5 E-4 4.0 E-4
Antimony 3.4 E-3 3.7 E-3 8.2 E-3 2.3 E-2
Lead 9.7 E-5 2.9 E-4 1.0 E-3 2.0 E-13
Bismuth 1.3 E-6 2.1 E-5 1.7 E-4 7.0 E-4
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Fig. 1.16. The segregation coefficients of B and P in the Si–Al and Si–Zn melts

as small grains in the calcium disilicide phase, CaSi2. If 5% Ca is added to the
alloy before casting, the impurities will be precipitated into the CaSi2 phase
that forms between the Si grains as seen in Fig. 1.17.
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1.4.7 Electrolysis/Electrochemical Purification

This route has been investigated only on a lab-scale [21,22]. This could be a
viable process in the long term for low-cost and with low-energy consumption.
The principle of the three-layer electrorefining of Si in molten oxides is shown
in Fig. 1.18. The anode is a mixture of Cu and Si (the Cu makes it denser),
and the electrolyte is a mixture of oxides that is less dense than the alloy. The
purified Si is the cathode.

1.4.8 Removal of Inclusions by Settling

Settling can be modeled by Stokes law, in which the force on particles due to
gravity and the difference in density of SiC and Si is balanced with the drag
on the particles as shown schematically in Fig. 1.19.
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Fd = 6πμau

Fg = Δ ρ g v

SiC

Fig. 1.19. Forces that acts on a particle (left) and a schematic drawing of the
settling reactor (right). (V is the volume of the particle.)

The resulting equation for the settling velocity in the bulk melt for small
particles (Rep < 2):

ur =
2Δρga2

ρν9
(1.31)

where Δρ = 770 kg m−3 is the difference in density between Si and SiC, a is
the particle radius, g is the acceleration due to gravity, and ν is the kinetic
viscosity, ν = μ/ρ.

Using the settling velocity as mass transfer coefficient and assuming com-
plete mixing in the reactor, the refining efficiency for spherical particles is
given by:

C

C0
= exp

(
−Aur

V
t

)
. (1.32)

The term A is the area of the bottom of the reactor and V is the volume
of the reactor, C0 is initial concentration of particles, C is the concentration
at a given time t. Here, we have used the approximation that the settling
velocity at the bottom is the same as in the bulk melt. In Fig. 1.20, the refining
efficiency for different settling times is presented as a function of particle size.
We can see from the figure that after 1 h, 10 μm particles are removed down
to 15% of the initial concentration, while almost all 20 μm are removed. These
numbers were used to design a pilot scale reactor. Experiments were performed
with SOLSILC material, initially containing 700ppmw of C. After the settling
process, the concentration of C in liquid Si was less than 50 ppm [19].

1.4.9 Removal of Inclusions by Filtration

Inclusions can also be removed by filtration. The minimum level for removal
of impurities like N, O, and C is down to the equilibrium level at the filtration
temperature between the dissolved element and the corresponding inclusions
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Fig. 1.20. Theoretical settling curves for SiC in Si and the ratio A/V = 1.8 m−1

Fig. 1.21. Pictures from cross section of graphite filter after filtration of Si.
Left : Electron microscope. Right : Light microscope. Gray particles are SiC

SiO2, SiC, and Si3N4 that are going to be removed [23]. Usually, filters have
less than 100% filtration efficiency, meaning that some of the particles will
escape through the filter. The principle and theory is the same as for other
metals, but great care has to be taken to find filter materials that do not
contaminate the Si. The pictures in Fig. 1.21 shows how the particles stick to
the walls of the filter.
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Czochralski Silicon Crystal Growth
for Photovoltaic Applications

Chung-Wen Lan∗, Chao-Kuan Hsieh, and Wen-Chin Hsu

Abstract. The fast growing photovoltaic market is mainly based on crystalline
silicon. The strong demand on silicon requires wafer manufacturers to produce
high-quality material through high productivity processes with low-cost. Due to the
higher energy conversion efficiency of single crystalline silicon (sc-Si), the Czochralski
(Cz) pulling remains the key technology in photovoltaics. However, when compared
with the multicrystalline silicon (mc-Si) production by the directional solidification,
the current Cz technology is still more costly, due to the lower throughput and more
energy consumption. Therefore, to retain the competition of sc-Si in the PV market,
high efficient Cz ingot pulling is needed. In this chapter, we discuss some important
issues in the Cz sc-Si production. Special focuses will be on the hot-zone design and
multiple charges. The implementation of these concepts has led to significant cost
reduction and yield improvement for both 6 in. and 8 in.-diameter solar-grade silicon
in production. Some comments for the future development are also given.

2.1 Introduction

Photovoltaics (PV) is solar electric power that converts sunlight to electricity.
Although the research and development of PV technology have been over 50
years, the solar market growth was slow until recent years due to the supports
of various incentive programs, particularly in Japan and Europe. As a result,
over the last 5 years, the markets have grown by an average of more than 35%.
In 2007 alone, about 4GWp PV modules were produced [1]. Among them,
approximately 45% of the silicon was grown by the Czochralski (Cz) method,
i.e., the same method for producing silicon for semiconductor industry. How-
ever, the module price drops in a rate of 20% per year, in which about 50% of
the cost is attributed to the ingot and wafer production [2,3]. Therefore, how
to reduce the production cost and increase the yield, without sacrificing much
the quality, remains the key issue for crystal growers. Meanwhile, the low-cost
and high-productivity of multicrystalline silicon (mc-Si) by casting has been
increasing the market share, due to its higher throughput and lower energy
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consumption. This also imposes a great challenge on Cz silicon producers to
improve their process and lower the cost.

On one hand, the production per hour (PPH) is about 7 kg h−1for a current
advanced GT 450 directional solidification (DS) furnace for a period of 50 h in
production (with a growth rate of 2 mmh−1). On the other hand, for a
Cz puller with 100 kg charge and 30 h growth time (with a pulling rate of
50 mmh−1), the PPH is about 2 kg h−1. On the other hand, the energy con-
sumption for a DS furnace is about 10 kWhkg−1, but for a Cz puller it is more
than 30 kWhkg−1. In terms of main power productivity, it could be 5–10 times
more for the Cz growth depending on the level of automation. Therefore, to
keep the Cz sc-Si growth competitive in the PV market, in addition to the
significant improvement in the production efficiency, the high silicon quality
is also crucial. Indeed, the improvement of 1% in solar conversion efficiency,
which strongly relies on the crystal quality, could reduce the cell production
cost about 7%, and the sc-Si production cost needs to be compensated by the
cell production cost.

Efforts to improve Cz silicon growth usually focus on the hot-zone designs
[4–11], multiple charges [12], crucible developments for lower cost and longer
lifetime [13,14], and growth ambient control to reduce argon consumption and
improve the yield [7,11]. At the same time, increasing charge, ingot diameter
and length are also very useful to the throughput, in terms of PPH. Although
using continuous casting is particularly effective on PPH, little effort has been
paid until recently by SUMCO using the electromagnetic continuous cast-
ing (EMCC). In general, the PPH with the Cz process is typically about
1.5 kg h−1, and for the mc-Si process, such as the heat exchanger method
(HEM) [15] is about 3.5 kg h−1 with energy and material costs being much
lower [15,16]. The silicon charge up to 650kg has been reported recently, but
the largest charge available for DS furnaces in the market for DS is about
450kg. Therefore, to be competitive with the mc-Si process, significant pro-
cess improvement, especially on high-speed pulling and multiple charges, for
Cz growth is very important. The joint effort of Siemens Solar Industries (SSI)
and Northwest Energy Efficiency Alliance (NEEA) is a successful story that
the power reduction was more than 40% [7]. With multiple charges, a PPH
up to 1.7 kg h−1 was achieved [12]. In 2001, we also launched a similar project
for high-efficient solar ingot growth, mainly for 5.5 in.-diameter solar ingots
[11]. The project ended in 2003, and the improvement was better than that
reported by SSI/NEEA. The reduction of power and argon consumptions was
65% and 53%, respectively. In addition, the pulling speed was increased 44%,
and the yield with multiple charges was increased up to 31%. With the ini-
tial success, at the end of 2003, the effort was shifted to 8 in.-diameter solar
ingots using the same type of furnaces. With an improved hot-zone, a PPH
up to 2 kg h−1 could be achieved for single charge. In this chapter, we briefly
discuss the typical approaches toward the efficient solar ingot growth. Some
comments for the future development are given as well.
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2.2 Hot-Zone Design

Most of the hot-zone designs have been focused on the improvement in ingot
quality for Cz silicon growth [4–7,10]. However, for PV applications, the cost
of ingot pulling is one of the major concerns, while the specifications for
ingot quality are much flexible. Therefore, an efficient hot-zone for solar ingot
growth is usually focused on the lower power consumption and the higher
ingot pulling speed. With an effective hot-zone, the usage of the consumables,
such as argon and graphite components (mainly the heater and susceptor),
could also be significantly reduced. Computer simulation has been a useful
tool for the hot-zone design, and several computer packages are available [17–
19]. The calculated results are reliable if thermal properties are reasonably
accurate [20]. We have been using STHAMAS [18] as a simulation tool for
hot-zone designs, and the time for experimental trial-and-error has been sig-
nificantly reduced. STHAMAS is a finite-volume based simulation package
for axisymmetric growth systems developed by Muller’s group in Germany.
Melt and gas convections, as well as the face-to-face radiative heat transfer,
are considered in this model. Figure 2.1 illustrates the approach for hot-zone
design used in our research project. To ensure the reliability of the simulated
result, benchmark comparison is very important. The inconsistency requires
careful judgment, and sometimes tuning thermal data is inevitable because
some simplifications are made in the simulation. This is particularly true for
the bottom insulation. In reality, with four electrodes there, it is far away
from axisymmetric.

For example, the hot-zone of a Kayex CG6000 puller, as shown in Fig. 2.2a
has the crystal diameter of 5.5 in. and quartz crucible of 16 in.. The hot-zone
could be divided into six major components: (1) radiation shield (or cone);
(2) top side insulation; (3) additional side insulation; (4) bottom insulation;
(5) top-wall insulation; and (6) argon venting. The default hot-zone from
Kayex did not include the cone and the top-wall insulation. The room for the
bottom and side-wall insulations was still large. The temperature distribution
calculated by STHAMAS is also shown on the left hand side of Fig. 2.2a,

Fig. 2.1. A typical hot-zone design approach; the preparation of hot-zone parts
could take several months
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Fig. 2.2. (a) Schematic representation of the hot-zone (six major components) for
a Kayex CG6000 puller using 16 in. crucible; typical thermal (left) and argon flow
fields (right) are shown; (b) photographs for the molybdenum (top) and the graphite
(bottom) cones

while on the right hand side, the argon flow field is shown. Both molybdenum
(Mo) and graphite with coating have been considered for the cone material.
Figure 2.2b shows the photographs of both cones. The lifetime of both cones
is long, but the Mo cone is more robust and can be cleaned easily by sand
blast.

2.2.1 Power and Growth Speed

The main purpose of using the cone is to block the thermal radiation from the
melt to crystal, so that the crystal can be cooler and pulled faster. Such an
idea can be easily understood from the energy balance at the growth interface:

kSGS − kLGL = ρSΔHV, (2.1)

where kS and kL are the thermal conductivities of the crystal and melt, while
GS and GL are the thermal gradients in the solid and melt, respectively; ρS

is the density, ΔH heat of fusion, and V the pulling speed. Obviously, as the
thermal gradient GS in the crystal is increased, the growth rate V can also



2 Czochralski Silicon Crystal Growth for Photovoltaic Applications 29

Fig. 2.3. History of power consumption and growth speed with and without molyb-
denum cone; the simulated data in power consumptions are included (diamond
symbols) for comparison

be increased. The cone is used not only to block the thermal radiation, but
also to reflect the radiation back to the melt. Hence, the cone material needs
to have a high-reflectivity and can be operated at high-temperature, such as
molybdenum. Graphite is also often used because of the low-cost. To enhance
the reflectivity of the graphite cone, SiC or Pyrolitic Carbon (PC) coating
can be used. Figure 2.3 shows the comparison of the power and pulling speed
for the growth of 5.5 in.-diameter silicon without and with the Mo cone; other
insulation options were not installed in this case. As shown, with the Mo
cone, the power consumption was greatly reduced (from about 105 to 75 kW)
and the growth speed was significantly increased. The average growth rate
in the body (more than 50 mmh−1) was increased as well; the growth rate
at the body length of 200mm was up to 76 mmh−1 and the crystal quality
and RRV (radial resistance variation) were still better than the original one.
The better RRV for the wafer was due to the smaller interface concavity. The
power consumptions predicted by STHAMAS were quite satisfactory for both
cases. In addition to being as a radiation shield, the cone can be designed as
a thermal insulator as well. In such a case, a composite cone is preferred.

To further reduce the power consumption, effective insulation is neces-
sary. Through a few tests, we have found that the bottom insulation plays
a critical role. With good bottom insulation, the power consumption could
be further reduced to about 50 kW during the body growth. Figure 2.4 shows
the improvements of several hot-zone designs on the power consumptions and
growth speeds. The standard design (STD) refers to the original hot-zones,
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Fig. 2.4. Power (top) and pulling speed (bottom) histories for different hot-zone
designs; the standard design (STD) and high-performance design (HPD) refer to
the original default design and the computer-added one

and the high-performance design (HPD) refers to the design screened by com-
puter simulations. As shown, an average growth speed of 80 mmh−1 can be
achieved. Adding a cooling ring to cool down the crystal can further increase
the growth speed, while reducing the interface concavity.

2.2.2 Interface Shape and Thermal Stress

Besides the lower power consumption and the faster pulling speed, an impor-
tant benefit from the hot-zone design is the small interface deformation. Using
the cone is an effective way to reduce the interface concavity. According to
simulation, it is found that the cone shape and cone material are the two major
factors for the interface control. In general, the cone edge needs to be close to
the melt/crystal/gas trijunction line as much as possible [11]. Nevertheless,
lowering the cone position increases the risk of melt splashing. The simulation
result also reveals that the smaller interface concavity gives a smaller von Miss
thermal stress, which is usually concentrated at the trijunction line [11, 21].
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In addition to the pulling stage, a proper hot-zone design is also useful for
melting and cooling down. For example, during melting down, the crucible
position is the lowest, and the radial heating could generate significant thermal
gradients and, thus, thermal stress in the crucible. This increases the risk of
crucible breakage. The bottom heater is the most effective way to reduce such
thermal gradients. However, to save power consumption, the bottom heater
is usually turned off during the pulling stage. The power ratio control of both
heaters is not easy, but again computer simulation is very useful to optimize
the setting. According to our experience, as reported in [11], the additional
side and top insulations are less effective. Since the graphite felt is not cheap,
using an effective insulation is necessary to reduce the cost.

2.2.3 Argon Consumption and Graphite Degradation

During silicon growth, oxygen is dissolved from the crucible into the melt,
forming silicon monoxide (SiO). Carrying SiO away from the melt by argon
flow is very important in practice as too much deposition of SiO particles
on cooler surfaces, such as the chamber wall, crucible inner wall, and ingot
surface, could cause problems when the particles fall down to the melt. The
structure integrity is lost, i.e., having dislocations, if the particles get into the
growing crystal; then, the growth needs to be restarted and PPH or growth
yield is significantly affected. Therefore, the argon flow rate and its path are
important to avoid the catastrophe. Further, with the cone, it is observed that
argon flow consumption could be significantly reduced. The major reason is
that the flow space between the cone and the melt is small and the argon
flow across the melt surface becomes faster. Accordingly, the removal of SiO
from the melt surface is more effective. The argon flow rate could be reduced
from 60 to 15 slpm in our study. This corresponds to 27 cf per kg of Si; the
original was 93 cf per kg. The argon flow path is shown by the vector field on
the right hand side of Fig. 2.2a. With the cone, near the melt surface, no flow
circulation is found, which is believed to be useful in minimizing the falling
of SiO particles from the upper cooler surfaces. Nevertheless, the upper part
of the cone still has significant SiO deposition. With the top-wall insulation
or a composite cone, the deposition is reduced and its position is higher due
to the increase of cone temperature.

Besides the argon consumption, the original argon flow path has to run
through the graphite heater and SiO reacts with graphite forming silicon
carbide. This deteriorates the heater and shortens heater’s lifetime. The same
is true for graphic susceptor. By redirecting argon to the side insulation, it is
found that the heater lifetime, as well as that of the graphite susceptor, could
be significantly elongated. Over the project period, heater lifetime is increased
to 4,600h from the original lifetime of 3,000h. The lifetime of the graphite
crucible (susceptor) is increased to 1,500h, which is almost double that of the
original one (880 h). Figure 2.5 shows the photographs of the heater before
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Fig. 2.5. Graphite heaters after growth: (a) without redirected argon flow; (b) with
redirected argon flow

(Fig. 2.5a) and after (Fig. 2.5b) the venting pipe was installed. As shown, as
argon is redirected to the side wall, the deposition of SiO on the heater is
significantly reduced after crystal growth.

In addition to the cleaner heater, with the cone and the redirected argon
flow, the grown crystal surface is found very shining, without any surface
oxidation. Figure 2.6 shows the photographs of 5.5 in.- (Fig. 2.6a) and 8 in.-
diameter solar ingots. The left two ingots were grown without using the cone.
As shown, the colorful oxidation rings are clear. Furthermore, with the cone,
the melt leftover in the crucible could be significantly reduced because silicon
remains molten near the end of the growth due to the less radiation heat loss.
As a result, the wastage of material is reduced significantly. For the same
amount of charge, the pulled crystal is, thus, longer.

2.2.4 Yield Enhancement

The yield for dislocation-free growth is the most important factor for PPH.
In addition to cost reduction and pulling speed enhancement, a successful
pulling without losing structure integrity, i.e., dislocation-free, is extremely
important. Once a dislocation is generated during growth, the growth needs
to be restarted over, which significantly reduces the production yield. It is
believed that particles are responsible for the formation of the dislocations.
Therefore, beside the quality of polysilicon raw material, particles due to cru-
cible erosion and SiO deposits peeling off from the top surfaces need to be
carefully prevented. This could be done by using a coated crucible and an effec-
tive argon venting design. Reducing the argon flow resistance and preventing
flow recirculation are found to be useful. The lower crucible temperature due
to the lower heating power also reduces silica erosion and particle generation.
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Fig. 2.6. Photographs of grown crystals: (a) 5.5-in. diameter; (b) 8 in.-diameter;
the left two ingots in (a) were grown from the hot-zone without the radiation shield,
so that the oxidation rings are clear on the surface

2.3 Continuous Charge

2.3.1 Multiple Charges

As mentioned, the PPH for 6–8 in.-diameter ingot growth is usually below
2 kg h−1, while HEM mc-Si casting can easily reach 3–4 kg h−1. The main
reason is that a batch charge for HEM is up to 240–300kg, while a typical
charge for a Cz puller, such as Kayex 6000 for 6–8 in. ingot growth, is much less
than 100kg. Therefore, to increase PPH, one has to either increase the charge
by using a larger crucible or use continuous charging. Since the traditional
crystal pulling is a batch process, the chamber for holding the crystal has a
limited length. Therefore, continuous charging is difficult. An alternative is
to have multiple charges. In other words, after a crystal is pulled out and
removed, without cooling down, the new material can be fed from the feeder.
In SSI, this kind of feeder has been used, and the PPH for 6 in.-diameter ingots
has been pushed to 1.7 kg h−1 [12], and ten crystals could be pulled out from
one silica crucible. A similar design has also been adopted for semiconductor
applications. Figure 2.7 shows a typical Kayex 150 puller with the installation
of the feeder and the recharge tank. Typically, the feeder requires granular or
small-chunk polysilicon. This kind of multiple charges can save the time for
cooling down and, thus, improve PPH. Since several crystals can be pulled
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Fig. 2.7. Recharge system for a Kayex 150 puller: (a) photograph showing a recharge
tank; (b) the feeder design (top) and the feeding of granular silicon (bottom) (Curtsy
of Taisil Electronic Materials Inc., Taiwan)

out from one crucible, the crucible cost per kg silicon is greatly reduced.
Typically, five crystals (100–150kg each) can be pulled out from a 22 in.-
diameter crucible for semiconductor applications. If such a puller is used for
solar ingot with a proper hot-zone design for a high pulling speed, a PPH
comparable to HEM casting can be anticipated.

For semiconductor applications, the problems of using multiple charges are
metal contaminations during recharge and impurity accumulation in the cru-
cible. The former problem can be resolved by a careful design of the feeder and
the material used. However, for impurity accumulation, one has to use high-
purity granular polysilicon. Fortunately, for solar-grade silicon, both problems
are greatly relieved because of the lower purity requirement. The improvement
of PPH further reduces the specific energy consumption (kWh/kg). In SSI,
with multiple charges, overall specific energy saving is over 51% [7]. In SAS,
before the project, the electricity consumption was 59.1 kWhkg−1. After the
hot-zone optimization and using multiple charges, the electricity consump-
tion was reduced to only 17.4 kWhkg−1 for 5.5 in.-diameter ingots. For 8-in.
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silicon, this figure is even lower due to the high PPH; the power consumption
during growth needs to be below 65 kW.

2.3.2 Coated Crucible

The quartz crucible is a major cost for solar-grade ingot production, because
no cheaper crucibles are available for PV applications. The production of
quartz crucibles is quite tedious. The outer layer of the quartz crucible, the
so-called bubble layer, needs to be less dense to make the crucible a good
insulator, while the inner layer has to be prepared with a denser and stronger
amorphous structure. During crystal growth at high-temperature, the devit-
rification of silica forms crystobalite and it is often detached from the crucible
surface and cause dislocations in the growing crystal. For multiple charges,
due to the long time operation, the situation is even worse. Therefore, a special
coating on the inner crucible surface is necessary. Typically, a dense barium
silicate coated layer is used [13]. In this GE patent, barium oxide is used as a
good devitrification promoter that helps forming a uniform dissolution layer
on the crucible inner surface during crystal growth. Hence, particle genera-
tion is reduced. There are also other methods to improve the crucible’s inner
surface for reducing erosion and particle generation [14]. Of course, if other
materials, such as Si3N4-coated carbon [22] can be used or the crucible could
be reused, and the cost could be further reduced. Again, carbon contamination
remains a great concern.

2.3.3 Large Size and Continuous Growth

As discussed in (2.1), the increase in the crystal thermal gradient can increase
the pulling rate. However, the gradient (Gs) needs to be kept constant over the
entire interface during the whole growth period, and cannot be too high for
thermal-stress reason. In addition, crystal quality usually decreases with the
increasing cooling rate (GSV ). Therefore, the highest pulling rate is usually
below 100 mmh−1 for Cz silicon, and about 30 mmh−1 for HEM mc-Si casting.
Moreover, thermal instability often occurs at the edge of the interface due to
the larger radial cooling. Hence, as a general rule, to ensure thermal stability
and a planar interface, the ratio of volume to surface must be as large as
possible [23]. Of course, the availability of large and reliable silica crucibles
and furnaces at an affordable price has to be considered. The cost of graphite
heaters and elements cannot be ignored as well. In addition, from the investor
point of view, the higher capital investment somehow discourages the use of
large pullers for cheaper products. Therefore, large pullers, such as Kayex 150
or higher models, have not yet been used for solar ingot production.

However, the cost for equipments and parts increases rapidly with the
size. Therefore, without increasing the diameter for an economic ingot pro-
duction, a continuous process should be considered seriously in the near future.
In fact, among the available crystal growth techniques for PV applications,
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Cz and HEM are the only batch processes. Others, such as edge-defined
film-fed growth (EFG), are continuous. Semicontinuous Cz, i.e., using mul-
tiple charges, has been widely used. Recently, the electromagnetic continuous
pulling (EMCP) process [24] combining the advantages of cold crucible melt-
ing (no crucible consumption and low-pollution) with those of continuous
casting has been proposed for PV silicon. Similarly, ingot growth using a
square die with a continuous feeding could be a feasible process. The floating-
zone technique can also be useful. In fact, Topsil’s PV-FZ silicon ingots are
available in the market; the solar cell conversion efficiency could be greater
than 22% easily. Thanks to the high thermal gradients and crucible free of the
FZ technique, its PPH can be very high. However, the pulling of mc-Si by the
Cz method could be an interesting consideration; the effort for seeding and
keeping structure integrity is removed. Otherwise, the use of a long crucible is
a simple way to increase PPH. The same is true for HEM. Furthermore, the
less puller stations for the same amount of ingot production also imply the
lower personal cost.

2.4 Crystal Quality Improvement

Finally, since crystal quality is directly related to solar cell efficiency, it has
to be taken into account for the overall PV cost. In general, the sc-Si ingot
is pulled in the <100> direction and this is preferred in the alkaline tex-
turing for the inverted pyramids during solar cell fabrication. Also, because
(111) slip planes are oblique to the growth direction, dislocations generated
can propagated outward to the crystal surface leading to a dislocation-free
ingot. Such an advantage allows the dislocation-free ingot to be pulled at
an extremely high pulling rate. One of the major indicators for the solar-
cell performance of a wafer is the lifetime of minority-carriers. The control
of oxygen and carbon contents has been found important to improve the
minority-carrier lifetime. Especially, for N-type silicon, oxygen precipitates
usually reduce the minority-carrier lifetime due to the formation of the inter-
face traps at the oxide surfaces [25]. Transition metals are detrimental as well
[26]. Boron doped P-type silicon has been found to have a severe light-induced
degradation due to a recombination-active boron/oxygen complex, as a result
of the reaction involving substitutional boron atoms and interstitial oxygen
dimers [27]. Although a special 200◦C annealing treatment has been proposed
to resolve this problem recently [28], the low-oxygen ingots are still preferred
in applications. The oxygen content in the grown crystal is affected by many
factors. However, crucible temperature is believed to be an important one.
With a lower crucible temperature, the oxygen dissolution into the melt is
less. Based on the hot-zone simulation [11], we observed that the crucible
temperature in contact with the melt decreases with the decreasing power
consumption. Therefore, an energy-saving design is favored for the lower oxy-
gen content. In our hot-zone design, the oxygen content has been reduced to



2 Czochralski Silicon Crystal Growth for Photovoltaic Applications 37

about 17 ppma in the head and 12 ppma in the tail for 5.5 in.-diameter ingots.
The average minority-carrier lifetime is longer than 60 μs.

Similar to oxygen, carbon is also detrimental. In Cz silicon growth, carbon
is released mainly from the graphite heater and susceptor, as well as raw
polysilicon. Therefore, the control of argon flow path is important to reduce
carbon contamination. In fact, after redirecting the argon flow, even with
a flow rate of 15 slpm, our hot-zone always keeps the carbon content below
0.03ppma.

In addition to oxygen and carbon, transition metals and types A and B
swirls have also negative effect on the minority-carrier lifetime [29]. Therefore,
controlling the growth at a high V/G ratio for getting a vacancy-rich ingot
[30,31] is helpful. Still, near the crystal shoulder, due to the higher cooling rate
there, getting vacancy-rich is difficult, unless an exceptional high pulling rate
is used. Accordingly, the oxidation-induced-stacking-fault ring (OISF-ring),
which a visible boundary roughly separating the vacancy-rich (inside) and
the self-interstitial-rich regions (outside), is often observed in the solar ingot
near the shoulder. The lifetime of the minority carriers is also shorter there.
Again, with the improved growth speed using a high-performance hot-zone,
the grown ingot can be almost vacancy rich, and the portion of interstitial
rich is significantly reduced. However, there is always a trade-off on the high
growth rate. Because the cooling rate, i.e., V GS, is proportional to the pulling
rate, and the minority-carrier lifetime usually decreases with the increasing
cooling rate [29], finding an optimal V/G is necessary for crystal quality.

2.5 Conclusions and Comments

With the dramatic increase of the demand on silicon solar ingots since 2003,
the price of the solar silicon has increased rapidly in conjunction with the
soaring price of raw polysilicon. Such a demand is believed to continue for
another 2 or 3 years. Indeed, this should be an incentive for silicon producers
to switch their interest from IC to PV industries. However, it is also a his-
torical trend that the price of solar cells will continue to decrease, and this
implies that the production of solar ingots has to face the same challenge of
cost reduction. Hot-zone design has been found extremely useful in this aspect.
Besides the faster growth and less power consumption, the cost for consum-
ables, such as argon and graphite components, is significant reduced. Crystal
quality can also be improved due to the less oxygen and carbon contents, as
well as the vacancy-rich growth at the high growth rate. However, there is
always a limitation for the hot-zone to improve. Therefore, using multiple or
continuous charges is inevitable for production. This includes a better design
of the feeder to reduce contamination and preparing small chuck or granular
silicon. In addition, a long-life silica crucible or its substitute is required; a
reusable crucible is preferred.
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Meanwhile, the high-productivity DS mc-Si casting appears as a strong
competitor to Cz ingot pulling. As a result, the market share of sc-Si in the PV
industry continues to be deprived by mc-Si. Although the higher mechanical
strength of the single crystals is believed to be a unique advantage for thinner
solar wafers, say 100 μm or less, in the future, the slicing technology continues
to improve for better yield. Therefore, the share shrinkage of single crystal
silicon seems to be inevitable. Furthermore, the requirement of a dislocation-
free growth remains a critical factor for the yield of a single crystal, even
though its solidification speed can be several times faster than that for DS.
This situation could be even worse with low-grade raw polysilicon. Therefore,
pulling polycrystalline silicon or continuous casting may not be an unrealistic
idea for Cz crystal growers to consider in the future. Again, the grain size,
defect, and contamination control, as that in DS, remains a great challenge
for Cz mc-Si to have a comparable solar cell efficiency as its single crystals.
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3

Floating Zone Crystal Growth

Helge Riemann∗ and Anke Luedge

Abstract. This chapter outlines one of the two practically important bulk crystal
growth methods for silicon, the crucible-less floating zone (FZ) technique, which
cannot be evaluated without comparing it to the other one, the Czochralski (CZ)
method. The main advantage of FZ silicon is the high purity and the resulting high
electrical and structural material quality. Although, till now, FZ silicon for solar cells
is mainly a matter of R&D and not of cell production for terrestrial utilization, it
has a big potential for future applications, because efficiency and long-term stability
of FZ silicon cells are considerably higher than that of CZ silicon cells.

Presently, the main problem with FZ solar cells is not only the high price of the
special feed material for FZ, boosted by the currently unbalanced situation of the
feed stock market, but also the limited crystal cross section of FZ crystals, which
does not fit the standard cell formats. New concepts to overcome these difficulties
are to grow crystals directly with the desired square cross section of the solar wafer,
the use of cheaper feed material like granular silicon, or pulling feed rods after a
downgraded CZ technique from low-price raw silicon like upgraded metallurgical
grade (UMG) silicon with the benefit of further purification by segregation.

3.1 The FZ Method: Its Strengths and Weaknesses

Originally, zone melting was invented to ultra-purify semiconductors and some
other congruently melting substances by the segregation effect. A rod of the
treated material is moved in a horizontal boat through a narrow heating zone.
Correspondingly, a molten zone is generated in the boat where almost all
impurities are collected because of their generally higher solubility in the liquid
state. For low crystallization rates, the ratio of impurity concentrations in melt
and solid is constant and equal to the equilibrium segregation coefficient, k0:

k0 = cs/cl, (3.1)

where cs is the solubility of impurities in the solid and cl in the melt. For
almost all impurities, k0 is smaller than 1. If the molten zone travels faster,
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the equilibrium is less established and the effective segregation coefficient keff

raises towards 1.
In this way, the impurities are shifted with the molten zone according to

their keff to the end of the rod. So, the rod part crystallized at first becomes
purer. However, impurities newly introduced from the boat or the surround-
ings could work against this effect. Multiple zone melting improves the purity
of the initially solidified fraction up to a certain theoretical limit. In practice,
this limit is independent on how much impurity is newly introduced from the
boat or other surroundings.

If a seed crystal is introduced at the start of the zone melting, a single crys-
tal can be grown. This was widely applied for germanium, the first technically
important semiconductor. For silicon, which became increasingly important,
this method failed, since the silicon melt reacts with any boat or crucible
material and the crystallized material sticks tightly at the container wall, so
that both will break when cooling down.

Therefore, the vertical crucible-free floating zone (FZ) technique was devel-
oped soon [1] to grow very pure silicon single crystals without any contact of
the molten zone with foreign materials. If already very pure silicon is used
as starting material, the purification effect of the FZ technique is less impor-
tant than the exclusion of newly introduced impurities. The state-of-the-art
Siemens process provides polycrystalline feed rods of highest purity, hence,
additional FZ purification runs are dispensable and, above all, would be too
costly.

The modern FZ process is carried out in the growth chamber of a large FZ
machine, see Fig. 3.6. The FZ setup consists of the upper and lower vertical
pulling spindle carrying the polycrystalline feed rod and the thin rod-like
seed crystal at their ends, respectively. Between them, the pancake-shaped
inductor, a one-turn RF coil is placed for contactless inductive heating.

After pre-heating the lower end of the feed rod, it can be inductively
heated by an RF current of about 2.5–3.5MHz working frequency, until a
hanging melt drop is formed and stabilized by the surface tension (Fig. 3.1a).
Then, the seed is moved upwards until it touches the melt drop. After slightly
back-melting, the seed is moved downwards and a thin monocrystalline neck
is grown to remove all dislocations through the neck surface, after Dash
[2, 3]. Then, the diameter of the growing crystal can be increased (Fig. 3.1b)
while rising the RF-power, lowering the pulling rate and increasing the feed
rate until the final crystal diameter is achieved (Fig. 3.1c). Now, the crystal
grows cylindrically with almost constant process parameters till the feed is
consumed. The so-called needle-eye technique (Figs. 3.1 and 3.2a) allows the
growth of large-diameter crystals without a rising zone height Lmax, which
is physically limited under gravitation by the melt density and the surface
tension [4].

Lmax = 2.84
√

γ

ρmelt g
. (3.2)
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(a) (b) (c)

Fig. 3.1. Three phases of the FZ needle-eye process (for diameters of >30 mm)
(a) hanging drop, (b) growing cone, (c) stable crystal growth, see also [5]

(a) (b)

Fig. 3.2. Needle-eye technique for large FZ crystals: on bottom the growing crystal,
on top the melting feed rod, in between the molten zone heated by the inductor
schematic cross section (a) and photograph (b) of an FZ process (100 mm crystal
diameter)
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Although silicon is not the only substance, which can be grown as a mono-
crystal after the FZ method, its unique combination of the relatively low melt
density and the high surface tension enables much bigger molten zones and
crystal diameters than other semiconductors [5]. Because silicon is the most
important semiconductor for electronic devices and, as well, for solar cells,
always large crystal diameters have been demanded for both, Czochralski (CZ)
crystals grown from the melt in a quartz crucible and FZ crystals. Today, CZ
silicon crystals are produced with a diameter of more than 300mm, whereas
FZ crystals can be grown with up to 200mm diameter [6]. Although only
5–10% of the produced semiconductor silicon wafers are FZ wafers, they
are non-replaceable by the dominant CZ silicon because of their material
parameters related to the higher purity.

For silicon, the generation energy for dislocations is very high. Therefore, a
crystal that grows dislocation-free will hold this state as long as it is not hardly
disturbed or if there are no precipitations of other phases at the crystallization
front, either from impure feed material or from the growth surrounding. How-
ever, it is not possible to grow silicon single crystals having dislocations with
diameters of more than about 40mm because of the low energy for dislocation
multiplication due to gliding processes driven by thermo-mechanical stress.
This means, any bulk material of crystalline silicon with technically relevant
dimensions, including PV silicon, is either dislocation-free single crystalline or
polycrystalline.

Principally, the CZ method has a greater purification effect by segregation
because all the remaining feed material is molten and the segregated impurities
can be diluted, other than in the molten zone of the FZ method having a small
and constant melt volume (see Fig. 3.3).

However, since liquid silicon reacts markedly with any crucible material
including fused silica (SiO2), FZ silicon can be grown about 100 times purer
than CZ silicon mainly concerning, oxygen from the crucible, carbon from
the graphite heater and, last but not least, transition metals (Cu, Fe, Ni,
. . . ) acting as carrier recombination centers. In that way, the minority carrier
diffusion length in FZ silicon is bigger and the light-induced generation of
boron–oxygen complexes, which degrade the solar cell efficiency for boron-
doped CZ wafers, is not relevant.

Another economic aspect besides saving the crucible is that the FZ pro-
cess has the potential of higher maximum growth rates [7] (Fig. 3.4). The
heat is effectively dissipated because the only hot parts of the FZ setup are
the comparably small molten zone and the solid silicon close to the solid–
liquid interfaces. Consequently, the specific energy consumption of the growth
process is small compared to that of the CZ technique.

However, there are disadvantages and weaknesses of the FZ technique too:
the polycrystalline silicon feed rods for the FZ production have to be well
cylindrical, free of cracks, pores, precipitates (SiOx–, SiC, Si3N4) and high
residual stress. They are generally more expensive than those being crushed
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(a) (b)

Fig. 3.5. (a) A risky big nose during the FZ process, (b) noses at the feed rod after
ending the process

to fill a CZ crucible. In contrast to CZ, they need to have a diameter of at
least 80–90% of that of the crystal to be grown.

More than for Cz, upscaling is limited by physical reasons. The RF thresh-
old voltage of the inert growth atmosphere (Ar) limits the maximum crystal
diameter. For rising diameters, more and more RF power is needed and finally,
arcing occurs at the slit of the RF inducting coil.

A solution to overcome this situation could be an increased gas pressure,
because, after the Paschen rule, the threshold voltage is proportional to this
pressure, but a higher pressure means larger heat capacity of the gas, which
rise the thermoelastic stress strongly. The latter is principally higher for big
crystal diameters and the growing crystal tends to crack. The RF voltage
would also be reduced for lower working frequencies, but in this case, due to
the bigger skin depth, the melting front of the feed rod gets more and more
rough forming needle-like relicts, which cannot be molten inductively and will
touch the inductor later causing arcing, as shown in Fig. 3.5. Independent of
the frequency, these silicon spikes or “noses” are a general problem and can
occur also if the feed rod is of low structural quality having pores or fissures
(Fig. 3.5b).

Adding some per mille of nitrogen to the argon protecting gas effectively
reduces arcing. It lowers the impact ionisation of the Ar atoms because col-
lisions with the dumbbell-shaped N2 molecules are inelastic due to the low
and dense rotational energy levels. However, nitrogen is continuously incor-
porated into the molten zone and it can form silicon nitride precipitates,
if the maximum solubility of 5.4 × 1015 cm−3 is exceeded in the crystal.
Therefore, the nitrogen content in the Ar gas limited below ca. 1%. Intersti-
tially solved nitrogen in FZ silicon has some positive influences, too: A-swirls
(self-interstitial clusters) as well as D-defects (voids, vacancy clusters) and
some other intrinsic point defects are beneficially smaller although higher
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Fig. 3.6. Large FZ Puller at the Institute for Crystal Growth (ICG) Berlin. The
enlargement (right) shows the setup in the chamber after ending the process: feed
rod, inductor and crystal on the thin neck

concentrated. Additionally, dislocation gliding during high-temperature pro-
cessing is markedly inhibited by the interstitially dissolved N2. Hydrogen
similarly acts against arcing and was used in the past as additive to the
argon, but, as a detrimental side effect, it causes hazardous micro cracks and
other defects in the crystal.

The inherent stability of the rather sophisticated FZ process is weaker
than for CZ and operating needs special skills. There is always a danger for
the molten zone to spill out. The process cannot be reversed if dislocations
appear as it is possible for the CZ case. The FZ puller is generally more
expensive than a comparable CZ machine because of the exacting mechanics
and the RF power generator. The feed rod as well as the growing crystal are
vertically moved by rigid shafts over a distance equal to the maximum crystal
length. As a consequence, the FZ machine has to be at least four times higher
than the latter, in fact ca. 9m for growing a crystal of 2 m length (Fig. 3.6).
Only short crystals can stay stable on the thin-neck, therefore, the crystal
should be carefully supported by an additional elaborate device.
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3.2 Silicon Feed Rods for the FZ Method

3.2.1 Siemens and Monosilane Deposition Processes

In principle, the diameter of a silicon rod produced after the Siemens process
(see part I) is limited. The endothermic deposition from SiHCl3 takes place
at a temperature of the rod surface of >1,100◦C and is established by an
axial electric current. As the hottest region, the core region of the rod has
the highest conductivity, which causes self-bunching of the heating current. If
the rod diameter exceeds 160–180mm, the silicon melting temperature can be
reached in the core. When silicon melts, the electric conductivity jumps by a
factor of about 30. Therefore, most of the current will be concentrated in the
molten core. If that melt solidifies, the rod will brake by the specific volume
expansion of ca. 8%.

Rods of FZ quality have to be deposited with a low rate, not only to
reduce that current bunching but also to achieve a dense structure and a
smooth surface. The deposition conditions must be very pure to exclude SiC,
SiO2 and other inclusions, which would not melt in the FZ process because
the dwell time in the molten zone is too short, in contrast to the CZ method,
where the melt can be overheated in the crucible for some time before the
growth starts.

If silane SiH4 is used instead of SiHCl3, the pyrolytic deposition works at
about 850◦C. In principle, a bigger rod diameter should be possible in this
way. However, silane is seen to be more dangerous because it is self-igniting.
Only a few companies in the world are known to go this way. Generally, such
rods are of high structural quality and purity and well suited for FZ growth.

3.2.2 Growth of Feed Rods

Another attempt to make feed rods for FZ crystal growth from cheap starting
material is to melt solar (or lower) grade raw silicon in a quartz crucible and
pull a rod of the desired diameter after the CZ method, not necessarily a
single crystal. A lot of impurities can be removed by segregation and in the
subsequent FZ step, almost all oxygen and most of the other impurities can be
removed, too. However, the actual costs of such an approach must be carefully
considered, but it is still an option to overcome the diameter limitations of
the Siemens process.

3.2.3 Granular Feed Stock

Silicon can also be deposited at the surface of hot silicon particles hovering
in a fluid bed by pyrolytic decomposition of SiH4 or SiHCl3. The result is
granular silicon with a purity grade between very good solar and medium
semiconductor quality. Compared with the Siemens process, the deposition
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rate is high and time-independent because of the large and almost constant
total surface of the hovering grains. Therefore, a specific cost reduction is seen.
Whereas, presently granular silicon is often used for the CZ growth because
the crucible can be filled easily and automatically with this feed stock, a direct
application for FZ growth appears difficult. However, a new forward-looking
technological concept was patented by a well-known German FZ producer [10].
Here, two inductors work at two levels. In the upper level, silicon granulate
is continuously fed into a special container and inductively molten. The melt
flows down to the lower level forming a molten zone, where a second coil
establishes the thermal conditions for the growth of an FZ-like crystal.

3.3 Doping of FZ Silicon Crystals

The main dopants, boron and phosphorus, can easily be introduced by a mass
flow controlled gas stream of argon-diluted diborane (B2H6) or phosphine
(PH3), respectively. Both decompose at the hot melt surface to either boron
or phosphorus being quickly absorbed. Because the segregation coefficients of
B and P are rather large (k = 0.8 and0.36, respectively), the melt is soon in
equilibrium resulting in an almost homogeneous axial resistivity distribution
of the crystal. For more uncommon dopants like gallium, indium, aluminium
and antimony, k is small ranging from 10−4 to 10−3. Here, axial homogeneity
can be achieved by introducing a single dopant portion into the molten zone
at the beginning of the FZ growth, e.g. by placing it in a small hole radially
drilled in the feed rod (pill-doping).

3.4 Physical and Technical Needs and Limitations

The FZ puller is a rather heavy, high and generally sophisticated machine, as
shown in Fig. 3.6. The heavy weight is due to the indispensable mechanical
precision and stability of the spindle movements requiring a high stiffness of
the whole construction. As already mentioned, it needs to be at least four
times as high as the full pull length. Other critical parts are the high-power
and low inductivity coaxial RF feed-through, the high-purity protecting and
doping gas supply and, last but not least, the water-cooled and vacuum-
tight inducting coil made of copper or, better, of silver, which is the “heart”
of the FZ technology. The manufacturing of coils for large crystal diam-
eters requires highly advanced material machining, welding and soldering
techniques.

The RF power-generator typically works at frequencies of ω = 2.6–3.2 MHz
with a power of 40–80kW, depending on the desired crystal diameter. Till
now, such generators only work with an industrial electron power tube (tri-
ode), which is robust, but has a limited total operating time. The RF output
parameters (ω, U, I) of the self-excited generator are defined by the tank
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circuit. It is essential that harmonics or other fractions of higher frequencies
are widely suppressed as they can cause arcing at the coil gap.

3.5 Growth of Quadratic FZ Crystals (qFZ)

In contrast to the majority opinion, a growing FZ crystal need not necessarily
has to rotate. It is clear that then the temperature field is no longer rotation-
ally averaged and the cross section of the crystal can differ from a circular
one. The temperature field caused by the induction coil as well as the surface
tension dominate the cross section of the crystal [11].

Figure 3.7 shows an FZ crystal growing without rotation. At the beginning,
the FZ growth started in the common way up to the steady diameter of the
crystal. After that, the RF power and the feed rate were slightly lowered to
reduce the volume of the melt in the zone according to the size of the square
to be grown, then, the crystal rotation was stopped. Further, the crystal grew
dislocation-free up to the end in a square-like shape because the inductor
exhibits four slits in diagonal directions.

Such an inductor generates a temperature field of almost square symme-
try. The main slit in the inductor, which forms the current loop, however, is
not completely equivalent to the other three slits as seen in Fig. 3.9b. Fur-
thermore, the surface tension surrounds the corners by minimizing the melt
surface, which is not desired because the goal are quadratic wafers directly
cut from the crystals. Additionally, on the straight sides, where the horizontal
curvature is almost zero, growth instabilities can occur. Regarding the appli-
cation for the solar industry, which would save material loss and the costs
of cutting the round crystal into a square one, it is essential to get a stable

Fig. 3.7. Growing single-crystalline FZ crystal with a quasi-square shape, see also
[5] (The feed rod on top of the dark coil is mostly covered by a heat shield.)
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Fig. 3.8. qFZ crystal with almost quadratic cross section (100×100 mm2, rounded).
The instabilities at the sides and the deviation from the square shape can be seen

(a) (b)

Fig. 3.9. Numerical modelling of molten zone (a) and inductor and calculated shape
of the cross section (b) [12]

cross section approximating a square as good as possible. Figure 3.8 shows a
single-crystalline qFZ crystal.

Numerical modelling can support process development. Also for this appli-
cation, calculations were made [12] to find out, whether a symmetric cross
section is possible.

Even with a rather simple inductor, the numerical calculation shows that
it should be possible to form a useful crystal shape (Fig. 3.9).
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3.6 Comments on the Potential of FZ Silicon for Solar
Cells

In comparison to monocrystalline CZ silicon, which presently dominates the
monocrystalline cell production, FZ silicon is purer, especially regarding tran-
sition metals, oxygen and carbon. The resulting higher carrier lifetime and the
absence of the light-induced cell degradation enables the highest long-term
efficiencies of any silicon-based solar cell. Efficiencies of more than 25% were
demonstrated in the laboratory, whereas comparable CZ cells show about 22%
maximum, which, for the most common boron doping, degrades below 20%
after a few days of sunlight exposition.

The reasons why FZ silicon, up to now, could not be commercially launched
in the terrestrial PV market are the smaller maximum crystal sizes (diameter,
lengths) and the need of expensive high-quality feed rods being of limited
sizes, too. Today, the biggest FZ crystal diameter on the market is 200mm.
This would fit a quadratic wafer format of 150 × 150 mm2, but growing such
crystals is still extremely sophisticated and expensive, too. However, future
progress in FZ growth development, as mentioned before, could make FZ solar
cells competitive or even superior to CZ cells.

With FZ solar cells, the amount of silicon per Watt peak (Wp) would
probably be the smallest of the crystalline silicon solar cells. Low-cost silicon
feedstock development suitable for FZ is crucial for the future of FZ silicon
based photovoltaic.

3.7 Summary

The purest single crystals from silicon can be grown after the crucible-free
FZ crystal growth technique, presently (2008) with a maximum diameter of
200mm. The low energy effort for the growth and no need for a crucible are
the economic advantages.

The feedstock silicon for FZ growth has to be of high purity and structural
perfection and is rather expensive. The development of low-cost feed rods is
crucial for the commercial terrestrial solar application.

The growth of quadratic FZ crystals could reduce the material waste for
solar cell production. High carrier diffusion length and low oxygen concentra-
tion enable the highest solar cell efficiencies of about 25% in laboratory scale.

References

1. H.C. Theuerer, Method of processing semiconductive materials - US Patent
3060123 v. 17.12.1952

2. W.C. Dash, J. Appl. Phys. 29, 705 (1958)
3. W.C. Dash, J. Appl. Phys. 31, 736 (1960)



3 Floating Zone Crystal Growth 53

4. W.Heywang, Z. Naturforschung, 11a 238 (1956)
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Crystallization of Silicon by a Directional
Solidification Method

Koichi Kakimoto

Abstract. This chapter introduces crystallization process of multicrystalline sili-
con by using a directional solidification method. Numerical analysis, which includes
convective, conductive, and radiative heat transfers in the furnace is also introduced.
Moreover, a model of impurity segregation is included in this chapter. A new model
for three-dimensional (3D) global simulation of heat transfer in a unidirectional
solidification furnace with square crucibles was also introduced.

4.1 Directional Solidification Method: Strengths
and Weaknesses

Multicrystalline silicon (mc-Si) has a large demand of photovoltaics to over-
come difficulty of the present green problem [1]. The directional solidification
method is a key method for large-scale production of mc-Si in highly efficient
solar cells. The maximum efficiency of the solar cell based on mc-Si is 18%.
However, the use of commercially available wafers typically results in solar
cell efficiency of about 16% in industrial solar cell processes.

There are many problems that must be solved to achieve high efficiency.
Mc-Si has many dislocations and grain boundaries that are introduced during
the solidification process. Moreover, Mc-Si crystals are grown in a crucible, a
process that degrades purity of the crystals due to their attachment to the
crucible wall. Such defects and impurity can reduce the conversion efficiency
of solar cells. Therefore, we should control distributions of dislocations, grain
boundaries, and impurities during the solidification process. In the recent
studies, quasi single crystal or multicrystalline with large grain size have been
grown by using a modified directional solidification methods [2, 3].

The directional solidification process has several merits. Square-shaped
crystalline silicon can be grown by using a square-shaped crucible. When
round-shaped crystals grown by the Czochralski method are used as raw mate-
rials for square-shaped solar cells, a large amount of waste of silicon materials
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is inevitably produced. Therefore, the unidirectional solidification process has
a merit concerning the feedstock problem.

4.2 Control of Crystallization Process

Control of crystallization of Mc-Si, especially cooling rate, solid–liquid inter-
face shape, and impurity distributions, is important for obtaining solar cells
with high conversion efficiency. The crystallization process is rather compli-
cated since heat transfer system in a furnace is highly nonlinear. Due to the
development of computer technology and computation techniques, numeri-
cal simulation has become a powerful tool for optimization of the directional
solidification process and crystal growth process [4–12]. Since a directional
solidification furnace has a nonlinear conjugated thermal system, transient
simulation with global modeling is an essential tool for improvement of the
directional solidification process from melting to cooling through the solidifi-
cation process. The global model includes processes of radiative, conductive,
and convective heat and mass transfer in a furnace. Therefore, we can quan-
titatively estimate the distributions of temperature in a furnace, velocity of
the melt and distributions of impurities. The author developed a transient
code with a global model for the directional solidification process. By using
the code, the author carried out calculations to study distributions of tem-
perature and impurities such as iron, carbon, oxygen, nitrogen, and nitride in
a silicon ingot, during the directional solidification process [13–15].

The dimensions of a small unidirectional solidification furnace for produc-
ing mc-Si is shown in Fig. 4.1. The computation grid of the entire furnace is
shown in the right part of Fig. 4.1. To establish a discrete system for numerical
simulation using the finite difference method, the domains of all components
in a unidirectional solidification furnace are subdivided into numbers of block
regions, for example, as shown in the left part of Fig. 4.1, in which subdivision
resulted in a total of 13 blocks. Each of these blocks is then discretized by
a structured grid as shown in the right part of Fig. 4.1. Two heaters marked
with numbers 12 and 13 can be recognized in the furnace. The following major
assumptions are used in the present model: (1) the geometry of the furnace
configuration is axisymmetric, (2) radiative transfer is modeled as diffuse-gray
surface radiation, (3) melt flow in the crucible is laminar and incompressible,
and (4) the effect of gas flow in the furnace is negligible.

A local view of the computation grid in the melt-crystal domain when the
interface is moving upward as a function of time is shown in Fig. 4.2. In order
to fit to the moving interface as a function of time, the grid cells in the melt
and solidified ingot are stretched, and the grid points are moved upward as
well.

Conductive heat transfer in all solid components, radiative heat exchange
between all diffusive surfaces in the unidirectional solidification furnace, and
the Navier–Stokes equations for the melt flow in the crucible are coupled.
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Fig. 4.2. Dynamic grid of the melt and the solid in a crucible

Then, they are solved iteratively in a transient way. Time histories of heater
power, fraction solidified, and growth velocity during a unidirectional solid-
ification process are shown in Fig. 4.3 [16]. Variation of heater power as a
function of time was imposed as a process parameter.

The impurity distribution in the silicon melts and solidified silicon ingot
was solved on the basis of solutions of the thermal field and melt flow in a
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crucible. Impurity segregation at the melt–crystal (m–c) interface was taken
into account. The m–c interface shape was obtained by a dynamic interface
tracking method. The global iterative procedure is described in [16].

Concentration taking into account on segregation of impurity was expressed
by (4.1) at the m–c interface:

Dm
∂Cm

∂n
+ VgCm (1− k0) = Ds

∂Cs

∂n
, (4.1)

where Cm, Cs, and Vg are the impurity concentrations of the melt and solid
and the growth velocity, respectively. Dm and Ds show diffusion constants of
the impurity in the melt and the crystal, respectively.

The geometry of the furnace configuration is axisymmetric. The diameter
of the inside wall of the crucible and the height of the solidified ingot are
100mm. The author carried out a transient global calculation for a fast-cooling
solidification process in which the cooling rate is 0.42 k Wh−1 for the first 1.8 h
and 0.084 k Wh−1 thereafter. The initial heater power is 13.9 kW. Duration
of the solidification process is 8.1 h. The average solidification rate is about
0.21 mm min−1.

The heater power was decreased at a constant rate until 400min and then
kept constant until 460min. Then a fast cooling rate was imposed during
the cooling process after the completion of solidification. Solidification was
started after 108min from the initial stage of the process, which corresponds
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Fig. 4.4. Melt convection and distribution temperature during solidification of the
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to the time when heater power started to be decreased. The growth rate was
increased during the period of decrease in heater power and it was decreased
when the heater power was kept constant. Time response of the imposed
heater power to the growth rate was calculated to be about 20min. The
fraction solidified was gradually increased and finally became constant. The
whole process was completed in about 6 h.

The melt flow pattern and temperature distribution in the solidified ingot
when half of the volume of melt has been solidified are shown in Fig. 4.4. Two
pairs of weak vortices were formed in the melt. Flow velocity of the melt is
in the order of several millimeters per second, which is almost one order of
magnitude smaller than that of Czochralski crystal growth. The m-c interface
is concave to the crystal in this case, since the diameter of the crucible was
smaller than that of a commercially used crucible. The present calculation
revealed that the temperature gradient in the solid, which is 10 K cm−1, is
about one-third to one-fourth of the values in the Czochralski crystal growth
system. Growth rate of the unidirectional solidification process is about one
third to one fifth of that of the Czochralski growth system. Therefore, we
can discuss about distribution of point defects in both single crystals and mc-
Si based on the Voronlov’s theory, which is expressed by the ratio between
growth rate and temperature gradient in a growing crystal (V/G) [17].

4.3 Incorporation of Impurity in Crystals

There are several impurities in mc-Si, including carbon, oxygen, nitrogen, and
iron. Carbon is one of the major impurities in silicon feedstock. When the car-
bon content exceeds its solubility limit in silicon, it will precipitate to form
SiC particles in a directional solidification process. It has been experimentally
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proved that the dislocation density is a function of carbon concentration in
mc-Si [18]. The SiC precipitates can cause severe ohmic shunts in solar cells
[5] and result in nucleation of new grains in mc-Si. Both carbon and SiC pre-
cipitates in mc-Si can greatly reduce the conversion efficiency of solar cells.
However, due to the shortage of high-quality silicon feedstock and require-
ment of cost reduction in photovoltaic industries, metallurgical-grade silicon
(MG-Si) feedstock is a candidate for usage as feedstock to produce high-
quality multicrystalline silicon ingots to maintain continued rapid growth of
the photovoltaic market. Since the MG-Si feedstock contains higher level of
impurities, it is important to study the characteristics of carbon segregation
and SiC particle precipitation in a directional solidification process.

The author focused on modeling the primary phase of SiC particles, which
are precipitated in the molten silicon and then incorporated into the solidified
ingot [19]. The carbon precipitation in solid is neglected due to the small
diffusion constant in a solid.

Figure 4.5 shows a phase diagram between silicon and carbon. The diagram
shows how SiC particle precipitation forms in Si-melt in the C-rich domain
[20], in which the solubility limit of carbon in Si-melt CL(T ) is approximated
by a polynomial function,

CL(T ) = 8.6250× 10−4T 2 − 2.7643T + 2222.9. (4.2)
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The units for carbon concentration and temperature in (4.2) are
1017 atoms cm−3 and K, respectively. With the molten silicon being solidi-
fied and the solidification interface moving upward in the crucible, during the
solidification process, the carbon concentration in the melt increases due to
the small segregation coefficient of carbon in silicon. If the carbon concentra-
tion exceeds the local solubility limit, excessive carbon precipitates and the
following chemical reaction occurs:

Si + C→ SiC (4.3)
Thus, the substitutional carbon is reduced and the same amount of SiC

particles is generated in the melt. The formation rate of SiC particles and
the destruction rate of substitutional carbon are equal and proportional to
the super-saturation degree of substitutional carbon and the speed of the
chemical reaction (4.3):

GSiC = −GC = α(CC − CL(T )) when CC > CL(T ), (4.4)
GSiC = −GC = 0 when CC ≤ CL(T ), (4.5)

where GSiC and GC are the formation rates of SiC particles and substitutional
carbon, respectively. Minus values denote the destruction rate. The coefficient
α is the factor correlating the particle formation rate and chemical reaction
rate in (4.3).

With these assumptions, the governing equations for the concentrations of
substitutional carbon and SiC particles in the melt can be written as follows:

∂CC

∂t
+ V · ∇CC = ∇ · (DC∇CC) + GC for substitutional carbon, (4.6)

∂CSiC

∂t
+ V · ∇CSiC = GSiC for SiC particles. (4.7)

The initial conditions for both impurities in the melt are defined as follows:

CC = C0 for substitutional carbon, (4.8)
CSiC = 0 for SiC particles, (4.9)

where C0 is the carbon concentration in the feedstock of silicon. The zero mass
flux condition is applied at crucible walls and the top of the melt for both
impurities. At the solidified ingot interface, the segregation effect is taken into
account for substitutional carbon and the continuity condition is applied for
SiC particles. The segregation coefficient of carbon in silicon was set to 0.07.

Figure 4.6a, b shows the substitutional carbon and SiC particle distribu-
tions, respectively in a cross section of the solidified ingot. It can be seen that
the particle precipitation begins at the center, when the fraction solidified
reaches about 30%. The SiC particles are clustered at the center-top region of
the ingot, where the concentration of substitutional carbon is almost constant.
This distribution pattern is due to the m-c interface shape, which is concave
to the solid side throughout the solidification process.
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ingot solidified in a fast-cooling process. C0 = 6.3× 1017 atoms cm−3. Contour lines
are plotted in exponential distribution. Unit of concentration is 1017 atoms cm−3

(a) substitutional carbon; (b) SiC particles

The impurity level in feedstock of silicon has a significant impact on con-
version efficiency of an mc-Si solar cell. The author carried out a series of
computations for the same fast-cooling solidification process but with different
carbon concentrations in silicon feedstock (C0). The obtained concentration
distributions of substitutional carbon and SiC particles along the center axis
of the solidified ingot are compared in Fig. 4.7 [18] with the carbon concentra-
tion in silicon feedstock ranging from 1.26 × 1016 atoms cm−3 (equivalent to
0.1 ppmw) to 6.30 × 1017 atoms cm−3 (equivalent to 5.0 ppmw). When C0

is 1.26 × 1016 atoms cm−3, no SiC particles are precipitated in the ingot
and there is only a very thin layer at the top, rich in substitutional carbon.
When C0 increases above 1.26 × 1017 atoms cm−3, the content of SiC particles
increases significantly in magnitude as well as in space in the solidified ingot.
Thus, it is necessary to control the carbon concentration in silicon feedstock
to less than 1.26 × 1017 atoms cm−3, which is equivalent to 1.0 ppmw.

Figure 4.8 [19] shows the distributions of substitutional carbon and SiC
particles along the center axis of the ingots solidified in two solidification
processes: fast-cooling process and slow-cooling process. The carbon concen-
tration in silicon feedstock is 1.26 × 1017 atoms cm−3 for both processes. It
is noticeable that both the substitutional carbon concentration and the SiC
particle concentration are lower along the center axis of the ingot solidified
in the slow-cooling process than that in the fast-cooling process. The region
with high concentrations of both carbon and SiC particles at the upper por-
tion is also much smaller in the ingot solidified in the slow-cooling process.
The following two mechanisms may control this phenomenon. First, during
the slow-cooling process of solidification, the solidification rate is small. The
uniformity of impurities in the melt can, therefore, be improved due to the
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Fig. 4.7. Substitutional carbon and SiC particle distributions along the center axis
of the ingots solidified in a fast-cooling process with different carbon concentra-
tions in silicon feedstock. Unit of C0 is 1017 atoms cm−3. (a) substitutional carbon;
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Fig. 4.8. Comparison of substitutional carbon and SiC particle distributions along
the center axis of ingot between two solidification processes with different cooling
rates. C0 is 1.26 × 1017 atoms cm−3. (a) substitutional carbon; (b) SiC particles

longer period of diffusive and convective mixing. This is preferable for delaying
occurrence of SiC particle precipitation in the melt.

Second, in the fast-cooling solidification process, the m-c interface is con-
cave to the crystal and the melt flows from the periphery to the center along
the solidification front surface. Thus, the impurities in the melt and the SiC
particles generated at the interface are transported to and accumulated in the
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center area. However, in the slow-cooling solidification process, the interface
changes to be convex after the fraction solidified reaches 70%.

The melt flows along the solidification front surface from the center to
the periphery of crucible. Thus, the impurities in the melt and SiC particles
generated at the interface are transported to and accumulated in the periphery
region. This is preferable to homogenize the radial distribution of impurities
and delaying occurrence of SiC particle precipitation in the melt.

As a result, the substitutional carbon and SiC particle distributions are
obtained in a cross plane of the solidified ingot as shown in Fig. 4.8. Both
substitutional carbon and SiC particles are clustered in a smaller periphery-
top region of the ingot. This indicates that we can control the distributions
of impurities in the solidified ingot by optimizing the process conditions or
furnace configurations.

Iron in silicon is another important impurity causing reduction in con-
version efficiency of solar cells. Figure 4.9a, b shows the distribution of iron
concentration in a solidified silicon ingot that had been cooled for 1 h during
the cooling process and a line profile of iron concentration along the center of
silicon crystalline in the z-direction. Areas with high iron concentration were
formed at the top of the melt. This is due to the segregation phenomenon,
by which iron is segregated from the melt to the solid; therefore, such areas
with high concentration of iron were formed at the end of solidification. More-
over, areas with a high concentration of iron were formed close to the crucible
walls. Such areas were formed by diffusion, which occurred during and after
solidification. This is based on the small activation energy of iron diffusion in
the solid of silicon.

The profile shows that the concentration decreases rapidly near the bottom
of a crucible to inside the crystal and then gradually increases up to a position
of 80mm, due to the segregation effect of iron during the solidification process.
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Fig. 4.9. (a) the distribution of iron concentration in a solidified silicon ingot,
(b) a line profile of iron concentration along the center of silicon crystalline in the
z-direction
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Subsequently, the concentration rapidly increases near the top of the crystal.
The key point for producing highly efficient solar cells is how to reduce areas
with high concentrations of iron in a crystal, since iron acts as a lifetime killer
of minority carriers in the crystal.

4.4 Three-Dimensional Effects of Solidification

There have been many papers concerning the computational studies of unidi-
rectional solidification for solar cells, in which the growth system was imposed
to be axisymmetric. However, the actual crystal shape is square, calculation
of square-shaped crystals is necessary. When square crucibles are used, the
configuration of the furnace becomes asymmetric, and heat transfer in the fur-
nace consequently becomes three-dimensional. Three-dimensional (3D) global
modeling is, therefore, necessary for the investigation of m-c interface shape
with square crucibles [20].

There have been no works using global analysis to investigate the effect of
crucible shape on m-c interface shape. The author developed a steady code
with 2D and 3D global models for the unidirectional solidification process
used for cylindrical and square crucibles, respectively.

The author carried out calculations to investigate the m-c interface shapes
with cylindrical and square crucibles and to investigate the influence of
crucible shape on m-c interface shape using 2D and 3D global analyses.

Three-dimensional global analysis with square crucibles requires large com-
putational resources because of the huge number of 3D structured grids. To
overcome this difficulty, a 2D/3D mixed discretization scheme is employed to
reduce the requirement of computational resources [11, 12]. The domains in
the central area of the furnace, in which the configuration and heat transfer
are nonaxisymmetric, are discretized in a 3D way.

The local 3D computational grid in the domains in the central area of
the furnace is established as shown in Fig. 4.10 [21]. The other block regions
that are away from the central area of the furnace, in which the configuration
and heat transfer are axisymmetric, are discretized in a 2D way. The 2D
computational grid in other block regions of the furnace is the same as that
used in the 2D global model as shown in Fig. 4.1.

The assumptions used in the 3D global analysis are, (2), (3) and (4), stated
above. The computation method used for 3D global analysis is the same that
used for 2D global analysis.

Figure 4.11a [22] shows the m-c interface shape and temperature
distribution of the melt and crystal obtained by 3D global analysis. The m-c
interface shape in the case of using square crucibles also becomes concave
to the melt. Figure 4.11b, c shows the m-c interface shape and tempera-
ture distribution of the melt and crystal in the X -o-Z plane and D -o-Z
plane, respectively. The magnitude of deformation of the m-c interface, ΔZ,
is defined as the difference between heights at the center and edge of the
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Fig. 4.10. The local 3D computational grid in the domains in the central area of
the furnace

m-c interface. Values of ΔZ are 3.5 and 6.9mm in the X -o-Z plane and D -o-Z
plane, respectively. Maximum deformation of the m-c interface is observed
near the corner of the crucible.

Figure 4.12 [22] shows the heat flux distribution on the vertical wall of
the melt and crystal in the case of using square crucibles. We found that
outgoing heat flux near the corner of the crucible becomes larger than that
in other areas because cooling of the melt around the corner is enhanced due
to two adjacent crucible walls near the corner. Furthermore, tilt angle of heat
flux at the m-c interface increases with increase in the amount of outgoing
heat flux through the vertical walls. Consequently, deformation of the m-c
interface at the corner becomes large. Therefore, the m-c interface deforms
three-dimensionally because heat flux has three-dimensionality.

4.5 Summary

The unidirectional solidification method has both merits and demerits. Con-
trolling the process is a key issue for achieving solidification process that can
produces solar cells with high conversion efficiency. Numerical modeling is
important for realizing such a process with optimization. A 3D global model
and code were developed for analyzing 3D features of a unidirectional solidi-
fication process with square crucibles. A 2D/3D mixed discretization scheme
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Fig. 4.12. Heat flux distribution on the vertical wall of the melt and crystal obtained
by 3D global analysis [unit: W m−2]

was employed. An effective and efficient algorithm was developed for calcu-
lating view factors in radiation modeling. Thus, 3D global modeling can be
carried out with moderate requirement of computation resource by a common
PC. Some results of 3D features of a case study were presented.
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Mechanism of Dendrite Crystal Growth

Kozo Fujiwara* and Kazuo Nakajima

Abstract. Fundamental understanding of crystal growth behaviors from Si melt is
significant for the researchers, who are involved in the development of crystal growth
technologies. In the light of Si crystals for solar cells, it is imperative to improve
the crystal-quality of Si-multicrystal ingot grown by casting, because it is widely
used for solar cell substrates in the present and future. Faceted dendrite has unique
structural features and has a potential to be used for controlling the crystal structure
in Si-multicrystal ingots. In addition, basically, its growth behavior is fascinating.
In this chapter, the growth mechanism of Si faceted dendrite will be described with
recent experimental results.

5.1 Introduction

No one doubts that Si-multicrystal is one of the most important materials,
along with Si single crystal, for the substrate of solar cells in the future,
although other variety of materials will be developed. Currently, a casting
method based on unidirectional solidification is commercially operated for
producing Si-multicrystal ingots. To prevent metal impurity incorporations,
purity of raw Si materials, crucible coating and furnace design have been
improved. To reduce dislocation density and thermal stress in an ingot, ther-
mal history during/after crystallization is controlled. Despite such efforts,
the solar cell performance of Si-multicrystals is inferior to that of Si single
crystals. This fact suggests that there is still room for improvement of crystal-
quality of Si-multicrystal ingots. Therefore, the researchers do have to keep
trying to improve the crystal-quality of Si-multicrystal ingots and to develop
a technology for obtaining such high-quality Si-multicrystal ingots.

Fine control of macro- and microstructures in Si-multicrystal ingots may
be needed for the future. The crystal structure of Si-multicrystal is largely
different from Si single crystal, as illustrated by formation of grain bound-
aries and the distribution of crystallographic orientations on a wafer surface.
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Generally, some grain boundaries act as recombination centers of photocar-
riers [1, 2]. It has also reported that dislocation clusters exist around grain
boundaries [3] and that subgrain boundaries are generated from grain bound-
aries, which will be described in detail in Chap. 6 in this book. To reduce the
grain boundary density in Si-multicrystal ingots, size of crystal grains should
be controlled to be larger during crystallization process. Random distribution
of crystallographic orientations on a wafer surface is also not convenient for
solar cells. A surface textural structure for light trapping is easily formed by
anisotropic chemical etching in Si single crystal solar cells [4]. However, it is
difficult to form a uniform surface textural structure in a Si-multicrystal wafer
due to the differences in etching rate and morphology between grains. There-
fore, another special technique, at higher cost, should be used for obtaining
such a good textural structure [5]. If Si-multicrystal ingots with large size
grains oriented in one direction were grown by casting method, low-cost and
high-performance solar cells will be realized.

Recently, an idea was proposed to obtain structure-controlled
Si-multicrystal ingots by casting method [6]. The concept named “dendritic
casting method” is schematically shown in Fig. 5.1. Faceted dendrite growth
is promoted along the bottom of the crucible in the earlier stage of casting.
The growth rate of faceted dendrite is much faster than that of normal crys-
tals, and then large-size grains are formed at the bottom of an ingot. Further,
crystallographic orientation vertical to the upper surface of a faceted den-
drite is limited to <112> or <110>, due to the unique structural features of
faceted dendrites. Therefore, if all grains were formed by faceted dendrites,

crucible
Si melt 

<112> or <110> 

faceted dendrites

direction of growth of
the Si-multicrystal ingot 

Si-multicrystal

Faceted dendrites grow
along the bottom of the
crucible  

cross sectional image at the bottom cross sectional image at the middle of the ingot 

Large-size grains with specific
orientation are grown

Fig. 5.1. Growth concept for obtaining a Si-multicrystal ingot with large-size grains
oriented to one direction
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a structure with large-size grains oriented specific direction is formed at the
bottom of an ingot. After that, crystallization should be promoted to upper
direction from the surface of the dendrites-structure at the bottom. In this
way, a Si-multicrystal ingot with large-size grains oriented specific orientation
will be obtained. Actually, such a structure-controlled Si-multicrystal ingot
was obtained for a small-size ingot by the dendritic casting method [6], and
its higher solar cell performance was demonstrated [6]. This technology has
a potential to be applied to the growth of industrial-size ingots because the
growth concept is very simple: only the control of crystal growth mechanism is
required in the earlier stage of casting. In this chapter, the growth mechanism
of faceted dendrite will be fundamentally described.

5.2 Twin-Related Dendrite Growth in Semiconductor
Materials

Dendrite crystals grow during crystallization from liquid or vapor phase in
almost all materials containing metals, semiconductors, oxides, and organic
materials. In particular, twin-related dendrites of Si or Ge are so-called
“faceted dendrites.” The study of faceted dendrite has had a long history
since the first report by Billig [7]. Long Ge-ribbons propagated in the <211>
directions and bounded by well-developed {111} habit faces were grown by
pulling from a seeded undercooled melt [8–10]. The most unique feature of
faceted dendrite is existence of {111} parallel twins at the center of faceted
dendrites [8–12]. Si faceted dendrites have exactly the same features with Ge
faceted dendrite [13–16]. Figure 5.2 shows a typical surface morphology of Si
faceted dendrite grown from undercooled melt, which was observed by SEM
and analyzed by electron back scattering diffraction pattern (EBSP) method
[16]. Two parallel twins shown by white lines in the image exist at the center
of the faceted dendrite. Therefore, it is defined that the growth of faceted
dendrites is related to parallel twins. The parallel twin formation during melt
growth will be described in next section.

The growth model of faceted dendrites was proposed in 1960 [17, 18].
Recently, more real growth model was proposed through the in situ obser-
vation experiments of growth processes of Si faceted dendrite [19], although
the previous model has been widely accepted. In Sect. 5.4, it will be described
how faceted dendrite grows, and the role of parallel twins will be explained.

Si faceted dendrite is applied for growing ribbon sheet crystals [20] and
Si-multicrystal ingots for solar cells [6,21]. In the dendritic web growth, after a
seed crystal is dipped in the undercooled melt, a faceted dendrite propagates
on the melt surface and then, a ribbon sheet crystal is pulled up. However, in
the dendritic casting method, faceted dendrites are grown along the bottom
of the crucible in the earlier stage of casting. Grain size will be large due
to the faster growth of faceted dendrite as compared with equiaxed grains.
In addition, grain orientation will be almost the same because the upper
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1mm 

5μm 

Fig. 5.2. SEM image of Si faceted dendrite grown from undercooled melt. EBSP
analysis was performed to find parallel twins (shown by white lines). Parallel twins
exist at the center of the faceted dendrite [16]

direction of faceted dendrites is limited to <110> or <112>. Subsequently,
crystallization will be promoted to upper direction started on the faceted
dendrites. In this way, structure-controlled Si-multicrystal ingots are obtained.
In both technologies, effective promotion of faceted dendrites in the earlier
stage of crystal growth is essential for obtaining high-quality crystals.

5.3 Formation Mechanism of Parallel Twins During
Melt Growth Processes

Two prerequisites for growing faceted dendrite are well known:

1. More than two {111} parallel twins in a growing crystal
2. Sufficient undercooling in the melt

Researchers of materials science can easily imagine deformation twins, which
are generated in a crystal when subjected to external stress. However, the par-
allel twins formation related to faceted dendrite growth during melt growth
processes of Si has not been well understood, although a few ideas were
reported [15, 22]. Fujiwara et al. directly observed the growth behavior of Si
crystal and showed how faceted dendrite grew [16]. Figure 5.3 shows images of
the solid–liquid growth interface during the melt growth of Si [16]. The most
stable {111} faces are appeared on the growth surface, and then the zigzag
shaped faceted interface is formed. The shape of the interface changed from
Fig. 5.3a–d with decreasing melt temperature. The faceted interface was first
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Fig. 5.3. Growth process of Si crystal from undercooled melt [16]. (a) Crystal is
growing with faceted interface. (b)–(d) Faceted dendrite grows from a part of faceted
interface. The direction of the growth of faceted dendrite is parallel to the {111}
facet face on the interface [16]

observed, as shown in Fig. 5.3a. At this time, a faceted dendrite did not grow
because the melt was not sufficiently cool, although parallel twins might have
already been formed in the crystal. When the melt temperature had decreased
sufficiently, a faceted dendrite grew in a constant direction from part of the
faceted interface, as shown in Fig. 5.3b–d. Note that the direction of growth of
the faceted dendrite was parallel to the facet plane, as shown in Fig. 5.3c. This
means that the parallel twins at the center of the faceted dendrite are formed
parallel to the facet plane. This fact is significant to consider the parallel twins
formation.

Figure 5.4 schematically shows a model for generating parallel twins during
the melt growth of Si [16]. Figure 5.4a shows a solid/liquid growth interface
of Si. It has been explained theoretically that the crystal growth interface of
Si is faceted and that {111} planes appear on the surface [23]. Such a faceted
interface of Si was directly observed during in situ experiments as shown in
Fig. 5.3 [16, 24, 25]. The shape of the faceted interface is dependent on the
crystal growth orientation; an example of this is shown in Fig. 5.4. Since the
growth interface is faceted, crystal growth is always promoted on the {111}
facet planes. When an atom attaches on a facet plane with a twin relation-
ship, a layer that maintains the twin relationship is formed on the facet plane
after lateral growth, and then one twin boundary is generated on the layer,
as shown in Fig. 5.4b. One can expect that the atoms are often deposited
on the growth interface with twin relationship because the grain boundary
energy of Si {111} twin boundary is close to zero

(∼30 mJm−2
)

[26]. On
one hand, such the twin configuration of adatoms may be rearranged so that
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direction of growth of
a faceted dendrite

(a)
{111} facet planes

Twin boundary(b)

Twin boundary

(d)(c)

Lateral growth

Si crystal 

Si melt 

Fig. 5.4. Model of parallel-twin formation during crystal growth from Si melt. The
growth interface is faceted as shown in (a). when a twin boundary is accidentally
formed on a {111} facet face, another twin boundary is formed parallel to the first
twin after lateral growth is promoted (from (b) to (d)). The direction of growth of
the faceted dendrite should be parallel to the {111} facet plane in this model [16]

adatoms obey the epitaxial configuration at the crystal surface to minimize
the Gibbs free energy of the system when the driving force for crystalliza-
tion is very low at near equilibrium condition. On the other hand, when the
driving force is large, high undercooling, the growth of the layer with twin
relationship should be promoted because of the faster growth kinetics and the
larger energy gain due to the crystallization. If the crystal growth continues in
the lateral-growth mode (Fig. 5.4c), we note that another twin boundary may
form parallel to the previous twin, as shown in Fig. 5.4d. In this model, the
formation of two parallel twins is certain when one twin is formed on a facet
plane at the growth surface. When the undercooling of the melt is sufficient,
faceted dendrite growth starts from these two parallel twins. In this mecha-
nism, the growth direction of the faceted dendrite is parallel to the facet planes
on the growth interface, as shown in Fig. 5.4d. Thus, this model explains how
and why parallel twins are generated in the growing crystal. This agrees with
the explanation of the experimental result shown in Fig. 5.3.

The required undercooling for growing faceted dendrite was also investi-
gated [6,15,27]. Some experimental data showed that the range of undercool-
ing was 10 K < ΔT < 100 K. When the degree of undercooling is larger than
100K, twin free dendrite is appeared with changing the growth mode from
lateral growth to continuous growth [15, 28].
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5.4 Growth Mechanism of Si Faceted Dendrite

The growth model of faceted dendrites was proposed in 1960 [17, 18]. It was
well considered about the role of parallel twins on the growth of faceted
dendrite. However, no one has obtained the direct evidences to prove the
growth model. Recently, Fujiwara et al. succeeded in observing the growth
process of faceted dendrite in detail, and a growth model was presented on
the basis of experimental evidence [19]. Here, the experimental results of direct
observations are shown and both the models are explained.

Figure 5.5a shows a typical growth behavior of a Si faceted dendrite [19].
It is shown that the faceted dendrite grew faster than the rest of the crystal.
The faceted dendrite continuously propagated both in the direction of rapid
growth and the direction perpendicular to the rapid growth. Crystallographic
orientation analysis of a small area at the center of the dendrite (indicated
by the small box in the right image of Fig. 5.5a showed that the two parallel
twins exist (Fig. 5.5b)), and rapid-growth direction of the faceted dendrite was
<112> and that the direction of the side growth was <111>, as schematically
shown in Fig. 5.5. Importantly, the faceted dendrite grew not only in the rapid-
growth direction of <112> but also in the <111> direction perpendicular to
the rapid-growth direction. In Fig. 5.5a, it is in fact shown that the growth
occurs also in the direction parallel to the {111} planes. This is an observation
from the direction parallel to {111} twins in the faceted dendrite.

1 mm 

5 μm

(a)

(b)

Si melt 

Si crystal 

Faceted dendrite

<111>

<111>

<112>
{111} twins 

dendrite

111 twin

111 twin

Fig. 5.5. (a) A typical growth behavior of a Si faceted dendrite. (b) Result of
EBSP analysis in the center of the faceted dendrite. Two parallel twins exist. Growth
orientation of the faceted dendrite is schematically shown [19]
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To obtain more information on the growth behavior of the faceted den-
drite, another observation was performed from perpendicular to the {111}
twins. Figure 5.6a shows the experimental procedure [19]. A piece of Si {111}
wafer was set in a crucible, and the sample was carefully heated to melt in such
a way that an unmelted part remained. Then, the sample was cooled rapidly
to promote dendrite growth. Crystal growth started from the unmelted “seed”
wafer. In this experiment, when the dendrite appears during crystal growth,
the {111} parallel twins are generated parallel to the {111} crystal surface.
The direction of observation of the growing dendrite is schematically summa-
rized in Fig. 5.6a. Figure 5.6b shows the growth process of a faceted dendrite.
It revealed the unique growth behavior of a faceted dendrite [19]. Note that
triangular corners with an angle of 60◦ were formed at the tip of the dendrite
and also that the direction of the corners alternately changed from outward to
forward to the direction of growth, as highlighted in Fig. 5.6b. Such a triangu-
lar corner is not formed in the previous model of Hamilton and Seidensticker
[17]. From Figs. 5.5a and 5.6b, one thus obtained three important facts for the
growth behavior of faceted dendrites; (1) a faceted dendrite can propagate in
the <111> direction, which is perpendicular to the rapid-growth direction of
<112>, (2) triangular corners with an angle of 60◦ are formed at the tip of
the faceted dendrite, and (3) the direction of the 60◦ corners changes during
growth.

111

Si melt 

lens

In Figure 4

{111} twin plan
This experiment

dendrite

heating

cooling

(a)

Si wafer 

1 mm

60°

60° [121]
[211]

[111]
[112]

Si melt 

Faceted
dendrite

(b)

Fig. 5.6. (a) Experimental procedure for observing the growth behavior of a faceted
dendrite perpendicular to the {111} twins in the faceted dendrite. The direction of
observation of the growing dendrite is schematically shown. (b) Growth behavior of
Si faceted dendrite observed perpendicular to the {111} twins. Note that a triangular
corner of angle 60◦ is formed at the growth tip and that the direction of the corner
changes with growth. The growth processes are schematically shown [19]



5 Mechanism of Dendrite Crystal Growth 79
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219°

{111}
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141°
<112>

219°

{111}

Twin boundary

109.5°
typeⅡ 

141°

(b)

Fig. 5.7. (a) Schematic images of growth of a crystal with one twin. The crystal is
bounded by {111} habit planes. It is considered that the crystal is growing in one
direction for the sake of simplicity. A reentrant corner of angle 141◦ (type I) appears
at the growth surface. Rapid growth occurs at the corner until a triangular corner
is formed. (b) Schematic images of the growth of a crystal with two twins, which
was proposed by Hamilton and Seidensticker [19]. They assumed that nucleation
events easily occurred at the reentrant type I corner and that crystal growth on
the {111} flat surface was difficult. Nucleation at the type I corner leads to the
formation of a new reentrant corner of angle 109.5◦, marked type II (shown in the
third image). They considered that nucleation also occurred at the type II corner,
which permitted continuous propagation of the crystal in the lateral direction before
the type I corner disappeared (right). Importantly, no triangular corner is formed
during dendrite growth in their model [19]

Here, the growth of the Si crystal with one and two twins is reviewed
according to the explanation of Hamilton and Seidensticker [17]. It is well
known that {111} habit planes appear on the crystal surface during the crys-
tallization of Si [17,23]. Figure 5.7a shows the equilibrium form of the crystal
with one twin, which is bounded by {111} planes. Now, we consider the sit-
uation that the crystal is growing in one direction for the sake of simplicity.
One reentrant corner with an external angle of 141◦ (type I) appears at the
growth surface. Nucleation readily occurs at the reentrant corner compared
with that at {111} flat surfaces [17, 18]. Therefore, the crystal rapidly grows
at the reentrant corner, and a triangular crystal with a 60◦ corner is finally
formed. Rapid growth has ceased at this time due to the disappearance of
the reentrant corner. This is why the faceted dendrite does not appear when
the crystal has only one twin. Next, it is explained that the growth model
of a crystal with two parallel twins presented by Hamilton and Seidensticker
[17], which corresponds to the growth model of a faceted dendrite presented
in 1960. Figure 5.4b shows a two-twin crystal bounded by {111} habit planes.
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They assumed that the crystal growth on {111} flat surface hardly occurred.
Rapid growth occurs at the reentrant type I corner, similar to that in the crys-
tal with one twin. The new layer forms a new reentrant corner with an angle
of 109.5◦ at the next twin, indicated as type II in the third figure. Hamilton
and Seidensticker considered that nucleation events also occur at this type II
corner. Thus, the creation of a type II corner allows the continuous propaga-
tion of the crystal in the lateral direction before the type I corner disappears,
in contrast to the crystal with only one twin. Most important in their model,
the reentrant type I corner does not disappear during dendrite growth, which
means that no triangular corners appear at the tip of the growing dendrite.
However, the model is not in agreement with the experimental results shown
in Figs. 5.5a and 5.6b.

Here, a growth model recently presented by Fujiwara et al. based on the
experimental evidences is shown in Fig. 5.8 [19]. In the explanation, the two
twins are distinguished by labeling them twin1 and twin2 (Fig. 5.8a). Rapid
growth at the type I corner leads to the formation of a triangular corner with
an angle of 60◦ at the growth tip of the faceted dendrite (Fig. 5.8b, c), sim-
ilar to that in the crystal with one twin, which was observed in experiment.
Crystal growth can continue on the {111} flat surface, although the rapid
growth is inhibited due to the disappearance of the reentrant corner. In the
previous model, crystal growth on the {111} flat surface seemed hardly to

(b)

141°

141°

<112>

(g)(f)

219°

219°

60°

60°

(e)

141°

141°

<112>

<112>

(d)

60°219°

(c)

twin1

twin2

141°
219°

141°

{111}

<112> type Ι type Ι

type Ι

(a)
219°

Fig. 5.8. (a) Equilibrium form of a crystal with two twins, which is bounded by
{111} habit planes. (b), (c) A triangular corner is formed due to the rapid growth
at the type I corner at twin1. Crystal growth can continue on the {111} flat surface,
although the rapid growth is inhibited because of the disappearance of the type I
corner. (d) When the triangular crystal propagates across twin2, two type I corners
are newly formed at twin2. (e), (f) Rapid growth occurs at the two type I corners
again, and triangular corner is formed. (g) After propagation of the crystal, a type I
corner is formed at twin1. The faceted dendrite continues to grow by repeating the
process from (a) to (g) [19]
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occur. However, it was shown that significant crystal growth occurred on the
{111} surface in the undercooled melt (shown in Fig. 5.6a). After propagation
of the crystal, note that two type I corners are newly formed on the growth
surface at twin2 (Fig. 5.8d). Thus, rapid growth occurs there again, and tri-
angular corners with an angle of 60◦ are formed in the same manner as before
(Fig. 5.8e, f). The direction of the 60◦ corner has been changed as shown
in Fig. 5.5d–f, which is in agreement with the experimental results. Crystal
growth is promoted on the {111} flat surface again, leading to the formation
of a new reentrant type I corner at twin1 (Fig. 5.8g). The faceted dendrite
continues to grow by repeating the same processes and forming the 60◦ cor-
ner at the growth tip. In the previously presented growth models [17,18], they
assumed that the crystal propagated laterally owing to the formation of the
type II corner at twin2 and that crystal growth on the {111} flat surface was
negligible. In such processes, the faceted dendrite propagates only in the rapid-
growth direction. However, the faceted dendrite grew not only in the direction
of rapid growth but also perpendicular to that direction, which means that
crystal growth on the {111} flat surface readily occurs in undercooled melt.
The significance of the existence of two twins is not only the formation of type
II corners, but also the alternate formation of type I corners at each twin. The
model shown in Fig. 5.8 fully explains the experimental evidence of the growth
behavior of the faceted dendrite. Furthermore, the twin-related growth model
can be applied not only to Si but also for other faceted materials.

References

1. A. Fedotov, B. Evtodyi, L. Fionova, Yu. Ilyashuk, E. Katz, L. Polyak, Phys.
Stat. Sol. (a) 119, 523 (1990)

2. Z. Wang, S. Tsurekawa, K. Ikeda, T. Sekiguchi, T. Watanabe, Interf. Sci. 7, 197
(1990)

3. B. Ryningen, K.S. Sultana, E. Stubhaug, O. Lohne, P.C. Hjemas, in Proceedings
of the 22th European Photovoltaic Solar Energy Conference, Milan, 2007, p. 1086

4. F. Restrepo, C.E. Backus, IEEE Trans. Electron Devices ED-23, 1195 (1976)
5. H.F.W. Dekkers, F. Duerinckx, J. Szlufcik, J. Nijs, in Proceedings of the 16th

European Photovoltaic Solar Energy Conference, Glasgow, 2000, p. 1532
6. K. Fujiwara, W. Pan, N. Usami, K. Sawada, M. Tokairin, Y. Nose, A. Nomura,

T. Shishido, K. Nakajima, Acta Mater. 54, 3191 (2006)
7. E. Billig, Proc. R. Soc. A229, 346 (1955)
8. E. Billig, P.J. Holmes, Acta Metall. 5, 53 (1957)
9. E. Billig, Acta Metall. 5, 54 (1957)

10. A.I. Bennett, R.L. Longini, Phys. Rev. 116, 53 (1959)
11. N. Albon, A.E. Owen, J. Phys. Chem. Solids 24, 899 (1962)
12. D.R. Hamilton, R.G. Seidensticker, J. Appl. Phys. 34, 1450 (1963)
13. S. Ohara, G.H. Schwuttk, J. Appl. Phys. 36, 2475 (1965)
14. T.N. Tucker, G.H. Schwuttk, J. Electrochem. Soc. 113, C317 (1966)
15. K. Nagashio, K. Kuribayashi, Acta Mater. 53, 3021 (2005)



82 K. Fujiwara and K. Nakajima

16. K. Fujiwara, K. Maeda, N. Usami, G. Sazaki, Y. Nose, K. Nakajima, Scripta
Mater. 57, 81 (2007)

17. D.R. Hamilton, R.G. Seidensticker, J. Appl. Phys. 31, 1165 (1960)
18. R.S. Wagner, Acta Metall. 8, 57 (1960)
19. K. Fujiwara, K. Maeda, N. Usami, K. Nakajima, Phys. Rev. Lett. 101, 055503

(2008)
20. D.L. Barrett, E.H. Myers, D.R. Hamilton, A.I. Bennett, J. Electrochem. Soc.

118, 952 (1971)
21. K. Fujiwara, W. Pan, K. Sawada, M. Tokairin, N. Usami, Y. Nose, A. Nomura,

T. Shishido, K. Nakajima, J. Cryst. Growth 292, 282 (2006)
22. R-Y. Wang, W-H. Lu, L.M. Hogan, Metall. Mater. Trans. 28A, 1233 (1997)
23. K.A. Jackson, Growth and perfection of crystals Wiley, New York, 1958), p. 319
24. K. Fujiwara, K. Nakajima, T. Ujihara, N. Usami, G. Sazaki, H. Hasegawa,

S. Mizuguchi, K. Nakajima, J. Cryst. Growth 243, 275 (2002)
25. K. Fujiwara, Y. Obinata, T. Ujihara, N. Usami, G. Sazaki, K. Nakajima,

J. Cryst. Growth 266, 441 (2004)
26. M. Kohyama, R. Yamamoto, M. Doyama, Phys. Stat. Sol. B138, 387 (1986)
27. K. Fujiwara, K. Maeda, N. Usami, G. Sazaki, Y. Nose, A. Nomura, T. Shishido,

K. Nakajima, Acta Mater. 56, 2663 (2007)
28. G. Devaud, D. Turnbull, Acta Metall. 35, 765 (1987)



6

Fundamental Understanding of Subgrain
Boundaries

Kentaro Kutsukake*, Noritaka Usami, Kozo Fujiwara, and Kazuo Nakajima

Abstract. Generally, Si multicrystals, which are grown by a casting method using
a crucible, contain many grain boundaries (GBs) and crystal grains with various
orientations. Since the grain size has increased as a result of improving in the
growth technique, instead of GBs, subgrain boundaries (sub-GBs) have become
major defects acting as recombination centers for photogenerated carriers. In this
chapter, the study of sub-GBs in Si multicrystals is comprehensively reviewed with
the authors’ current results.

6.1 Introduction

Subgrain boundaries (sub-GBs) are major and basic defects in metallic mate-
rials, particularly in constructional materials, and have been well investigated,
because they strongly affect the mechanical properties of the materials. In Si
multicrystals, sub-GBs have also recently become major defects, since the
grain size has increased as a result from improving the growth technique. In
this section, we present the results of investigations of sub-GBs in metallic
materials, which can be applied to Si multicrystals used in solar cells.

Sub-GBs, which are sometimes called small-angle boundaries, are bound-
aries between subgrains with small crystallographic misorientations in the
crystal grains. Sub-GBs are two-dimensional defects similar to GBs, however,
they are distinguished from GBs by their mechanical, electrical, and magnetic
properties. From the viewpoint of the microstructure, sub-GBs consist of dis-
locations with array-like configurations that minimize their elastic energy as
illustrated in Fig. 6.1 [1]. In other words, clustered dislocations are rearranged
into sub-GBs, as a result of their motion. For the simplest dislocation model
of sub-GBs, the distance, D, between adjacent dislocations is expressed as

D =
b

2 sin
(

Δθ
2

) , (6.1)
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Fig. 6.1. Schematic illustration of dislocation model of sub-GB

where Δθ is the misorientation between the two subgrains sandwiching a
sub-GB, and b is the length of the Burgers vector of the dislocations. This
expression shows that the dislocation density on a sub-GB increases with
increasing misorientation, which results in the variation of the properties of
sub-GBs, as discussed in the following sections. The type of dislocations com-
prising a sub-GB systematically changes with the type of sub-GB. In the case
of a tilt boundary, i.e., when the rotation axis of the misorientation is parallel
to the boundary plane, a sub-GB consists of an array of edge dislocations.
However, in the case of a twist boundary, i.e., when the rotation axis of the
misorientation is perpendicular to the boundary plane, the sub-GB consists
of a network of screw dislocation arrays. With increasing misorientation, the
array-like dislocation structure vanishes and the microstructure of the bound-
ary becomes similar to the structure of a random (general) GB, which results
in the distinguishing properties of the sub-GB vanishing and the properties
becoming similar to those of random (general) GBs. The physically meaning-
ful maximum misorientation, Δθmax, i.e., the boundary between sub-GBs and
GBs, has been estimated to be 15◦ using the Brandon criterion [2], which is
expressed as

Δθmax = θ0Σ−1/2, (6.2)

where θ0 is an experimentally determined constant (generally 15◦ is used
for metallic materials) and Σ is the sigma value in coincidence site lattice
(CSL) theory (Σ = 1 for sub-GBs). For more detailed descriptions of the
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microstructures of sub-GBs and dislocations, the books of Hirth and Lothe
[1] and Sutton and Ballufi [3] can be referred.

6.2 Structural Analysis of Subgrain Boundaries

As mentioned in the previous section, a sub-GB is a boundary between
subgrains with small crystallographic misorientation. Therefore, to investi-
gate sub-GBs crystallographically, the detection of small misorientations is
necessary. Table 6.1 summarizes the methods of analyzing crystallographic
orientation from the viewpoints of angular resolution and spatial resolution.

Scanning electron microscopy (SEM) equipped with electron backscatter-
ing pattern (EBSP) analysis is widely used to investigate multicrystalline
structures. In particular, it is a powerful tool for visualizing the grain ori-
entation and grain shape, and for characterizing the GB character. One of
the applications of Si multicrystals is to study CSL boundaries, which are
the GBs with a special grain configuration and a low GB energy. By combin-
ing EBSP analysis with electron beam induced current (EBIC) measurement,
Tsurekawa and coworkers revealed that CSL boundaries in Si multicrystals,
in particular Σ3 boundaries, exhibit less electrical activity than random GBs
[4,5]. Chen et al. also combined EBSP analysis with EBIC measurement and
reported that the low electrical activity of CSL boundaries is preserved even
after contamination with iron [6]. As remarked here, SEM-EBSP analysis has
helped us to understand the properties of CSL boundaries in Si multicrystals.
It can be applied to detect sub-GBs, and electrical investigations of the sub-
GBs characterized by SEM-EBSP analysis have been reported [7,8]. However,
the angular resolution of SEM-EBSP analysis is about 1◦ under low magni-
fication. SEM-EBSP analysis, therefore, cannot detect sub-GBs with small
misorientation; however, sub-GBs affect the electrical performance of solar
cells even when the misorientation is less than 1◦.

Transmission electron microscopy (TEM) is an attractive tool for micro-
scopically observing the individual dislocations comprising sub-GBs. The

Table 6.1. Angular resolution and spatial resolution for different methods for
analyzing crystal orientation

SEM-EBSP TEM XRD

Spatial resolution <1 <0.01 >100 (Lab. scale)
(μm) <1 (Synchrotron)

Angular resolution
(degree)

∼1 (low mag-
nification)

∼0.05 (Kikuchi line) <0.01 (Rocking
curve)

Comments Good visual-
ization

Individual
dislocations can
be observed

Very high angular
resolution
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Fig. 6.2. TEM image of sub-GB

array-like configuration of dislocations on a sub-GB, which is schematically
illustrated in Fig. 6.1, can be observed by TEM, as shown in Fig. 6.2 [9]. More-
over, the crystal orientation can be analyzed by combining a TEM image with
a Kikuchi line pattern or a diffracted electron-beam pattern. Such analysis has
confirmed the validity of (6.1), which expresses the relationship between mis-
orientation and the distance between adjacent dislocations. However, while
the angular resolution of TEM is sufficiently high for sub-GB investigation,
its measurable area is too small relative to the surface area of a solar cell
wafer.

Recently, crystal orientation analysis through spatially resolved X-ray
rocking curves has been performed to detect structural modifications in local
structures in multicrystals with angular resolution better than 0.01◦ [10]. This
method of analysis can be applied to investigate sub-GBs in Si multicrystals,
if combined with an appropriate sample. The sample should contain crystal
grains with diameter comparable to or larger than the incident X-ray diameter,
which is typically less than 1mm, for alignment of the optical configuration.
In addition, ideally, the crystal grains are controlled to have the same orien-
tation to allow the measurement of many crystal grains without changing the
optical configuration.

Kutsukake et al. [11] reported the distribution of sub-GBs in Si mul-
ticrystals in a wafer-scale area using Si multicrystals grown by the dendritic
casting method [12,13] to contain crystal grains aligned in the [110] direction.
Figure 6.3 illustrates the optical configuration used in the X-ray rocking curve
analysis. The rocking curve measurements were carried out by scanning the
incident angle, ω, with a fixed diffraction angle, 2θ, so that the diffraction
from each subgrain can be distinguished. Figure 6.4 shows a typical rocking
curve profile containing multiple peaks. Since each diffraction peak originates
from one subgrain, the number of sub-GBs within the incident X-ray spot is
estimated to be (n − 1), where n is the number of peaks. In addition, the
maximum angular difference, Δω, is regarded as the sum of the angular dif-
ferences of sub-GBs in the spot. By performing the above measurements on
the sample surface, the sub-GB density can be imaged. Figure 6.5 shows (a)
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Fig. 6.3. Schematic illustration of optical configuration used in X-ray rocking curve
analysis

Fig. 6.4. Typical rocking curve profile containing multiple peaks

Fig. 6.5. (a) Photographic image of a sample and (b) distribution of sub-GBs

a photographic image of a sample and (b) the spatial distribution of sub-GB
density, in which the dark region with the sub-GB density of −1 corresponds
to positions where the diffraction condition was not satisfied and the gray
region with the sub-GB density of 0 corresponds to single-crystals without
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Fig. 6.6. Typical images of (a) linelike and (b) clustered etch pits

any subgrains. It was found that sub-GBs are not homogeneously distributed
but are densely located within a narrow area that extends in the growth direc-
tion over several GBs. This tendency appears to be due to the same mechanism
by which dislocations tend to lengthen in the growth direction during crystal
growth to decrease its length. As demonstrated above, X-ray rocking curve
measurement is useful for the structural investigation of sub-GBs; however,
its spatial resolution is much larger than that of SEM and TEM. Therefore,
it is important to choose and combine methods of crystal orientation analyses
depending on the subject and sample.

We briefly comment on etch pit observation, even though it is not a method
of crystal orientation analysis. Numerous etch pit studies have been reported
for Si wafers, in which dislocations and their clusters were observed using the
etching solutions of Sirtl [14], Dash [15], Sopori [16], and others. In Si mul-
ticrystals, etch pits, i.e., dislocations, are frequently observed in the vicinity
of GBs and inclusions such as Si3N4, SiC and so forth [17]. This suggests that
GBs and inclusions act as a source of dislocations. The mechanism of disloca-
tion generation is discussed in detail in the following section. Figure 6.6 shows
typical images of line-like and clustered etch pits etched by Sopori solution. As
mentioned above, line-like etch pits correspond directly to sub-GBs. Moreover,
in the area of clustered dislocations, multiple peaks are frequently observed
in the X-ray rocking curve profile. This suggests that clustered dislocations
are reconstructed into sub-GB structures in the microscopic scale.

6.3 Electrical Properties of Subgrain Boundaries

Investigation of the electrical properties of sub-GBs is an important subject
for improving the performance of Si multicrystal solar cells. In particular,
the carrier recombination activity of sub-GBs has been well investigated
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through EBIC measurements and as well as by photoluminescence (PL) and
electroluminescence (EL) spectroscopy and imaging.

Ikeda et al. investigated the effect of the misorientation on carrier recom-
bination activity using a unique method; they formed artificial sub-GBs with
a controlled misorientation using a wafer-bonding technique and measured
the carrier recombination activity through EBIC analysis [18]. They revealed
that sub-GBs show active carrier recombination even if the misorientation is
only 0.1◦, which increases with increasing the misorientation and saturates
when the misorientation is approximately 2◦. This suggests that the electri-
cal properties of sub-GBs vary with their structure, i.e., their misorientation.
Among other EBIC studies, the effects of contamination reported by Chen
et al. should be noted [7]. They measured the change in the EBIC of sub-
GBs with a misorientation of about 1◦, CSL boundaries and random GBs
before and after contamination with iron. The electrical activity of sub-GBs
increased after contamination and, more importantly, sub-GBs exhibited the
largest electrical activity both before and after contamination compared with
CSL boundaries and random GBs. This means that sub-GBs have a greater
effect than GBs influencing solar cell performance.

Sugimoto et al. investigated intragrain defects in Si multicrystals through
PL mapping tomography [8]. They measured the spatial distribution of PL
intensity filtered with a transmission band of 1,050–1,230nm to extract the
band edge emission. By repeating this measurement and sample thinning by
chemical etching, they obtained three-dimensional images of the PL inten-
sity. PL dark patterns, which indicate a plane-like structure extending in the
crystal growth direction, were observed in regions where the minority carriers
have a short diffusion length, and they confirmed that the pattern originated
from the intragrain defects. By performing low-temperature PL spectroscopy,
SEM-EBSP analysis and etch pit observation, they concluded that the defects
are metal contaminated dislocation clusters that originate from sub-GBs. It
should be noted that the GBs did not exhibit strong PL dark patterns, in
contrast to the pattern from sub-GBs. This means that sub-GBs are more
critical defects than GBs in terms of carrier recombination sites in solar cells.

Recently, PL and EL imaging techniques using a high-spatial-resolution
CCD camera have been developed to rapidly obtain luminescence images
[19, 20]. PL imaging can be performed on wafer samples without a solar cell
structure, but for quantitative analysis the inhomogeneities of excitation light,
surface light reflectance and surface carrier recombination should be consid-
ered. For EL imaging, a solar cell structure is necessary. In other words,
solar cell parameters can be estimated. Würfel et al. proposed a technique
for detecting shunting sites using the ratio of EL images taken with different
pass filters. They showed that areas with a small ratio of shorter wavelength
EL can be assigned as shunting sites [21].

To clarify the impact of sub-GBs on solar cell performance, in particular,
the shunting effect, Kutsukake et al. performed EL imaging on a small solar
cell sample, in which the distribution of sub-GBs was specified by using X-ray
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Fig. 6.7. (a) EL image taken with a 960-nm-long pass filter and (b) ratio of EL
intensities taken with 800-and 960-nm-long pass filters. The areas in solid ellipses
correspond to areas containing sub-GBs, and the areas in broken ellipses correspond
to area with random GBs

rocking curve measurements [11]. Figure 6.7 shows (a) an EL image taken
with a 960-nm-long pass filter and (b) the ratio of EL intensities taken with
800- and 960-nm-long pass filters. In the image taken with a 960-nm-long pass
filter, areas with dense sub-GBs are shown as dark area, similar to the case of
PL imaging. Further, in the image showing the EL ratio, the area with dense
sub-GBs was found to be dark, i.e., the ratio of the shorter wavelength EL
was small. On the basis of the report of Würfel et al., sub-GBs are expected
to act as shunts in solar cells. Importantly, the area with dense sub-GBs was
found to be darker than that with random GBs. This shows that the shunting
effect of sub-GBs is stronger than that of random GBs.

As reviewed above, sub-GBs are concluded to be most serious defects
preventing the improvement of overall performance of solar cells based on
Si multicrystals. We, therefore, suppress the generation of sub-GBs on the
basis of fundamental knowledge of its mechanism. In the next section, the
generation mechanism of sub-GBs is discussed.

6.4 Origin of Generation of Subgrain Boundaries:
Model Crystal Growth

Sub-GBs are expected to be formed during a high-temperature growth pro-
cess by the stabilization of dislocations, to form array-like configuration that
minimizes the self-energy. To form dislocations, the existence of a source with
a discontinuous crystal lattice is required, because extremely large stress, typi-
cally in the order of the modulus of transverse elasticity, is necessary to form a
dislocation from a perfect crystal lattice. In the case of Si multicrystal growth,
possible sources are the inner wall of the crucible, inclusions and GBs.

In particular, regarding GBs, numerous observations and theoretical
models of dislocation generation have been reported for metals and their
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compounds. For example, in situ direct observations of a thin sample with
unidirectional tensile or compressive stress through TEM [22] and X-ray
topography [23] have revealed that a GB ledge structure submitted to con-
centrated stress can generate dislocations. In analytical treatments of the
generation of dislocations from GBs, Varin et al. calculated the critical
shear stress required to generate dislocations by consideration of the strain
field caused by extrinsic GB dislocations [24], and Bata and Pereloma cal-
culated the critical shear stress by treating the GBs as an array of edge
dislocations [25].

On the basis of former studies of metals and their compounds, in the
growth process of bulk Si multicrystals, GBs are expected to be the source
of lattice dislocations, i.e., the source of sub-GBs. However, there is a large
difference between the conditions of a thin sample in a chamber and a bulk
sample in a furnace; thus, there is no guarantee that the phenomena observed
in TEM and X-ray topography take place during bulk crystal growth. There-
fore, defects and structure characterization tracking in the growth direction
for a grown bulk Si multicrystal is a reliable method of investigating the mech-
anism of sub-GB generation. However, systematic investigation is difficult for
a Si multicrystal grown by a practical casting method owing to the random
and complicated shape and crystal orientation of crystal grains.

To control the shape and crystal orientation of crystal grains, model crystal
growth was performed using purposely designed seed crystals, which consist
of several Si single-crystals with a controlled configuration between adjacent
pairs of crystals. An example of an arrangement of seed crystals is illustrated
in Fig. 6.8. Two Si (110) single-crystal columns with a diameter of 32mm
were cut every 5mm, and pieces of crystal from the different Si columns were
alternately placed in the bottom of the crucible. As illustrated by this example,
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Fig. 6.8. Schematic illustration of the configuration of seed crystals
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Fig. 6.9. (a) photographic image and (b) EBSP image of the cross section of a
sample containing three GBs with a relative crystal orientation of 103◦

this growth method enables the formation of arbitrary GB structures, i.e., GB
planes and relative crystal orientations, which can be controlled by varying
the arrangement of the cut planes. The seed crystals and poly-Si sources
were arranged in a SiO2 crucible coated with Si3N4 powder. The crucible was
raised to a position in the temperature gradient in the furnace used for crystal
growth, where all the sources and half of the seed crystals melted then lowered
to induce epitaxial growth on the seed crystals.

Figure 6.9 shows (a) a photographic image and (b) an EBSP image of
the cross section of a sample containing three GBs with a relative crystal
orientation of 103◦. As the EBSP image shows, the crystal grew epitaxially
on the seed crystals, and GBs were formed in a line almost parallel to the
growth direction. However, no change in the GB structure or the generation
of sub-GBs was detected at the angle resolution of SEM-EBSP analysis, which
is generally in the order of 1◦.

Figure 6.10 shows the distribution of the crystal orientation measured by
XRD at positions around one of the GBs in the sample shown in Fig. 6.9.
The peak positions corresponding to the crystal orientations were normalized
by the value at the grain center. The crystal orientations in the vicinity of
the GB were shifted from that at the grain center with increasing distance
from the seed. This change in crystal orientation could have been produced
only by the generation of sub-GBs, i.e., sub-GBs were generated from the GB
as the crystal growth proceeded. Similar phenomena were also observed in
the vicinity of the other GBs, which had almost the same structure, in the
same grown crystals. Although the amplitudes and directions of the change
in crystal orientation on both sides of the GB were almost same in the grown
crystal shown in Fig. 6.9, different phenomena were observed in the other
grown crystals. The directions of the change in crystal orientation on both
sides of the GB were opposite for the GB with a relative crystal orientation of
138◦, and the amplitude of the change in crystal orientation was significantly
small around the GB with relative crystal orientation of 90◦. This means that



6 Fundamental Understanding of Subgrain Boundaries 93

Fig. 6.10. Distribution of peak positions in ω scan profiles of XRD measurements
at positions around a GB in the same sample shown in Fig. 6.9
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Fig. 6.11. Relationship between calculated amplitude of local shear stress on the
slip plane near a GB and the amplitude of XRD peak shift

the amount and direction of the Burgers vector of dislocations comprising the
sub-GBs depend on the GB structure.

As reported in the previous studies on metallic multicrystals, local shear
stress might be a driving force of sub-GB generation from GBs during crys-
tal growth. To confirm this and to clarify the origin of the local shear stress,
finite-element stress analysis was used to model the multicrystalline structure
grown in this study. Figure 6.11 shows the relationship between the calculated
amplitude of local shear stress on the slip plane near the GB and the ampli-
tude of the XRD peak shift. In this calculation, isotropic displacement was
applied to the crystal edges as a boundary condition. A strong correlation
can be seen; a multicrystalline structure with a large XRD peak shift, i.e.,
a large number of generated dislocations are observed, exhibits large local
shear stress. This suggests that local shear stress is an important factor in
sub-GB generation and that it originates from the isotropic deformation of
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the crystal. No correlation was found between the calculated local shear stress
and the experimental results when anisotropic displacement was employed as
a boundary condition.

Another factor related to the sub-GB source should be commented. Sub-
GBs were also observed in the vicinity of participations, such as Si3N4, SiC,
SiO2 and so forth. This suggests that participations also act as a source of
sub-GBs. Furthermore, local modifications of the GB structure should be
considered. GB changes its structure as crystal growth proceeds so that its
energy is decreased, which results in the generation of sub-GBs [26].

6.5 Summary

Studies of sub-GBs in Si multicrystals are comprehensively reviewed from
the viewpoints of structure analysis, electrical properties and the generation
mechanism. Sub-GBs consist of dislocations with an array-like configuration,
are distributed locally and extend in the growth direction of the crystal. In
terms of electrical properties, sub-GBs are concluded to be the most serious
defects preventing the improvement of overall performance of solar cells based
on Si multicrystals. Sub-GBs are generated during the crystal growth process.
The sources of sub-GBs are concluded to be GBs and inclusions. Model crys-
tal growth and finite-element stress analysis revealed that local shear stress
caused by isotropic deformation is a key factor in the generation of sub-GBs.
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New Crystalline Si Ribbon Materials
for Photovoltaics

Giso Hahn*, Axel Schönecker, and Astrid Gutjahr

Abstract. The objective of this chapter is to review, for photovoltaic application,
the current status of crystalline silicon ribbon technologies as an alternative to wafers
originating from ingots. Increased wafer demand, the current silicon feedstock short-
age and the need of a substantial module cost reduction are the main issues that
must be faced in the booming photovoltaic market. Ribbon technologies make excel-
lent use of the silicon, as wafers are crystallised directly from the melt in the desired
thickness and no kerf losses occur. Therefore, they offer a high potential to sig-
nificantly reduce photovoltaic electricity costs when compared to wafers cut from
ingots. Nevertheless, the defect structure present in the ribbon silicon wafers can
limit material quality and cell efficiency.

7.1 Ribbon Growth

To provide an answer to the rapidly growing demand for cheap and easily
available solar electricity, the photovoltaic industry is looking for more cost
efficient and faster manufacturing processes for all steps of the value chain
from silicon feedstock to crystallisation and wafering, cell processing and
finally module fabrication. Silicon ribbons, as an alternative to silicon wafers
that have been crystallised in the form of ingots and then cut into wafers, have,
due to their higher silicon usage and potential for high production speed, sig-
nificant advantages with respect to cost and throughput. However, a more
complex technology and different wafer properties that often result in slightly
lower conversion efficiencies are obstacles to be overcome.

In principle, all ribbon processes have the characteristics that almost all
silicon supplied into the process is converted into wafers. There is also no wafer
cutting from a block, although in dependence upon the production method
separation of larger sheets into wafers may be needed. Depending upon the
type of crystallisation, silicon ribbon growth processes are either relatively
slow processes, which can be run on rather low-cost equipment or high-speed
processes operated with rather complex machinery.
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Driven by the motivation of increasing the Si yield in wafer manufacturing
and avoiding the time and energy consuming and, therefore, costly steps of
ingot growing and wafer cutting, research and development of methods to
crystallise silicon directly in the planar form of a wafer have been going on
for four decades [1–21] (see [22] for an early overview). It was only recently
that some of the ribbon technologies reached maturity, and manufacture on
a megawatt scale, such as in the case of the edge-defined film-fed growth
(EFG [23]) and the string ribbon (SR [24]) technologies could emerge. Other
technologies such as the silicon film [25], the ribbon growth on substrate (RGS
[17]), crystallisation on dipped substrate (CDS [26]) and the ribbon on a
sacrificial template (RST [5]) are under development in pilot demonstration
phases.

In the following, the different principles of silicon ribbon production
methods will be outlined and more detailed information will be given on
typical technologies in each category that are either in production or under
development or demonstration.

Apart from wafer characteristics as geometry, size, surface roughness, the
most important electronic characteristics of a silicon wafer for use in a solar
cell are the resistivity in the dark and the minority charge carrier lifetime.
However, in opposite to cast silicon wafers or CZ material, the as-grown char-
acteristics of ribbon silicon material are slightly different. The resistivity of
the wafer, which is determined by the type and amount of doping material
that is added during crystal growth, is often lower than in other wafers for
solar applications. If boron doping is used, it turned out that the highest aver-
age efficiency on ribbon silicon material is reached in 2–3 Ω cm material, while
cast silicon material is typically doped with boron in the 0.5–2 Ω cm range.

The same is true for minority carrier lifetime. Typical as-grown lifetimes in
ribbon silicon are lower than in cast or CZ doped wafers. Ribbon silicon wafers
therefore depend upon solar cell processing steps to improve their electrical
characteristics during the solar cell process (gettering and passivation). Thus,
monitoring the minority carrier lifetime and the respective diffusion length
during the solar cell process has proven to be a valuable instrument in the
development of the ribbon materials.

7.2 Description of Ribbon Growth Techniques

To understand the potential of the different photovoltaic silicon ribbon tech-
nologies, a closer look at the wafer growth technology, wafer characteristics
and behaviour in the cell process are all necessary.

In the past, the different ribbon Si technologies were classified in several
ways:

• By the shape of the meniscus built up at the liquid–solid interface (see
Fig. 7.1)
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Fig. 7.1. Classification of silicon ribbon technologies according to the shape of the
meniscus at the liquid–solid interface [22]. For M1, the lower part of the meniscus
is formed, e.g. by a shaping die, whereas M2 has a broad base at the free surface of
the liquid. Both M1 and M2 represent ribbon techniques, where the crystallisation
front moves in the direction of ribbon transport (type I). M3 is characterised by
a large liquid–solid interface and represents the techniques with wafer transport
almost perpendicular to the crystal growth direction (type II)

• By the transport direction of the solidified ribbon with respect to the
movement of the liquid–solid interface during crystallisation. Type I :
liquid–solid interface moves in line with ribbon transport direction (e.g.
EFG, SR). Type II : liquid–solid interface moves almost perpendicular to
the ribbon transport direction (e.g. RGS, CDS)

• By the seeding of the silicon crystals; either continuously seeding in the
case of ribbons in contact with a cold substrate (type II), or by only initial
seeding after which the crystal growth continues (type I)

• By the way the crystallisation heat is removed. Solidification heat is mainly
removed by contact with a “cold” material in type II, or by conduc-
tion through the solidified silicon wafer, which is radiating in a colder
environment in type I

In an ideal silicon ribbon growth technology, the wafer characteristics are
completely determined by the way the crystallisation heat (latent heat of
fusion) is extracted.

Obviously, the circumstances during crystal growth have a major impact
on the crystal structure and on the chemical, electrical and mechanical
properties of the silicon ribbon. Silicon-melt preparation and especially the
dissolution of impurities from the crucible material and the wafer cooling
procedure are also crucial.

This will be demonstrated for three typical examples representing the most
important silicon ribbon growth processes: the edge-defined film-fed growth
and the string ribbon process where the crystallisation interface moves in
line with the ribbon transport direction as typical representatives of type I,
and the ribbon growth on substrate technique where the liquid–solid inter-
face moves almost perpendicular to the ribbon transport direction as type II
process.
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7.2.1 Type I

For type I technologies, the crystallisation heat is transported by a tempera-
ture gradient from the liquid–solid interface through the solidified wafer to a
colder area on the wafer. From there the heat is removed to the surroundings
via radiation or other cooling mechanisms. In this type of process, the crys-
tal growth speed is constant and is controlled by the heat flux through the
wafer. In this case, the maximum pulling velocity, vp, (growth rate) can be
calculated as

vp =
1

Lρm

(
σε (W + t)KmT 5

m

Wd

)1/2

(7.1)

with L being the latent heat of fusion, ρm the density of the crystal at melting
temperature, σ the Stefan–Boltzmann constant, ε the emissivity of the crystal,
Km the thermal conductivity of the solid crystal at the melting temperature,
Tm, W the ribbon width, and d the ribbon thickness [27]. For 300 μm thick
ribbons, (7.1) predicts a maximum growth rate of ∼8 cm min−1.

Technical growth rates are much lower due to the maximum tolerable
thermal stress limiting the maximum tolerable temperature gradient in the
ribbon. The temperature gradient, reached in the silicon ribbon is around
1,000 K cm−1 close to the liquid–solid interface (for EFG [28]). This gradient
causes the stress, which increases with d2T/dy2 (y is the growth direction).
The resulting dislocation formation and buckling are critical, limiting the
realised growth speeds to ∼2 cm min−1 for plane ribbons of ∼300 μm thick-
ness, and to somewhat lower speeds for thinner ribbons (compared to the
theoretical value of ∼8 cm min−1). The thermal environment around the
newly formed ribbon above the crucible is crucial for the stress. Stacks of
thermal shields and afterheaters are used to control and reduce stress [29].
The best approach is to confine stress as much as possible to the liquid–solid
interface, where plastic flow can occur.

As the crystal growth is based upon the crystal structure of the already
solidified silicon, the silicon ribbon exhibits long crystals in the ribbon growth
direction with horizontal dimensions from the mm up to cm range. Rapidly
growing crystal orientations are preferred. Depending on the growth velocity
and initial seeding, even mono-crystalline material is possible [1].

7.2.1.1 Edge-Defined Film-Fed Growth (Type I Technology)

In the EFG process, commercialised at Schott Solar (under development in
the past by Mobil Tyco, ASE and RWE), the silicon ribbon is pulled to heights
of up to 7m from the top of a graphite die. The molten silicon is fed through
the die by capillary action (shape of meniscus: M1). Extensive temperature
control by radiation shields, cold shoes and afterheating realises maximum
temperature gradient where plastic flow is possible, to allow for a maximum
growth rate as described above [30, 31] (Fig. 7.2).
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Fig. 7.2. Schematic drawing of the edge-defined film-fed growth (EFG) technology
as an example of a type I process. Liquid silicon is lifted by capillary forces through
the die, where the silicon ribbon is pulled (left). Closed forms with 8 or 12 facets
(side width 12.5 cm) are used for the shape of the foil in order to avoid edge effects

The silicon is contained in a graphite crucible, which contains only about
1 kg of silicon. It is continuously replenished, with up to 200kg Si supplied
during a growth run. The solid silicon ribbon is rich with carbon but contains
very little oxygen. Crystal grain dimensions are typically in the order of a few
mm in width but can reach great lengths in crystal growth direction. The as-
grown diffusion length is related to the purity of the graphite parts. The tubes
(8 or 12 facets) are cut into wafers (12.5 × 12.5 cm2) by a laser. Currently,
tests for EFG wafers with reduced thickness well below 300 μm are carried
out [32].

7.2.1.2 String Ribbon (Type I Technology)

The string ribbon technology was invented at the national renewable energy
laboratory and at Arthur D. Little, commercialised by Evergreen Solar Inc.
It uses high-temperature resistant strings, which are drawn at a distance of
8 cm through a crucible with liquid silicon. They pull up a Si meniscus (M2)
of about 7mm height, which crystallises to become the ribbon. In contrast to
the EFG technique (where temperature near the liquid–solid interface must
be controlled to ±1 K), temperature control near the liquid–solid interface
is less critical (±10 K is tolerated) and allows the use of more cost-effective
furnace designs [24] (Fig. 7.3).

The result is a silicon ribbon with a typical dislocation density of less than
105 cm−2. The main defects in the central area of the ribbon are twins. High-
angle grain boundaries occur at the edges due to heterogeneous nucleation.
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Fig. 7.3. Schematic drawing of the string ribbon (SR) process. Two strings are
pulled through the silicon melt. They define the edges of the silicon film. Currently
two strings are pulled in parallel (“Gemini” technique), with a new geometry of four
strings in line coming into production (so called “Quad” process)

Typical grain size for 200 μm thick ribbons is in the cm range. As with EFG,
oxygen concentration is low, but carbon concentration is reduced.

Similar to EFG, an afterheater construction around the crystallisation area
is used to reduce thermal stress [29]. As for EFG material, the string ribbon
technology uses a small silicon melt crucible in combination with continuous
melt replenishment. To overcome the limited throughput of only one ribbon
per furnace, compared to 8 or 12 ribbons for EFG, two ribbons [33] and even
four with new crucible design [34] can be grown simultaneously in one furnace.
The ribbon is cut into 8× 15 cm2 wafers.

7.2.2 Type II

In the case of type II silicon ribbons, the heat is removed from the liquid–solid
interface through the solidified wafer into the cold substrate. In contrast to
the type I technologies, heat removal through the thin wafer with a large cross
section is more effective, resulting in a much higher growth rate.

In this case, ribbon growth speed can be expressed as

vp =
4αKms

(2Km − αt) dLρm
ΔT, (7.2)

where α is the effective coefficient of heat transfer, s the length of the liquid–
solid interface (in the pulling direction), and ΔT the temperature gradient
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between melt and substrate [17]. For ΔT = 160◦C, (7.2) predicts maximum
growth rates in the order of 600 cm min−1. This indicates that techniques with
a large liquid–solid interface have the potential of very high pulling rates and,
therefore, a higher throughput as compared to techniques of type I.

Due to the silicon crystal growth being in contact with the substrate, type
II ribbons have completely different characteristics when compared to type I
ribbons. As crystal seeding takes place on the substrate, the wafers typically
have small, columnar grains with random orientation. The crystal growth
velocity is time dependant. The position of the liquid–solid interface follows
a square-root dependence with faster initial crystal growth velocity, when
the liquid silicon is in direct contact with the substrate, and slower growth
occurring with increasing thickness of the wafer due to the additional heat
transport through the solidified silicon. The principle of the type II crystal
growth can be described by the “classical Stefan problem” [35]. This assumes
that a liquid at uniform temperature Tl, which is higher than the melting
temperature, Tm, is confined to a half space x > 0. At time t = 0, the boundary
surface (x = 0) is lowered to a temperature T0 below the melting temperature
(i.e. contact with the cold substrate) and maintained at this temperature. As a
result, solidification starts at the surface x = 0 and a liquid–solid interface s(t)
moves into positive x-direction. Under these assumptions, the heat conduction
equations can be solved and the position s(t) of the liquid–solid interface in
time is described by

s(t) = λ
√

αst, (7.3)

where αs is the thermal diffusivity of the solid phase and λ is the solution to
the equation

exp
(
λ2/4

)
erf (λ/2)

+
b√
a

Tm − Tl

Tm − T0

exp
(−λ2/4a

)
erfc (λ/2

√
a)
− λ

√
πhsf

2cps(Tm − T0)
= 0 (7.4)

with the parameters:

b: ratio of liquid to solid heat conductivity
a: ratio of liquid to solid heat diffusivity
L: latent heat of fusion
cps: specific heat capacity of the solid phase

In general, crystal growth is more complex than the system outlined above
due to the behaviour of the T0 (temperature at the bottom of the solidified
wafer), which in general is not constant, the temperature dependence of the
material characteristics, and the often turbulent flow in the liquid silicon melt.
The variable growth speed results in thickness dependent material character-
istics due to processes like velocity dependent effective segregation of metallic
impurities.

In contrast to type I crystal growth, where a relatively large temperature
gradient in the solidified silicon is the driving force for crystallisation, the
temperature gradient through the solidified silicon in type II processes can
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Fig. 7.4. Schematic drawing of the ribbon growth on substrate (RGS) process,
typical of type II technology. Preheated substrates are transported at ribbon pulling
speed underneath a casting frame filled with liquid silicon. The crystallisation heat
is removed into the colder substrate and a 300 μm thick silicon film is grown. After
the silicon ribbon is removed, the substrate is re-used in the process

be very small. Therefore, in principle it is possible to grow wafers with lower
thermal stress, provided that other process parameters such as wafer cooling
or other mechanical stresses are controlled. Examples for this type of silicon
ribbon technologies are the RAFT process, which was under development by
Wacker in the 1980s, CDS, which is in the prototype phase by Sharp Solar
and the RGS process, which is presented as a typical example in the following.

7.2.2.1 Ribbon Growth on Substrate (type II)

RGS was developed by Bayer AG in the 1990s. It is now under development
by RGS Development B.V. in co-operation with Deutsche Solar AG, Sunergy
Investco B.V. and ECN (Energy Research Centre of the Netherlands). The
principle of the RGS process is that a series of graphite based substrates move
at high velocity (typically 10 cms−1 or 6 mmin−1) under a casting frame,
which contains liquid silicon. Substrate and casting frame define the size of
the wafers and the solidification front (Fig. 7.4).

The crystal growth speed can be controlled by the heat extraction capacity
of the substrate material. During cooling, the difference in thermal expansion
coefficient between substrate material and Si ribbon causes a separation of
the silicon ribbon from the substrate and allows the re-use of the substrate
material.

Similar to the other ribbon technologies, RGS material is rich in carbon
concentration due to the refractory materials used and, nowadays, low in
oxygen concentration.

7.2.3 Comparison of Growth Techniques

Data related to crystal growth of SR and EFG (type I) and RGS (type II) are
given in Table 7.1.
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Fig. 7.5. Simulation results of the seeding behaviour and the columnar crystal
growth of RGS wafers [36]

7.3 Material Properties and Solar Cell Processing

As nearly all the developed ribbon silicon growth techniques result in multi-
crystalline material, crystal defects play a major role in the solar cell effi-
ciencies obtained on ribbon silicon wafers. There is a general trend for higher
defect concentrations with faster ribbon growth, but even within wafers of
one growth technique, there is an inhomogeneous defect distribution. In this
section, we will introduce the known relevant defects for the three materials
under closer examination (EFG, SR and RGS) and their impact for solar cell
processing. Especially, interaction between different types of defects must be
taken into account to understand the behaviour of the different ribbon silicon
materials within the cell process.

7.3.1 Refractory Materials

Apart from crystallisation conditions, the materials that are used in ribbon
growth equipment and the atmospheric environment are important factors
that influence the wafer characteristics. In most of the ribbon technologies,
the solidification area is in close proximity to refractory materials, such as the
shaping die in EFG or the casting frame and substrate in RGS. In contrast to
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Table 7.1. Some data related to crystal growth of SR and EFG (type I) and RGS
(type II)

Type I Type II

Angle between crystal
growth direction and
ribbon transport

180◦ almost 90◦

Typical ribbon growth
velocities

1–2 cm min−1 600 cm min−1

Typical annual wafer
output

∼0.5 mill. wafer per
machine

∼20 mill. wafer per
machine

Crystallisation velocity Constant (1–2 cm min−1) Variable (mean
2 cm min−1)

Crystal size Extended crystals in
pulling directions, mm
up to cm dimensions
perpendicular to pulling
direction

100 μm up to 1mm range

Crystal orientation EFG: close to {011}
[43,44]

Random

Thermal stress High (tolerable thermal
stress limits growth
velocity)

Low

ingot casting, it is not possible to discard the silicon that was crystallised in
contact with the refractory material. In addition, other technologies, such as
SiO evaporation in the Cz process are not possible due to the close proximity
of the crystallisation process to refractory material. Therefore, much research
has done into the development of silicon resistant refractory materials with
the aim of minimising the resulting contamination [37]. The result was that
most ceramic materials produced in combination with metal-oxide binders
cannot be used due to the very low contamination tolerance of silicon wafers
to metallic impurities [38,39]. The same is true for ceramics including doping
elements, such as B in BN or Al in SiAlON. Today, only quartz [40] and
graphite based crucibles [41] with or without additional coatings based on
silicon compounds (SiN, SiC) are in common use as refractory materials.

The behaviour of quartz crucibles and the interaction with liquid silicon
was examined thoroughly to control the oxygen content in Cz wafers [42].
Important factors are the dissolution of quartz in liquid silicon and the evap-
oration of SiO from the melt. This results in a transport process of SiO2 via
the silicon melt into the gas phase and respectively to crucible dissolution and
silicon melt contamination.

The important interaction of liquid silicon with graphite crucibles and
the formation of a SiC interface layer is a topic of ongoing research that
is important for the further development of silicon ribbons. It is generally
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assumed that the initial contact of pure liquid silicon with graphite leads to
the dissolution of graphite in the silicon [43]. From reactive wetting experi-
ments, there are indications that this dissolution of graphite is a very rapid
process, as is the diffusion of carbon in liquid silicon [44, 45]. Normally, this
behaviour should result in a carbon saturated silicon melt, but scanning elec-
tron microscopy analyses of the silicon–graphite interface show the existence
of a SiC layer at the interface [46]. The growth of the SiC layer takes place
in two different growth regimes: the initial one with the linear kinetics of an
interface-reaction limited process, followed by a slower process with approx-
imately parabolic kinetics, which can be explained by a growth process that
is limited by carbon diffusion through the SiC layer. Therefore, after initial
growth of the SiC interface layer, the further dissolution of carbon from the
graphite crucible is kinetically hindered by diffusion through a SiC interface
layer.

The carbon concentration in the wafers in relation to the growth conditions
is of high technological interest. Experiments [47] show that the solubility of
carbon in liquid silicon equilibrated with SiC can be described by

log ([C]/mass%) = 3.63− 9,660
T

for T :1,723−1,873 K. (7.5)

At the silicon melting point, this should result in carbon concentration of
9.1 × 1018 cm−3. As carbon solubility in solid silicon is 3.5 × 1017 cm−3 at
the melting point of Si, the high carbon solubility in the liquid silicon should
result in carbon supersaturated solidified silicon or the formation of SiC, either
residually in the melt or incorporated in the silicon crystal.

Despite the high dissolution of carbon in liquid silicon, it is technically
possible to produce silicon ribbons with substitutional carbon concentrations
lower than 1 × 1018 cm−3 or even in the 5 × 1017 cm−3 range in a graphite
environment [41]. As carbon contamination is important for the electrical and
mechanical properties of the silicon wafer, the growth of silicon ribbons with
carbon content well below the liquid solubility is very much desired.

7.3.2 Ribbon Material Properties

The specific growth conditions of the silicon ribbons result in the material
properties listed in Table 7.2. The higher optimum in resistivity than that used
for standard ingot cast multi-crystalline wafers (∼1 Ω cm) may be related to
the high carbon concentration. A possible recombination centre involving both
boron and carbon might be responsible for the observed material degradation
detected for lower resistivity material [48], although the underlying defect has
not yet been identified.

EFG and RGS material both share very high carbon concentrations due to
their contact to graphite containing materials near the liquid–solid interface
(die or substrate). Oxygen concentration is very low for EFG and SR, and
slightly higher for RGS. Grain size is smaller for RGS (0.1–0.5mm) as there are
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Table 7.2. Material properties of the three ribbon techniques under closer
consideration

Material Grain Dislocation Thickness Resistivity [C] [O] As-grown
size density (μm) (Ωcm) (cm−3) (cm−3) Ldiff(

cm−2
)

(μm)

EFG cm 104–105 300 2–4 1018 <5 × 1016 10–300
SR cm 104–105 200 3 5 × 1017 <5 × 1016 10–300
RGS <mm 105–107 300 3 1018 4 × 1017 ∼10

more nucleation sites on the substrate. Dislocation density in RGS generally
tends to be higher than that of EFG and SR, which means that the possibility
of stress free wafer growth is not yet fully realised.

Additionally, transition metals are present in all materials, although
mostly in concentrations not limiting material quality. Nevertheless, some are
effective recombination centres as point defects or in the form of precipitates
and affect the as-grown material quality.

The effects of an isolated defect on material quality (e.g. recombination
activity of a clean, undecorated dislocation, capture cross sections of point
defects) are well known for many defects present in crystalline silicon mate-
rial, but the interactions of the impurities or structural defects form a major
challenge in getting an improved understanding of the complex situation in the
solidified silicon ribbon. Currently, it is impossible to list a complete overview
of the known interactions, but more information can be found in [49].

7.3.2.1 EFG and SR

Stress and Dislocations

Ribbon technologies with the plane of the liquid–solid interface perpendicular
to the growth direction all suffer from built-in stress due to the varying thermal
gradient in the solidified ribbon [50]. This stress can lead to the formation of
areas with high dislocation density. In these areas, carrier lifetimes are reduced
as shown by photoluminescence spectroscopy (PL) [51, 52] and transmission
electron microscopy (TEM). High stresses can be detected also in areas with
a low dislocation density [53]. Areas containing only twins without increased
dislocation densities do not show reduced lifetimes. They are, however, highly
stressed and there is evidence that this might be due to the incorporation of
carbon into the twin boundaries [54].

It is known that clean dislocations without decoration reveal almost no
recombination activity [55], but increasing decoration with impurities leads to
recombination centres deep in the band gap, which significantly reduce carrier
lifetime [56]. It can, therefore, be concluded that one of the most detrimental
defects in EFG and SR apart from recombination active large angle grain
boundaries are decorated dislocations.
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Transition Metals

Transition metals are known to be recombination centres in crystalline silicon.
Studies in deliberately contaminated EFG wafers have shown the detrimental
impact of different metals such as Cr, Mo, V, Ti and Fe [57, 58]. As Ti, V
and Mo are slowly diffusing in silicon, as they cannot be effectively gettered
in the solar cell process. It could also be shown that Fe and Cr pair with the
boron acceptor. The formation of the Cr–B pair always results in a decrease
in lifetime and pairing can be revoked by a 200◦C anneal [59, 60]. However,
the harmfulness of Fe–B pairing as compared to interstitial Fe (Fei) depends
on injection level. Under low injection, Fei leads to lower lifetimes than Fe–
B pairs, whereas in high injection, Fe–B pairs show a higher recombination
activity than Fei [61]. The detrimental effect of both impurities Fe and Cr is
strongly dependant on B dopant concentration [59,61] and might explain the
need for the use of higher resistivity material for silicon ribbons in comparison
with standard cast multi-crystalline wafers. As Fe and Cr in isolated form are
fast diffusors, these elements can be gettered more easily, which is essential
for improving material quality during solar cell processing.

7.3.2.2 RGS

Oxygen

Apart from a larger amount of grain boundaries due to the smaller grain
size in RGS, there are other defects affecting as-grown material quality of
this high-speed ribbon production technique. Older material (before 2003)
was characterised by high carbon concentrations combined with a high oxy-
gen content. The high oxygen concentration, in the form of interstitials, was
responsible for the formation of lifetime reducing defects: apart from the
formation of thermal donors at temperatures <600◦C, SiOx-containing new
donors are formed in the temperature range of 600–900◦C, when high intersti-
tial oxygen levels are present [62]. This formation is enhanced by a high carbon
concentration [63] and can drastically reduce carrier lifetimes in RGS [64].

Improvements in the RGS process resulted in lower oxygen concentrations,
which are nowadays comparable with multi-crystalline wafers from cast ingots.
Annealing steps for a deliberate oxygen precipitation to avoid new donor
formation are, therefore, no longer necessary [65].

7.3.3 Ribbon Silicon Solar Cells

Progress in state-of-the-art solar cell processing has allowed the use of highly
defected crystalline silicon wafers in industrial type solar cell production
without a major reduction in cell efficiency. One prerequisite for obtaining
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Fig. 7.6. Typical solar cell fabrication sequences used for lab-type processing (left)
and industrial-type processing (right)

acceptable efficiencies is that material quality is improved during cell pro-
cessing. This can be achieved by gettering and hydrogenation steps (see [49]
for a detailed review of gettering and hydrogenation studies in ribbon silicon
materials). A typical state-of-the-art industrial-type cell process for multi-
crystalline silicon material includes the steps shown in Fig. 7.6: formation of
the emitter by indiffusion of P at temperatures between 800 and 900◦C for
about ∼20 min, deposition of a SiNx antireflection coating (ARC), and thick
film metallisation at the front (Ag) and rear side (Al), followed by a firing
step (700–850◦C, <1 min) for BSF (back surface field) and contact forma-
tion. The challenge in processing defected, as-grown silicon ribbon wafers into
highly efficient solar cells is to use lifetime improving steps within the cell
process to achieve a significant increase in material quality.

It is well known that hydrogen incorporated in crystalline silicon can
reduce the recombination activity of defects and increase minority carrier
lifetimes. Therefore, hydrogenation techniques play a major role in improving
the material quality of defected areas within all multi-crystalline wafers during
solar cell processing. The importance of hydrogenation, especially for highly
defected ribbon silicon materials for reaching sufficiently high-efficiencies is,
therefore, evident.
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7.3.3.1 Hydrogenation in Ribbon Silicon

In industrial solar cell processing, hydrogen is incorporated via a hydrogen-
rich SiNx layer deposited, e.g. by plasma-enhanced chemical vapour deposition
(PECVD [66]). Depending on the NH3/SiH4 ratio used for deposition, which
also influences the refractive index and absorption coefficient [67], up to
∼30 at.% H can be incorporated into the SiNx [68]. The deposited SiNx layer
is, therefore, not of stoichiometric composition. An annealing step following
the SiNx deposition can release atomic hydrogen into the bulk of the wafer [69–
71]. Besides being a reservoir of hydrogen, the deposited PECVD SiNx layer
can simultaneously act as an antireflection coating and can provide excellent
surface passivation [72]. Due to this threefold benefit for solar cell process-
ing [73], PECVD SiNx layers are now state-of-the-art in modern industrial
fabrication of multi-crystalline solar cells.

Although gettering techniques improve mainly good quality areas of the
as-grown wafer, hydrogen treatment can improve areas of all quality signifi-
cantly. Nevertheless, the achievable final lifetime after hydrogenation is not a
function of lifetime in the as-grown state alone [74–77]. This clearly demon-
strates the complex situation of inhomogeneous defect distribution in ribbon
silicon. The efficiency of hydrogenation is strongly dependant on the underly-
ing defects. Figure 7.7 shows lifetimes of a SR wafer in the as-grown state,
after Al-gettering and after hydrogenation. Indicated are areas of compa-
rable starting lifetimes, resulting in areas of significantly different lifetimes
after the gettering and hydrogenation step. As dislocations contaminated with
precipitates seem to play the major role in recombination activity, an explana-
tion for the different behaviour are changes in chemical composition of these

Fig. 7.7. Bulk minority carrier lifetimes of a 5 × 5 cm2 SR wafer as-grown (left),
after P-gettering (middle) and after hydrogenation (right) with identical scaling.
Indicated are areas of comparable as-grown quality, which significantly differ after
hydrogenation [75]
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precipitates. Dependant on the nature of the precipitates [55,56], hydrogena-
tion is more or less effective in reducing recombination strength.

Retention of hydrogen at the defects is important to maintain the pas-
sivation properties. For temperatures >400◦C, reactivation of recombination
activity can be observed, due to thermal activation. Therefore, cooling rates
after H-passivation are important. Hydrogenation from PECVD SiNx layers
with annealing temperatures in the range of 700–850◦C can be significantly
affected by cooling-down ramps. Experiments using rapid thermal processing
(RTP) in combination with PECVD SiNx layers revealed that higher lifetimes
can be achieved by using fast cool-down ramps [78, 79].

Hydrogen passivation of defects in RGS is also important, because as-
grown minority charge carrier lifetimes are even lower than for EFG and SR.
D-profiles obtained for RGS material differing only in interstitial oxygen con-
centration showed a reduced diffusion for higher oxygen contents [80]. This
effect was also observed for other materials [81] and can be explained by oxy-
gen trapping atomic hydrogen. Whereas, for low-oxygen materials like EFG,
hydrogen diffuses through the whole wafer within ∼30 min at 350◦C this takes
several hours in the case of oxygen-rich RGS [81]. More details concerning
trapped hydrogen diffusion in defected silicon can be found in [49, 82].

7.3.3.2 Solar Cell Processing

Fabrication of solar cells using ribbon silicon wafers has to be adapted to the
material needs to reach satisfactory conversion efficiencies. As for all multi-
crystalline silicon wafers, material quality should be improved during cell
processing to cope with the defect structure present in the as-grown mate-
rial. The implementation of gettering and hydrogenation steps into the solar
cell process is, therefore, crucial, as the efficiency obtainable for solar cells
from a given material is important for cost-effectiveness.

When considering efficiencies, two types of cell processes have to be dis-
tinguished, namely lab-type (small area cells, determination of materials
potential, disregarding fabrication costs) and industrial-type processing (large
area cells, transferable into mass production).

EFG and SR Solar Cells

Both EFG and SR wafers are fabricated commercially and solar cells have
been processed on a large scale, industrial base since 1994 (EFG) and 2001
(SR), respectively. Progress for SR and EFG record efficiencies have developed
in parallel, again demonstrating their comparable material quality (Fig. 7.8).

As material quality is inhomogeneous even after gettering and hydrogena-
tion (Fig. 7.7), solar cell results are affected by both good and bad areas. Cell
performance in areas of low diffusion length is limited due to recombination in
the bulk, whereas rear surface recombination, Sb, can limit carrier collection
in good quality areas.
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Fig. 7.8. Progress in record efficiencies of EF, SR and RGS solar cells using lab-type
(left) and industrial-type processing (right). Some of the data are from [83]

Areas of lower material quality are of special interest, as these regions
normally limit cell efficiency. Lower quality areas can be improved mainly by
hydrogenation [74, 76], therefore, bulk defect passivation kinetics have been
studied intensively. It was shown that retention of hydrogen at the defect sites
can only be obtained for temperatures <400◦C, if no capping layer is present
[84, 85]. Similar results have been obtained for cells with a SiNx layer on top
of the emitter [86, 87].

Record efficiencies of 18.2% for EFG and 17.9% for SR were obtained using
lab-type processing including double layer ARC (DARC) [85, 88]. Large area
solar cells processed according to an industrial-type fabrication scheme show
significantly lower efficiencies. Record values of 15.7% for EFG (10 × 10 cm2
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[89]) and 16.0% for SR (8× 10 cm2 [90]) have been reported. One significant
aspect to be considered in industrial-type ribbon silicon solar cell processing
is the need of a surface texture for EFG and SR which is different to standard
ingot cast multi-crystalline materials, due to the missing saw damage. As
alkaline texturing can not be applied due to anisotropic preferential etching
at grain boundaries, reflection after cell processing with a standard PECVD
SiNx as single layer antireflection coating is significantly higher than for other
materials, if no surface texture is applied. Recently, studies have been carried
out to check the potential of adapted acidic etch solutions [91,92] and plasma
texturing [88,93]. With an industrial-type process for textured EFG, even top
cell efficiencies up to 16% have been demonstrated recently [94].

RGS Solar Cells

Cell processing of RGS wafers must be adapted to the wafer surface mor-
phology. There are two main differences compared to EFG and SR wafers.
Firstly, the latter exhibit uneven surfaces on both sides, whereas RGS wafers
have a flat back side due to the use of a substrate during crystallisation. Sec-
ondly, impurities can segregate with the liquid–solid interface and are frozen
at the RGS wafer front side, which is uneven. Therefore, this side has to be
treated prior to cell processing to remove this impurity-rich layer. Progress
in processing can be seen in Fig. 7.8 and is caused by improvements in both
material quality as well as cell processing. Efficiencies are significantly lower
as compared to EFG and SR, mainly due to the lower values of Ldiff caused
by higher defect densities.

For practical reasons, RGS wafers from the current lab-type machine yield-
ing ten wafers in a single casting process were cut down from 8.6× 13 cm2 to
5×5 cm2 for industrial-type processing. Using this wafer format, efficiencies of
13.1% have been reached [95]. This process involved a mechanical planarisa-
tion step to flatten the front surface and to remove the defect-rich surface layer.
Efficiencies of 14.4% [95] have been reached by applying lab-type processing
techniques. The RGS technique offers the possibility to reduce as-grown wafer
thickness down to the 100 μm regime. First solar cells processed from these
thin wafers reached efficiencies in the 10–11% range. These solar cells reveal
an extremely good yield of silicon needed for photovoltaic power production
of below 3 gSi/Wp [95].

7.4 Summary

Solar cells from ribbon silicon wafers are more cost-effective, when efficiencies
are in the same range as for cells from costlier wafers originating from ingots.
Record efficiencies for EFG and SR cells in the range of 18% are comparable
to the best cells fabricated from multi-crystalline wafers from ingots, when
lab-type processes of the same complexity are used. The same is true for
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industrial-type processing, with record efficiencies between 15 and 16% and
mean values around 15% for EFG solar cells in production [96], slightly lower
as for solar cells from ingot based wafers. From these data, it can be concluded
that solar cells from EFG or SR wafers have a significant advantage concerning
cost per Wp, provided a comparable yield is achieved.

RGS wafers have the advantage of a more cost-effective fabrication due
to the high-production speed. The expectation is that, even if the efficiency
is somewhat lower, the introduction of RGS would further reduce the costs
per Wp of PV modules. Improvements in wafer quality and an increased
understanding of the interaction between defects and solar cell processing
are necessary to reach higher efficiency values.

In addition to the cost effectiveness of silicon ribbons, energy payback time
(i.e. the time needed to produce the amount of energy that was consumed dur-
ing the manufacturing of a solar system) is drastically reduced. In a recent
life-cycle analysis of crystalline silicon wafer based PV systems, it was demon-
strated that the energy pay-back times can be reduced by half (based on cut
multi-crystalline wafers), by the use of RGS ribbons for systems in central
Europe [97].

Due to the large economical and technological potential of silicon ribbons,
their application in solar wafer production will be a major milestone in PV
cost reduction. Thus, it is very likely that silicon wafer based PV module man-
ufacturing will maintain the cost advantage over other upcoming technologies
and, therefore, the role as the major PV technology.

Current tendencies for multi-crystalline wafer based solar cells are heading
towards thinner and larger wafers. Ribbon silicon based wafer technologies
have to deal with these developments in the future to maintain their cost
effectiveness. As thin EFG and RGS wafers have already been produced on
a laboratory scale with thicknesses of <200 μm, their industrial application
remains a topic for ongoing research.

References

1. S.N. Dermatis, J.W. Faust, IEEE Trans. Commun. Electron. 82, 94 (1963)
2. J. Boatman, P. Goundry, Electrochem. Technol. 5, 98 (1967)
3. T.F. Ciszek, Mater. Res. Bull. 7, 731 (1972)
4. T. Koyanagi, in Proceedings of the 12th IEEE PVSC, Baton Rouge, 1976

(IEEE, Library of Congress, USA), p. 627
5. C. Belouet, J. Cryst. Growth 82, 110 (1987)
6. I.A. Lesk, A. Baghadadi, R.W. Gurtler, R.J. Ellis, J.A. Wise, M.G. Coleman,

in Proceedings of the 12th IEEE PVSC, Baton Rouge, 1976 (IEEE, Library of
Congress, USA), p. 173

7. J.D. Heaps, R.B. Maciolek, J.D. Zook, M.W. Scott, in Proceedings of the 12th
IEEE PVSC, Baton Rouge, 1976 (IEEE, Library of Congress, USA), p. 147

8. T.F. Ciszek, G.H. Schwuttke, J. Cryst. Growth 42, 483 (1977)



116 G. Hahn et al.

9. T.F. Ciszek, J.L. Hurd, in Proceedings of the 14th IEEE PVSC, San Diego,
1980 (IEEE, Library of Congress, USA), p. 397

10. K.M. Kim, S. Berkman, M.T. Duffy, A.E. Bell, H.E. Temple, G.W. Cullen,
Silicon Sheet Growth by the inverted Stepanov Technique, DOE/JPL-954465
(1977)

11. N. Tsuya, K.I. Arai, T. Takeuchi, K. Ohmor, T. Ojima, A. Kuroiwa, J. Elec-
tron. Mater. 9, 111 (1980)

12. T.F. Ciszek, J.L. Hurd, M. Schietzelt, J. Electrochem. Soc. 129, 2838 (1982)
13. H.E. Bates, D.M. Jewett, in Proceedings of the 15th IEEE PVSC, Kissimmee,

1981 (IEEE, Library of Congress, USA), p. 255
14. J.G. Grabmaier, R. Falckenberg, J. Cryst. Growth 104, 191 (1990)
15. A. Beck, J. Geissler, D. Helmreich, J. Cryst. Growth 82, 127 (1987)
16. A. Eyer, N. Schillinger, I. Reis, A. Räuber, J. Cryst. Growth 104, 119 (1990)
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Crystal Growth of Spherical Si

Kosuke Nagashio* and Kazuhiko Kuribayashi

Abstract. The spherical Si single crystal with 1mmφ has intensively attracted
technological interests, since the cutting loss required for Si wafer fabrication can
be reduced by 20% in terms of the solar cell application. The basic understanding
of crystal growth of Si single crystal ingots cannot be applied directly to spherical
single crystals because the critical issue to be controlled is not growth, as for ingots,
but nucleation from the undercooled melt for spheres. However, the nucleation is
difficult to be controlled externally. In this chapter, our novel approach to grow
spherical single crystals is presented after a short review of the historical background
for spherical solar cells.

8.1 Historical Background

The recent marked increase in the demand for multicrystalline Si solar cells has
caused a shortage in Si raw material, since the solar cells had been fabricated
using irregular Si for IC/LSI and/or redundant Si raw material. This unlikely
situation has brought much attention to spherical Si solar cells with diameters
of ∼1mm, as shown in Fig. 8.1 [1], because the cutting loss required for Si
wafer fabrication can be reduced by 20% [2].

The pioneering concept of spherical Si was published by Prince et al. at
Hoffman Electronics Corp. in 1960 [3]. Detailed investigation of crystal growth
of spherical Si was carried out by McKee at Texas Instruments, Inc. in 1982 [4].
Figure 8.2 shows a drop tube apparatus for producing spherical Si crystals by
two-step process. In the first process (a), the Si ingot is melted in a crucible,
and the spherical Si crystals are grown during free fall in the drop tube by
ejecting the Si melt through an orifice of ∼1mm diameter at the bottom of the
crucible. The surface morphology of the samples obtained by this first process
is shown in Fig. 8.3, where (a) was nearly single crystal, while (b) was severe
polycrystal. It was reported that almost all the samples were polycrystalline
and that the difference in their microstructure was caused by the undercool-
ing and/or cooling rate during solidification. To improve the crystallinity, the
second process in Fig. 8.2b was introduced. In that method, the spherical
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Fig. 8.1. Photograph of spherical Si solar cell [1]

(a) First process (b) Second process
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Fig. 8.2. Schematic drawings of McKee’s two-step process [4]: (a) first process,
and (b) second process

(a) (b) (c)

First process Second process

Fig. 8.3. Surface microstructure of spherical Si crystals obtained by (a, b) first
process and (c) second process
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Si single crystal was formed by remelting and regrowing the polycrystalline
spheres in the second process. The shape of the sample after the second pro-
cess was nearly spherical, and the existence of corns was characteristic of the
remelted sample, as shown in Fig. 8.3c. The temperature of graphite susceptor
was∼2,200◦C, and its length was fairly large, since the sample was heated and
melted by radiated heat from the graphite. It was reported that the second
remelting process yielded greater than 95% single crystals. However, com-
mercialization was not attained, might be due to the relatively complicated
process control. In 1998, Ball Semiconductor Inc. tried to develop the spher-
ical Si single crystal for solar cells using the similar two-step technique [5–7].
The disadvantage of high production costs caused by two-step processes was
not solved.

Recently, many venture companies in Japan have been investigating the
growth method to produce single crystal spheres directly by the first pro-
cess [8–12]. When the droplet crystallizes during free fall, it experiences large
undercooling prior to nucleation due to the elimination of the crucible wall,
which is the main heterogeneous nucleation site. The instability of the growth
interface due to large undercooling resulted in dendrite growth. This dendrite
growth itself, however, is not the main reason for the severe polycrystallinity,
since it is possible to grow a single crystal sphere by growing a single dendrite
from a single nucleus throughout the droplet [13]. In spite of this fact, very
fine grains have been reported experimentally, as shown in Fig. 8.3b. As men-
tioned later, this is caused by the fragmentation of dendrites, and an efficient
technique to reduce the grain number has not been established. To solve this
problem, the general technique to grow single crystal ingots by the Czochralski
method cannot be simply applied for the growth of a spherical single crystal.
A novel idea is required based on the detailed investigation of crystal growth
of Si from the undercooled melt.

8.2 Crystal Growth from Undercooled Melt

The thermal history during crystallization of a droplet can be described on
a dimensionless enthalpy – temperature diagram [14], as shown in Fig. 8.4.
For simplicity, Newtonian cooling conditions are assumed, where the cooling
process is controlled by the heat extraction from the droplet surface, i.e., with
negligible temperature gradients inside the droplets. In this case, typically
three kinds of thermal histories exist: (1) Isothermal growth: all the latent
heat is removed by gas flow, and crystallization proceeds at the melting point,
TM, without undercooling. (2) General growth: droplets first experience the
undercooling prior to nucleation, and the latent heat for crystallization is adi-
abatically released into the undercooled melt. Once the droplet temperature
reaches TM, the remaining melt crystallizes isothermally at TM. (3) Isenthalpic
growth (adiabatic growth): all the latent heat of crystallization is released into
the undercooled melt. The term adiabatic growth means that the cooling by
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Fig. 8.4. (a) Dimensionless enthalpy – temperature diagram showing three
crystallization paths. (b) Schematic diagram of solid fraction with time

gas flow can be neglected because the heat extraction rate into the undercooled
melt is much larger. The undercooling for (3) is defined as the hypercooling
limit (ΔThyp),

ΔThyp = ΔHf/CL
P. (8.1)

At the hypercooling limit, the whole melt grows below TM [15], unlike the
general case where the remaining melt grows isothermally at TM. ΔThyp for,
e.g., Ni, a closely packed metal, is 446K, while it is 1,977K for Si because
of the large enthalpy of fusion, ΔHf . Therefore, it is not realistic that the Si
melt undercools beyond ΔThyp.

Figure 8.4b shows the schematic diagram of the solid fraction with the
lapse of time. In the isothermal case (1), if the nucleation occurs at tN, the
droplet completely crystallizes for several seconds at TM by the cooling from
the gas flow (growth rate is assumed to be constant, ∼1 mm s−1). However, in
the case of growth path (2) where the droplet is undercooled at tN, the growth
rate of∼m s−1 is attained due to the large driving force for growth. Then, after
the droplet temperature reaches TM, the growth rate decreases drastically due
to isothermal growth controlled by the cooling process of the gas flow. The
growth rate in the undercooled melt depends on the degree of undercooling.
In general, larger undercooling results in a higher growth rate ((2)b > (2)a),
while the growth rates are the same after the sample temperature reaches
TM. Finally, for the isenthalpic case (3) where the melt is undercooled beyond
ΔThyp, crystallization ends within several ms because the growth rate is con-
trolled by the heat release rate of latent heat into the undercooled melt, which
depends on the degree of undercooling.

In summary, compared with the single crystal ingot grown at a con-
stant growth rate by the CZ method, the sample crystallized from the
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undercooled melt includes both nonequilibrium microstructure formed at a
high growth rate from the undercooled melt and equilibrium microstructure
formed at a low growth rate at TM. The ratio of nonequilibrium to equilib-
rium microstructures depends on the degree of undercooling and is expressed
as f = ΔT/ΔThyp. The mechanical strain is expected to be largely introduced
in the nonequilibrium microstructure, which will be an important issue to be
resolved in terms of solar cell properties.

8.3 Levitation Experiments: Polycrystallinity
Due to Fragmentation of Dendrites

In the commercial application, the drop tube method, as mentioned above, is
suitable for mass production. The detailed investigations, such as temperature
measurement of each small droplet and in situ observation of microstructure
formation are not easy to attain because each droplet is in free fall. Here,
the levitation method, where an Si droplet with a diameter of ∼8mm can be
levitated by electromagnetic force using an electro-magnetic levitator (EML),
as shown in Fig. 8.5, is a powerful investigation technique because the con-
trolled droplet position enables us to measure the surface temperature of the
droplet by pyrometer and to observe the crystallization behavior in situ by a
high-speed video camera (HSV) [16–18].

Figure 8.6 shows a typical cooling curve during recalescence for the sample
crystallized at ΔT (=TM − TN) = 242 K, where TN is the nucleation tempera-
ture. The release of the latent heats of nucleation and crystallization increased
the sample temperature up to TM, and the solid/liquid coexistence state fol-
lowed at TM. If this temperature profile is rotated clockwise by 90◦, it can be
seen that the shape of Fig. 8.6 is similar to a part of growth path (2).

Fig. 8.5. Schematic of electromagnetic levitator with CO2 laser heating system
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Fig. 8.7. Surface morphology observed during crystallization by HSV and cross-
sectional microstructure by SEM for samples crystallized in EML at different
undercoolings (a,d) 5 K, (b,e) 152 K, and (c,f) 292 K

Figure 8.7a–c shows the surface morphology observed during crystalliza-
tion by HSV, and Fig. 8.7d–f shows cross-sectional microstructure by scanning
electron microscopy (SEM) for Si samples crystallized at different undercool-
ings: (a,d), 5K; (b,e), 152K; and (c,f), 292K. For sample (a), crystallized
at low undercooling, <110> dendrites grew directly from the surface, while
<100> dendrites covered the droplet surface for the sample crystallized at
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ΔT > 100 K. Here, the <uvw> dendrite indicates a dendrite growing in a
<uvw> direction. Detailed analysis of the Si facet dendrites is described
elsewhere [19–21]. Moreover, when the degree of undercooling exceeds 200K,
the connection of dendrites was not clear in the HSV image (c). As observed
from the cross-sectional microstructures that corresponded to the HSV images
for different undercoolings, the grain size decreased with increasing under-
cooling. Importantly, the large <100> dendrites were clearly observed in the
sample at ΔT = 152 K, while fragmentation of <100> dendrites occurred
in the sample at undercoolings larger than 200K. In this study, the sample
was doped with B at 1020 cm−3, which marked the shape of dendrites by the
segregation of B. It was noted that the growth rate and microstructure at
different undercoolings in B-doped Si sample were very similar to those in a
pure Si sample [18].

In the case of crystallization from the undercooled melt, the driving force
for the growth was initially much larger than that for isothermal crystalliza-
tion because of the larger free energy difference between solid and liquid. The
solid/liquid interface shape obtained a dendritic microstructure with a larger
surface area, since the growth is controlled by the thermal diffusion of latent
heat into the undercooled melt, and a larger surface area is effective to release
the latent heat. However, once the sample temperature reached TM and the
driving force for the growth decreased, the larger surface area of dendrites
produced the driving force for fragmentation by Gibbs–Thomson effect even
during the isothermal solidification. The fragmented dendrites acted as nuclei
for further crystallization, which resulted in a sample with very fine grains,
as shown in Fig. 8.7f. In other words, the growth morphology of the dendrites
determined the grain size in the final microstructure. Recently, the fragmen-
tation process of Si dendrites was detected by time-resolved X-ray diffraction
experiments using a synchrotron radiation source [22, 23]. The fragmenta-
tion of Si facet dendrites was complete within ∼25ms after crystallization for
ΔT = 261 K [23]. The fragmentation of dendrites has been observed widely in
metallic systems and is considered to be one of the mechanisms for fine grained
microstructure [24].

Figure 8.8 shows the grain size as a function of ΔT . The number of grains
in a 1× 1 mm2 area was determined. The grain size decreased with increasing
ΔT because of the fragmentation of dendrites. The severe polycrystallinity in
Fig. 8.3b reported by Texas Instrument Inc. is indeed formed by the fragmen-
tation of dendrites at ΔT > 200 K. It is difficult to avoid the fragmentation,
as it is completed within ∼25ms. However, if we focus on the solidification
process of the <110> dendrites at low undercoolings, the <110> dendrites
grow stably and slowly at the plateau period without fragmentation, as shown
in Fig. 8.7a, d. Therefore, the strategy for single crystal sphere is to control
the undercooling to below 100K. This has been successfully demonstrated by
enlarging the <110> dendrites grown forcedly using a trigger needle at low
undercooling [25].
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Fig. 8.8. Grain size as a function of ΔT

8.4 Spherical Si Crystal Fabricated by Drop
Tube Method

Based on the fundamental study of crystallization behavior of Si droplets
using EML, it is clearly shown that controlling the undercooling. Thus, the
nucleation is the key to obtain single crystals directly using the first process
of drop tube methodology. The following two methods are considered: (1) to
introduce electrically inactive foreign particles as heterogeneous nucleation
sites into the melt before ejection, and (2) to place a substrate tilted slightly
from the normal direction just below the orifice for nucleation. As a primary
experiment, both introducing foreign particles such as SiN, BN, Al2O3, and
Y2O3 into the melt and placing a plate were attempted. However, they were
not reproducible.

When we focus the work on spherical single crystals conducted by McKee
[4], it is understood that the key concept for single crystallization of Si is
hidden in the two-step process, as shown in Fig. 8.9a. The first step is the fab-
rication of a large number of spherical spheres with a uniform diameter using
the drop tube method. The second step is single crystallization by remelt-
ing them during free fall through the cylindrical graphite susceptor. The idea
underlying the second step, though not explicitly described in his paper, is
speculated to be that the sample is only partially melted, leaving a small grain
at the center as a nucleus for subsequent growth. In the second step, there-
fore, the droplet never experiences large undercooling because each droplet
contains the nucleus within. The two-step process, however, is no longer a
low-cost production process in terms of productivity. Here, if the two process
steps are combined together into a single-step process, i.e., if the sample is
ejected in the semisolid state at ∼TM, where small Si solid particles exist in
the melt, the droplets may include a single solid particle and crystallize at TM

without undercooling. Figure 8.9b shows the ejecting system with a quartz
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Fig. 8.9. Schematic drawings of (a) McKee’s second process and (b) semisolid
process

stirring apparatus for the semisolid process, which is placed on the top of a
drop tube with the length of 26m. The graphite susceptor is first heated by
an RF induction coil, and pure Si lumps are heated and melted by its radi-
ation. Moreover, the quartz rod can be rotated by external control to grind
the crystallized large grains into small particles.

To evaluate the validity of this semisolid process, at first, a comparison
with conventional method was carried out, where the melt superheated by
100K was ejected through an orifice [26]. Figure 8.10 shows the temperature
profile of the graphite susceptor before the ejection, which was monitored by
the pyrometer. After complete melting, stirring began at (a) and the melt
was cooled to ∼TM. Subsequently, the Si melt was ejected in its semisolid
state by Ar gas pressure after stirring at TM for ∼30 s. Alternatively, following
the conventional method, when the temperature reached at the position of (a)
(see Fig. 8.10), the Si melt was ejected while in a superheated condition.

The spherical samples collected in the bottom chamber were categorized
into three groups using sieves according to their diameters, 355–600, 600–850,
and 850–1,000 μm, with probabilities of roughly 75, 20, and 5%, respectively.
Samples of three types of surface morphologies were observed for all the
diameter ranges, even with the two different ejection methods applied in
this study. Figure 8.11 shows the surface microstructures of three types of
droplets in the range of 355–600 μm taken by SEM. In general, there exist
heterogeneities with various catalytic potencies for nucleation in the melt.
For the drop tube process, the melt was divided into a considerable num-
ber of small droplets, and the heterogeneities were statistically distributed
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Fig. 8.10. Temperature profiles taken by pyrometer for two different ejection
methods: (a) ejection above melting point, and (b) ejection in the semisolid state
at TM

100 μm 100 μm 100 μm

(a) (b) (c)

200 

(d) (e) (f)

(a) (b) (c)

200μm 200 200μm 200 200μm
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Fig. 8.11. (a)–(c) SEM images of three types of surface microstructure in range of
355–600 μm obtained by the drop tube method. (d)–(f) EBSP crystallographic orien-
tation maps for cross-sections of typical samples, which corresponds with Fig. 8.3a–c,
respectively

among some of them. Therefore, although almost all the droplets without
heterogeneities experienced large undercoolings, some droplets that included
the heterogeneities solidified at undercoolings determined by their catalytic
potencies [27]. It is understood that the three types of samples solidified at dif-
ferent undercoolings. However, the shortcoming of the drop tube method is the
difficulty of measuring the temperature of each droplet. To correlate the sur-
face microstructure and undercooling, the surfaces of the droplets solidified at
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a predetermined undercooling in EML were compared with those in drop tube.
This comparison suggests that the spherical samples (a), (b), and (c) solidified
at low (ΔT < 100 K), medium (100 < ΔT < 150 K) and high (ΔT > 200 K)
undercoolings, respectively.

Extrusions were always observed for solidified samples, as shown by arrows
in Fig. 8.11a–c. The formation of the extrusions is strongly related to the
solidification process at the surface, since Si expands by a factor of 1.1 during
solidification. At low undercooling (a), the expansion can be easily relaxed
because the straight <110> dendrites that grow on the surface (see Fig. 8.7a)
do not cover the droplet surface. However, at medium and high undercool-
ings (b) and (c), the droplet surface is completely surrounded by the <100>
dendrites with 4-fold symmetry, as shown in Fig. 8.7b, c, after which a small
meniscus of the liquid appears after breaking the thin solid layer. Therefore,
it is possible to classify the approximate undercooling for each sample on the
basis of surface morphology.

Figure 8.11d–f show the crystallographic orientation maps taken by an
electron backscatter diffraction pattern (EBSP) apparatus for cross-sections
of samples in Fig. 8.11a–c. It is clearly shown that the grain size decreased
with increasing undercoolings from (a) to (c), since each grain is expressed by
a corresponding color. Twins are mainly observed in the samples crystallized
at low and medium undercoolings, as shown in Fig. 8.11d, e. The spherical
grains observed in Fig. 8.11f indicate that the fragmentation of the <100>
dendrites occurred, and that the undercooling was more than 200K for this
sample. In terms of solar cell performance, sample (a) is preferable because of
the low number of grain boundaries, which act as carrier recombination sites.

Figure 8.12 shows the typical photoluminescence (PL) spectra of three
types of samples with 1 kΩ cm at 4.2K. “×50” and “×1” indicate the magnifi-
cation of longitudinal axis. In the case of the sample crystallized at (a) low and
(b) medium undercoolings, the boron bound transverse optical phonon (BTO),
which is generally observed in the high crystallinity sample, was observed at
1.09 eV. However, it was not observed in the sample crystallized at high under-
cooling (c), but D1–D4 lines related to dislocations were observed. Therefore,
the dislocation density in (c) would be very large, compared with (a) and (b).
A strong peak at ∼0.78 eV can be seen in (c), but it is not identified at this
moment. Moreover, from the similarity of the spectra of (a) and (b), it can
be said that a single crystal such as (a) is not necessary for solar cells, and a
polycrystalline sample (b) is acceptable. This resulted from the fact that grain
boundaries mainly consist of Σ3 twin boundaries. Qualitatively, crystallinity
was seen to deteriorate with increasing volume fraction of nonequilibrium
microstructure.

Figure 8.13 shows the probabilities of the three types of spheres for the
two ejection methods. It is noted that these probabilities were obtained for
the samples with diameters of 355–600 μm as approximately 75% of the col-
lected samples belong to this diameter range. As mentioned above, three types
of spheres can be obtained by both ejection methods. When the melt was
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ejected at ∼100K above TM, the percentage of spheres crystallized at low
undercoolings was ∼10%. However, the percentage increased to 34% using
the semisolid process. This indicated that the semisolid process is effective in
fabricating spherical Si crystals with few grains. Recently, Liu et al. tried to
introduce nucleation sites by blowing pure Si powder at falling droplets and
reported the improvement of the probability for spheres crystallized at low
undercoolings [28].
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Finally, another advantage of the semisolid process is described, based
on simple heat transfer calculation during free fall. In the case of the sample
superheated above TM, the falling distance is more than 10m, since the sample
is undercooled due to suppression of nucleation. However, for the semisolid
process, where each droplet includes a tiny solid particle before ejection, the
falling distance required for complete crystallization is considerably reduced
to 3mm for fS > 0.1 because of the lack of undercooling. This information is
useful in terms of capital investment.

8.5 Summary

The recent approach to obtain single crystal spheres directly from the first
process, using a drop tube, was presented after a short review of the historical
background for spherical solar cells. The basic understanding of crystal growth
of Si single crystal ingots has been accumulated over a long time period. How-
ever, it cannot be applied directly to spherical single crystals because the
critical issue to be controlled is not growth, as for ingots, but nucleation for
spheres. However, the nucleation is difficult to control externally. The present
semisolid process focuses on ejection at the state without undercooling, not on
the external control of nucleation. The semisolid process has been developed as
one of the casting techniques for light metals such as Al–Si alloys. In the case
of alloys, the equilibrium solid fraction in the solid/liquid coexisting region can
be retained by adjusting both the temperature and initial composition. How-
ever, for a pure substance, Si, the solid fraction is a function of time at TM. The
controlling technique of the solid fraction is a critical issue for further study.
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9

Liquid Phase Epitaxy

Alain Fave

Abstract. Liquid phase epitaxy (LPE) is a growth technique that can be suitable
for photovoltaic applications regarding its simplicity and its capacity to produce
high-quality thin film. The growth of Silicon proceeds from a molten solution
(metal + Si), which is slowly cooled. Temperature range is typically 700–1,000◦C
and growth rate can be as high as 1 μm min−1. In this chapter, we first introduce the
fundamental principles of LPE and then we discuss on the influence of the metallic
solvent (In, Sn, Cu, Al. . . ), the temperature range on the growth rate and on the
quality of the epitaxial layers. We also review epitaxial growth on polycrystalline
silicon or foreign substrates. We finally discuss the development of high throughput
LPE deposition equipment.

Liquid phase epitaxy (LPE) has been used for many years for the growth
of semiconductors’ multilayers, especially for optoelectronic applications with
III–V based materials (GaAs, AlAs, InP, and related compounds) [1]. Efficient
solar cells were also fabricated, especially for use under high-concentration
from GaAs [2] and have reached up to 18% for Si.

The basis of LPE is the control of the liquid–solid phase equilibrium
based on the solubility of silicon in a metallic solvent (In, Sn, Al, Ga, . . .)
[3]. The driving force for crystallisation of Silicon is the slow cooling of
this saturated solvent. LPE have several advantages for solar cell production
[4]: high deposition rates (0.1–2 μm min−1) at moderate temperatures (typi-
cally 850–1,050◦C); impurity segregation/rejection to the melt, thus, avoiding
accumulation of electrically active impurities; since it is conducted close to
thermodynamic equilibrium, it leads to epitaxial layers with low density of
structural defects; low capital equipment and operating costs; and finally the
selectivity of the growth, the feasibility of lateral overgrowth, and its abil-
ity to produce faceted crystals. Some disadvantages can be, however, pointed
out, especially the difficulty in upscaling, and the layers’ inhomogeneity and
reproducibility.
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Fig. 9.1. Calculated phase diagram of Sn–Si (from [5])

9.1 Description

The principles of the epitaxial growth can be described using the phase dia-
gram of the binary system Si–Sn as an example (Fig. 9.1). The upper curve
represents the so-called “liquidus”. At point A, the system is a liquid mixture
of Sn solvent and Si, at temperature TA with a composition XA: the solution
is saturated with silicon.

To obtain this composition, a metallic solvent is contacted with a silicon
source at this temperature TA during few hours. This leads to the saturation of
the solvent in Si, at XA concentration. Then, the silicon source is removed. If
this liquid is brought into contact with a silicon substrate at this temperature,
the equilibrium is not changed. However, when the solution is cooled down to
TB, the system presents two phases: silicon solid phase appears and the new
concentration of the liquid phase in Si becomes Xc. If the cooling process is
slow (few Kelvin per minute or less), “parasite” germination rate within the
solvent is close to zero and epitaxial deposition of silicon occurs only on the
substrate.

9.2 Kinetics of Growth

The phase diagram indicates the maximum fraction of silicon that can pre-
cipitate onto the substrate. But in practice, the kinetic growth of a layer from
a solution is controlled by the following mechanisms:
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1. Volumic transport of Si atoms by diffusion, convection or force flow
2. Transport through the boundary layer
3. Adsorption on the surface of the crystal seed
4. Surface diffusion to a growing step of Si
5. Linking to the step
6. Diffusion along the step
7. Attachment in the crystal on a site of the step

Mechanisms (1) and (2) are related to the mass transport, while the mech-
anisms (3–7) are related to the surface kinetics. The growth kinetics is,
therefore, a combination of these two different processes. Depending on the
experimental conditions, one of them will be preponderant and will control
the kinetics of growth.

Three methods of growth have been developed and applied for semicon-
ductors, which lead to different kinetics consideration:

• “Equilibrium cooling” or “ramp cooling” is a linear growth cooling from
the equilibrium temperature. The temperature of the solution is lowered
at a rate a (K min−1) from the liquidus temperature (TA) to the end
temperature (TE), while in contact with substrate. In this case, the kinetics
of growth is limited by diffusion.

• “Step-cooling” growth: the solution is kept at a temperature ΔT below
the TA and then brought into contact with the substrate at constant
temperature. The kinetics of growth is, thus, limited by the surface
kinetics.

• “Super cooling” growth is a combination of equilibrium and step-cooling
techniques. The temperature of the solution is decreased of ΔT below the
TA, brought into contact with the substrate and then the solution is cooled
down at a rate a (K min−1).

In order to determine the thickness of the resulting epitaxial layer, we will use
the following assumptions:

1. The system is isothermal: There is no temperature gradient due to the
furnace geometry or the holder. Cooling rate is low enough to neglect heat
dissipation, due to crystallisation at the interface.

2. Diffusion of silicon into the solid phase is much lower than in the liquid
phase. We neglect the solute diffusion from interface into the solid.

3. We can also neglect silicon flow due to the interface displacement compared
to the silicon flow due to diffusion.

Under these conditions, the general equation of growth in solution controlled
by the mass transport can be written as follows (in one dimension):

D
∂2C

∂x2
+ ν

∂C

∂x
=

∂C

∂t
(9.1)
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where,

C = C(x, t) is the solute (silicon) concentration. It is a function of growth
time and is initially homogeneous,

D = D(T ) is the diffusion coefficient of silicon in the solvent, and
ν = ν(t) is the growth rate.

Using the above assumptions, growth rate and thickness are calculated by
solving the diffusion equation of silicon in the solution. If epitaxy takes place
on a flat substrate with a weak supersaturation of the solution (this is generally
the case for LPE), diffusion can be considered as one-dimension and stationary
phenomena. Equation (9.1) becomes:

DSi
∂2CL

Si(x, t)
∂x2

=
∂CL

Si

∂t
, (9.2)

DSi
∂CL

Si(0, t)
∂x

= ν(t)
[
CS

Si(0, t)− CL
Si(0, t)

]
, (9.3)

δe =

t∫
0

ν(t) dt =

t∫
0

DSi

CS
Si(0, t)− CL

Si(0, t)
∂CL

Si(0, t)
∂x

dt, (9.4)

where t: time
DSi: diffusion coefficient of Si in the liquid
CSi: Si concentration
δe: thickness of the epitaxial layer.

These equations lead to simple mathematical relationship between the film
thickness and the time with the following assumptions:

4. The system is semi-infinite and duration of growth is short compared to
the time of diffusion.

5. It is assumed that for small cooling intervals, the liquidus composition is a
linear function of temperature:

T − Te = m(C − Ce). (9.5)

6. The diffusion coefficient of Si in the liquid phase is independent of temper-
ature.

The equation giving δe depends on the boundary conditions associated with
the different LPE growth techniques.

In the case of “equilibrium cooling”:

C(x, t = 0) = C0. (9.6)

The temperature is reduced linearly with time, at a rate a, such that:

T (t) = T0 − aT, (9.7)

C(0, t) = C0 −
(

a

mSi

)
t, (9.8)
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where mSi is the slope of the liquidus curve and a is the cooling rate.
The solution was reported by Hsieh [6]:

δe =
4
3

a

mSiCS
Si

√
DSi

π
t3/2. (9.9)

For the “step-cooling” growth, Boundary condition is:

C(0, t) = C0 − ΔT

mSi
(9.10)

and then:

δe = ΔT
2

mSiCS
Si

√
DSi

π
t1/2. (9.11)

The “super cooling” growth is a combination of the equilibrium and step-
cooling modes. Therefore, the solution (9.12) is given by a linear combination
of (9.9) and (9.11) in a first approximation.

δe =
2

mSiCS
Si

√
DSi

π

[
ΔT t1/2 + (2/3)at3/2

]
. (9.12)

In all cases, the amount of silicon available for the growth is limited by the
solubility at the saturation temperature. For photovoltaic applications, there
are also some specific requisites:

1. Thickness: The solar spectra absorption has to be maximised. About 50 μm
thick film of crystalline silicon is necessary to absorb 80% of the solar
spectra. If there is an efficient optical confinement, it can be reduced to
20 μm or even less

2. Good electrical properties of the epilayer (collection of the photogenerated
carriers and generation of the current are linked to the diffusion length or
lifetime of the minority carriers)

Moreover, taking into account the economic factors of solar cell production,
one has to consider the throughput (growth rate), and the cost of the sys-
tem (temperature, solvent, gas . . . ). Having this in mind, we will discuss the
different possibilities concerning the selection of the solvent.

9.3 Choice of the Solvent

The selection of the solvent is an important issue. One will take into account
expectations concerning growth rate, temperature range and electrical prop-
erties of the epitaxial layers. The main criteria are listed below:
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1. High solubility of silicon in the solvent: This parameter, or the evolution of
solubility versus temperature during the growth has to be compatible with
a reasonable time of obtainment of the active layer.

2. Low solubility of solvent into the silicon: During epitaxial process, atoms
of the solvent are incorporated in the Si crystal. Their incorporation can
modify the electronic properties of the layer. Actually, many metallic impu-
rities act as recombination centre or as dopant and reduce the lifetime of
minority carriers. Solvent purity is also an important parameter to avoid
other impurities.

3. Low melting temperature and low vapour pressure: A low melting tem-
perature allows better and faster homogenisation of the melt and, thus, a
homogeneous growth. A low vapour pressure of the solvent is suitable to
prevent loss of solvent during growth process.

4. Low toxicity and availability of the solvent: For instance, materials like
antinomy (Sb), gold (Au) or silver (Ag) offer high solubility of silicon.
However, the first one is very toxic and the others are quite expensive.

The “perfect” solvent does not exist. Each metal presents advantages and
disadvantages. But among the different materials that have been proposed
and studied, three of them can be selected: tin (Sn), indium (In) and copper
(Cu). Gallium (Ga) or aluminium (Al), in spite of the high solubility of silicon
(Table 9.1), are not good candidates; because of the high doping level, they
will induce into the silicon epilayer. However, they can be added to the melt to
dope the epitaxial layer. Lead (Pb) does not incorporate into the grown layer
and is electrically inactive, but it has low silicon solubility and high vapour
pressure [31]. Bismuth (Bi) and zinc (Zn) also have high vapour pressure.

A combination of two or more solvents can also be used. This is mainly
the case, when lowering the growth temperature is the main objective (see
Sect. 9.6).

9.3.1 Influence of the Substrate Surface

Epitaxial layer can be easily obtained on single crystal silicon substrate. (111)
and (100) oriented substrates are commonly used. Due to the high affinity of

Table 9.1. Metal solvent melting points and silicon solubility

Metal solvent Melting point ◦C Atomic solubility of silicon

800◦C(%) 1,000◦C(%)

Indium (In) 156 0.38 1.9
Tin (Sn) 232 0.62 2.5
Copper (Cu) 1,083 30 30
Aluminium (Al) 660 27 44
Gallium (Ga) 30 3.9 12
Lead (Pb) 327 0.01 0.1
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silicon with oxygen, formation of native oxide on the growth substrate has
to be taken into consideration. In fact, it will hinder good wetting of the
surface by the saturated melt. It can be prevented by using adequate cleaning
procedure prior to the growth and the use of hydrogen as a growth ambient.

The cleaning procedure can be as follows:

1. De-greasing of the substrate, using solvent like acetone
2. Removal of native oxide with buffered HF
3. Formation of chemical silicon oxide with H2SO4–H2O2 (1:1)
4. Removal of this oxide using buffered HF

(Steps 1, 3 and 4 can be skipped if original substrate is already cleaned).
Moreover, since it is difficult (and expensive) to prevent the presence of

oxygen and water vapour during the growth, a hydrogen ambient has to be
used. It will reduce the silicon native oxide formed during the saturation step.
The hydrogen has to be ultra-pure, which is commonly achieved by using Pd-
diffusion membrane purification. Hydrogen presents potential hazards when
exposed to air, and it is possible to reduce the risks by diluting hydrogen with
a neutral gas like argon (H2:15%–Ar:85%) [7].

Another possibility, which has to be used when temperature growth is
lower than 900◦C, is the addition of reducing agent in the melt like Al or Mg,
which can lead to an oxide-free surface [8]. However, because Al is a p-type
dopant for silicon, one has to reduce its amount or to use a two-melts process,
one to remove native oxide, and one for the growth of the active layer [9].

Finally, meltback of the substrate is also suitable, when the surface of the
substrate is not flat (for instance when using multicrystalline or metallurgical
grade silicon). The substrate is contacted with the melt at a temperature above
liquidus one. Then, return to equilibrium is achieved after dissolution of a thin
region of the substrate, leaving the surface smoother and more accurate for
the following growth.

9.4 Experimental Results

The thickness of the epitaxial layer depends on the temperature, solvent,
cooling rate and amount of solvent and silicon, i.e. the weight of the melt
compared to the surface of the substrate.

Figure 9.2 shows the dependence of the thickness versus the growth tem-
perature. The LPE system is a laboratory scale horizontal graphite sliding
boat (substrate area is 2 cm2) with a palladium-purified hydrogen atmosphere.
Graphite is used as crucible, since it presents: (1) no reactivity and low wet-
tability with metallic solvent, (2) chemical inertness in growth atmosphere,
(3) no contamination, especially electronically active impurities, such as P,
B and (4) machinable [10]. Cleaning of the graphite can be done using HCl.
Then, rinsing with ultrasonic and finally, backing for several hours.
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Fig. 9.2. Thickness versus temperature with Sn solvent, 0.5◦C min−1 cooling rate
and 2 h growth time

The experiments were done under the following conditions: 7 g of Sn
(purity 5N), 2 h of growth, 0.5◦C min−1 cooling rate. Since the amount of
silicon incorporated in the melt increases with the temperature, it is possible
to grow thick epitaxial layers. However, for low-temperatures (700–800◦C),
incorporation of silicon is low and limits the kinetics of growth. At this tem-
perature range, thermodynamic properties of metallic alloys can increase the
kinetics (see Sect. 9.6).

9.4.1 Growth with Sn and In Solvent in the 900–1,050◦C Range

Thickness of the epitaxial layer depends mainly on the cooling rate and the
duration of the growth. For a 0.5◦C min−1 cooling rate, starting growth at
1,050◦C, thickness increases linearly versus time for both solvents (Fig. 9.3a).
Growth rate is twice higher with Sn than In (30 μm h−1 vs. 15 μm h−1).

If we use moderate cooling rates (0.25◦C min−1, 0.5◦C min−1 and 1◦C
min−1), experimental results presented in Fig. 9.3b show that the final thick-
ness is independent from the cooling rate and depends only on the temperature
drop (undercooling).

These results confirm the observations of Baliga [11] stating that for a
tin melt saturated with silicon in the 800–1,100◦C temperature range, and
for a cooling rate less than 1◦C min−1, the thickness does not depend on the
duration of growth but only on the temperature drop ΔT . At these moderate
cooling rates, the surface kinetics is rapid when compared to mass transport,
then this last phenomena controls the kinetic of growth. However, for cooling
rates above 2◦C min−1, the thickness is only related to the duration of epitaxy
and neither to the temperature drop nor to the cooling rate. This transition,
from mass transport limited growth to kinetically controlled growth, depends
on the experimental set up (size, geometry of crucible, substrate holder . . .).

Moreover, the cooling rate also influences the quality of the epitaxial
layer: Solvent inclusions and surface ripples appear when cooling rate is above
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Fig. 9.3. (a) Linear increase of epitaxial layer thickness grown from 1,050◦C on
(111) substrate with 0.5◦C min−1 cooling rate using tin or indium as solvent.
(b) Thickness versus temperature drop for various cooling rate for tin solvent

1◦C min−1. Therefore, to obtain flat surface and thick epitaxial layer in a rea-
sonable time, growth rates of 0.5–1◦C min−1 are commonly used. We did not
observe that addition of Ga in the melt modifies the growth rate noticeably.

The University of Konstanz [12] has also studied the influence of the cool-
ing rate on the growth rate with In solvent at 920◦C. They used (100) oriented
Si substrates and cooling rate up to 0.33◦C min−1. The resulting growth rate
reached 87.3 μm h−1. Growth rate on (100) oriented surfaces is faster than on
(111) surfaces, but the surface presented random pyramids distribution. Flat
surface can be obtained only with low cooling rate/growth rate. In our case,
we were able to grow flat layers on (100) substrates with high growth rate
(2 μm min−1) but only at 1,050◦C. They have also developed a rapid LPE
technique combined with a sonic agitation of the melt. The key element is the
realisation of a strong temperature gradient between the substrate and the sur-
face of the melt (a hole in the heating tube directly above the sample causes
heat loss via radiation). Growth rate of 2 μm min−1 (instead of 0.2 μm min−1

without hole) have been demonstrated on (111) substrates from Sn melt with
a cooling rate of 1◦C min−1 [13]. In that case, a 25 μm thick solar cell absorber
layer takes only 10 min to deposit.

9.4.2 Doping and Electrical Properties of Epitaxial Layers

The obtainment of p-type epitaxial layers with doping level in the range
1016–1017 cm−3 is of great interest for the fabrication of solar cells. The doping
of the epitaxial layers can be obtained with the addition of an element in the
solvent, for instance Ga or Al (Sb is a n type dopant). SIMS measurements
have shown that incorporation of Ga is constant along the 30 μm thickness of
the layers (at 1,050◦C with cooling rate less than 1◦C min−1). Since pure Sn
solvent leads to unintentional n doping (it is usually supposed that it is due to
the Sb impurities present in the Sn source), one has to add more Ga in such
solvent than in a pure In. For instance, at 1,050◦C, 0.11%Wt of Ga is enough
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Table 9.2. Electrical properties of epitaxial layers with Ga doping versus solvent
and cooling rate. Growth temperature was 1,050◦C [69]

In/Ga (0.11%) Sn/Ga (0.12%)

Cooling rate 0.5◦C min−1 1◦C min−1 0.5◦C min−1 1◦C min−1

Doping (cm−3) 3.7 × 1016 3.5 × 1016 6 × 1016 6.3 × 1016

Mobility (cm2V−1s−1) 263 226 232 198
Diffusion length (μm) 136 – 120 –
Defect density (cm−2) 1.1 × 104 1.3 × 104

to obtain 3 × 1016 at cm−3 with In (6N), but not enough to compensate n
type with Sn (5N) solvent. With 0.12%Wt of Ga, we can obtain p-type layer
but with higher doping level (6× 1016 at cm−3) (Table 9.2).

Note that mobility is slightly decreased when higher cooling rate is applied.
For lower cooling rate (0.25◦C min−1), we did not notice any improvement.
Kopecek [12] also showed that the increase of the growth rate resulted in a
higher resistivity and a lower quality of the LPE layer for In based melt.

Diffusion length (or lifetime) is a key parameter for the performance of
solar cells. It is usually admitted that diffusion length of minority carriers
has to be four times the thickness of the film to assure good photovoltaic
efficiencies. At 1,050◦C, appropriated values of 136 and 120 μm were obtained
with In and Sn, respectively. The lower performance of epilayer grown from Sn
melt can be explained by its high solid solubility (5× 1019 cm−3 at 1,050◦C).
Incorporation of Sn atoms within the Si crystal could create a large stress and
affect carrier transport. It is clearly related to the defects density of epitaxial
film (measured by SECCO etching).

A comparison of Sn and In as solvents (and Ga and Al as dopants) has also
been made at UNSW using single-crystal substrates [14]. They also obtained
better results with In than with Sn and with Ga than with Al. It was found
that layers grown with Sn solutions or doped with Al exhibit reduced mobility
and lifetime. Presence of Al leads to the formation of an oxide on the surface
of the melt and to the contamination of the epilayer, which exhibits higher
density of shallow pits.

We summarise some experimental results concerning electrical proper-
ties of epitaxial layers presented by different authors in the following table
(Table 9.3).

Boron is another possible p-type dopant. The incorporation of boron into
silicon epitaxial layers grown from a tin melt has been studied by Baliga
[15] and McCann [16]. Boron is provided via the silicon source wafer and
its incorporation is a function of both time and temperature. Its segregation
coefficient from liquid tin into solid silicon is temperature dependent and
increases with temperature. Therefore, the content of boron into the layer
will be maximum at the interface and minimum at the final surface. This
doping gradient can be used to create a drift field in the base layer of the



9 Liquid Phase Epitaxy 145

Table 9.3. Electrical properties of epitaxial thin films grown from Sn and In solvents

Solvent T (◦C) Dopant Doping Mobility Diff. length (μm) References
(cm−3) (cm2V−1s−1) Lifetime (μs)

In 920 9.5 × 1015 259.7 [12]
In 920 Ga 4 × 1016 207 [12]
In 900 Ga 5 × 1016–1017 50–300 μm [70]
In 947 Ga 1017 50–65 μm; [20]

3–3.5 μs
In 1,050 Ga 3.7 × 1016 263 135 μm (This work)
In 930 Ga 2 × 1017 100–200 25 μs [14]
Sn 1,050 Ga 6 × 1016 232 124 μm (This work)
Sn 930 Al 1.5 × 1017 100–200 8.5 μs [14]

solar cell. Such behaviour was also proposed by Zheng [17] for Ga and In
melt.

Although the majority of researchers use tin or indium, NREL (USA) has
developed a technology using Cu based solvent [18]. Despite its reputation
as a lifetime killer, they demonstrated that Cu can be a workable solvent for
making silicon solar cells. The Cu–Si phase diagram is complex on the copper
rich side, but it offers a wide temperature range for solution growth at com-
positions of ∼30 at.% Si at the eutectic temperature of 802◦C. It is possible
to grow Si layer from pure Cu melt, but only at high-temperature (>802◦C).
They demonstrated that incorporation of Cu in the Si epitaxial layer is min-
imised when cooling rate is lower than 0.5◦C min−1, and it does not affect the
quality of the junction. If the growth occurs on a (111) single crystal, when
using cooling rate of 0.1◦C min−1, the growth rate can be 1 μm min−1. If the
cooling rate is significantly increased, it will lead to a morphological rough-
ening of the grown layer with concomitant solvent entrapment. A minority
carrier diffusion length of 109 μm was measured. They also used Cu/Al alloy,
where the presence of Al allows the removal of the Si native oxide. With
a 23%Si/28%Al/49%Cu, they obtained a mobility of 99.5 cm2 V−1s−1 for a
resistivity of 0.05 Ω cm. The corresponding diffusion length was 33.5 μm [19].

9.5 Growth on Multicrystalline Si Substrates

For solar cell applications, thin film LPE is economically viable only if it
is combined with a low-cost multicrystalline Si substrate (high-throughput
silicon ribbons, upgraded metallurgical grade silicon: MG-Si) or with a foreign
substrate (glass, ceramic, metallic sheet . . .: see section 9–7).

Good-quality multicrystalline silicon (mc-Si) has been used as a model
to develop techniques for depositing silicon on silicon. Grain boundaries
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are present but grains are large and impurity levels are not as high as in
metallurgical grade silicon.

Wagner compared structural and electrical properties of polycrystalline Si
layers grown by CVD or LPE (In melt, 947◦C, 0.12 μm min−1) with similar
grain boundary structures [20]. The measured minority carrier lifetime was
always higher and the recombination strength of the defects was smaller in
the LPE layers than in the CVD layers. They attributed this to the higher
purity of the LPE layer and its lower density of defects (rod-like defects).

The main limitation for high-quality layer is the presence of grain bound-
aries that retarded the epitaxial growth, resulting in a much rougher surface
[21]. The higher energy of the grain boundary results in a reduced growth.
The Si material diffusing towards the grain boundary is incorporated on either
side of it. Once this surface roughness has been established, it is exacerbated
during further growth by the phenomenon of constitutional supercooling. To
reduce this effect, Australian National University (ANU) proposed to use a
periodic meltback technique, where alternating cycles of heating and cooling
are used (yoyo technique [22]). During heating cycle, the degree of undersat-
uration increases with distance away from the liquid–solid interface. Thus,
protuberances are dissolved preferentially. These meltback cycles result in a
much smoother surface. Morphology of the intra-grain region is also improved.

The left part of the Fig. 9.4 presents the growth by equilibrium cooling
on mc-substrates and the resulting epitaxial layer and the right, with “yoyo”
technique.

9.5.1 Photovoltaic Results Obtained with LPE Silicon Layers

Efficiencies of thin film solar cell grown by LPE can be as high as 18% on
single crystal substrate and can display open circuit voltage above 660 mV
[24], demonstrating their high electronic quality. ANU achieved 18.1% with a
35 μm thick epilayer grown on a lightly doped c-substrate (from In melt, at
950◦C), combined with efficient light trapping system (texturation, oxide/Al
back reflector). A similar process yielded 17% on heavily doped Si c-substrate
(i.e. electrically inactive) [71, 73].

An efficiency of 16.4% has been achieved at UNSW on a 32μm thick layer
with an area of 4 cm2 grown from In melt. A high-efficiency cell process was
used with a micro-grooved surface texture [72], a ZnS/MgF2 antireflection
coating on passivating oxide, and a graded doping level in the active layer
(Drift field). Note that they used an H2/Ar forming gas mixture as the ambient
gas rather than pure hydrogen. They also obtained 15.4% efficiency from a Sn
melt [14]. Max-Planck-Institute produced a cell with an efficiency of 14.7%
for a 16.8 μm thick layer (In solvent, 950◦C) [26].

These high-performances on single crystal substrates have been confirmed
on multicrystalline Si substrates. ANU fabricated a cell of 15.4% efficiency and
Voc of 639 mV on a lightly doped substrate and a cell of 15.2% efficiency and
Voc of 639 mV on a heavily doped substrate (with no texturing in either case,
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Fig. 9.4. LPE growth on multicrystalline silicon substrate at INL [23]: with equilib-
rium cooling (left) or yoyo technique (right). Before growth (950◦ with Sn), substrate
roughness is about 2–3 μm. From top to bottom are cross section view, surface view
and schematic temperature profile

but with a TiO2 antireflective coating) [21]. Layers of 20–50 μm thick were
grown and periodic meltback was used to obtain much smoother morphology
at the grain boundaries, thereby to avoid emitter/substrate shunts.

To compensate the extra cost of the epitaxial growth of the Si thin film,
one has to use a low-cost Si substrate like metallurgical grade Si (MG-Si).
University of Konstanz [27] developed LPE on upgraded MG-Si (UMG-Si). An
efficiency of 10% without surface texturation (Calculated potential: n = 14%)
was achieved. Thin layer of 30 μm thick was grown from In melt with 0.1Wt%
Ga at 990◦C. The saturation of the melt was obtained with the meltback of the
UMG-Si wafer: It is not necessary to add electronic grade Si to the solution.
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The possible reason for cell efficiency not exceeding 10% is the diffusion of
the impurities (Ca, Al, Fe, Ni and Cr) from the substrate into the LPE layer.
Also, presence of small interruption in the layer leads to short-circuit in the
cell. To improve the character of the layers, higher growth temperature above
1,000◦C can be used. However, diffusion of impurities will be enhanced [28].

LPE on MG-Si substrates with a Cu/Al solvent has been investigated at
NREL [25]. A diffusion length of 42 μm has been achieved for a layer thickness
of 30 μm on a MG-Si substrate. The Cu was found to reduce Al incorpora-
tion into grown layers. An advantage of this approach is the rather high Si
solubility in the Al/Cu solvent of 20–35 at.%. This high silicon concentration
has been found to result in more isotropic growth rates on grains of different
orientations than solvents with lower Si solubilities, such as In or Sn and also
offers the potential for higher deposition rates.

9.6 Low-Temperature Silicon Liquid Phase Epitaxy

LPE has been widely used at high-temperature and has proved its capacity to
grow high-quality epitaxial layers. But for low-temperature, it appears to be
more difficult. However, it presents strong interest for low-cost applications
(especially for solar cells) as it broadens the choice of the substrate. Actually,
it will be possible to use glass substrate, if a suitable seed layer is previously
deposited on the surface. But for such process, new solvents have to be defined.
Main difficulties, compared to conventional LPE at 900–1,000◦C, are the low
solubility of silicon in usual solvent and the presence of native silicon oxide,
which cannot be removed under H2 flow.

A variety of solvents have been proposed like Au, Al, Ga [29,30], Pb [31],
Sn [32] and others alloys as Au–Pb, Au–Zn, Al–Sn, Al–Zn [33], Au–Bi [32],
Al–Ga [34], and Sn–Pb [35]. Resulting layers presented high doping level up to
1018 at. cm−3 (when using doping element like Al, Ga), uncompleted coverage
of the surface (non-miscibility of Si in some alloys at low-temperature) or
resulted in layers with electrical defects (Au).

Lee and Green [32] evaluated a number of binary or ternary alloys. The
idea is to mix two metals, one (type X) with a low melting temperature (Sn,
In, Pb, Bi) and one (type Y) with high solubility (Mg, Zn, Cu, Au). It is
also important, to reduce the Si native oxide, to select some reducing agent
like Al or Mg (type Z). Finally, the epitaxy will be realised with two melts.
One to reduce SiO2 (X–Z–Si or X–Y–Z–Si) and the other to grow epitaxial
layer (X–Y–Si). Separation of cleaning and growth step avoids the diffusion
of reducing agent like Al in the whole active epilayer. It is, then, necessary
to study the ternary or quaternary diagrams to define the right composi-
tion. For instance, Abdo showed that the ternary Cu–Sn–Si and quaternary
Cu–Sn–Al–Si systems are appropriate (Fig. 9.5) [36, 37].

At 800◦C, Si solubility increases up to 2Wt% with this alloy (with pure
Sn melt), Si solubility is only 0.16Wt% at the same temperature. On a
Si substrate, they were able to obtain flat and homogeneous 30 μm thick



9 Liquid Phase Epitaxy 149

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

0.10.20.30.40.50.60.70.80.9

0.1
0.2

0.3
0.4

0.5
0.6

0.7
0.8

0.9

Si

Cu Sn
mole fraction

BCC_A2

FCC_A1 Liquid

Cu - Si - Sn
700°C

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

0.10.20.30.40.50.60.70.80.9

0.1
0.2

0.3
0.4

0.5
0.6

0.7
0.8

0.9

Cu

Sn Si
mass fraction/(Cu+Si+Sn)

Liquid + Si

Liqu#1+ Liqu#2 + Si

BCC_A2 + Si

BCC_A2

Liquid + BCC_A2 + Si

Liquid + BCC_A2

Liqu#1 + Liqu#2

Cu – Si – Sn – Al
800°C,  10 wt.% Al

Fig. 9.5. Calculated phase diagram of Sn–Cu–Si (left) and Sn–Cu–Si with 10 Wt%
Al (right) at 800◦C [36]

layer (Fig. 9.6), starting the growth at 800◦C and applying a cooling rate
of 0.25◦C min−1 during 2 h. The electrical properties of these layers have not
been measured yet.

9.7 Liquid Phase Epitaxy on Foreign Substrates

As the cost of the silicon wafer is about half the final cost of the solar cell
module, the use of crystalline thin film on non-silicon low-cost substrate is
of great interest. The main issues are the compatibility of the substrate with
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Fig. 9.6. SEM micrograph of Si layers grown at 800◦C from a Cu8.5Al9.5Sn80Si2
solution [37]

growth temperature (thermal expansion coefficient close to silicon, presence
of impurities able to diffuse into the Si layer) and the control of nucleation to
obtain large grain size continuous layers.

Ceramics like Alumina or Mullite have been widely investigated. Alumina
can be cheaply produced and Mullite, more expensive, has a thermal expansion
coefficient close to Si for a wide range of temperature. They can sustain high-
temperature annealing (1,000–1,200◦C). Finally, they present high reflection
coefficient, in the 80–90% range and then make an efficient back reflector
for a solar cell. These substrates have to be initially coated with a seeding
layer. For instance, PHASE and INSA combined seed layer deposition by
RTCVD (with preferential (220) orientation) and growth of the active layer
by LPE [38]. Grain size was increased from 1–10 μm (seeding layer) up to
100–200 μm, but continuous layers have not been achieved. It is conjectured
that the (220) orientation is not suitable for subsequent LPE growth, because
it leads to columnar growth. Higher aspect ratio of lateral versus vertical
growth rate can be achieved when using (111) orientated seed layer and may
lead to continuous layers.

Combination of seed layer and LPE was also studied at Max-Planck-
Institute [39]. They used a glassy carbon substrate with a double seed layer
a-Si/μc-Si (grain size is 1 μm). Low defect density and continuous layers over
4 cm2 have been obtained with Ga/Al melt. Resulting grain size was 10 μm.

ECN [40] developed silicon-enriched SiAlON tape-cast ceramic substrates
using a plasma-sprayed Si seeding layer. Closed layers of 1 cm2 have been
achieved with grain sizes of 10–100 μm when using a melt of In with 1%Al
at 960◦C.

Some continuous layers have also be grown by UNSW with a Sn/Al melt
on borosilicate glass using a seeding layer of a-Si on borosilicate glass at
750◦C [68]. Grain sizes of 50 μm with a (111) preferential orientation were
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achieved with a layer thickness of 30 μm. They also reported the growth of
continuous micrometers on unseeded glass substrates at around 750◦C with
an average grain size of 100 μm [41]. Al or Mg reduce SiO2 and lead to the
formation of Si sites for the nucleation. The periodic melt-back and re-growth,
suppressed growth normal to the plane of the substrate and lead to smoother
silicon films.

As we can see, it is not easy to grow continuous Si thin films on foreign
substrate with low defect density. To overcome this difficulty, the layer trans-
fer process has been proposed [42–46]. This concept is based on the surface
modification (usually a double porous layer) of a Si single crystal growth sub-
strate that permits the transfer of the epitaxial layer on a low-cost substrate.
The original growth substrate is reused several times. The porosification of
the surface coupled with appropriate annealing under H2 at 1,000–1,100◦C
allows epitaxial growth and further detachment. Majority of research groups
involved in this concept used VPE as the growth process. Only ANU (see
Sect. 9.8), Canon [47] and INL (former LPM) [48] proposed the use of LPE to
grow the Si active layer. Re-structuration of the Si porous layer is a key point
of the technique. Temperature and time have to be precisely adjusted to con-
trol the evolution of the surface roughness of the Si porous and also to hinder
premature fragilisation of this layer [49]. The resulting electrical properties of
the Si epilayer grown at 1,050◦C using Sn/Ga melt were encouraging for solar
cell application: mobility is 192 cm2 V−1 s−1, diffusion length is 124 μm for a
level of p doping of 7.1× 1016 cm−3.

9.8 Epitaxial Lateral Overgrowth

One of the specific features of LPE is its selectivity. It means that epitax-
ial growth can take place only in presence of Si nuclei seed. For instance,
the growth on a Si wafer, partially covered with mask, will occur only in the
exposed areas (“seeding windows”) and not on the mask. These masking layers
can be metallic or dielectric films (generally SiO2, SiNx). By using this speci-
ficity, it is possible to realise epitaxial lateral overgrowth (ELO) of Si on the
mask. The growth starts in the seeding windows and proceeds vertically as well
as laterally over the mask. In favourable conditions, adjacent stripes of Si tend
to coalesce and form continuous epilayer and fully cover the mask [10,50–53].
A silicon-on-insulator structure is then obtained. The properties of such struc-
ture can be of interest for PV applications. First, the mask acts as a defect
filter and prevents the propagation of defects from the substrate. This can
be interesting when considering growth of Si thin film on MG-Si. The mask
could hinder diffusion of impurities into the active layer. Second, it can serve
as a mirror layer to improve the optical confinement within the solar cells.
Considering the objective of the fabrication of thin film crystalline Si solar
cells, the presence of this dielectric mask can lower the requisite thickness and
enhance the absorption [52]. Finally, the mask can be eventually etched and
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the epitaxial layer detached from the substrate for transfer and bonding to
another (low-cost) substrate [54].

The epitaxial overgrown layer is characterised by the aspect ratio width
versus thickness. When using (111) silicon substrates, this aspect ratio can be
as high as 80 [55, 56]. It depends on the growth conditions and also on the
directions of the seeding lines [57]. From this, Kraiem [58] used a grid shape
(silicon lines were 35 μm width directed along directions <112> and <110>
and silicon oxide was 90×90 μm2) to obtain a full and flat coalesced thin film
after less than 1 h of growth (Sn melt, 1,050◦C). Moreover, the resulted layer
presented ten times less defects than usual LPE film.

Kinoshita [59] applied this technique to non-planar structured (111) silicon
substrates. Despite the irregular topology of the substrate, epitaxial layers
with flat top surfaces were always produced. Thanks to the formation of (111)
facets in the plane of the epitaxial film (with Sn melt at 900◦C).

When using (100) oriented substrate, since the vertical growth rate is
much higher than lateral one, the behaviour of the grown layer is completely
different. It is remarkably illustrated with the Epilift technique of the ANU.
From a mesh-patterned silicon oxide layer (lines are along <110> directions),
they were able to grow a 50–100 μm thick film presenting (111) facets along
the lines (like a diamond shape). It gives a natural antireflection texture to
this mesh. The interest of the technique rests on the further detachment of
this film, thanks to a wet chemical or electrochemical etching. The masking
layer and substrate may be reused as long as the masking layer is not attacked.
Cells with any desired degree of transparency can be fabricated for specialist
applications. They reported 13% efficiency on small area cell and a 50 cm2

minimodule displayed a 10.9% efficiency [60].
Lateral growth of silicon sheet from Cu–Si melts was also reported [61].

This lateral growth occurs continuously by sliding the substrate toward a lower
temperature region. The film thickness and its uniformity are dependent on
the sliding speed. They assumed that it is possible to produce Si films with
1.5 mms−1 sliding speed. In addition, such lateral growth technique would
enable the film growth on foreign substrates like ceramics or glasses with
seeding Si nuclei only on the edge of the substrate.

9.9 High-Throughput LPE

The efficient results presented up to now were principally obtained by using
a laboratory scale LPE apparatus (less than 5 × 5 cm2). They proved the
efficiency of this technique to obtain high-quality epitaxial layers suitable for
the fabrication of efficient solar cells.

The manufacturing of low-cost epitaxial thin film Si solar cells requires the
development of high-throughput LPE deposition equipment to grow about
20–40 μm epitaxial layers at high-rate on a large surface [62] (Texturing step
removes 10–20 μm of Si). Presently, LPE and CVD have not yet reached this



9 Liquid Phase Epitaxy 153

objective, but some high-throughput reactors are recently emerging. These
efforts are mainly focused on CVD, but LPE has some attractive features
and can be adapted for this objective. It requires low capital investment and
operating costs. There is no need for high vacuum and it does not consume or
produce toxic gas. The only point to look out, concerning the safety, is the use
of hydrogen (but a forming gas mixture can be considered [7]). The limitations
for the transfer to a large scale production are the control of the temper-
ature (related to the layer homogeneity), the adapted proportions between
the surface of the wafers and the volume of the melt, and the reproducibility
(thickness, doping). The horizontal sliding technique is generally used for the
growth of III–V materials. It is necessary when multilayers are required. Many
systems have been developed for these applications, since the early 1970s [63].

For solar cell production, the vertical dipping system seems to be the only
suitable one because it can process large batches of wafers and grow a unique
Si layer. Within the frame of the European project “Treasure”, the University
of Konstanz designed a reactor for 54, 10 × 10 cm2 wafers in one batch [28].
Graphite was preferred than quartz as the crucible with surface treated by
pyrolysis. They used a meltback step before each growth process to supply
silicon to the melt from a UMG-Si source. Main problem on such large area
wafers was the presence of pinholes in the grown epilayer. By using slight
over-saturation and four serial meltback and re-growth steps, they obtained
pinhole free LPE layers covering almost the whole 100 cm2 wafer area. Using
In/Ga solvent and appropriate parameters, they can produce a gradient profile
for the carrier concentration, from 3 × 1018 cm−3 at the interface with the
substrate to 3 × 1016 cm−3 at the surface. With the help of this drift field,
combined with the electrochemical macro-porous texturation, efficiencies up
to 14% should be feasible using LPE growth on the low-cost UMG-Si wafer.

The Institute für Kristallzüchtung in Berlin [64] proposed the use of
a temperature difference method on large area polycrystalline substrates
(10 × 10 cm2). The thermodynamic driving force is generated by a tempera-
ture gradient perpendicular to the substrate surface. It favours the diffusion
of solute from the Si source material towards the Si substrate. 30μm thick
Si films have been grown from In/Ga melt at 980◦C using a gradient of
10 K cm−1. The growth rate was 0.3 μm min−1 and the doping concentra-
tion was adjusted in the range of 1016–2 × 1018 cm−3. The minority charge
carrier lifetime of typically 5–10 μs was measured. Grain boundaries did not
show significant effects on the life time in the TDM-grown layers. This is a
promising technique for the deposition of Si thin film for PV applications.

Canon [65] patented a silicon LPE dipping method for large metallur-
gical grade polycrystalline wafers (5 in.2). As mentioned before in Sect. 9.5,
grooves may be formed at the grain boundaries during the growth, leading to
short-circuits of the solar cell. Canon patented a method with an optimised
time–temperature program (yoyo technique combined with two independent
heaters), to reduce the effects of grain boundaries in solar cells. The main idea
is to control the ratio of the depth of the groove regarding the thickness of



154 A. Fave

the epitaxial layer by adjusting the heating and cooling temperature ranges
of the periodic meltback. By limiting this ratio lower than 0.25, they were
able to produce solar cells with 15% efficiency (In melt, temperature range is
950–865◦C). The effective area of these solar cells is not specified.

Canon [66] demonstrated LPE growth also on 5 in. Si wafers with porous
silicon for further detachment. They also used vertical dipping system with
In solvent (4N) with a quartz carrier. Growth rate was in the range of
0.1–1 μm min−1 depending on saturation temperature, cooling rate and direc-
tion or situation of the substrate in the solvent.

9.10 Conclusion

LPE has shown its capacity to produce high-quality Si epitaxial layer for solar
cell applications. However, it is not currently used for commercial production.
Shortage in solar-grade Si feedstock will continue to motivate research for Si
thin film on low-grade Si or foreign substrates approaches. The “simplicity”,
the low capital equipment and operating costs, the high growth rate of LPE
may promote its development to find out solutions to overcome the difficulties
to upscale this technique.

To know completely about LPE, some specific books can be of great
interest, especially [4] and [67].
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50. H. Raidt, R. Köhler, F. Banhart, B. Jenichen, A. Gutjahr, M. Konuma, I. Silier,
E. Bauser, J. Appl. Phys. 80, 4101 (1996)

51. I. Silier, A. Gutjahr, N. Nagel, P.O. Hansson, E. Czech, M. Konuma, E. Bauser,
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Vapor Phase Epitaxy

Mustapha Lemiti

Abstract. The main advantages of the vapor phase epitaxy (VPE) are the ability
to grow very good quality layers, with high growth rate (higher than μm min−1).
Its principle is relatively simple and allows great flexibility (change in doping level
or type of doping . . . ). In addition, the VPE can handle several large wafers, which
is particularly desirable for photovoltaic applications. In this chapter, we introduce
the principle of this method before discussing the theories and modeling for under-
standing the mechanisms governing the kinetics of crystal growth. It is followed by
a detailed description of SiH2Cl2/H2 system, well adapted to the growth of films for
photovoltaic applications.

10.1 Introduction

Epitaxy is the regularly oriented growth of a crystalline material on a crys-
talline substrate. The epitaxial layer builds up on the substrate with the same
crystallographic orientation, the substrate acting as a seed for the growth. If
an amorphous/polycrystalline substrate surface is used, the film will also be
amorphous or polycrystalline. Thus, when the substrate is multicrystalline,
the growth is also multicrystalline and follows the orientation of the substrate
grains.

Epitaxial films frequently have superior characteristics than either poly-
crystalline or amorphous films. The epitaxial growth concerns a large number
of materials: silicon, silicon–germanium alloys, III–V compounds, binary and
ternary composites, metals, etc.

When an epitaxial film grows on a substrate of the same nature, one deals
with homoepitaxy. If the growth occurs on a different substrate, one deals
with heteroepitaxy.

In the case of two different materials, the agreement of lattice parameters
becomes a key issue. For a disagreement of lattice parameter, which is too
large, crystal growth is rendered impossible by the appearance of many defects
like dislocations, which relax the mechanical constraints at the interface. The
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maximum difference of lattice constant allowed is such that aepi−asub
asub

≤ 10−3,
where aepi is the lattice parameter of the epitaxial layer and asub the lattice
parameter of the substrate.

For silicon, the process can be used to grow films with thicknesses of
∼1 μm to>100 μm. Some processes require high substrate temperature, whereas
others do not require significant heating of the substrate. For photovoltaic
applications, epitaxial silicon is usually grown using liquid-phase epitaxy
(LPE) [1–3] and vapor-phase epitaxy (VPE) [4–6], which is a modification
of chemical vapor deposition (CVD).

The vapor phase epitaxy (VPE) is a technique widely used in the micro-
electronics industry for the growth of thin films on silicon substrate (or other
compound semiconductors) [7]. Consequently, many studies have been done
on this technique. Its main advantages are the ability to grow epitaxial lay-
ers with very good quality and with high growth rates (above the μm/min).
Its principle is relatively simple and allows great flexibility during the pro-
cess (variation of doping level or type of doping . . . ). Moreover, the VPE
can handle multiple large wafers, which is very beneficial for photovoltaic
applications.

The precursors are in a gaseous form. The idea is to provide enough energy
to dissociate the gas species above the substrate and, thus, cause the deposit
and arrangement of atoms on the surface. There are several types of reactor
depending on the method of supply of energy and also on the pressure in
the chamber. Thus, in APCVD (Atmospheric pressure chemical vapor depo-
sition), the growth takes place at atmospheric pressure. The gas filling speed
is higher than in a reactor working at low pressure called LPCVD (Low pres-
sure CVD). In both types of reactor, heating is provided mainly by magnetic
induction or by joule effect through a resistance. In a PECVD reactor (Plasma
enhancement CVD), additional energy is provided by a plasma discharge. This
type of machine can work at low temperatures. A last type of process to be
mentioned is RTCVD (Rapid thermal CVD), where heating is provided by
halogen lamps.

The growth rates can be as high as tens of microns per minute and this
explains why the vapor phase technology is the most widespread in industry.

Silicon epitaxy involves different types of chemical reactions according to
the considered precursors. The gas precursors are SiH4 (silane), or chlori-
nated compounds like SiCl4 (silicon tetrachloride), SiHCl3 (trichlorosilane),
or SiH2Cl2 (dichlorosilane). The choice of precursor inevitably directs the
epitaxy technique and the working temperature [8]:

– From silane (SiH4):

SiH4(gas) → Si(solid) + 2H2(gas).

The use of silane permits the lowest growth temperature (up to 700◦C) but the
growth rate remains low. Silane, which is inflammable in air requires special
care and imposes a reaction chamber at low pressure to avoid leaks.
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– From silicon tetrachloride (SiCl4):

SiCl4(gas) + 2H2(gas) ←→ Si(solid) + 4HCl(gas).

This reaction produces a high quality material but takes place at high
temperature (1,250◦C) causing the redistribution of dopants.

– From trichlorosilane (SiHCl3):

SiHCl3(gas) + H2(gas) ←→ Si(solid) + 3HCl(gas).

Reduction of trichlorosilane is the most used industrial method. It takes place
at around 1,100◦C. It is inexpensive and the precursor is available in large
quantities.

– From dichlorosilane (SiH2Cl2):

SiH2Cl2(gas) ←→ Si(solid) + 2HCl(gas).

Pyrolysis of dichlorosilane provides a good quality crystal with a growth rate
relatively high. The dichlorosilane is more expensive than the previous one
but stays in a gas state at atmospheric pressure. Moreover, the deposition
temperature is around 1,100◦C.

10.2 Theoretical Aspects of VPE

The technique of growth by gas-phase epitaxy is naturally sensitive to the
hydrodynamics of gases. The film quality and growth rate depend on the
nature of the deposited material. In this section, we review briefly the concepts
of laminar and turbulent flows, before describing the various cases of kinetic
growth. Finally, we will detail some aspects of the experimental growth of
silicon from dichlorosilane. The purpose of the following paragraphs is not
to make a comprehensive study but rather to provide the reader with the
elements enabling him to understand the various mechanisms involved in the
growth process.

10.2.1 Notions of Hydrodynamics

The flow of precursor gases to the surface of the substrate plays an important
role in the kinetics of growth and also on the uniformity and quality of the
crystalline films.

The parameters affecting the dynamics of gases are mainly:

– The temperature gradient: gas relaxes in the hot zones, while its density
remains high in the coldest parts.

– The speed of gas, which depends on the effects of convection related to the
viscosity and to the forces of friction.
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Different flow regimes (natural convection and forced convection) have to be
considered. In the first case, the flow is guided by gradients of temperature and
gas concentration. However, despite the presence of a temperature gradient,
a forced convection regime is privileged. This regime occurs for higher flow
rates of gas for which the flow is governed by the action of mechanical forces.
In this case, the forces of friction and pressure determine the movement of the
gas particles.

The type of flow is characterized by the Reynolds number:

Re =
vgL

ν
= ρ

1
η
vgL

where, ν is the cinematic viscosity of the gas
(
m2 s−1

)
, ρ is the gas density(

g m−3
)
, vg is the gas velocity

(
m s−1

)
and η is the dynamic viscosity (Pa s).

L is the geometrical characteristics of the reactor (m) (the length if the reactor
is horizontal or the diameter if the reactor is cylindrical).

The gas flow is laminar when Re < 5,400: the forces of friction stabilize
the flow.

The gas flow is turbulent when Re > 5,400: the forces of inertia overtake
the forces of friction, creating turbulence.

In a cold wall reactor, the convection regime is mixed. On the one hand,
the temperature gradient between the substrate and the walls of the reactor
tends to establish a system of natural convection (laminar flow). On the other
hand, the flow of gas induces a forced convection (turbulent flow). A laminar
flow is necessary to ensure a good uniformity of the epitaxial film thickness.

10.2.2 Kinetics and Growth Regimes

The growth in vapor phase can be decomposed into several stages:

• Transport and distribution of precursor gases through the carrier gas from
its entering in the reactor until the surface of substrate.

• Adsorption of species on the surface of the substrate.
• Diffusion of species to preferential sites, chemical decomposition.
• Incorporation into the lattice of constituents of the epitaxial film.
• Desorption of secondary products.
• Diffusion of secondary products away from the surface.

These steps can be separated into two categories: those consisting of transport
of matter and those corresponding to surface chemical reactions. From these
two categories follows the two ways to control the growth kinetics, i.e. limited
by either providing the material or the reaction of the species on the surface
of the substrate. Experimentally, the growth regime is determined by the
conditions of temperature and gas flow rate.
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10.2.2.1 Theoretical Approach

The theoretical framework of the growth kinetics takes into account the
physics of species distribution within the gas phase. The key parameters are,
therefore, the flow of reactive species from the gas phase to the surface of
the substrate and the flow caused by the consumption of these species during
growth.

The following formalism comes from the work of Grove [9]. Figure 10.1
is a schematic view of the gas flows during the epitaxial growth. Gc is the
concentration of silicon in the volume of the gas chamber that depends on the
partial pressure of gas precursor and Cs is the concentration of silicon atoms
at the interface between gas and crystal.

We can then express the gas flows by:

Fg = hg (Cg − Cs), where hg is the mass transport coefficient
(
in cm s−1

)
.

Fs = ks Cs and ks is the surface kinetic coefficient
(
in cm s−1

)
.

Fg represents the flow of silicon atoms from the gas phase to the substrate
and Fs represents the flow of silicon atoms consumed by chemical reactions
during the crystal growth.

At equilibrium, these flows are equal, then it comes:

Cs = Cg
hg

hg + ks
=

Cg

1 + ks
hg

.

The growth rate can be written, according to N , as the number of silicon
atoms per unit volume in the crystal that is equal to 5 × 1022 cm−3 and
v = Fs

N . This leads to:

v =
hgks

hg + ks

Cg

N
.

The growth rate is proportional to the concentration of silicon Cg in the gas
phase and is determined by the relative values of the coefficients hg or ks. Two
growth regimes are possible.

If hg > ks, the surface kinetics determines the growth rate. On the con-
trary, if hg < ks, the transport of silicon from the gas phase to the surface of
the substrate controls the growth rate.

Growth front

Cristal

Fg

Fs

Cg

Cs

Gas

Fig. 10.1. Schematic view of the gas flows during the epitaxial growth
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10.2.2.2 Limitations Due to the Surface Kinetics or Mass Transfer

When the surface kinetic reactions are the limiting factor, the growth rate
can be written:

v = ks
Cg

N
.

It does depend on the concentration of the reactive gases and of the coefficient
of surface kinetics ks. As often, the activation of the chemical reactions follows
an Arrhenius law and ks is expressed by ks = B exp

(−EA
kT

)
. In this growth

regime, the growth rate depends on the temperature via the exponential
factor.

At high temperatures, the limiting factor is not the surface kinetics but
the contribution of matter by the gas phase. The growth rate depends,
therefore, on the coefficient hg whose variation with temperature is slow(
hg ∝ T 3/2

)
. It is then considered that the growth rate in the regime

of mass transfer is proportional to the concentration Cg.
Experimentally, there are two growth regimes as shown in Fig. 10.2 for

each silicon precursor.
Moreover, Fig. 10.2 shows that more a precursor is chlorine-rich, more the

growth rate is low. This phenomenon is explained by the etching of silicon by
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hydrogen chloride which is formed during the decomposition of chlorinated
precursors.

The presence of hydrogen chloride in the gas phase implies that the
epitaxial process results from a balance between growth and etching.

10.2.2.3 Model of the Boundary Layer

In fluid mechanics, the flow of gas along a wall is modeled by the formation of
boundary layers with gradients of temperature, reactant species concentration,
and gas flow speed. These various boundary layers are generally stacked. The
boundary layer related to the gas flow speed gradient models the transition
from the null speed at the surface of the substrate to the full speed of gas.
It is noted δ and expressed in terms of parameters that reflect the forces of
inertia and viscosity by:

δs = a

√
ηx

ρv
= a

√(
ηRT

MPv
x

)
= a
√

x

√
L

Re

where,

• a is a coefficient of proportionality, and
• ρ = nM

V = MP
RT is the gas density, P is the gas pressure, M is the mass

molar of the gas
• v: gas velocity
• x: position on the susceptor
• η = f(T ): viscosity
• L: length of the reactor

The diffusion of reactive species within the boundary layer will be the limiting
factor in mass transfer limited regime. Applying the laws of diffusion and
considering a constant average thickness of the boundary layer, leads to the
expression of the growth rate as follows:

v = Hg
Cg

N
=

Dg

δ

Cg

N
= CsteDg

√
ρvg

ηL

Cg

N
.

The growth rate depends on the reactant concentration in the gas phase and
varies as the square root of the carrier gas velocity (equivalent to flow).

10.3 Experimental Aspects of VPE

10.3.1 Experimental Approach of the Kinetics and Mechanisms
of Silicon Growth in a SiH2Cl2/H2 System

The pyrolysis of dichlorosilane creates many chlorinated compounds in more
or less important quantities. The work of Morosanu [10] shows that the
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molecule dichlorosilane (SiCl2) is the most important intermediate product
of the reaction in the formation of silicon from dichlorosilane (DCS).

All the reactions of DCS decomposition involved in the gas phase are given
by Claassen and Bloem [11]:

Reactions in the gas phase:

SiH2Cl2(g) ↔ SiCl2(g) + H2(g)

SiCl2(g) + HCl(g) ↔ SiHCl3(g)

Adsorption at the surface (∗ represents surface free site, X∗ are species
adsorbed):

SiCl2(g) + ∗ ↔ SiCl∗2
H2(g) + 2∗ ↔ 2H∗

Chemical reactions at the surface:

SiCl∗2 + H∗ ↔ SiCl∗ + HCl(g)

SiCl∗ + H∗ ↔ Si + HCl(g)

SiCl∗2 + H2(g) ↔ Si∗ + 2HCl(g)

SiCl∗2 + SiCl2(g) ↔ SiCl4(g) + Si
Si∗ ↔ Si

High temperature epitaxy of silicon from dichlorosilane precursor is the sum
of many chemical reactions. The whole process can be summarized by the
following equation:

SiH2Cl2(g) ↔ Si + 2HCl(g)

In fact, other reactions are added as a result of the introduction of dopant
gas like boron or phosphorus precursors that are used to modify the electrical
properties of silicon.

The experimental approaches [11–13] on the growth rate of silicon on sil-
icon substrate confirm the presence of two growth regimes depending on the
temperature: a regime controlled by chemical kinetics for temperatures below
1,000◦C and a regime controlled by mass transfer regime for temperatures
above 1,000◦C (Fig. 10.3).

Figure 10.4 shows that the growth rate varies linearly with the concentra-
tion of DCS only from a temperature of 1,000◦C onwards.

The work of Baliga [14] and Lekholm [15] shows the linear variation of the
growth rate with the concentration of SiH2Cl2 (Fig. 10.5).

These results are consistent with earlier models. They also highlight the
possibility of substantial growth rates of several μm per minute. According
to Coon [13], the desorption kinetics of hydrogen chloride HCl is the limiting
factor for the growth of silicon in the regime of low temperature between 650
and 900◦C. At low temperature, calculating the speed of HCl desorption shows
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that the surface of the silicon substrate is saturated and that the desorption
is essential to free up vacant sites for adsorption of SiH2Cl2. In contrast, at
high temperature, the surface is mainly composed of free sites. The influence
of hydrogen chloride is also discussed in the work of Claassen and Bloem [11],
who observed a change in the growth rate of silicon when adding HCl in the
gas phase.
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10.3.2 Doping of Epitaxial Films

The process of doping consists in introducing the semiconductor n-type or
p-type impurities that are necessary for the electrical characteristics required
for material applications. This operation demands a perfect control of the
quantity of dopants and of their profile in the epitaxial layer. For doping
of silicon, arsine (AsH3) and phosphine (PH3) are gases commonly used for
n-type doping, while the diborane (B2H6) is used for p-type doping.

10.3.2.1 Dopant Incorporation

In the case of in-situ doping during epitaxy, a small amount of dopant gas
is introduced into the reactor at the same time as the silicon precursor. The



10 Vapor Phase Epitaxy 169

dopant concentration can vary in a broad range, by controlling the partial
pressure of dopant gas. The lower doping levels are fixed by the purity and
dilution of used gases. The upper limit of doping depends on the maximum
solubility of the dopant element in silicon at the deposition temperature.

At high temperature, the molecules of dopant are dissociated into differ-
ent volatile species. The equilibrium partial pressures of these species can be
calculated thermodynamically. In the case of diborane, equilibrium partial
pressures of gaseous species in the system Si–H–Cl–B have been calculated by
Bloem and Giling [8]. The data can provide information on dominant dopant
species for a given partial pressure. For example, for low partial pressure of
PH3, the dominant species in the gas phase are PH3 and PH2. For high partial
pressure PH3, P2 becomes the dominant species.

The actual incorporation of dopants in silicon is determined by a factor of
segregation Keff . It is given by the concentration of dopants in silicon divided
by the ratio of partial pressure of dopant gas (P 0

dopant) and silicon precursor
(P 0

Si):

Keff =
[dopant]Si/(5× 1022)

P 0
dopant/P 0

Si

.

On the one hand, when Keff is less than 1, part of the incorporated dopant
atoms are rejected from the silicon layer. On the other hand, when Keff is
equal to 1, the atoms of the dopant gas are completely incorporated in the
silicon.

The consequences of the introduction of dopants on the growth kinetics
have been studied by Agnello et al. [16] and Lengyel et al. [17]. Figure 10.6
illustrates the change in growth rates as a function of temperature for dif-
ferent dopant gases. For a low partial pressure (1010 atm. to 105 atm.), the
incorporation is proportional to the partial pressure of diborane. For higher
pressure (>104 atm.), there is a decrease of incorporation due to the conden-
sation of species containing boron. Indeed, the values of equilibrium partial
pressures show that these species begin to condense for a high partial pressure
of diborane and, therefore, do not participate in the doping process.

In the regime limited by the surface kinetics, adding a dopant gas to induce
n-type or p-type doping causes an increase in the growth rate. On the contrary,
in the regime limited by mass transfer, adding dopants in the reactive gas does
not affect the silicon growth rate [16–18].

10.3.2.2 Profile of the Concentration of Dopants

Doping occurs simultaneously with the growth of silicon and can induce an
abrupt concentration profile in p–n junction elaboration. Nevertheless, there
are certain limitations due to the phenomena of exodiffusion and autodoping.

Exodiffusion: At high temperature, the distribution of dopant atoms
extends both from the gas phase to the substrate and in the opposite direc-
tion. The diffusion from the solid phase to the gas phase aims at restoring the
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Fig. 10.6. Temperature dependence of growth rates of silicon (from. precursor: 1%
of dichlorosilane in H2). Filled diamond : no gas doping, filled square: B2H6, filled
circle: PH3, filled triangle: AsH3 [16]

thermodynamic equilibrium between the two phases by increasing the partial
pressure until a saturation value [8]. The exodiffusion is, therefore, a loss of
dopant concentration at the surface of the substrate.

During growth, this phenomenon known as exodiffusion does not take place
because the gas phase is deliberately saturated to dope the layer. However, it
starts at the end of the growth during the cooling process. The importance
of the phenomenon depends on the dopant species: it varies with its diffusion
coefficient, which is a function of temperature and with its saturation pressure
in the gas phase. The nature of the carrier gas also affects the value of the
diffusion coefficient [20].

Experimentally, the loss of dopant atoms on the surface of the sample
depends on the initial doped layer and on the time/temperature parameters
during the cooling step.

A method for reducing the dopant concentration loss on the surface is to
cover the surface with an oxide layer, the latter acting as diffusion barrier [19].
Another method is to carry out the cooling step under a dopant gas flow, in
such a way that the gas phase is saturated with boron or phosphorus. This
trick helps ensuring a uniform doping along the volume of the epitaxial layer.

Autodoping phenomenon: The autodoping refers to the incorporation
of dopant atoms in the epitaxial layer from unwanted external sources.
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Fig. 10.7. Dopant profile at the epitaxial layer/substrate interface [21]

It has several origins:

– Prior deposits on the susceptor and walls of the reaction chamber.
– The substrate itself [20, 21], from its front or rear surface via an exo-

diffusion.

This phenomenon is again guided by the diffusion parameters: temperature
and diffusion coefficient. The autodoping phenomenon combined with the
exodiffusion, which occurs during the rise in temperature before the growth
step, explains that the profile of the dopant concentration between the epi-
taxial layer and the substrate cannot be abrupt. The concentration profile at
the junction shows a subdoping of the substrate and an overdoping of the
epitaxial layer as shown in Fig. 10.7.

The level of autodoping also depends on the initial doping of the substrate.
The diffusion lengths, for boron at 1,100◦C can be about 0.5 μm.

10.4 Epitaxial Growth Equipments

The modern microelectronics and semiconductor industries have imposed
severe demands on the quality of films produced by the silicon epitaxy pro-
cess and the epitaxial film deposition techniques need to fulfill several general
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requirements, such as high growth rate good epitaxial thickness uniformity
minimum particulate generation and economic use of reactants.

A basic epitaxial reactor should consist of at least the following items: (a)
a reactor tube or chamber to isolate the epitaxial growth environment; (b) a
system that distributes the various chemical species for epitaxial growth in a
very controlled manner; (c) a system for heating the wafers; and (d) a system
for scrubbing the effluent gases.

Epitaxial reactors are high-temperature chemical vapor deposition sys-
tems. High temperature reactors can be divided into hot-wall and cold-wall
reactors. The former is predominantly used in systems where the deposition
reaction is exothermic in nature, since the high wall temperature minimizes or
even prevents undesirable deposition on the reactor walls. Hot-wall reactors
are frequently tubular in form; heating is most often accomplished by resis-
tance elements or RF coupling with a graphite sleeve surrounding the reactor
tube. The cold-wall reactors can be used for growth of silicon from halides or
hydride. Since these are endothermic reactions, they will proceed most readily
on the hottest surfaces of the system.

The simplest configuration is the horizontal reactor, which consists of a
horizontal quartz tube. Wafers are placed horizontally on a graphite suscep-
tor in the tube. The wafers are heated by the susceptor that is RF power
coupled. Gases used for growing epitaxial silicon enter at one end of the tube
and are exhausted from the other end. The flow of gas is parallel to the wafer
surface and the reactant species are supplied to the growth interface via dif-
fusion through the boundary layer on the surface. This kind of reactor offers
lower construction cost, but controlling the growth over the entire susceptor
is a problem. It is difficult to get good temperature, thickness, and doping
uniformities within a wafer and from wafer to wafer.

In the vertical pancake reactor working at atmospheric pressure [24], the
wafers are placed on the silicon carbide coated graphite susceptor, which is
heated by the underlying RF coils (Fig. 10.8). High frequencies (few kHz to few
hundred kHz) are used for RF heating to temperature typically 1,000–1,200◦C.
The susceptor is near the bottom of the quartz bell-jar. The reactant gases
enter from the center of the circular susceptor, rise to the top of the bell-jar
and then spread downward. Some gas exits at the bottom while some flows
over the susceptor. The gases are distributed evenly across all wafers and the
susceptor rotates to further smooth out any nonuniformity in flow. Thus, good
thickness and doping uniformities are obtained. The vertical pancake system
is capable of running at reduced pressure as well as at atmospheric pressure
to minimize autodoping effects and pattern shift.

For photovoltaic applications, several reports illustrate the growing inter-
est in research to develop techniques of epitaxy on large surfaces. The major
challenge is to get a device at a lower cost.

Thus, at the University of Madrid, Rodriguez et al. [22] have designed
a reactor for the recycling of gases that are not consumed. This innovation
appears of paramount importance, because the gas consumption efficiency
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Fig. 10.8. Schematic view of vertical barrel epitaxial reactor [24]

during the epitaxy process rarely exceeds 30% and the amount of high-
purity hydrogen is significant. Heating by Joule effect coupled to a system
of reflecting mirrors provides a greater energy efficiency.

In the European project SWEET [26], financed between 2002 and 2005,
several partners (IMEC, Fraunhofer ISE, ATERSA, Crystalox Ltd, PV Sili-
con AG) were pursuing the goal to lead industrial maturity to the fabrication
of epitaxial solar cells on cheap silicon substrates. Part of their work has
resulted in the design of a high productivity epitaxial reactor, called Con-
CVD, that can reach continuous operation speed of 1.2 m2 h−1 with a growth
rate of 2.9 μm min−1. Given the large volume of the reaction chamber, argon
is used as carrier gas as it presents best guarantees of safety compared to
hydrogen.

Another example is the work of Kunz et al. [23] at ZAE Bayern, on the
design of an epitaxial reactor that uses the internal convection of gases to
obtain homogeneous layers on large surfaces of more than (40 × 40) cm2

(Fig. 10.9). This system, called CoCVD (Convection-assisted CVD), uses
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Fig. 10.9. Drawing (a) and photograph (b) of the new CoCVD System. The flow of
gas is governed by thermal convection resulting in a uniform laminar flow along the
bottom side of the substrate. An important parameter is the substrate inclination,
therefore the machine can be operated at any tilt angle between 0◦ and 90◦ [25]

trichlorosilane (SiHCl3) and boron trichloride (BCl3) as gas precursors. A
heating lamp can reach a temperature greater than 1,100◦C. The authors
reported growth rates ranging from 0.4 to 1.2 μm min−1. The defect density
is less than 5×103 cm−2. The quality of the epitaxial films is confirmed by the
realization of cells on monocrystalline substrate p+-type (1019 cm−3). Conver-
sion efficiencies of 11.5% and 12.8% were reported for layer thicknesses ranging
between 8.5 and 20 μm.

In solar cell technology, nowadays, the epitaxy technique is used to grow
thin, highly doped back-surface field layers (BSF) and active layers on top of
highly doped substrates. However, besides the growth of the base, the emitter
can also be produced, by only adding a few more minutes to the standard
epitaxy process. This epitaxial emitter concept is ideally suited for an in-
line continuous epitaxy reactor with several sequential deposition chambers.
Therefore, a process can be designed to grow a complete solar cell structure
in-situ.

It is clear that the development of vapor phase epitaxy reactor at atmo-
spheric pressure is booming. The process leads to good quality material and
is compatible with the photovoltaic industry criteria of efficiency and reduced
production costs. Indeed, the active layer deposition step represents the main
cost of a thin cell process. Any innovation to reduce the thermal budget of
this operation is of major interest.
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Thin-Film Poly-Si Formed by Flash Lamp
Annealing

Keisuke Ohdaira

Abstract. Flash lamp annealing (FLA) has attracted attentions as a technique of
rapidly crystallizing precursor a-Si films to form poly-Si films with high crystallinity
on low-cost glass substrates. In this chapter, a brief explanation on fundamental
physics typically seen in nonthermal equilibrium annealing and in utilization of
metastable a-Si as precursor films have been given. Recent findings concerning FLA-
triggered crystallization of micrometer-order-thick a-Si films and microstructures of
the poly-Si films are also introduced.

11.1 Introduction

Thin-film polycrystalline Si (poly-Si) with high crystallinity formed through
postcrystallization of precursor amorphous Si (a-Si) films is an attractive
material for high-efficiency solar cells, because of the formation with less
amount of material than bulk crystalline Si, higher carrier mobility and result-
ing longer carrier diffusion length than a-Si-containing thin films, and no
light-induced degradation [1–8]. To improve the throughput of the crystal-
lization process, rapid crystallization techniques are expected to be applied
instead of conventional furnace annealing. Flash lamp annealing (FLA) is
a millisecond-order rapid annealing technique, which is expected to be a
high-throughput crystallization process to form poly-Si films. In this section,
crystallization of precursor a-Si films on glass substrates by FLA, particularly
aiming at solar cell application, are briefly introduced.

11.2 FLA Equipment

Figure 11.1 shows an example of the schematic diagram of FLA equipment
[9]. The flash lamps, e.g., xenon lamps, are energized by discharging a capac-
itor/inductor bank flash power supply [10], resulting in millisecond-order
radiation onto wafers, to increase the temperature of target material by light
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Fig. 11.1. Example of the schematic diagram of FLA equipment [9]. The flash
lamps are energized by discharging a capacitor/inductor bank flash power supply
[10], which can systematically control lamp irradiance

absorption. The lamp irradiance, typically on the order of several tens of
J cm−2, can be systematically controlled by varying the capacitor charge [10].
Since irradiation from xenon lamps has broad spectrum in the visible range
[9], precursor a-Si films as well as crystalline Si (c-Si) wafers can be effectively
heated by optical absorption. The samples are often put in an inert gas atmo-
sphere, or sometimes in a vacuumed space, during FLA to prevent reaction
of films to gases, such as oxygen. Preheating is often applied to control an
in-depth temperature profile of wafers or films during FLA. Although this
technique was originally developed for activation of ion-implanted dopants
keeping their shallow profiles [10–13], it has recently drawn renewed attention
as a rapid crystallization technique [9, 14–16]. Unlike laser annealing, large-
area irradiation can be realized by only one flash pulse without scanning,
which will lead to a highly productive annealing process.

11.3 Thermal Diffusion Length

Degree of thermal diffusion is an important factor in treating rapid annealing,
since it will govern in-depth crystallinity of poly-Si films formed and thermal
damage to glass substrates. One-dimensional thermal diffusion coefficient can
be expressed as
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∂

∂t
(ρh) =

∂

∂x

(
κ

∂T

∂x

)
+ S, (11.1)

where T is the temperature, h is enthalpy per unit weight, ρ is the density,
κ is the thermal conductivity and S is a source term for the absorption of
the flash lamp light, respectively. For simplicity, assuming that ρ and κ are
independent of T and of depth x, and only the surface is heated at a constant
temperature Ts, (11.1) can be solved as

T − T0

Ts − T0
= 1− erf

(
x

2
√

Dt

)
, (11.2)

where T0 is the temperature at x = ∞, Ts is the temperature at the surface
(x = 0), “erf” represents the error function, and D is the thermal diffusion
coefficient expressed using the specific heat capacity c as

D =
κ

cρ
. (11.3)

The factor
√

Dt contained in (11.2), referred to as the thermal diffusion length
(LT), indicates degree of in-depth thermal diffusion. Figure 11.2 shows LT of a-
Si, quartz, and soda lime glass as a function of duration t [9,17–22]. Annealing
durations realized by some of the rapid annealing techniques and correspond-
ing LT are particularly indicated in the graph. In the case of conventional
rapid thermal annealing (RTA), pulse duration exceeds 1 s, which results in

Fig. 11.2. LT of a-Si, quartz, and soda lime glass as a function of pulse dura-
tion. Durations and corresponding LT in the cases of conventional RTA and ELA as
well as of FLA are indicated as circles. Typical thicknesses of a precursor a-Si film
aiming at solar cell application and glass substrates are also illustrated. To crystal-
lize a micrometer-order-thick a-Si film, avoiding thermal damage to a whole glass
substrate, the circle should be between the two areas, which can be realized by FLA
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Fig. 11.3. Schematic diagrams of rapid crystallization by RTA, FLA, and ELA.
RTA, with pulse duration over 1 s, will completely heat a glass substrate, resulting
in thermal damage to an entire substrate. ELA cannot crystallize a micrometer-
order-thick a-Si film because of too short pulse duration (<1μs). FLA, with
millisecond-order duration, is most proper to crystallize a micrometer-order-thick
a-Si film without thermal damage to an entire glass substrate

complete heating of a glass substrate, even if heat generation occurs only in
an a-Si film. However, excimer laser annealing (ELA), which has been fre-
quently used in forming thin (<100 nm) poly-Si films [23, 24], provides pulse
lights with duration less than 1 μs. This duration corresponds to LT of a-Si
less than 1 μm, meaning incomplete crystallization of micrometer-order-thick
a-Si films. Judging from the relation between t and LT shown in Fig. 11.2,
FLA with millisecond-order duration is most proper to crystallize micrometer-
order-thick a-Si films without thermal damage to entire glass substrates, which
leads to utilization of low-cost glass substrates with poor thermal resistivity.
The annealing features using these three techniques are schematically shown
in Fig. 11.3.

11.4 Thermal Model of FLA

The actual FLA system contains more complicated factors, to determine in-
depth temperature profiles, such as temperature and material dependence of
c, κ, and ρ, time-dependent lamp irradiance, and an in-depth profile of light
absorption because of finite absorption coefficient and of broad spectrum of
the flash lamp light. Phase transition must also be considered to discuss FLA-
triggered crystallization. Based on a finite difference method, (11.1) can be
rewritten as

hi,n+1 = hi,n +
Δt

ρ(Δx)2

[
2κi

vi(1 + vi)
[viTi+1,n − (1 + vi)Ti,n + Ti−1,n]

+
1
2
(κi+1 − κi)(Ti+1,n − Ti,n) +

1
2v2

i

(κi − κi−1)(Ti,n − Ti−1,n)
]

+ Si,nΔt,

(11.4)
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where Δx is the cell width, i is the depth index, n is the time step, vi is the
ratio of distance between the center of the previous and next finite element
cell [25]. T is related to h by the state diagram for Si shown in Fig. 11.4, and
calculated from the relationship

T =

⎧⎪⎨
⎪⎩

h/c for h < cTm

Tm for cTm < h < cTm + L

(h− L) /c for cTm + L < h

, (11.5)

where L is the latent heat and Tm is the melting point of Si [25]. Phase
transition through melting growth and solid-phase crystallization (SPC) can
be predicted by applying classical nucleation theory [26], nucleation rate from
undercooled Si melt, and liquid-phase epitaxy for each cell and time step.
Both melting growth and SPC are found to be possible in FLA-triggered
crystallization [25]. Since precursor metastable a-Si has a higher enthalpy than
stable c-Si, crystallization of a-Si leads to thermal emission, which sometimes
plays an important role during FLA-triggered lateral crystallization, as shown
in Sect. 11.6.

11.5 Control of Lamp Irradiance

Figure 11.5 shows the Raman spectra of the Si films with different thicknesses
on quartz substrates after FLA, under the same irradiance with 5ms dura-
tion [27]. No c-Si phase can be observed, and the broad signals centered at



182 K. Ohdaira

Fig. 11.5. Raman spectra of Si films with various thicknesses formed on quartz
substrates after FLA with a same lamp irradiance [27]. Thicker a-Si films tend to
be crystallized under a lower lamp irradiance

480 cm−1 related to the a-Si phase are dominant in the spectra of the films
with a film thickness less than 300 nm. However, the c-Si phase can clearly be
seen in the case of thicker films. These results indicate that thick a-Si films
can be crystallized under a low lamp irradiance compared with thin films.
This phenomenon can be understood as a result of differences in the total
generated heat in a-Si films caused by optical absorption and in LT of the
generated heat. LT of a-Si and quartz in 5ms are on the order of several
tens of μm, as shown in Fig. 11.2, indicating that the heat generated in the
a-Si film during FLA almost homogeneously diffuses entirely through the Si
film and also into the quartz surface with a length of at least several tens of
μm. Because a broad spectrum of flash lamp light, mainly in visible range,
the total heat generated in thick a-Si films is larger than that generated in
thin a-Si films. Further, the total LT from the surface is relatively small in
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Fig. 11.6. Schematic diagrams of thermal diffusion in cases of thick and thin a-Si
films [27]. The total generated heat in thick a-Si films is larger than that in thin a-Si
films, whereas the total thermal diffusion length from the surface is relatively small
in case of thick a-Si, resulting in crystallization at lower lamp irradiance

case of thick a-Si because of the lower thermal diffusivity of a-Si than that of
quartz, as shown schematically in Fig. 11.6 [27]. The thicker film, therefore,
holds more heat per unit thickness, resulting in crystallization at lower lamp
irradiance. As understood from the discussion above, the threshold irradiance
for crystallization can also be affected by thermal constants of substrates. a-
Si films formed on soda lime glass substrates can actually be crystallized by
FLA under lower lamp irradiance than the films with same film thickness on
quartz substrates, which have longer LT than soda lime glass [28]. The lamp
irradiance must, therefore, be tuned according not only to a-Si film thickness
but also to substrate materials and structures.

11.6 FLA for Solar Cell Fabrication

Peeling of Si films from glass substrates during FLA becomes serious problem,
particularly when the precursor a-Si films are more than 1 μm thick, and thus,
adhesion between Si and glass substrates must be improved. Figure 11.7 shows
the surface images of lamp-annealed 4.5-μm-thick Si films on 20 × 20 mm2

quartz and soda lime glass substrates with and without Cr film insertion
[28,29]. The Si films are completely peeled off without Cr insertion, and there
are no suitable conditions for the crystallization of a-Si without peeling in
this structure, although lamp irradiance is systematically varied. However,
the polycrystallization of a-Si without peeling can be seen because of excellent
adhesiveness of Cr to glass and to Si [30–32]. The inserted Cr films can also
be utilized as back contacts and back electrodes in actual solar cell structures.

Peeling of Si films tends to be suppressed also by using precursor a-Si
films with less amount of hydrogen content [33], as in the case of ELA. From
this point of view, catalytic chemical vapor deposition (Cat-CVD), which can



184 K. Ohdaira

Fig. 11.7. Surface images of lamp-annealed 4.5-μm-thick Si films on 20 × 20 mm2

quartz and soda lime glass substrates with and without Cr film insertion [28, 29].
The Si films are completely peeled off without Cr insertion, whereas the peeling of
Si films during FLA can be suppressed with insertion of Cr films because of high
adhesiveness of Cr

easily yield a-Si films with hydrogen content of as low as approximately 3%,
is more suitable than conventional plasma-enhanced CVD (PECVD) for the
deposition technique of precursor a-Si films.

Keeping abrupt profiles of dopants is also required to apply the FLA tech-
nique to solar cell fabrication process. Figure 11.8 shows secondary ion mass
spectroscopy (SIMS) profiles of Cr and P atoms in the bottom layers and of
B in the surface doping layer of p–i–n Si stacked films before and after FLA,
the structure of which is also schematically shown [34]. The abrupt profiles of
the surface B atoms as well as of the bottom Cr and P atoms are maintained
after FLA, which results from millisecond-order rapid annealing, and shows
the possibility of immediate formation of p–i–n poly-Si structure with only
one irradiation of flash lamp for p–i–n stacked a-Si layers.

11.7 Microstructure of the Poly-Si Films

Polycrystallization of micrometer-order-thick a-Si films by FLA exhibits curi-
ous phenomena different from the case of crystallization of thin (<1 μm) a-Si
films, and consequently forms poly-Si films with characteristic microstruc-
tures. Figure 11.9 shows surface images of the Si films after FLA under various
lamp irradiances [35]. Only the edges are crystallized in the case of the lowest
lamp irradiance, and the crystallized area expands towards the center of the
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Fig. 11.8. SIMS profiles of (a) Cr, (b) P, and (c) B atoms before and after FLA
[34]. Schematic diagram of the p–i–n stacked poly-Si films formed by FLA is also
shown. The abrupt profiles of the surface B atoms as well as of the bottom Cr and
P atoms are maintained after FLA

Si films with increase in lamp irradiance, showing that the crystallization of
the a-Si films by FLA takes place laterally from the edges towards the center.
To start the crystallization, the temperature of a-Si has to reach a threshold
value, such as the melting point of a-Si in the case of melting growth, or the
temperature required for a sufficient nucleation rate in the case of SPC. Thus,
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Fig. 11.9. Surface images of the Si films after FLA under various flash lamp
irradiance [35]. The characters “a” and “c” in the images represent amorphous
and crystallized areas, respectively. Only edge areas are crystallized under lower
lamp irradiance, while crystallized area expands toward center with increasing lamp
irradiance

Fig. 11.10. AFM image of the poly-Si surface [36]. Periodic structures with a pitch
of approximately 1 μm, formed perpendicular to the lateral crystallization direction,
are clearly seen

the experimental results indicate that the edges of Si have higher tempera-
ture than the interior areas, which is well explained by the additional heating
of the Si film edges by the lamp irradiation. The a-Si film is heated by the
absorption of the irradiated light with high homogeneity in the lateral direc-
tion, and the edges of the Si films also receive additional heating because flash
lamp light expands from lamps and the angle of incidence must be considered.
As a consequence, the edges reach higher temperature, and become starting
point of lateral crystallization.

Figure 11.10 shows an AFM image of the poly-Si surface, showing stripe
structures with a pitch of approximately 1 μm perpendicular to the lateral
growth direction [36]. Root mean square (RMS) roughness of the surface is
estimated to be as large as 120nm. Such a significant structural change from
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Fig. 11.11. Cross-sectional TEM image of the poly-Si film formed by FLA [35].
The region L (containing large stretched grains) and the region F (consisting of
100-nm-sized fine grains) alternatively appear in lateral crystallization direction

a flat a-Si surface probably indicates the melting of the surface Si during
FLA. This large surface roughness and periodic stripe pattern behave like
an optical grating, resulting in a rainbow-colored surface of the poly-Si. The
naturally formed surface roughness also acts to reduce optical reflectance [36].
Figure 11.11 shows a cross-sectional TEM image of the poly-Si film formed by
FLA, indicating that the film consists of small grains with sizes less than 1 μm.
The periodic projecting parts can be seen on the surface of the poly-Si film,
as seen in the AFM image. There exist two kinds of regions in the poly-Si; one
contains relatively large grains, with a size in the order of several hundreds of
nm, represented as black and light gray contrasts in the TEM image (region
L), and the other consists only of 10-nm-sized fine grains with almost uniform
dark gray color (region F). The region L connects to the surface projecting
regions, while the region F lies below the flat region. The relatively large
grains tend to be stretched in the lateral crystallization direction, which is
also a clear indication of lateral crystallization. Figure 11.12 shows typical
Raman spectra of the poly-Si films [28]. A clear c-Si peak located at 520 cm−1

can be observed, whereas no significant signal relating to a-Si can be observed
at approximately 480 cm−1. A full width at half maximum (FWHM) of the
c-Si peaks is estimated to be 7–9 cm−1, which indicates the existence of grains
of less than 10 nm in size [37], and is consistent with the TEM image.

Although the surface Si seems to be melted during FLA, crystallization
after complete melting of the whole Si is unlikely in this case. This is because
the dopant profiles for boron (B) and phosphorus (P) show no significant
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Fig. 11.12. Raman spectra of poly-Si films formed on Cr-coated soda lime and
quartz glass substrates [28]. A clear c-Si peak located at 520 cm−1 can be observed,
whereas no significant signal relating to a-Si can be observed at approximately
480 cm−1, indicating high crystallinity. A FWHM of the c-Si peaks of 7–9 cm−1

indicates the existence of fine grains less than 10 nm in size, consistent with the
TEM image

change after FLA, as shown in Fig. 11.8. The diffusion coefficients of B and
P in Si melt are 2.4× 10−4 and 5.1× 10−4 cm2 s−1 [38], corresponding to the
diffusion lengths of 11 and 16 μm in 5ms, respectively. The profiles of the
dopants would, therefore, be completely broken, if the whole Si film is melted
during the annealing time of 5 ms.

A possible mechanism to describe the lateral crystallization is heating due
to differences of enthalpy between the a-Si and c-Si states and diffusion of
the generated heat to neighboring a-Si. a-Si is a metastable state, and hence,
has higher enthalpy than c-Si, resulting in thermal generation due to crys-
tallization. The generated heat diffuses into the neighboring area, and can
induce further crystallization. This lateral crystallization based on heat gen-
eration due to crystallization has been known as “explosive crystallization”
(EC). The velocity of the lateral crystallization discussed here, in the order of
m/s, can be fully explained by EC [39], and surface periodic structure has also
been observed in some cases [40,41]. Geiler et al. have proposed the following
four types of EC: (1) explosive solid-phase nucleation (ESPN), governed by
nucleation directly from a-Si to c-Si phase, (2) explosive solid-phase epitaxy
(ESPE), in which epitaxial growth in solid phase is dominant, (3) explo-
sive liquid-phase nucleation (ELPN), dominated by nucleation from Si melt,
and (4) explosive liquid-phase epitaxy (ELPE), in which liquid-phase epitaxy
governs the crystallization [39]. Of these types, the crystallization shown here
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is probably governed by ESPN, because there exist a large number of small
grains both in regions L and F, and their nucleation rate must be so high
that it cannot be explained by nucleation from undercooled Si melt [9]. The
region L is accompanied by partial melting of a-Si, because of the significant
change of the surface morphology. The large-sized grains extending in the
lateral crystallization directions can be explained by epitaxial growth from
partially melted Si onto grains. The surface projections are probably formed
through volume expansion from Si melt to c-Si. Auvert et al. also observed the
mixed feature of liquid-phase and solid-phase EC in cw laser crystallization,
and found that the poly-Si formed through liquid-phase crystallization has a
rough surface, whereas SPC region shows a smooth surface [42]. These results
are consistent with those shown here. The reason of keeping abrupt profiles of
B atoms even after melting of surface Si is that the melting duration is esti-
mated to be less than 0.5 μs, because 10,000 steps of 1-μm-long crystallization
and heat generation processes must occur within 5 ms for 1-cm-long lateral
crystallization, within which diffusion length of B atoms is less than 0.11 μm.

11.8 Summary

In this chapter, polycrystallization of precursor a-Si films by FLA is briefly
introduced, together with physics in nonthermal equilibrium annealing. The
poly-Si films formed by FLA have also been found to have high potential
as solar cell material. Minority carrier lifetimes of the poly-Si films can be
improved to be as long as 10 μs after defect termination [43], and actual solar
cell operation has been demonstrated using p–i–n stacked poly-Si films formed
by simultaneous crystallization of p–i–n a-Si films [34]. Although the study
to fabricate thin-film solar cells using poly-Si films formed by FLA is just
getting started, individual fundamental characteristics of the poly-Si films are
sufficient as solar cell material, and therefore, future developments in this
technique for highly productive solar cell process are expected.
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Polycrystalline Silicon Thin-Films Formed
by the Aluminum-Induced Layer Exchange

(ALILE) Process

Stefan Gall

Abstract. Thin, large-grained polycrystalline Si (poly-Si) films can be formed on
foreign substrates (e.g., glass) by the aluminum-induced layer exchange (ALILE)
process, which is based on the aluminum-induced crystallization (AIC) of amor-
phous Si (a-Si). During an annealing step, below the eutectic temperature of the
Al/Si system (577◦C), the initial substrate/Al/a-Si stack is transformed into a
substrate/poly-Si/Al(+Si) stack. In this chapter, the ALILE process itself and the
properties of the resulting poly-Si films are discussed in detail from the scientific as
well as technological point of view.

12.1 Introduction

During the last decade, the production of solar cells has grown dramatically.
With a share of about 90%, wafer-based crystalline silicon solar cells are still
dominating the market. In order to maintain high growth rates in the future,
significant cost reductions are necessary. The reduction of the silicon thick-
ness is an appealing way to bring down costs because even relatively thin
crystalline Si solar cells feature the potential for high efficiencies. The poten-
tial has already been demonstrated by the preparation of a solar cell with an
efficiency of 21.5% on a thinned-down monocrystalline Si wafer with a thick-
ness of 47 μm [1]. Unfortunately, this is not a real Si thin-film technology but
still a Si wafer technology. In order to bring down costs substantially, high
efficiencies have to be reached with a real Si thin-film technology utilizing
competitive production techniques for large-area low-cost foreign substrates
(e.g., glass).

The Si thin-film solar cells on glass, available on the market today,
are mainly based on hydrogenated amorphous Si(a-Si:H) and hydrogenated
microcrystalline Si(μc-Si:H). Both are usually prepared by plasma enhanced
chemical vapor deposition (PECVD). A big advantage of both technologies
is that the Si films can be prepared at very low temperatures (below 300◦C).
Although stabilized single-junction solar cell efficiencies of about 10% have
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already been reached on small areas in the laboratory (e.g., 9.5% on 1 cm2 for
a-Si:H [2,3]), both materials probably do not have the potential for very high
single-junction efficiencies as the structural quality is relatively poor. To reach
higher efficiencies, a-Si:H/μc-Si:H tandem solar cells have been developed. So
far, stabilized mini-module efficiencies of about 10% have been obtained with
this tandem (double junction) structure (e.g., 10.1% on 64 cm2 [4]).

To overcome the current single-junction efficiency limits of both a-Si:H
and μc-Si:H, the Si material quality has to be improved substantially. Large-
grained polycrystalline Si(poly-Si) thin-films, characterized by both (1) a grain
size much larger than the film thickness and (2) an intragrain quality com-
parable to wafer-based Si, seem to be a suitable material for high efficiency
Si thin-film solar cells on glass. The preparation of such large-grained poly-Si
films poses a big challenge because the glass substrate limits the process tem-
peratures to about 600◦C (the precise temperature limit strongly depends on
the type of glass substrate). Several concepts have been studied to prepare
large-grained poly-Si films on glass. Due to the fact that the direct deposition
of Si on glass below 600◦C always results in amorphous Si and/or finecrys-
talline Si (i.e., with a grain size much smaller than the film thickness), the
techniques investigated so far are usually based on a two step process. In
the first step, an amorphous Si(a-Si) film is deposited and in the second step
this a-Si film is crystallized. For example, the a-Si layer can be crystallized
thermally at about 600◦C (solid phase crystallization – SPC) [5]. At such
low temperatures, the process is relatively slow and the Si films formed by
SPC feature a grain size comparable to the film thickness (for a film thick-
ness of 1–2 μm). Based on SPC, mini-module efficiencies of up to 10.4% have
already been obtained [6]. However, it remains questionable whether the Si
films prepared by SPC are suitable for thin-film solar cells with very high
efficiencies. Beside SPC, techniques, such as laser crystallization (LC) [7] and
metal-induced crystallization (MIC) [8] have been investigated to form suit-
able large-grained poly-Si films on glass. In this chapter, a very specific MIC
technique, which is based on aluminum-induced crystallization (AIC) of amor-
phous Si, is discussed. The associated process is called aluminum-induced layer
exchange (ALILE). Here, the resulting poly-Si films are called ALILE films
(in the literature also the expression AIC films is used).

12.2 General Aspects of the ALILE Process

It is a well known phenomenon that metals can significantly influence the
crystallization of amorphous Si. The temperature required to crystallize bare
a-Si is about 600◦C. The contact of a-Si with metals usually leads to a strong
reduction of this crystallization temperature (metal-induced crystallization).
Metal/Si systems can be divided into (1) compound forming systems, which
form stable metal silicide phases in thermodynamic equilibrium (e.g., Ni/Si,
Pd/Si, Pt/Si) and (2) simple eutectic systems, which do not form stable
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metal silicides (e.g., Al/Si, Ag/Si, Au/Si). For simple eutectic systems in a
layer stack configuration, the MIC process that takes place below the eutec-
tic temperature as a solid phase transition, can be divided into three steps:
(1) dissociation of Si atoms from the a-Si into the metal, (2) diffusion of Si
atoms through the metal and (3) nucleation and incorporation of Si atoms into
already existing Si crystals [9]. In this chapter, we will focus on aluminum-
induced crystallization of amorphous Si. Due to the fact that Al is a shallow
acceptor in Si with an energy level of 67 mV above the valence band edge
[10], aluminum-induced crystallization of a-Si always leads to p-type mate-
rial. Over the past decades, AIC has been investigated in different sample
structures. Here we will focus on some important results, which are relevant
for the ALILE process on glass substrates.

In 1977, Majni and Ottaviani investigated a Si-wafer/Al/a-Si structure
[11]. The layers (Al and a-Si) were deposited by electron-beam evaporation
onto the Si(100) wafer with a thickness of about 700 nm each. After annealing
at 530◦C for 12h, an exchange of the two layer positions was observed result-
ing in a Si-wafer/Si/Al structure. The Si layer had grown epitaxially on the
Si(100) wafer and, therefore, the related process is called solid phase epitaxy
(SPE). Due to doping with Al, the hole concentration of the epitaxially grown
p-type Si layer was 2 × 1018cm−3. In 1979, the same authors reported on a
barrier layer at the initial Al/a-Si interface, which plays a fundamental role
for the process by both controlling the diffusion during the layer exchange
and limiting the thickness of the epitaxially grown Si film to the thickness
of the initial Al layer [12]. In 1981, Tsaur et al. used this process to form
solar cells featuring a p-type SPE-grown emitter with a thickness of about
200 nm on a n-type Si wafer [13]. Without antireflection coating (ARC) and
back surface field (BSF), they obtained efficiencies at AM1 of up to 10.4%
and 8.5% on monocrystalline Si(100) wafers and multicrystalline Si wafers,
respectively. In 1998, it was shown that the layer exchange process does not
occur on Si wafers only but also on foreign substrates: Koschier et al. demon-
strated the process on oxide-covered Si wafers [14] and Nast et al. on glass
substrates [15]. Nast et al. showed that the utilization of glass substrates leads
to the formation of poly-Si films, which are continuous and feature a uniform
thickness. In the following years, different aspects of the ALILE process were
investigated [16–22].

After this short historical overview, the ALILE process on glass substrates
will be introduced in more detail. Starting point for the aluminum-induced
layer exchange (ALILE) process on glass is usually a glass/Al/a-Si stack (left
hand side of Fig. 12.1). Different glass substrates have been used for the pro-
cess (e.g., Corning 1737, Schott Borofloat 33). The preparation of the initial
layer stack usually starts with a cleaning process of the glass substrate. Then,
the layers (Al and a-Si) are deposited by physical vapor deposition (PVD)
(i.e., thermal evaporation, electron-beam evaporation or sputtering). For the
deposition of the a-Si layer PECVD has also been used [23]. A typical thick-
ness is about 300 and 375 nm for the Al layer and the a-Si layer, respectively.



196 S. Gall

Fig. 12.1. Schematic illustration of the aluminum-induced layer exchange (ALILE)
process. During an annealing step below the eutectic temperature of the Al/Si sys-
tem, the initial glass/Al/a-Si stack is transformed into a glass/poly-Si/Al(+Si) stack.
The permeable membrane between the layers (black line) stays in place during the
ALILE process

The excess of Si compared to Al is necessary for the preparation of contin-
uous poly-Si films on the glass substrate. As already mentioned above, the
ALILE process requires a thin permeable membrane (barrier layer) between
the Al and the a-Si layer, which controls the diffusion of Al and Si. Usually,
the permeable membrane consists of an Al oxide layer formed by exposure to
air (e.g., for 2 h) of the Al-coated glass substrate prior to the a-Si deposition.
Annealing of the initial glass/Al/a-Si stack at temperatures below the eutectic
temperature of the Al/Si system (Teu = 577◦C) leads to a layer exchange and
a concurrent crystallization of Si resulting in a glass/poly-Si/Al(+Si) stack
(right hand side of Fig. 12.1). The permeable membrane stays in place dur-
ing the entire ALILE process (indicated by a black line in Fig. 12.1). Thus,
the thickness of the resulting poly-Si film is determined by the thickness of
the initial Al layer (in this example about 300nm). It was shown that also
ultra-thin poly-Si films with a thickness down to 10 nm [24] and poly-Si layers
with a thickness of up to 1 μm [25] can be prepared. Due to the excess of Si,
which is necessary to form continuous poly-Si films, the Al layer on top of
the poly-Si film contains some Si inclusions, also referred to as “Si islands.”
It was found that the crystal quality of the “Si islands” can be similar to the
crystal quality of the underlying poly-Si film, although there was no obvious
relation between the crystal orientations [26]. The amount of Si within the
final Al(+Si) layer is determined by the ratio of the thickness of the initial
a-Si layer to the thickness of the initial Al layer.

The main process steps of the layer exchange are schematically depicted
in Fig. 12.2. (a glass/Al/a-Si stack is shown with the initial Al layer marked
in light gray, the initial a-Si layer in dark gray and the permeable membrane
in black). The process starts with the dissociation of a-Si and the subsequent
diffusion of Si atoms across the permeable membrane into the initial Al layer
(process step 1). This leads to an increase in the Si concentration Csi within
the initial Al layer, until the critical concentration for nucleation is reached.
Then, Si nuclei are formed locally within the initial Al layer (process step 2).
These nuclei grow in all directions, until they are confined vertically between
the glass substrate and the permeable membrane. The Si growth is fed by
lateral diffusion of Si atoms within the initial Al layer towards existing grains
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Fig. 12.2. Main steps of the aluminum-induced layer exchange (ALILIE) process
(a glass/Al/a-Si stack is shown): (1) Dissociation of a-Si and diffusion of Si into the
Al layer; (2) Nucleation of Si within the Al layer; (3) Lateral diffusion of Si within
the Al layer towards existing Si grains; (4) Lateral Si grain growth; (5) Displacement
of Al

Fig. 12.3. Scanning electron microscopy (SEM) image of a Si nucleus formed
between the initial glass/Al and Al/a-Si interfaces (the Al was etched off chemi-
cally). The sample was tilted by 30◦ to show the cross section as well as the surface.
(from [27])

(process step 3). The Si growth continues only laterally (process step 4), until
adjacent grains coalesce and finally, form a continuous poly-Si film on the
glass substrate. Due to the growth of Si grains within the initial Al layer, the
Al is displaced to the initial a-Si layer (process step 5) resulting finally in an
Al(+Si) layer on top of the poly-Si film. However, the Al is not completely
displaced from the initial Al layer. Some local Al inclusions remain along the
grain boundaries of the final poly-Si film. More details of the ALILE process
are discussed later.

The local formation of a Si nucleus within the initial Al layer (process
step 2) is shown in Fig. 12.3 [27]. The sample investigated here was annealed
at 420◦C for 3 h. Due to the rather low annealing temperature nucleation had
just started (the lower the annealing temperature the longer it takes to form
first Si nuclei). In the vicinity of the Si nucleus, Al had segregated into the
a-Si layer (process step 5). After the annealing step, the Al was etched off
chemically. Not only the segregated Al within the a-Si layer was etched off,
but also parts of the initial Al layer in the vicinity of the Si nucleus. Figure 12.3
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shows a scanning electron microscopy (SEM) image of such a Si nucleus. The
Si nucleus, which is confined between the glass substrate and the a-Si layer,
is surrounded by a hollow space because the Al was etched off in this region.

For technological applications, it is important that the ALILE process
is not limited to small areas. This was demonstrated by the preparation of a
continuous poly-Si film on a 3-in. glass substrate (see Fig. 12.4) [28]. To obtain
this figure, the Al on top of the poly-Si film was selectively removed by wet
chemical etching. The sample is transparent due to the small thickness of the
continuous poly-Si film (about 300 nm). If the Al is etched off selectively (like
in Fig. 12.4), the “Si islands” are still on top of the continuous poly-Si film.
This can be clearly seen in Fig. 12.5, which shows a SEM image of a poly-Si
surface after selective removal of Al by wet chemical etching (main image) [29].
To get smooth continuous poly-Si films on glass, techniques, such as chemical
mechanical polishing (CMP) can be applied. The inset of Fig. 12.5 shows a
SEM image of a smooth poly-Si surface after removal of the complete Al(+Si)
top layer by CMP. Unfortunately, CMP is probably not up-scalable at low
costs for a large-area thin-film solar cell production. An appealing method to
remove the “Si islands” (after etching off the Al) is based on wet chemical

Fig. 12.4. Continuous poly-Si film formed by the ALILE process on a 3-in. glass
substrate (To obtain this figure the Al on top of the poly-Si film was selectively
removed by wet chemical etching). (from [28])
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Fig. 12.5. SEM image of a poly-Si surface after selective removal of Al by wet
chemical etching (main image) and after removal of the complete Al(+Si) top layer
by chemical mechanical polishing (CMP) (inset). The scale applies for both main
image and inset. In the main image the remaining “Si islands” are clearly visible.
(from [29])

etching of the Al oxide layer (permeable membrane) between the continuous
poly-Si film and the “Si islands” (lift-off process) [30]. Also selective etching
techniques, which remove the “Si islands” at least as fast as the Al, were
investigated (e.g., by reactive ion etching [31]).

The layer exchange not only occurs for the above mentioned layer sequence
(“normal structure”), but also for the “inverse structure” [32, 33]. In this
case, an initial glass/a-Si/Al stack is transformed into a glass/Al(+Si)/poly-Si
stack. The “inverse structure” requires a permeable membrane, too. This
membrane can also be prepared by exposure to air. But this time, a Si oxide
layer is formed. In comparison with the creation of an Al oxide layer, the
Si oxide layer formation takes much longer duration (days instead of hours),
because a-Si is not as reactive as Al, regarding oxide formation. It is very
remarkable that the layer exchange takes place even if completely different
permeable membranes are used. On oxidized wafers, the “inverse structure”
was already investigated in 1996 [34]. The “inverse structure” has some advan-
tages compared to the “normal structure” described before: (1) The poly-Si
film features a smooth surface and is directly accessible for subsequent process
steps (e.g., epitaxial thickening). (2) The Al layer between the poly-Si film and
the glass substrate can be used as a contact layer in device configurations. The
disadvantage is related to the fact that for the “inverse structure” all subse-
quent process steps are limited to the eutectic temperature of the Al/Si system
(577◦C), to prevent the formation of a liquid phase. In the following sections,
only the “normal structure” is discussed, but most of the results can more or
less be transferred to the “inverse structure.”
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12.3 Kinetics of the ALILE Process

This section deals with the kinetics of the ALILE process. The nucleation and
the subsequent growth can be observed directly during the layer exchange
process, using an optical microscope equipped with a heating stage (in-situ
investigation). The samples under investigation are placed upside down onto
the heater. Hence, the initial glass/Al interface can be studied through the
transparent glass substrate. Due to the different reflectivity of Al and Si, it
is possible to distinguish between these two materials (dark and bright areas
correspond to poly-Si and Al, respectively).

Figure 12.6 shows three optical micrographs of the initial glass/Al interface
observed after various annealing times during an ALILE process at 510◦C
[35]. Figure 12.6a shows the initial glass/Al interface, 7 min after the first
dark spots were observed, with the optical microscope. The time when the
first dark spots appear is referred to as nucleation time tN, which in this case
amounts to 12min. The time difference between the real tN (i.e., the formation
of first stable nuclei within the Al layer) and tN is relatively small and can,
therefore, be neglected. Almost all grains, which correspond to the isolated
dark areas visible in Fig. 12.6a, appeared at the same time. With increasing
annealing time tA (Fig. 12.6a–c), the size of the Si grains increases, but there
is only very little additional nucleation. This self-limitation of the nucleation
is an important feature of the ALILE process. The Si grains grow uniformly in
all lateral directions until they touch each other. Finally, a continuous poly-Si
is formed (i.e., the whole optical micrograph appears dark).

The crystallized fraction, which was defined as the ratio of the dark area to
the total area in the optical micrographs, is shown in Fig. 12.7 as a function
of the tA for different annealing temperatures T (from 500 to 530◦C). The
tA necessary to form a continuous poly-Si layer (i.e., to reach a crystallized
fraction of 100%) becomes shorter with increasing annealing temperature.
For example, at 530◦C a continuous poly-Si film was formed after 19min.
Whereas, it took 90min to form a continuous poly-Si film at 500◦C. The
time necessary to finalize the ALILE process can be separated into the above

Fig. 12.6. Optical micrographs of the initial glass/Al interface taken during a crys-
tallization process at 510◦C. The corresponding annealing times are: (a) 19 min.,
(b) 26min., (c) 33min. Each optical micrograph shows a total area of 350×260 μm2.
Dark and bright areas correspond to poly-Si and Al, respectively. (from [35])
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Fig. 12.7. Crystallized fraction versus annealing time for different annealing
temperatures T (from 500 to 530◦C). (from [35])

introduced tN and the growth time tG, which was defined as the time after
tN necessary to form a continuous poly-Si film. Both, tN and tG decrease
with increasing annealing temperature. Using the temperature dependence of
the tN shown in Fig. 12.7, an activation energy EA of 1.8 eV was determined
for the nucleation process [35]. The corresponding prefactor of the exponential
function amounted to 4×10−11 min. The determined activation energy is much
lower than the activation energy of normal solid phase crystallization of a-Si
(4.9 eV [36]). It was suggested that the activation energy for the nucleation
process is determined by the barrier layer at the initial Al/a-Si interface [35].

For a thick barrier layer, which was prepared by thermal oxidation of the
Al surface at 560◦C prior to the a-Si deposition, a similar activation energy
for the nucleation process was found (EA = 1.9 eV) [37]. In addition to the
nucleation process, the grain growth of this sample was also investigated.
In order to determine the grain growth velocity (vg) of a single grain the
grain radius (rg) was measured as the function of the tA by analyzing the
optical micrographs. After the tN, the grain growth velocity (vg = drg/dtA)
increases, until it reaches a final constant value, which was used for further
analysis. By investigating several grains the average grain growth velocity
was determined. At 450◦C, the average grain growth velocity was found to be
0.076 μm min−1, which is almost the same as for a sample where the barrier
layer was formed just by exposure to air (0.077 μm min−1). This means that
the barrier layer does not influence the grain growth velocity. Therefore, the
completely different tG of the two samples are based on completely different
numbers of grains. From the temperature dependence of the grain growth
velocity of the sample with the thick barrier layer, an activation energy of
1.8 eV was determined. Thus, the activation energies for nucleation (1.9 eV)
and grain growth velocity (1.8 eV) are almost identical. This activation energy
may be associated with the energy barrier for the transport of Si across the
barrier layer (permeable membrane).
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Fig. 12.8. Number of grains (solid circles) and crystallized fraction (open circles)
versus annealing time at an annealing temperature T of 500◦C. (from [35])

Most of the time, the number of grains does not increase monotonously
with time after tN, but reaches the final value in an early state of the growth
process. Figure 12.8 shows an extreme case of a sample where the number of
grains in the area under investigation increases from 0 to the final value of 16
within a few minutes after the tN (solid circles). During the rest of the tG, no
new nucleation occurs. For comparison, the crystallized fraction of this sample
is also shown in Fig. 12.8 (open circles). This curve is identical with the 500◦C
curve of Fig. 12.7. It is obvious that the suppression of the nucleation allows
for the growth of large grains. This will be discussed in the next section.

12.4 Structural and Electrical Properties
of the Poly-Si Films

In this section, the most important structural (grain size, grain orientation
and intragrain defects) and electrical properties of the poly-Si films prepared
by the ALILE process are discussed.

From the final number of grains (N∞), i.e., the total number of grains,
which appear in the optical microscope within the area under investigation
(Atotal), the average grain size of the resulting poly-Si film can be estimated
by the following consideration. The area of every single grain equals the total
area Atotal divided by N∞. Assuming a square shape for the grains, the edge
length of the squares d can be calculated which is then called the estimated
average grain size (d = (Atotal/N∞)1/2). The lower the TA, the lower is the
final number of grains N∞, hence, the larger is the estimated average grain
size. For the samples shown in Fig. 12.7, the estimated average grain sizes
range from 51 μm at 530◦C to 75 μm at 500◦C. It is important to keep in
mind that this analysis offers just a rough estimate of the grain size but cannot
replace a real crystallographic investigation (although it is a relatively good
approximation). The estimated average grain sizes given here are rather large
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compared to what is usually observed. For example, Nast et al. investigated
the grain size by electron backscatter diffraction (EBSD) and found an average
grain size of 6.2 μm [17]. Some grains showed sizes exceeding 10 μm but there
were also grains, which were considerably smaller than the average grain size.
The different results (e.g., 51–75 μm vs. 6.2 μm) are attributed to the strong
influence of the sample preparation on the grain size of the final poly-Si film.
Besides the TA, the grain size is influenced by the way the initial sample
structure is prepared (e.g., choice of the foreign substrate, deposition of both
Al and a-Si, and the preparation of the barrier layer). For example, Pihan et al.
studied the influence of the foreign substrate and they determined average
grain sizes based on EBSD ranging from about 8 μm to about 21 μm, always
coming along with a relatively broad grain size distribution [38]. Due to the
fact that the grain size depends strongly on the sample preparation, it is not
possible to define a standard average grain size for the poly-Si films prepared
by the ALILE process, but usually an average grain size of about 10 μm can
be taken as a good measure. In general, the grain size is much larger than the
film thickness, which is in the order of a few hundred nanometers. Therefore,
this material is referred to as large-grained poly-Si.

A typical EBSD map of the surface of a poly-Si film on glass prepared by
the ALILE process is shown in Fig. 12.9 (left) [39]. The sample was annealed
at 425◦C for 16 h. Afterwards, the Al(+Si) top layer was removed by CMP.
The poly-Si film shown here features an average grain size of 7 μm and a max-
imum grain size of 18 μm. From such EBSD measurements, not only the grain
size but also the crystallographic orientation of the grains can be determined.

Fig. 12.9. Electron backscatter diffraction (EBSD) map showing the grain structure
of a poly-Si film on glass prepared by the ALILE process (left) and the corresponding
inverse pole figure showing the preferential (100) orientation of the poly-Si surface
(right). The region used for the definition of the preferential (100) orientation R(100)

is indicated by a dashed line (20◦ tilt with respect to the perfect (100) orientation).
The sample was annealed at 425◦C for 16 h. Afterwards the Al(+Si) top layer was
removed by CMP. The area under investigation was 80 × 80 μm2. Red, green and
blue correspond to (100), (110) and (111), respectively. (from [39])
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Figure 12.9 (right) shows the inverse pole figure of the EBSD map shown in
Fig. 12.9 (left). The surface of the poly-Si film is preferentially (100) orien-
tated. This can be seen by the agglomeration of EBSD measurement points
close to the (100) corner of the inverse pole figure. To quantify this behav-
ior, the percentage of the measurable area under investigation, which is tilted
by less than 20◦ with respect to the perfect (100) orientation is called the
preferential (100) orientation R(100). The corresponding region of the inverse
pole figure is indicated by a dashed line (see Fig. 12.9 (right)). This definition
can also be applied to the (110) and the (111) orientation. The poly-Si film
shown in Fig. 12.9. features a preferential orientation of 66%, 4%, and 10%
for R(100), R(110), and R(111), respectively. This shows clearly the strong pref-
erential (100) orientation of the poly-Si surface. Recently also, a preferential
(103) orientation of the poly-Si surface was found [40].

A high preferential (100) orientation of the poly-Si surface is favorable for
subsequent epitaxial growth at low temperatures [41–43]. Due to the preferen-
tial (100) orientation, the utilization of the poly-Si films formed by the ALILE
process as a template (seed layer) for subsequent epitaxial thickening at low
temperatures is quite attractive [44].

Kim et al. found that the TA influences the preferential (100) orientation
of the poly-Si surface [45]. With decreasing TA the preferential (100) ori-
entation is enhanced. Figure 12.10 shows an example where the preferential
(100) orientation R(100) increases from about 40% to about 70%, when the
TA decreases from 550 to 450◦C (solid circles) [46]. The preferential (100)
orientation is not only influenced by the TA but also by the way the perme-
able membrane is formed. Samples with a barrier layer formed in a furnace
at 560◦C by exposure to an oxygen atmosphere for about 2 h feature a much
lower preferential (100) orientation R(100) (Fig. 12.10, open circles): R(100) is

Fig. 12.10. Preferential (100) orientation R(100) of a poly-Si surface versus anneal-
ing temperature (TA) for two types of samples (the definition of R(100) is based on a
20◦ tilt with respect to the perfect (100) orientation). The permeable membrane was
formed either by exposure to air for about 2 h at room temperature (solid circles) or
in a furnace by exposure to an oxygen atmosphere for 2 h at 560◦C (open circles).
(from [46])
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reduced from about 70% to about 30% at TA = 450◦C and from about 40%
to about 10% at TA = 550◦C.

From the EBSD measurements the grain boundaries can also be classi-
fied . . . the grain boundaries can be classified by the determination of the
orientation of neighboring grains (in this way the actual microscopic struc-
ture of the grain boundaries remains unknown). Coincidence site lattice (CSL)
grain boundaries (twin boundaries of first order (Σ3) and second order (Σ9))
as well as other types of grain boundaries were found [17]. In small-grained
areas, mainly Σ3 and Σ9 grain boundaries were detected. These grain bound-
aries are probably formed during the growth of the individual grains. In silicon,
Σ3 and Σ9 grain boundaries are considered to be electronically inactive.

Regarding the structural properties of the poly-Si films prepared by the
ALILE process, research has mainly focused on the grain size and the grain ori-
entation. But to obtain high quality poly-Si films the intragrain defect density
plays a key role. To benefit from a large grain size, the intragrain defect den-
sity has to be quite low. Nast et al. showed that the grains of the poly-Si films
formed by the ALILE process contain a large number of intragrain defects [17].
Pihan et al. found that the main defects are twins and low-angle grain bound-
aries, but no twins were found in grains with a (100) surface orientation [47].
Due to the fact that the ALILE poly-Si films are mainly used as seed layer for
subsequent epitaxial thickening, intragrain defects were analyzed quite often
in the epitaxially grown films. By defect etching, very large intragrain defect
densities of about 109 cm−2 were found in (100)-oriented grains of Si layers
obtained by epitaxial thickening of ALILE seed layers (high temperature epi-
taxy was used) [48]. These intragrain defects, which are mainly stacking faults
formed in the seed layer or at the interface between the seed layer and the
epitaxial layer, are electronically active. Another investigation showed near
defect-free regions in (100)-oriented grains and highly defective regions in
(111)-oriented grains of Si layers obtained by epitaxial thickening of ALILE
seed layers (here low-temperature epitaxy was used) [49]. In the highly defec-
tive regions of (111)-oriented grains, twins in the seed layer and stacking faults
in the epitaxial layer originating from the seed layer surface are the dominant
defects. The knowledge about intragrain defects in poly-Si films formed by
the ALILE process is still in an early state. More investigations are needed to
understand the formation and the influence of these intragrain defects.

Hall effect measurements were used to investigate the electrical properties
of the poly-Si films formed by the ALILE process. Due to the incorporated
Al, the poly-Si films are always p-type. At room temperature, a hole con-
centration of 2.6 × 1018 cm−3 and a hole mobility of 56.3 cm2 V−1 s−1 were
determined [16]. Temperature dependent Hall measurements revealed both
valence band conduction and defect band conduction (two-band conduction).
For such highly doped material, the presence of a defect band conduc-
tion is expected. The Al concentration in the poly-Si films was measured
by secondary ion mass spectroscopy (SIMS). An Al concentration of about
3× 1019 cm−3 was found, which is about a factor of 10 larger than the
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measured hole concentration. The concentration of Al is determined ther-
modynamically by the solubility of Al in Si.

12.5 Influence of the Permeable Membrane

The permeable membrane (barrier layer) plays a crucial role for the ALILE
process. Usually, the barrier layer is formed by exposure of the Al-coated glass
substrate to air. The thickness of this barrier layer (Al oxide), which is on a
nanometer scale, can be influenced by the variation of the exposure time.
With increasing exposure time, the thickness of the barrier layer increases.
The thicker the barrier layer, the lower is the nucleation density and the
longer is the process time necessary to form a continuous poly-Si film [19]. By
X-ray photoelectron spectroscopy (XPS) measurements it was shown that the
barrier layer stays in place during the whole ALILE process.

In order to demonstrate the importance of the barrier layer for the layer
exchange process, an initial glass/Al/a-Si stack without a barrier layer was
prepared [50]. To prevent the formation of a barrier layer the a-Si was
deposited directly onto the Al (without vacuum break). The SEM images
in Fig. 12.11 make the influence of the barrier layer clear. Two samples are
shown – one with barrier layer (by exposure to air for 2 h) (left hand side) and
one without barrier layer (right hand side). Both samples were annealed for
45min at 480◦C. After the annealing step, the Al was etched off chemically.
To show the cross section as well as the surface, the samples were tilted by
30◦ for the SEM measurements. The sample with barrier layer (left) shows
a continuous poly-Si film with “Si islands” on top (similar to what is shown
in Fig. 12.5), whereas the sample without barrier layer (right) does not show
a continuous poly-Si film but a porous film structure. The former interface
between the Al layer and the a-Si layer is not visible. In some parts, the

Fig. 12.11. SEM images of a sample with barrier layer (left) and a sample with-
out barrier layer (right). The samples were annealed at 480◦C for 45 min. After the
annealing step, the Al was etched off. The samples were tilted by 30◦ to show both
cross section and surface. The sample with barrier layer (left) features a continu-
ous poly-Si film with “Si islands” on top. The sample without barrier layer (right)
features a porous structure. (from [50])
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surface of the initial glass/Al/a-Si stack can be identified (smooth areas).
This experiment shows clearly that a barrier layer between the Al layer and
the a-Si layer is absolutely necessary for the formation of a continuous poly-Si
film. Kim et al. carried out similar experiments by preparing samples without
intended oxidation of the Al surface [45]. In contrast to what has been shown
before, these authors observed a layer exchange forming a poly-Si film. This
might be due to an unintentional oxidation during the preparation of the ini-
tial glass/Al/a-Si stack caused by the very high reactivity of the Al surface.
This shows clearly that very small differences in the sample preparation can
cause a significant impact on the ALILE process. This was demonstrated by
well controlled oxidation experiments inside the vacuum system. Exposure of
the Al surface to an oxygen atmosphere of about 6.5 × 10−3 mbar for only
2min leads already to the formation of a continuous poly-Si film [50].

In addition to the experiments with very thin barrier layers, rather thick
barrier layers have also been investigated [51]. The thick barrier layers were
formed by thermal oxidation of the Al surface (e.g., for 2 h at 560◦C). With
such a thick barrier layer, an estimated average grain size of above 200 μm
was reached. But at the corresponding TA of 450◦C, it took days to form a
continuous poly-Si film. The influence of a barrier layer formed by thermal
oxidation on the preferential orientation of the poly-Si surface was already
described (see Fig. 12.10).

12.6 Model of the ALILE Process

In this section, a model of the ALILE process is described. The five main
process steps of the ALILE process have already been introduced in Sect. 12.2
(see Fig. 12.2). The silicon, which is required for the growth of existing Si
grains, is supplied by lateral diffusion of Si within the Al layer (process step 3).
Such a diffusion-limited growth process is based on the fact that the incorpo-
ration of dissolved Si atoms into existing Si grains is fast when compared to
the diffusion of Si towards existing grains. The diffusion of Si towards existing
grains is driven by a gradient of the Si concentration CSi. The CSi in the direct
vicinity of existing grains is lower than far away from the grains. This means
that there are Si depletion regions around existing grains [18].

In the first phase of the ALILE process, no stable nuclei are formed
(stage I). The formation of stable nuclei starts at the tN. As already dis-
cussed in the Sect. 12.3 about the kinetics of the ALILE process, nucleation
takes usually place only in a short time period (see Fig. 12.8). This short time
period is called nucleation phase (stage II). After the nucleation phase, no
new stable nuclei are formed but the growth of the existing grains contin-
ues until the grains coalesce and finally form a continuous poly-Si film on
the glass substrate (stage III). The corresponding self-regulated suppression
of nucleation, which allows for the growth of large grains, is a characteristic
feature of the ALILE process. Nast et al. suggested that the self-regulated
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suppression of nucleation is due to overlapping Si depletion regions around
existing grains [18].

The experimentally observed results regarding nucleation and growth are
discussed with the help of the phase diagram of the Al/Si system [52–54]. The
Al-rich part of the phase diagram is shown in the left part of Fig. 12.12. In the
phase diagram the temperature T is shown versus the CSi. The equilibrium
lines are indicated as solid lines. At the eutectic temperature of the Al/Si sys-
tem (Teu = 577◦C = 850 K), a maximum of about 1.5at.% Si can be dissolved
in solid Al. The ALILE process takes place below the eutectic temperature
(e.g., at 750K). This means that the transition occurs directly from the (Al)
phase to the (Al) + (Si) phase. For the following discussion, three important
values of the CSi within the Al are defined:

1. The saturation concentration Cs is the equilibrium concentration of Si in Al
at a certain temperature (solubility). When Al is in contact with crystalline
Si, there is a flow of Si atoms into the Al as long as the CSi within the Al
is lower than the Cs. For example, the Cs at 750K is about 0.6at.%.

2. The difference in Gibbs energy G between the amorphous Si and the crys-
talline Si is the driving force for the ALILE process (about 0.1 eV per atom
[5]). The higher chemical potential of amorphous Si compared to crystalline
Si leads to diffusion of Si from the amorphous Si into the Al, even if the
Al is already supersaturated with Si. While the Cs describes the equilib-
rium with crystalline Si, the maximum concentration Cmax describes the
equilibrium with amorphous Si. Due to the higher chemical potential of the
amorphous Si, Cmax is larger than Cs. During the ALILE process, Cmax
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Fig. 12.12. Left: Al-rich part of the Al/Si phase diagram. The dotted line indicates
schematically the critical concentration C∗. Within the shaded area no nucleation
takes place but existing grains go on growing; Right: Si concentration CSi within
the Al layer versus annealing time tA (Cs: saturation concentration; C∗: critical
concentration; Cmax: maximum concentration); In both parts the different steps of
the ALILE process are indicated by numbers (see main text). (from [52])
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represents the upper limit of the CSi within the Al layer. Due to the fact
that CSi is smaller than Cmax, there is a steady flux of Si atoms from the
amorphous Si into the Al layer. Cmax is not shown in the phase diagram.

3. For both nucleation and growth supersaturation of the Al with Si is required
(S = CSi/Cs > 1). For diffusion-limited growth of existing grains, the
growth rate JG is proportional to S (JG ∝ CSi – Cs = Cs (S − 1)). In
the case of homogeneous nucleation, a stable nucleus is formed when the
energy gain by the volume of the nucleus exceeds the energy, which is
necessary to form the surface of the nucleus. This means that a stable
nucleus cannot be formed at CSi = Cs. The formation of a stable nucleus
requires a CSi within the Al layer, which exceeds the critical concentration
C∗, i.e., the supersaturation S has to be above the critical supersaturation
S∗ (S > S∗ = C∗/Cs). To form stable nuclei Cmax has to be larger than
C∗. In the phase diagram the critical concentration C∗ is schematically
indicated by a dotted line (the critical concentration C∗ was assumed to
be twice the Cs. This is an artificial definition, which was used to make
C∗ visible in the phase diagram and, therefore, to simplify the qualitative
explanation of the ALILE process.

The time evolution of the CSi within the Al layer, which is shown schematically
in Fig. 12.12, plays a key role for the understanding of the ALILE process. The
left part of Fig. 12.12 shows the time evolution of CSi in the phase diagram
(the TA of 750K was used as an example) and the right part of Fig. 12.12
shows CSi as a function of the tA. At the beginning of the ALILE process
there is no Si within the Al layer. If the heating from room temperature to
the TA is fast compared to the diffusion of Si from the a-Si layer to the Al
layer, CSi remains zero when the TA (in this example 750K) is reached (1).
With increasing tA, CSi increases due to the diffusion of Si into the Al layer.
At certain time, the Cs is reached (2). Due to the higher chemical potential of
amorphous Si compared to crystalline Si, CSi increases further. Still no nuclei
are formed although the Al is already supersaturated (S = CSi/Cs > 1).
Nucleation starts and the newly formed grains begin to grow when the critical
concentration C∗ is exceeded (3). The increasing number of nuclei and the
corresponding grain growth reduces the increase of CSi in the Al layer. At
certain time, maximum of CSi is reached (4). The maximum of CSi corresponds
to a maximum of the nucleation rate. At this point, the consumption of Si
by nucleation and growth equals the supply of Si by diffusion from the a-Si
layer. Due to the increasing Si consumption, CSi is reduced. When the critical
concentration C∗ is reached again nucleation stops (5). Due to the fact that
CSi is still larger than Cs the growth of existing grains continues. The growing
grains are not able to decrease CSi below Cs because the grain growth requires
supersaturation (S > 1). Therefore, CSi stays between Cs and C∗ for the rest
of the process (6). In summary, three concentration regimes can be defined:
(a) CSi ≤ Cs (no nucleation, no growth), (b) Cs < CSi ≤ C∗ (no nucleation,
but growth of existing grains – shaded area in the left part of Fig. 12.12),
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and (c) C∗ < CSi < Cmax (nucleation and growth). With this model, the
origin of the above mentioned three stages of the process can be explained
(the three stages I, II, and III are indicated in the right part of Fig. 12.12).
The nucleation phase between t1 and t2 (stage II) is usually only a short part
of the total ALILE process.

This model is supported by experiments where samples in stage III were
cooled down in a very short time and subsequently reheated [52–55]. In addi-
tion to the already existing grains, many new grains appeared because upon
cool down both the Cs and the critical concentration C∗ are reduced while
the CSi stays constant (indicated by (7) in the left part of Fig. 12.12). Thus,
the Al is strongly supersaturated (CSi > C∗), which leads to the formation of
numerous new nuclei. With such cool down and reheating experiments it was
possible to make the depletion regions around existing grains visible [53–55].
Figure 12.13a shows an optical micrograph of the initial glass/Al interface of
an ALILE sample after cool down and reheating. Many newly formed (small)
grains can be seen between the few already existing (large) grains. However, all
already existing grains are surrounded by a region where no additional grains
were formed. These regions are referred to as depletion regions. In these deple-
tion regions nucleation is strongly suppressed. In this example, the width of
the depletion regions L was about 9 μm. This experimentally observed behav-
ior can be understood by the schematically shown profile of the CSi in the
vicinity of an exiting grain (Fig. 12.13b). The existing grain is shown on the
left and x marks the distance to the grain. The CSi within the Al at the Si/Al
interface is determined by the Cs before cool down Cs,a. Far away from the
existing grain, CSi is given by a certain value below the critical concentration
before cool down C∗

a because the sample was in stage III (growth of exist-
ing grains but no new nucleation). The values of Cs,a and C∗

a (a marks the

Fig. 12.13. (a) Optical micrograph of the initial glass/Al interface of an ALILE
sample after cool down and reheating. Dark and bright areas correspond to Si and
Al, respectively; (b) Schematic illustration of the Si concentration CSi within the
Al layer in the vicinity of an existing grain (x marks the distance from the grain).
Saturation concentration Cs and critical concentration C∗ are indicated for both
before (index a) and after (index b) cool down. The width of the depletion region L
separates region I (no nucleation) and region II (nucleation). (from [55])
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situation before cool down) are indicated by dotted lines. The schematically
shown profile of CSi leads to lateral diffusion of Si towards the existing grain.
Due to the fact that the sample was cooled down in a very short time, CSi

stays constant. Because of the lower temperature, both saturation concentra-
tion Cs,b and critical concentration C∗

b are reduced (see the phase diagram in
the left part of Fig. 12.12). The values of Cs,b and C∗

b (b marks the situation
after cool down) are indicated by dashed lines. After cool down, the CSi far
away from the existing grain exceeds the saturation concentration C∗

b (region
II in Fig. 12.13b). Thus, many new nuclei are formed as observed in the exper-
iment (Fig. 12.13a). Within a distance L from the existing grain CSi is still
below C∗

b and, therefore, no new nuclei are formed (region I in Fig. 12.13b).
This is the already discussed depletion region, which is responsible for the sup-
pression of nucleation. For the width of the depletion region L values between
about 9 and 30 μm were experimentally observed [53–55]. From the schematic
illustration in Fig. 12.13b, it is clear that the region where the CSi is reduced
(real depletion region) is larger than the experimentally observed width L.

The time evolution of the CSi within the Al layer was also calculated
to verify the above stated model of the ALILE process [56, 57]. All three
experimentally observed stages of the ALILE process were investigated: stage
I (no nucleation, no growth), stage II (nucleation and growth), and stage
III (no nucleation, but growth). The results of the calculations are in good
agreement with the model discussed above.

Based on experiments without a barrier layer between the initial layers
Wang et al. suggested that Si diffusion within the Al layer takes place mainly
along the Al grain boundaries [58, 59]. Thus, the Al grain boundaries are
wetted by an amorphous Si layer. Nucleation occurs when the thickness of
this amorphous Si layer reaches a critical value. Subsequent lateral growth of
the Si nuclei is fed by Si diffusion along the interfaces between the Si nuclei
and the surrounding Al.

After the description of the general model of the ALILE process, a model
explaining the experimentally observed preferential (100) orientation of the
poly-Si surface is discussed. The main experimental results regarding the pref-
erential (100) orientation were presented in Sect. 12.4. In-situ investigations
using an optical microscope showed no difference in the growth velocity of
different grains [37]. Therefore, preferential growth was ruled out to be the
origin of preferential orientation. Hence, a model based on preferential nucle-
ation was suggested, which is able to explain the origin of the experimentally
observed preferential (100) orientation [60,61]. With this model also the exper-
imentally observed influence of both the TA and the preparation conditions of
the permeable membrane on the crystallographic surface orientation can be
described.

The model is based on the following considerations: Due to the fact that
{111} planes of crystalline Si feature the lowest specific surface energy these
planes are preferentially formed [62,63]. This leads, for example, in the case of
solid phase crystallization of a-Si, to a double-pyramid (octahedral) structure



212 S. Gall

Fig. 12.14. Left: Side view of a Si nucleus with a double-pyramid (octahedral)
structure; Right: Si nucleus formed within the initial Al layer at the interface between
the initial Al layer (bottom) and the initial a-Si layer (top). The barrier layer is
indicated by a black line. The nucleus is shown in the energetically most favorable
alignment with respect to the interface. This alignment leads to a (100) surface
orientation of the resulting grain. The Si nucleus is formed in the initial Al layer
only (the dashed line in the initial a-Si layer is just a guide to the eye)

of the Si nuclei (see Fig. 12.14 (left)) [5]. Such a double-pyramid features
eight {111} planes and two <100> tips. But just with the formation of such
double-pyramids, the experimentally observed preferential (100) orientation
cannot be explained. Therefore, it was additionally assumed that the nuclei
are formed at the interface between the initial Al layer and the barrier layer.
This assumption is based on experimental results, e.g., [18]. Calculations of
the change of the Gibbs energy ΔG and hence, the activation energy for nucle-
ation ΔG∗ (maximum of ΔG with respect to the cluster size) as a function of
the tilt of the nucleus at the interface showed that the alignment of a nucleus
with the <100> tip perpendicular to this interface is energetically favorable
(see Fig. 12.14 (right)) [60,61]. This explains the origin of the experimentally
observed preferential (100) orientation R(100) of the poly-Si surface. The influ-
ence of the TA and the preparation conditions of the barrier layer on R(100) can
be explained by the model as well. From the model point of view, it would
be possible to reach a preferential (100) orientation R(100) of almost 100%
by the selection of a suitable barrier layer during sample preparation and a
subsequent annealing step at very low temperatures.

12.7 Other Aspects of the ALILE Process

Usually the poly-Si films on foreign substrates, prepared by the ALILE pro-
cess, are used as a template (seed layer) for subsequent homo-epitaxial growth
of the absorber layer of a poly-Si thin-film solar cell. The highest efficiency
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obtained so far with an ALILE seed layer on a foreign substrate is 8% [64].
The corresponding structure of the poly-Si thin-film solar cell is: alumina
substrate/spin-on oxide/p+ -type ALILE seed layer/p+ -type Si BSF (epitax-
ially grown)/p-type Si absorber layer (epitaxially grown)/i/n+ -type a-Si:H
emitter (grown by PECVD)/indium tin oxide (ITO). The spin-on oxide was
used to reduce the roughness of the alumina substrate and, therefore, to
increase the grain size of the poly-Si seed layer formed by the ALILE pro-
cess [65, 66]. In this case, the epitaxial thickening of the ALILE seed layer
took place at 1,130◦C using thermal CVD. This high-temperature process is
not compatible with the utilization of glass substrates. At temperatures, which
are compatible with the utilization of glass substrates (up to about 600◦C),
the efficiencies obtained so far are much lower. For example, the epitaxial
thickening of an ALILE seed layer on glass at about 600◦C using high-rate
electron-beam evaporation has led to an efficiency of 3.2% [67]. So far, the
poly-Si thin-film solar cells on ALILE seed layers are not limited by the grain
size but by the intragrain defects. Therefore, future research will focus on
these intragrain defects.

The poly-Si films obtained by ALILE process always show p-type behavior.
On high temperature resistant foreign substrates, the p-type poly-Si can be
transferred to n-type poly-Si by overdoping, e.g., by phosphorous diffusion
at 950◦C [68]. This allows for other solar cell configurations (e.g., substrate/
n+ -type ALILE seed layer/n-type absorber/p+ -type emitter).

So far, we discussed the ALILE process only on insulating foreign sub-
strates (e.g., glass). For applications, the possibility to form poly-Si films also
on conductive foreign substrates is of high importance. It was shown that
the ALILE process works also on some metal-coated glass substrates [28, 69]
and on Al-doped zinc oxide (ZnO:Al)-coated glass [39, 70, 71]. Especially, the
results on ZnO:Al, which is a transparent conductive oxide (TCO), are sig-
nificant because ZnO:Al is a well established material for thin-film solar cells.
On ZnO:Al-coated glass the grain size of the poly-Si film is slightly reduced
and its preferential (100) orientation remains about the same (compared to
bare glass) [39]. It was found that the ZnO:Al layer does not degrade during
the ALILE process but the conductivity is even improved due to an increased
carrier density [71]. This opens up attractive options for the preparation of
poly-Si thin-film solar cells.

The ALILE process can not only be used to form poly-Si films but also
to prepare polycrystalline silicon–germanium (poly-Si1−xGex) films in the
entire composition range (x = 0. . .1) [72–75]. For this purpose, an amorphous
silicon–germanium (a-Si1−xGex) alloy is deposited on the oxidized Al layer to
form the initial layer stack of the ALILE process. In order to prevent melting,
the annealing should take place at relatively low temperatures, i.e., below the
eutectic temperature of the Al/Ge system (Teu = 420◦C). Due to the low
TA, the process times are relatively long. With increasing Ge concentration,
the nucleation density is reduced and the crystal growth gets more dentritic.
No significant phase separation was found. By alloying with Ge, the optical



214 S. Gall

absorption is increased. Thus, the utilization of poly-Si1−xGex films could be
an appealing option for the preparation of thin-film solar cells.

This chapter deals with the layer exchange process based on aluminum-
induced crystallization of amorphous Si. Recently, a layer exchange process
based on silver-induced crystallization was obtained [76]. The related process
is called silver-induced layer exchange (AgILE). Apart from the fact that Ag is
used instead of Al, the AgILE process is quite similar to the ALILE process.
The eutectic temperature of the Ag/Si system is 836◦C. Using the AgILE
process, continuous intrinsic poly-Si films were formed. The related process
times were quite long. For example at an TA of 530◦C, it took about 1,350min
to form a continuous poly-Si layer. In this case, the average diameter of the
Si crystallites was about 30 μm.

The last two paragraphs show clearly that variations of the standard
ALILE process can lead to interesting new results, which offer new promising
perspectives. There are probably a lot of other options to vary the standard
ALILE process. Therefore, further research is needed to completely utilize the
possibilities of this process.

12.8 Summary and Conclusions

In this chapter, the formation of poly-Si films by the ALILE process has been
discussed. During the ALILE process, a substrate/Al/a-Si stack is transformed
into a substrate/poly-Si/Al(+Si) stack by a simple annealing step below the
eutectic temperature of the Al/Si system (577◦C). After the layer exchange
process, the Al(+Si) layer on top of the poly-Si film is removed. The higher
the TA, the shorter is the time to form a continuous poly-Si film on the
substrate. During the ALILE process, Si nuclei are formed within the initial
Al layer. The lower the TA, the lower is the density of Si nuclei (i.e., the larger
is the final grain size). Nucleation takes place usually only in a very short
time period. Afterwards, the formation of new nuclei is suppressed until the
end of the process. This allows for the growth of large grains. The grain size
of the resulting poly-Si films is typically about 10 μm, which is much larger
than the film thickness of about a few hundred nm. Therefore, this mate-
rial is called large-grained poly-Si. Due to the grain size and the preferential
(100) orientation of the poly-Si surface, these layers are used as template (seed
layer) for subsequent epitaxial growth. Due to the incorporated Al, the poly-Si
films formed by the ALILE process feature a high doping concentration (p+-
type). The permeable membrane (barrier layer) between the initial Al layer
and the initial a-Si layer plays a key role for the ALILE process. The barrier
layer, which is usually formed by oxidation of the Al surface prior to the a-Si
deposition, stays in place during the whole process. Important properties like
process time, grain size, and preferential (100) orientation are influenced by
this barrier layer. A general model of the ALILE process has been discussed.
The different stages of the process can be explained using the phase diagram
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of the Al/Si system. In particular, the self-regulated suppression of nucleation,
which is a characteristic feature of the ALILE process, can be explained by
overlapping Si depletion regions around existing grains. In addition to the
general model, a model explaining the origin of the preferential (100) orienta-
tion has been discussed. The related model is based on preferential nucleation
and can explain the experimentally observed behavior.

The poly-Si films prepared by the ALILE process feature very attractive
properties (e.g., large grains and preferential (100) orientation of the poly-Si
surface). Therefore, this process has gained a lot of attention during the last
years. The process is very sensitive with respect to the process parameters
(e.g., the preparation conditions of the initial layer stack). The consequential
advantage is that there are a lot of possibilities to influence the process and,
therefore, the properties of the resulting poly-Si film. But the consequential
disadvantage is that the process is not very robust. This makes it difficult
to define standard process parameter, which can be used by different groups
around the world leading always to the same poly-Si properties. This has to
be solved to utilize the ALILE process not only on a research level but also in
the production of Si thin-film solar cells. Another important point is that the
research has so far mainly focused on the grain size and the crystallographic
surface orientation of the poly-Si films. Future research should focus more on
the intragrain defects, which still dominate the material quality. To benefit
from the large grains the intragrain defect density has to be reduced signifi-
cantly. For this purpose, a fundamental understanding of the origin of these
intragrain defects is necessary.

There is already an excellent fundamental understanding of the ALILE
process. However, many important questions remain open. Continuous
research is needed to give adequate answers to these questions and to fully
exploit the potential of the ALILE process. The upcoming years will show
whether this fascinating process can be used in the industrial production of
Si thin-film solar cells.
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Thermochemical and Kinetic Databases
for the Solar Cell Silicon Materials

Kai Tang*, Eivind J. Øvrelid, Gabriella Tranell, and Merete Tangstad

Abstract. The fabrication of solar cell grade silicon (SOG-Si) feedstock involves
processes that require direct contact between solid and a fluid phase at near equi-
librium conditions. Knowledge of the phase diagram and thermochemical properties
of the Si-based system is, hence, important for providing boundary conditions in
the analysis of processes. A self-consistent thermodynamic description of the Si–Ag–
Al–As–Au–B–Bi–C–Ca–Co–Cr–Cu–Fe–Ga–Ge–In–Li–Mg–Mn–Mo–N–Na–Ni–O–P–
Pb–S–Sb–Sn–Te–Ti–V–W–Zn–Zr system has recently been developed by SINTEF
Materials and Chemistry. The assessed database has been designed for use within
the composition space associated with the SoG-Si materials. An assessed kinetic
database covers the same system as in the thermochemical database. The impurity
diffusivities of Ag, Al, As, Au, B, Bi, C, Co, Cu, Fe, Ga, Ge, In, Li, Mg, Mn, N,
Na, Ni, O, P, Sb, Te, Ti, Zn and the self diffusivity of Si in both solid and liq-
uid silicon have extensively been investigated. The databases can be regarded as
the state-of-art equilibrium relations in the Si-based multicomponent system. The
thermochemical database has further been extended to simulate the surface ten-
sions of liquid Si-based melts. Many surface-related properties, e.g., temperature
and composition gradients, surface excess quantity, and even the driving force due
to the surface segregation are possible to obtain directly from the database. By cou-
pling the Langmuir–McLean segregation model, the grain boundary segregations of
the nondoping elements in polycrystalline silicon are also possible to estimate from
the assessed thermochemical properties.

13.1 Introduction

Metallurgical grade silicon (MG-Si) (>98%Si) is used as an alloying element in
the aluminum industry, for silicones production and as a raw material for pro-
duction of high-purity Si, targeted at the electronics and solar cell industries.
All these markets have very different quality requirements. Silicon used in solar
cells (SoG-Si) must have a total contamination level less than 1 ppm (6N) and
silicon produced in ordinary reduction furnaces cannot meet this requirement
without extensive refining processes. Supply of high-purity Si for the solar
cell market has hence to date been relying on the energy intensive “Siemens”
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production process, originally targeted at producing electronic grade Si (EG-
Si) with purity requirements of several orders of magnitude higher than that
of SoG-Si. In order to expand the market for solar cells, new cheaper met-
allurgical and fluid bed routes for the production of SoG-Si are hence being
developed.

The success of producing and refining Si feedstock materials to ultra high-
purity depends heavily on the availability and reliability of thermodynamic,
kinetic, and other physical data for the most common and important SoG-Si
trace elements. For example, knowledge of the phase diagram and ther-
mochemical properties of the Si-based system is important for providing
boundary conditions in the analysis of processes. However, thermodynamic
and kinetic data for these elements in the ppm and ppb ranges are scarce
and often unreliable. More importantly, to our knowledge, no dedicated
SoG-Si database exists, which has gathered and optimized existing data on
high-purity Si alloys.

In this chapter, a self-consistent thermodynamic description of the Si–Ag–
Al–As–Au–B–Bi–C–Ca–Co–Cr–Cu–Fe–Ga–Ge–In–Li–Mg–Mn–Mo–N–Na–Ni
–O–P–Pb–S–Sb–Sn–Te–Ti–V–W–Zn–Zr system is introduced. The assessed
database has been designed for use within the composition space associated
with SoG-Si materials. The assessed kinetic database covers the same system
as the thermochemical database. The impurity diffusivities of Ag, Al, As,
Au, B, Bi, C, Co, Cu, Fe, Ga, Ge, In, Li, Mg, Mn, N, Na, Ni, O, P, Sb,
Te, Ti, Zn and the self diffusivity of Si in both solid and liquid silicon have
been extensively investigated. The thermochemical database has further been
extended to simulate the surface tensions of liquid Si-based melts. By coupling
the Langmuir–McLean segregation model, the grain boundary segregations of
the nondoping elements in polycrystalline silicon have further been estimated
from the assessed thermochemical properties.

13.2 The Assessed Thermochemical Database

Aluminum, boron, carbon, iron, nitrogen, oxygen, phosphorus, sulfur and
titanium are the common impurities in the SoG-Si feedstock. Arsenic and
antimony are frequently used as doping agents. Transition metals (Co, Cu,
Cr, Fe, Mn, Mo, Ni, V, W, and Zr), alkali and alkali-earth impurities
(Li, Mg, and Na), as well as Bi, Ga, Ge, In, Pb, Sn, Te, and Zn may appear
in the SoG-Si feedstock. A thermochemical database that covers these ele-
ments has recently been developed at SINTEF Materials and Chemistry,
which has been designed for use within the composition space associated with
the SoG-Si materials. All the binary and several critical ternary subsystems
have been assessed and calculated results have been validated with the reli-
able experimental data in the literature. The database can be regarded as the
state-of-art equilibrium relations in the Si-based multicomponent system.
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Fig. 13.1. Calculated the solubilities of the impurities in solid silicon

As illustrated in Fig. 13.1, the composition space of impurity in the SoG-Si
materials generally ranges from ppb to a few percent. The database covers
all the 33 silicon-impurity binary systems. Among the 33 binary silicon-
containing systems, the Si–Al, Si–As, Si–B, Si–C, Si–Fe, Si–N, Si–O, Si–P,
Si–S, Si–Sb, and Si–Te systems have thermodynamically been “reoptimized”
primarily based on the assessed experimental information. Since thermo-
dynamic calculations for the impurities in SoG-Si feedstock are normally
multidimensional in nature, Gibbs energies of 36 other binary systems have
also been included in the database. In this way, the effect of other impuri-
ties on the phase equilibria of principle impurity in SoG-Si materials can be
reliably evaluated. Systematic validation of the database has been carried out
using the experimental data for Si-based multicomponent systems. Examples
of the validation will be given in the following section.

13.2.1 Thermodynamic Description

13.2.1.1 Element and Stoichiometric Compound

The Gibbs energy of the pure element “i,” 0Gφ
i (T ), is described as a function

of temperature by the following equation:

0Gφ
i (T ) = a + bT + cT ln (T ) + dT 2 + eT 3 + fT−1

+ · · · (φ = diamond, liquid, bcc, . . .). (13.1)

The coefficients of the above expression for each element are given by
Dinsdale [1].

The Gibbs energy of stoichiometric compound, ApBq, is calculated using
the equation:
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GApBq(T ) = p0Gφ
A + q0Gφ

B + ΔfG0
ApBq(T ). (13.2)

The expression for ΔfG0
ApBq(T ), the Gibbs energy of formation of the com-

pound, referring to the stable elements at T , is similar to that given by (13.1).
Compounds with a narrow range of homogeneity, SiB3 and SiB6 for instance,
are treated the same as the stoichiometric compounds in the database.

13.2.1.2 Solutions

The liquid Si-based solution, here abbreviated as “l”, is described using a
simple polynomial expression based on a substitutional solution with random
mixing. The same model is employed for the diamond-structured Si-rich solid
phase, denoted as “s.” The Gibbs energies of the liquid and solid Si-based
phases are given by the following equation:

Gφ
m = xφ

Si
0Gφ

Si +
∑
i �=Si

xφ
i

0Gφ
i + RT

∑
i

xφ
i ln xφ

i + ExGφ
m (φ = l, s), (13.3)

where 0Gφ
Si and 0Gφ

i are, respectively, the molar Gibbs energy of Si and
element “i” with the phase φ in a nonmagnetic state. The second term is
the contribution of ideal mixing. The excess Gibbs energy, ExGφ

i , is expressed
in the Redlich–Kister polynomial:

Lφ
ij =

n∑
k=0

kLφ
ij(x

φ
i − xφ

j )k (13.4)

Since the concentrations of impurities in solar cell grade silicon are in the
range from ppb to a few percent, it is not necessary to take ternary interaction
parameters into account. The activity coefficient of impurity, “i”, in a n-th
multicomponent system is given by differentiating (13.3):

RT ln γφ
i = 0Lφ

Si−ix
φ
Si(1 − xφ

i ) +
n∑

k=1

kLφ
Si−ix

φ
Si(x

φ
i − xφ

Si)
(k−1)

×
[
(k + 1)(1− xφ

i )(xφ
i − xφ

Si) + kxφ
Si

]

+
∑
j �=i,Si

{
0Lφ

ijx
φ
j (1− xφ

i ) +
n∑

k=1

kLφ
ijx

φ
i (xφ

i − xφ
j )(k−1)

×
[
(k + 1)(1− xφ

i )(xφ
i − xφ

j ) + kxφ
j

]}

−
∑
j �=i

∑
l �=i

xφ
j xφ

l

[
0Lφ

jl +
n∑

k=1

kLφ
jl(x

φ
j − xφ

l )k(k + 1)

]
(φ = l, s)

(13.5)
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For the SoG-Si materials, xφ
i → 0 and xφ

Si → 1, the activity coefficient of “i”
can be approximately expressed:

γφ
i ≈ exp

(
n∑

k=0

kLφ
Si−i

/
RT

)
(φ = l, s). (13.6)

This is often called Henry’s coefficient.

13.2.1.3 Solubility

The solubility is defined with respect to a second precipitated phase. The
solubility of an impurity is the maximum concentration, which can be incor-
porated in the liquid or solid phase without precipitating a second phase. For
most impurities in solid silicon at high-temperatures, equilibrium is achieved
with the liquid phase governed by the liquidus in the phase diagram. Solid
solubility is temperature-dependent as represented by the solidus or solvent
curves in the phase diagram. At lower temperatures, the reference phase is usu-
ally a compound or an impurity-rich alloy. When the impurity is volatile, the
saturated crystal is in equilibrium with the vapor, and the impurity solubility
also depends on its vapor pressure.

For solid–solid and solid–vapor equilibria, which often occur at tempera-
tures below the eutectic temperature, Teu, the solubility can be described by
an Arrhenius-type equation. For solid–liquid equilibria at temperatures above
Teu, the temperature dependence is more complex and will be discussed in
detail in the following sections.

13.2.1.4 Equilibrium Distribution Coefficient

Segregation effects at the liquid–solid interface are controlled by the equilib-
rium distribution coefficient, keq

i , which is defined as the ratio of the solidus
and the liquidus concentrations in atomic fractions:

keq
i = xs

i / xl
i. (13.7)

The equilibrium distribution coefficient close to the melting point is also
known as the partition coefficient. Since the partition coefficient controls
the incorporation of impurities in the crystal during crystal growth and zone
refining, it is one of the most important parameters that can be obtained from
the thermochemical database. It is worth noting that the distribution coeffi-
cient determined by the ratio of volume concentrations, cm−3, can be related
to the distribution coefficient by introducing the density ratio of liquid and
solid silicon:

kV
eq =

(
dliq
Si

/
dsol
Si

)
keq ≈ 1.1 keq. (13.8)

Applying the phase equilibrium rule to this case, results in the formula for
the determination of equilibrium distribution coefficient:
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keq =
γl
i

γs
i

exp
(

Δ0Gfus
i

RT

)
, (13.9)

where Δ0Gfus
i refers the Gibbs energy of fusion of impurity “i”. Activity coef-

ficients of impurity “i” in liquid and solid phases can be determined using
(13.6).

13.2.1.5 Retrograde Solubility

Retrograde solubility describes the change in impurity concentration in a solid
above Teu, i.e., a maximum solubility is observed at a temperature Tmax lower
than melting temperature of silicon Tm, but above Teu. In this frequently
encountered case, impurities tend to precipitate upon cooling.

Weber [2] proposed a formula to determine the maximum retrograde
temperature, assuming that the impurity behaves ideally in liquid solution
and regularly in solid phase:

Tmax =
ΔHm

Si/keq
i

ΔHm
Si/keq

i − ln
[

ΔHs,l
i

ΔHs,l
i +ΔHm

Si

] . (13.10)

Thermodynamically, retrograde solubility requires a large positive value for
ΔHs,l

i , the solid solution enthalpy of mixing.
Retrograde solubility can be usefully applied in solidification refining of

impurities in SoG-Si materials. Yoshikawa and Morita proposed the methods
for the removal of boron [3, 4] and phosphorus [5] by addition of Al and Ti.
Shimpo et al. [6] and Inoue et al. [7] reported the Ca addition method to
remove boron and phosphorus in silicon.

13.2.2 Typical Examples

The assessments for the Si–Al, Si–As, Si–B, Si–C, Si–Fe, Si–N, Si–O, Si–P,
Si–S and Si–Sb systems will briefly be introduced in this section. Typical
examples of the database calculation results are presented as diagrams.

The reassessment of the Si–Al binary system has been carried out based
mainly on the experimental solubility data reported by Miller and Savage [8],
Navon and Chernyshov [9], Lozovskii and Udyanskaya [10], and Yoshikawa and
Morita [11]. Activities of Al in liquid Si measured by Miki et al. [12, 13] and
Ottem [14] were also taken into account in the thermodynamic assessment.
Figure 13.2 shows the calculated phase equilibria in the Si-rich part of the
Si–Al system.

The Si–As system has been reassessed based on the phase equilibrium data
reported by Klemm and Pirscher [15], Ugay and Miroshnichenko [16], and
Ugay et al. [17]. Arsenic solubility data measured by Trumbore [18], Sandhu
and Reuter [19], Fair and Weber [20], Ohkawa et al. [21], Fair and Tsai [22],
Miyamoto et al. [23] and the activity data given by Reuter [19], Ohkawa
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Fig. 13.2. The assessed Si–Al system in the Si-rich domain with the experimental
data [8–14]

et al. [21] and Belousov [24] were also used in the thermodynamic “opti-
mization.” Figure 13.3 shows the calculated Si–As phase diagram in Si-rich
domain.

Reassessment of the Si–B system was based primarily on the model param-
eters given by Fries and Lukas [25]. Modifications have been made on the
thermodynamic properties of the liquid and solid diamond phases: Experi-
mental liquidus data reported by Brosset and Magunsson [26], Armas et al.
[27], and Male and Salanoubat [28], solid solubility data reported by Trum-
bore [18], Hesse [29], Samsonov and Sleptsov [30], and Taishi et al. [52], as
well as the boron activities in liquid phase measured by Zaitsev et al. [32],
Yoshikawa and Morita [33], Inoue et al. [7], and Noguchi et al. [31] were all
used to determine the model parameters. Figure 13.4 shows the new assessed
phase equilibria in the Si-rich Si–B system.

The new assessment for the Si–C system was primarily based on exper-
imental SiC solubility data in liquid solution given by Scace and Slack [34],
Hall [35], Iguchi [36], Kleykamp and Schumacher [37], Oden and McCune [38],
and Ottem [14]. Solid solubility data given by Nozaki et al. [39], Bean [40],
and Newman [41] were used to determine the properties of solid solution. The
eutectic composition reported by Nozaki et al. [39] and Hall [35] and peritec-
tic transformation temperature determined by Scace [34] and Kleykamp [37]
were also used in the thermodynamic optimization. Thermodynamic descrip-
tion of the SiC compound was taken from an early assessment [42]. The
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calculated SiC solubilities in liquid and solid Si–C solutions are compared
with the experimental values and shown in Fig. 13.5. Calculated SiC solubili-
ties in liquid silicon have been confirmed by the most recently measurements
carried out by Dakaler and Tangstad [43].

Experimental information on the solubility of Fe in solid silicon was
reviewed by Istratov et al. [44] The retrograde solubility of iron above the
eutectic temperature was reported by Trumbore [18], Feichtinger [45], and
Lee et al. [46]. The solubility of iron below the eutectic temperature was
studied by Mchugo et al. [47], Colas and Weber [48], Weber [49], Struthers
[50], Nakashima et al. [51], Lee et al. [46], and Gills et al. [52] Thermody-
namic description of the solid diamond phase was optimized using the above
experimental phase equilibrium information. Parameters for the excess Gibbs
energy of the liquid Si–Fe phase were optimized by Lacaze and Sundman [53],
primarily based on the assessment by Chart [54]. The measured thermody-
namic properties of Fe in molten Si, given by Miki et al. [55] and Hsu et al.
[56], are reproducible using the assessed model parameters. Figure 13.6 is the
new assessed phase equilibria in the Si-rich Si–Fe system in the temperature
range of interest.

Figure 13.7 shows the reassessed Si–N phase diagram. The assessment has
been carried out using the liquid solubility data reported by Yatsurugi et al.
[58], Narushima et al. [59], Kaiser and Thurmond [60], and Iguchi et al. [36]
Solubility of Si3N4 in solid silicon was determined by Yatsurugi et al. [58]
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Thermodynamic properties of the Si3N4 compound were also reassessed based
on the JANAF thermochemical tables [61].

The recent assessment for the Si–O system by Schnurre et al. [62] was
accepted in the present database. The stable phase equilibria in the Si–O
system, together with the experimental data [58,63–68], is shown in Fig. 13.8.

Solubility of phosphorus in liquid and solid silicon were reported by Zaitsev
et al. [69], Carlsson et al. [70], Giessen and Vogel [71], Korb and Hein [72],
Miki et al. [73], Anusionwu et al. [74], Ugai et al. [75], Uda and Kamoshida
[76], Kooi [77], Abrikosov et al. [78], Solmi et al. [79], Nobili et al. and Tamura
[80]. Figure 13.9 is the partial Si–P phase diagram calculated using the present
database.

The Si–S system has been assessed primarily based on the solid solubility
reported by Carlson et al. [81] The solubility limits reported by Rollert et al.
[82] and Migliorato et al. [83] were not taken into account.

The assessed Si–Sb system is primarily based on the experimental work
of Rohan et al. [84], Thurmond and Kowalchik [85], Song et al. [86], Nobili
et al. [87] and Sato et al. [88]. The equilibrium distribution coefficients as a
function of Sb content were also given by Trumbore et al. [89]. The assessed
phase diagram was thermodynamically modeled, primarily based on the work
mentioned above, see Fig. 13.10.
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13.3 The Kinetic Database

13.3.1 Impurity Diffusivity

Mechanisms for the solid diffusions are well-defined. The impurity diffusivity
in solid silicon is usually described by the Arrhenius-type equation:

D = D0 exp
(
− E

kT

)
, (13.11)

where D0 is the preexponential factor and E is the activation energy, usually
given in eV. T is the absolute temperature and k is the Boltzmann constant.
Equation (13.11) may be rewritten using the SI energy unit:

D = D0 exp
(
− Q

RT

)
, (13.12)

where Q is the activation energy in Joules and R is the gas constant. The
parameters D0 and Q can usually be evaluated from the measurements of
diffusion coefficients at a series of temperatures.

The mechanism(s) for liquid diffusion are not well established yet. The
Arrhenius equation is still the standard description for the self or impu-
rity diffusivities in liquid [90, 91]. The preexponential factor and activation
energy can be either fitted from the experimental data, or based solely on the
first principle simulation [92–94] and theoretical estimation [95, 96] when no
experimental value is available.

In the theoretical treatment of diffusive reactions, one usually works with
diffusion coefficients, which are evaluated from experimental measurements.
In a multicomponent system, a large number of diffusion coefficients must
be evaluated, and are generally interrelated functions of alloy composition. A
database would, thus, be very complex. A superior alternative is to store
atomic mobilities in the database, rather than diffusion coefficients. The
number of parameters which need to be stored in a multicomponent system
will then be substantially reduced, as the parameters are independent. The
diffusion coefficients, which are used in the simulations, can then be obtained
as a product of a thermodynamic and a kinetic factor. The thermodynamic
factor is essentially the second derivative of the molar Gibbs energy with
respect to the concentrations, and is known if the system has been assessed
thermodynamically. The kinetic factor contains the atomic mobilities, which
are stored in the kinetic database.

From the absolute-reaction rate theory arguments, the mobility coefficient
for an element B, MB, may be divided into a frequency factor and an activation
enthalpy QB, i.e.,

MB = exp
(

RT ln M0
B

RT

)
exp

(
−QB

RT

)
1

RT
mgΓ. (13.13)
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Both RT ln M0
B and QB will, in general, depend upon the composition,

temperature, and pressure.
The assessed kinetic database covers the same system as in the

thermochemical database and is schematically shown in Figs. 13.11 and 13.12,
respectively. Diffusivities of Al, As, B, C, Fe, N, O, P, and Sb in both solid
and liquid silicon have been extensively investigated. The assessment of the
impurity diffusivity is basically the same as for the thermodynamic properties.
Experimental data were first collected from the literature. Then, each piece
of selected experimental information was given a certain weight factor by the
assessor. The weight factor could be changed until a satisfactory description
of the majority of the selected experimental data was reproduced.

13.3.2 Typical Examples

The assessed diffusivities of Al, As, B, C, Fe, N, O, P, and Sb in both the
solid and liquid silicon will be briefly introduced in this section. The measured
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diffusivities in liquid silicon were also identified by the error bar given by the
author(s).

The assessed diffusivity of Al in solid silicon was mainly based on the exper-
imental data available in the literature [8, 97–107]. For the Al diffusivity in
liquid silicon, the data estimated by Kodera [107] were later refined by Garan-
det [106]. The effect of temperature on the liquid diffusivity has then estimated
using the theoretical approach proposed by Iida et al. [96]. Figure 13.13 shows
the assessed Al diffusivities in both the solid and liquid silicon.

Figures 13.14 and 13.15 show the assessed diffusivities of As and B in
both solid and liquid silicon, with the superimposition of experimental values
reported in the literature [98, 106–125].

Carbon diffuses in solid silicon both substitutionally and interstitially. It
has been experimentally confirmed that carbon diffuses substitutionally in
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solid silicon at high-temperatures [41]. The carbon diffusivities in liquid silicon
measured by Pampuch et al. [126] were used in the present kinetic database.
Figure 13.16 shows the assessed carbon diffusivity in liquid and solid silicon.

The Fe diffusivities at high-temperatures were measured using either the
diffusion profile of Fe, the radiotracer method [50, 52, 129, 130], or deep level
transient spectroscopy (DLTS) [131]. The measurements for iron diffusivity
obtained by Struthers [50] were done in the high temperature range
(1,100–1,270◦C) and featured noticeable scatter. Uskov [132] evaluated iron
diffusivity from the kinetics of iron diffusion from the single crystal sample
at 1,200◦C. The measurement carried out by Antonova et al. [133] was of
the diffusion depth profiles of Fe after annealing the samples at temperatures
between 1,000 and 1,200◦C. Isobe et al. [131] determined the in-diffusion depth
profiles of iron in silicon at 800, 900, 1,000, and 1,070◦C by the DLTS mea-
surements. Gilles [52] used the tracer method to determine the dependence of
the solubilities and diffusion coefficients of Mn, Fe, and Co on doping with B,
P, and As in solid Si. The diffusivity of Fe obtained from their measurement
at 920◦C was in good agreement with the assessed value given by Weber [2].
Figure 13.17 shows the measured and assessed diffusivities of Fe in the solid
silicon.

Few experimental data are available about nitrogen diffusivity in solid and
liquid silicon in the literature [136–142]. The liquid diffusivities reported by
Mukerji and Biswas [142] were several orders of magnitude lower than the solid
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Fig. 13.18. Diffusivity of N in solid and liquid silicon assessed with the experimental
data [136–142]

diffusivities. The estimated values given by Narayan et al. were used in this
work. Figure 13.18 summarizes the experimental and assessed N diffusivities
in solid and liquid silicon.

Oxygen diffusion in solid silicon was extensively studied in the past few
decades. Figure 13.19 shows the oxygen diffusivities in solid and liquid silicon.
Finally, the diffusivities of P and Sb in both the solid and liquid silicon have
been evaluated and are shown in Figs. 13.20 and 13.21, respectively.

13.4 Application of the Thermochemical and Kinetic
Databases

13.4.1 Effect of Solubility, Distribution Coefficient, and Stable
Precipitates in Solar Cell Grade Silicon

The assessed thermodynamic properties of liquid and solid Si-based solution
can be directly applied to evaluate the influence of third element on the sol-
ubility of the main impurity in silicon melt. For example, the effect of the
impurity element on the solubility of C in pure Si melt can be evaluated by
the following equation:

ln xl
C
∼= − ln K0

SiC − ln γl
C +

∑
i

xi

(
ln γl

Si−C − ln γl
i−C + ln γl

Si−i

)
, (13.14)
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Fig. 13.19. Diffusivity of O in solid and liquid silicon assessed with the experimental
data [67,143–152]
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Fig. 13.21. Diffusivity of Sb in solid and liquid silicon with the experimental data
[84,106,107,116,149–154]

where K0
SiC is the equilibrium constant for the reaction: C + Si = SiCβ.

Figure 13.22 shows the evaluated effect of impurities elements on the solu-
bility of carbon in pure Si. Addition of Zr, P, B, Zn, As, Mn, and Al leads
to increased carbon solubility while addition of O, Cr, Cu, Ca, Fe, Ni, S, and
N has the opposite influence. Comparing these results with the experimental
results reported by Yanaba et al. [155], the model calculations are satisfactory.

Since the impurities in SoG-Si feedstock are normally multidimensional
in nature, it is important to estimate the influence of other impurities on
the distribution coefficient of one impurity in pure Si. A simple relation has
been derived for the effects of secondary impurities, “j,” on the distribu-
tion coefficient of “i” in pure Si, if the Henry’s activity coefficients, γφ

i−j,
are available:

ln 3ki
0
∼= ln 2ki

0 + xl
j

(
2kj

0 ln γs
Si−j − ln γl

Si−j

)
= ln 2ki

0 + xl
jΔ. (13.15)

Here 2ki
0 and 3ki

0 are, respectively, the distribution coefficient of “i” in Si–i
binary and Si–i–j ternary systems. Calculated Δ values for different impurities
in pure Si are shown in Fig. 13.23. Most of the common impurities in pure Si
have a positive contribution to the impurity distribution coefficient, i.e., the
appearance of secondary impurities will increase the distribution coefficient
of the primary impurity in silicon.
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13.4.2 Surface/Interfacial Tensions

Single crystal silicon is one of the important fundamental materials for the
modern photovoltaic industry. The Czochralski method of growing single crys-
tal silicon is affected by the thermocapillary convection. Temperature and
concentration gradients at the free surface of the melt give rise to surface
tension-driven Marangoni flow, which can lead to crystal defects, if it is
sufficiently large.

Based on the statistic thermodynamic treatment [156, 157], equilibria
between the bulk phase and a monolayer thickness surface phase is assumed.
Following the Koukkari and Pajarre [158] proposal, a fictitious species, “Area,”
is introduced in the imaginary “surface” phase. The components of the surface
phase are the fictitious components: SiAm, AlAn, BAp, CAq, etc. The stoichio-
metric coefficients of the components in the surface phase can be determined
by the molar surface area of the pure element. The chemical potentials of the
components in surface phase are determined by the relation:

μS
i = μB

i + Aiσi, (13.16)

where the superscript S and B denote surface and bulk phases; Ai and σi are
the molar surface area (m3 mol−1) and surface tension of pure element “i,”
respectively.

The molar surface areas and surface tensions of the metastable liquid B, C,
O, and N have been estimated from the experimental values available in the
literature using code written for this purpose. The chemical potential of the
fictitious component, μArea, is equivalent to the surface tension of liquid melt,
σ, with the unit, mN m−1. In this way, surface tension of a multicomponent
melt can be directly determined using commercial thermodynamic software,
ChemSheet, for example.

Figure 13.24 shows the calculated surface tension of Si–B (left) and Si–C
(right) melts. The modeled surface tension and temperature gradient for the
Si–O melts at different oxygen partial pressures are shown in Fig. 13.25. The
calculation results can reproduce the experimental data [159–163] within their
uncertainties.

Using the surface tension implemented Si-based thermochemical database,
many surface-related properties, e.g., temperature and composition gradi-
ents, surface excess quantity, and even the driving force due to the surface
segregation are readily obtained. Figures 13.26 and 13.27 show, respectively,
the calculated temperature and composition gradients of impurities in a sili-
con melt. The composition gradient values estimated by Keene [164] are also
given in the diagram for comparison. In addition to the surface tension, phase
equilibria and thermochemical properties of the corresponding system can
simultaneously also be obtained in the calculation. This may provide more
efficient and accurate ways to simulate practical problems.
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13.4.3 Grain Boundary Segregation of Impurity
in Polycrystalline Silicon

The grain boundary segregations of impurities in polycrystalline silicon are of
great importance for the intrinsic gettering of oxygen and other
nondoping impurities, trapping of transition metal impurities, and annealing
treatments. In principle, there exist two main approaches to the thermo-
dynamic description of grain boundary segregation: the Gibbs adsorption
isotherm and Langmuir–McLean types of segregation isotherm. The Gibbs
adsorption isotherm is based on the changes of the interfacial energy with the
bulk activity of the solute [165]. The Langmuir–McLean isotherm describes
the segregation equilibrium from the view point of the minimum Gibbs
energy [166].

The segregation of a solute I at an interface φ of a matrix, M, in a binary
M–I system can be represented by the exchange of the components M and I
between grain boundary (GB) and the crystal interior. This exchange can be
represented by the following “equilibrium reaction”:

MGB + I = M + IGB. (13.17)

At equilibrium, the chemical potentials of the final and initial states should
be the same:

ΔG =
(
μ0,GB

I + μ0
M − μ0,GB

M + μ0
I

)
+ RT ln

(
aGB
I aM

aIaGB
M

)
= 0. (13.18)

If the first term in the right side of (13.18) is defined as the standard molar
Gibbs energy of segregation, ΔG0

I , the general form of the segregation equation
can then be expressed as:

aGB
I

aGB
M

=
aI

aM
exp

(
−ΔG0

I

RT

)
. (13.19)
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In the M–I binary system, XM = 1−XI, we may rewrite (13.19) as: pcpc

XGB
I

1−XGB
I

=
XI

1−XI
exp

(
−ΔG0

I + ΔGE
I

RT

)
, (13.20)

where ΔGE
I is the so-called the excess molar Gibbs energy of interfacial

segregation and can be written as: pcpc

ΔGE
I = RT ln

(
γGB
I γM

γIγGB
M

)
. (13.21)

For the SoG-Si polycrystalline silicon, both the XGB
I and XI are far less than

unity. Furthermore, if the impurities follow Henry’s law, e.g., (13.6), the effect
of the excess Gibbs energy on the grain boundary segregation can be neglected.
Equation (13.20) may, thus, be simplified to: pcpc

βI =
XGB

I

XI

∼= exp
(
−ΔG0

I

RT

)
= exp

(
ΔS0

I

R
− ΔH0

I

RT

)
, (13.22)

where βI is the segregation ratio; ΔH0
I and ΔS0

I are, respectively, the enthalpy
and entropy of segregation.

The compositional profiles of C, O, and Si in polycrystalline silicon were
reported by Pizzlni et al. [167], who used the secondary ion mass spectrometry
(SIMS) to determine the interfacial segregations. The segregation enthalpies
and entropies for C and O in polycrystalline silicon have been estimated and
listed in Table 13.1. The calculated C and O segregations (solid lines) are
compared with the measured values and shown in Fig. 13.28.

A more sophisticated approach for determination of the grain boundary
segregation is similar to the determination of the surface tension of silicon
melt. The novel approach of surface tension simulation has been successfully
implemented in the thermochemical database. Hence, the assessment of the
parameters for impurity segregation in solid silicon phase may greatly extend
the application of the thermochemical database. The calculation results for
C and O segregation are shown as dashed lines in Fig. 13.28. The McLean
segregation isotherm can be reproduced using the approach similar to the
surface tension simulation.

Table 13.1. Estimated segregation enthalpies and entropies for C and O in
polycrystalline Si

Impurity ΔH0
I (Jmol−1) ΔS0

I (Jmol K−1)

C 1,500 0.5
O 46,500 52.0



13 Thermochemical and Kinetic Databases 245

0

2

4

6

8

10

12

14

900 1000 1100 1200 1300 1400 1500

T(K)

se
g

ra
tio

n
 r

at
io

,β
 

C-seg, Eq.6

O-seg, Eq.6

C-seg, Exp.

O-seg, Exp.

O-seg, Novel cal.

C-seg, Novel cal.
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13.4.4 Determination of the Denuded Zone Width

For the defect, engineering of semiconductor industry can be introduced to
the solar cell wafer processing. As an example, the width of the denuded
zone (DZ) for the intrinsic gettering annealing depends mainly on the anneal-
ing conditions at high-temperatures and the microdefect densities. From a
practical point of view, it is especially interesting to examine depth profiles of
interstitial oxygen concentration in relation to out-diffusion and precipitation.
Isomae et al. [168] proposed the following equation to estimate the DZ width:

C(x, t) = Cs + (Ci − Cs) erf
(

x

2
√

Dt

)
, (13.23)

where Ci is the initial oxygen concentration, which is assumed to be inde-
pendent of the depth; Cs, D, and t are the oxygen solubility, the oxygen
diffusivity, and the annealing time at temperature T , respectively. The depth
profile after the annealing is shown in Fig. 13.29. The oxygen solubility and
impurity diffusivity were taken from the current assessed databases. The calcu-
lated DZ widths at different annealing conditions are in rather good agreement
with experimental values [168].

13.5 Conclusions

A self-consistent thermodynamic description of the Si–Ag–Al–As–Au–B–Bi
–C–Ca–Co–Cr–Cu–Fe–Ga–Ge–In–Li–Mg–Mn–Mo–N–Na–Ni–O–P–Pb–S–Sb–
Sn–Te–Ti–V–W–Zn–Zr system has recently been developed by SINTEF
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Materials and Chemistry. The assessed database has been designed for use
within the composition space associated with the SoG-Si materials. Among the
35 binary silicon-containing systems, the Si–Al, Si–As, Si–B, Si–C, Si–Fe, Si–
N, Si–O, Si–P, Si–S, Si–Sb, and Si–Te systems have thermodynamically been
“reoptimized,” primarily based on the assessed experimental information.
Since thermodynamic calculations for the impurities in SoG-Si feedstock
are normally multidimensional in nature, Gibbs energies of other 36 binary
systems have also included in the database.

The assessed kinetic database covers the same system as in the thermo-
chemical database. The impurity diffusivities of Ag, Al, As, Au, B, Bi, C, Co,
Cu, Fe, Ga, Ge, In, Li, Mg, Mn, N, Na, Ni, O, P, Sb, Te, Ti, Zn and the self
diffusivity of Si in both solid and liquid silicon have extensively investigated.
The databases can be regarded as state-of-the-art equilibrium relations in the
Si-based multicomponent system.

The thermochemical database has further been extended to simulate the
surface tension of liquid Si-based melts. Many surface-related properties, e.g.,
temperature and composition gradients, surface excess quantity, and even the
driving force due to the surface segregation are able to directly obtain from
the database. By coupling the Langmuir–McLean isotherm formulism, the
grain boundary segregations of the nondoping elements in polycrystalline sil-
icon are now able to estimate from the assessed thermochemical properties.
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Finally, application of the thermochemical and kinetic databases to deter-
mine the denuded zone width of the intrinsic gettering annealing has been
demonstrated.
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