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Pierre Vogel, Yves Queneau

Vol. 295, 2010

Carbohydrates in Sustainable Development I

Volume Editors: Amélia P. Rauter,
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Preface

Chiral molecules, molecules that lack mirror symmetry, have been the focus of

attention since it was established that all organisms are built of molecules with

specific handedness. The understanding of biological processes that involve inter-

molecular recognition, including drug interactions with biomolecules, is enhanced

by an understanding of the structure and interactions among chiral structures, as

well as an ability to synthesize and separate enantiomers and diastereomers. As

such, enormous focus has been placed on molecular stereochemistry, beginning

with the earliest pioneering studies of van’t Hoff, who established the tetrahedral

valency of carbon and the consequent origins of molecular chirality. Recent prog-

ress in molecular chirality has been recognized for synthetic breakthroughs through

the awarding of the 2001 Nobel Prize in Chemistry to Knowles and Noyori for

chirally catalyzed hydrogenation and to Sharpless for discoveries on chirally

catalyzed oxidation.

When compared to developments associated with the structure and synthesis

of chiral structures, less attention has been focused on the electronic and mag-

netic properties of chiral molecules. Circular dichroism and related optical probes

of chirality have been developed mainly as analytical tools and, indeed, they are

applied routinely. However, as demonstrated in this volume, the basic physical

underpinnings that link structure and chiral properties, including chiro-optical pro-

perties, continue to emerge and require the development of physical models and

improvement of electronic structure methods before they are fully elucidated.

No apparent ground exists for a “right-handed” structure to be intrinsically more

or less stable than a “left-handed” structure, and one might even expect molecules

to exist in a superposition of left- and right-handed states. However, chirality in

molecules is related to an important symmetry breaking effect in nature, parity

violation (PV), so that a very small (of order 10�18 eV) energy difference between

left- and right-handed molecules is expected. The PV effect is generally considered

to be too small to have any significance in chemical systems, and molecules

relax into either left- or right-handed states with lifetimes defined by the acti-

vation barrier for inversion of the stereochemistry. One consequence of symmetry

breaking, i.e., relaxation into long-lived enantiomers or diastereomers, is the

ix



magneto-electric effect. This effect arises when electrons that move through chiral

systems are driven by an applied electric field, creating a transient magnetic field.

This magnetic field may act on the spin of the mobile electron and align it. In this

way, one may envision a relationship between the chiral symmetry and the magnet-

ic and spin characteristics of molecules. When one explores the potential use of

organic molecules as components in electronic devices, the novel characteristics

derived from chirality require attention. Indeed, these phenomena may help to

establish new capabilities that are not available – or are difficult to realize – in

more conventional electronic systems.

This volume assembles contributions from researchers investigating novel elec-

tronic, magnetic, and spectroscopic properties of chiral molecules and of supra-

molecular structures made from these molecules. The contributions describe both

theoretical and experimental studies, and they aim to provide the reader with a

current snapshot of this emerging and rapidly growing field of research into the

electronic and magnetic characteristics of chiral systems.

David N. Beratan

Ron Naaman

David H. Waldeck
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Abstract Methodology to calculate electronic chiroptical properties from time-

dependent density functional theory (TDDFT) is outlined. Applications of TDDFT

to computations of electronic circular dichroism, optical rotation, and optical

rotatory dispersion are reviewed. Emphasis is put on publications from 2005 to

2010, but much of the older literature is also cited and discussed. The determina-

tion of the absolute configuration of chiral molecules by combined measurements

and computations is an important application of TDDFT chiroptical methods and

discussed in some detail. Raman optical activity (ROA) spectra are obtained from

normal-mode derivatives of the optical rotation tensor and other linear response

tensors. A few selected (ROA) benchmarks are reviewed.
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1 Introduction

Chirality of molecules and molecular aggregates, and the associated chiroptical
properties, are important in chemistry, biochemistry, physics, and other scientific

disciplines [1–7]. Among the chiroptical properties of interest are electronic and

vibrational circular dichroism (ECD, VCD), optical rotation (OR) at optical

frequencies and its counterpart in the frequency region where vibrational transi-

tion occur, Raman optical activity (ROA), as well as induced chiroptical effects

such as magnetic circular dichroism and magneto-optical rotation (MCD, MOR).

Particularly during the past decade, numerous research studies have demonstrated

that molecular chiroptical properties can be computed reliably starting from first

principles. For example, the review articles in [8–17] document the progress

made in the computational chiroptics field over the past decade.

A major interest from the chemistry and biochemistry community in such

computations is the ability to assign the absolute configuration (AC) of a molecule

by matching measured chiroptical properties with computations for one particular

isomer among a set of possible stereoisomers. In the simplest case, the task is to

match the sign of the experimental chiroptical response with that for one of two

enantiomers, but the assignment problem can be more complicated if more than one

stereocenter is present in the molecule. But there is more to chiroptical properties

than AC assignments. Unlike absorption spectra, CD spectra afford positive and

negative bands, and thus in some sense they reveal more detail about the excitations

than their regular absorption spectra counterparts. The same can be said about ROA

vs regular Raman scattering [17]. Monitoring local-structure – CD relationships, for

2 J. Autschbach et al.



instance – can reveal much detail about structure and dynamics of a chiral mole-

cule. The assignment of excitation spectra can be aided significantly if a CD

spectrum is available in addition to an absorption spectrum. CD induced by a

magnetic field is an important tool to assign complicated electronic spectra of

chromophores that are of interest in many biochemical applications [18–21]. In

materials science, chirality is receiving much interest after it was proposed that a

negative refractive index metamaterial can be designed via a chirality-based route

[22–24].

Except for small chiral molecules, practically all computational studies of

chiroptical properties utilizing first-principles theory have so far employed some

form of density functional theory (DFT) [25, 26] and time-dependent DFT

(TDDFT) response theory [12, 27–30]. The TDDFT “success story” has its

roots in the computational affordability of TDDFT even for relatively large

molecules. At the same time, TDDFT includes electron correlation which is

important for the response of a molecule to time-dependent electric and magnetic

fields. One of us has recently summarized the basic physical principles underly-

ing the computation of ECD, VCD, ROA, and ORD, provided references to

pioneering method developments within first-principles theory, discussed a num-

ber of representative case studies, and provided a tutorial section with program

inputs and outputs [8]. Herein, we aim not to duplicate the material contained in

[8], but to focus more closely on TDDFT response theory computations of natural

electronic CD, and of optical rotation in the optical wavelength region, with an

emphasis on recent literature. Somewhat related to optical rotation, the simula-

tion of ROA spectra also entails the computation of mixed electric–magnetic

molecular response at optical wavelengths (in this case the derivatives of certain

response tensors along the vibrational normal modes). Therefore, we decided to

include a brief section on ROA theory and a few benchmark studies in this

chapter. Many research papers on the synthesis or characterization of chiral

molecules now feature some form of CD or optical rotation calculation, but in

some cases the computational part plays only a minor role. We provide a rela-

tively dense coverage of the literature between 2005 and 2010 with an emphasis

on papers where the TDDFT computational component is particularly significant.

We highlight recent applications of TDDFT to problems related to electronic

chiroptical properties, and review not only many successful applications but also

cases where TDDFT based on a particular functional or a combination of func-

tionals has revealed difficulties.

In order to render the chapter sufficiently self-contained, the reader will find

a theory and methodology section immediately following this introduction

(Sect. 2). Literature covering a broad range of applications is reviewed in the

subsequent sections, grouped by topics as follows. Section 3: Benchmarks of

functionals and basis sets, small molecule test cases. Section 4: Beyond gas

phase and static structures. Section 5: (mainly) Assignment of absolute config-

uration case studies. Section 6: Analysis methods for chiroptical properties.

Section 7: Case studies where a variety of methods was used to probe ECD,

Electronic Chiroptical Properties of Molecules 3



OR, and ORD in detail. Section 8: Metal complexes. Section 9: Concluding

remarks.

2 Time-Dependent Density Functional Theory

and Chiroptical Properties

2.1 The Optical Rotation Parameter

The usefulness of TDDFT for first-principles theory based computations of chir-

optical properties will become obvious after a brief discussion of the basic mole-

cular parameters that describe the response of a molecule to the presence of an

electromagnetic (EM) field. Consider, initially, the optical rotation (OR).

A linear polarized EM wave can be represented as a superposition of a left-hand

and a right-hand circular polarized wave, with the plane of the linear polarization

being defined by the phase shift between the two circular components. As Condon

has summarized in a seminal review [31], the rotation of the plane of polarization as

the EM wave passes through a chiral medium is caused by a difference of the

refractive indices nL; nR for its left-hand and right-hand circular components,

causing a phase shift between them. The leading-order term describing the differ-

ence in the refractive index for left-hand and right-hand circular polarized light

for a medium containing freely rotating chiral molecules is governed by the

molecular optical rotation parameter b. The OR parameter is the isotropic average

of a rank-2 tensor, the optical rotation tensor �. We label its elements in a Cartesian

coordinate representation as buv with u; v;2 fx; y; zg. It follows that

b ¼ ð1=3ÞPu buu.
On a molecular level, � describes the linear response of the electric (d) and

magnetic (m) dipole moment of a single chiral molecule to the presence of time-

dependent electric (E) and magnetic (B) fields. We refer the reader to the books by

Kauzmann [32] and Barron [1] and the review by Condon [31] for derivations of the

following equations for the field-induced dipole moments:

d0 ¼ �E� c�1�ð@B=@tÞ þ . . . ð1aÞ

m0 ¼ �Bþ c�1�ð@E=@tÞ þ . . . : ð1bÞ

Terms of higher order in the field amplitudes or in the multipole expansion are

indicated by “. . . ”. The other two tensors in (1) are the electric polarizability� and

the magnetizability �. The linear response tensors in (1) are molecular properties,

amenable to ab initio computations, and the tensor elements are functions of the

frequency o of the applied fields. Because of the time derivatives of the fields

involved with the mixed electric–magnetic polarizabilities, chiroptical effects

vanish as o goes to zero (however, � has a nonzero static limit). Away from

resonances, the OR parameter is given by [32]
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b ¼ 2c

3�h

X
j 6¼0

Rj

o2
j � o2

ð2Þ

where

Rj ¼ Im½
X
u

hC0jD̂ujCjihCjjM̂ujC0i� ¼ Im½Dj �M�
j � ð3Þ

is the isotropic rotatory strength for excitation number j of the molecule, oj is the

excitation frequency, M̂ ¼ �e=ð2mecÞ
P

i ðri � p̂iÞ is the electronic magnetic

moment operator and M̂u one of its Cartesian components, D̂ ¼ �e
P

i ri is the

electronic dipole moment operator and D̂u one of its components, and theC are the

ground and excited states wavefunctions for the system in the absence of any

external fields. Further, Dj ¼ hC0jD̂jCji and Mj ¼ hC0jM̂jCji are the electric

and magnetic transition dipole vectors, respectively, for excitation number j.
Equation (2) is an example of a sum-over-states (SOS) expression of a molecular

response property. It suggests an easy way of computing b, but in practice the SOS
approach is rarely taken because of its very slow convergence, i.e., because of the

need to compute many excited states wavefunctions. The summation goes over all

excited states and also needs to include, in principle, the continuum of unbound

states. As it will be shown below, there are more economic ways of computing b
within approximate first-principles electronic structure methods.

For a medium with a standard concentration of identical noninteracting chiral

molecules, the molecular OR parameter b can be directly converted to the observed

specific rotation via

½a�o ¼ 7200 deg
o2NA

c2M
bðoÞ ð4Þ

where M is the molecular weight in g mol�1, o is in units of s�1, b in units of cm4,

and NA is Avogadro’s number. Equation (4) excludes local field corrections or

concentration effects. Another measure of the optical rotation is the molar rotation
½f�. The value of the molar rotation, in units of deg cm2 dmol�1, is obtained from

the value of ½a� in deg [dm (g/cm�3)]�1, by multiplication ofM=100 whereM is the

molar mass in g mol�1:

½f� ¼ ½a� M

100
ð5Þ

In addition to the optical rotation tensor �, the gyration tensor G0 is often used

as the basis of computing optical rotations, since it is more straightforward to define

working equations for it in the frequency domain. The relation to the OR tensor is

G0ðoÞ ¼ �o�ðoÞ ð6Þ
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The notation G0 indicates the isotropic average of the G0 tensor,

G0 ¼ ð1=3ÞPu G
0
uu, which is related to the OR parameter via G0ðoÞ ¼ �obðoÞ.

The gyration tensor is the imaginary part of the mixed electric–magnetic dipole

response, relating the perturbed dipole moments of (1) in the frequency domain

directly to the field amplitudes.

After this brief discussion of the physical significance of the OR parameter, the

role of TDDFT in the description of chiroptical effects becomes clear. Chiroptical

effects, on a molecular level, are related to perturbations of the electric or magnetic

dipole moment by time-dependent magnetic and electric fields, respectively. Since

equations (1) establish that the perturbations are linear in the applied field amplitudes,

the computational protocolwill typically first involve a (static, no external fields) DFT

computation of the molecule’s ground state, followed by a linear response computa-

tion to determine bðoÞ from the elements of the� tensor computed for a specific EM

field frequency o. These tensor elements are computed from the first-order perturba-

tions of the dipole moments due to the presence of EM fields of a specified frequency.

For frequencies in the UV–Vis range, one is mainly concerned with the elec-

tronic dipole moment perturbations, and therefore frequency-dependent first-order

response of the electronic structure is required. It is also possible to solve the time-

dependent Kohn-Sham TDDFT equations in the presence of a field directly, and

extract the frequency-dependent chiroptical response from the results via Fourier

transformations [33]. At the time of writing this chapter this approach appears to

have been abandoned in favor of solving frequency-dependent linear response

equations directly (see Sect. 2.3), although the time-domain approach is an attrac-

tive alternative to investigate molecular response in the presence of very strong

fields, or when it becomes necessary to consider pulse shapes. During the past two

decades, TDDFT has established itself as the main computational workhorse for

linear response computations for all but the smallest molecules, and between the

years 2000 and 2010 it has given rise to a “renaissance” [10] in computations of

electronic chiroptical properties because of the often very satisfactory performance

(such as good agreement with experimental data) at affordable computational cost.

For typical problems related to TDDFT see Sect. 2.7.

2.2 Optical Rotation and Circular Dichroism

As a linearly polarized EM wave passes through a chiral medium, and as the

relative phase between the circular components changes due to the differing

refractive indices nL and nR (Sect. 2.1), the absorption coefficients eL; eR of the

circular components may also be slightly different (circular dichroism). As a

consequence, there is an increasing amplitude difference between the circular

components as the wave propagates though the chiral medium, which causes the

EM wave to acquire a certain degree of elliptical polarization. This ellipticity,

which is actually very small, is a measure of the circular dichroism (CD) of the

medium [34]. For electronic transitions, we use the acronym ECD.
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Experimentally, the CD intensity is often quantified by the differential molar

absorption coefficient De ¼ eL � eR for the absorption of left-handed vs right-

handed circular polarized light, where De and e are usually in units of L mol�1

cm�1. The conversion from De in L mol�1 cm�1 to the molar ellipticity in deg

cm2 dmol�1 is ½y� ¼ ð18; 000lnð10Þ=4pÞDe. The connection with quantities

that can be calculated from first-principles theory is given by the following

equation [35]:

Rj ¼ 3�hclnð10Þ1000
16p2NA

Z
CD Band j

DeðEÞ
E

dE ð7Þ

which relates the integrated intensity of a band in the CD spectrum that is caused by

a single excitation to the rotatory strength of (3).

Thus, the optical rotation, like every dispersive molecular linear response prop-

erty, has an absorptive counterpart. Fundamentally, based on requirements of

causality and general “well-behavedness”, a linear response property such as the

molar rotation ½f� must be accompanied by an imaginary part, which is in this case

the molar ellipticity ½y� quantifying the differential absorption of left-hand vs right-
hand circular polarized light. ½f� and ½y� are the real and imaginary part of a

generalized complex molar rotation, and therefore have the same units (which is

convenient for theoretical work). The OR parameter b also has an imaginary

counterpart, b0. The real and the imaginary parts are not independent from each

other, but related in the form of a Kramers–Kronig (KK) transform pair [34, 36, 37],

here written for ½f� and ½y�:

½fðoÞ� ¼ 2

p
PV

Z 1

0

m½yðmÞ�
m2 � o2

dm ð8aÞ

½yðoÞ� ¼ � 2o
p

PV

Z 1

0

½fðmÞ�
m2 � o2

dm ð8bÞ

“PV” indicates that the principal value of the integral must be taken. Figure 1

shows the behavior of the ½f� � ½y� pair (or the real and imaginary part of the OR

parameter b) off-resonance (no absorption) and in the vicinity of electronic absorp-
tions. The absence of broadening entails a singular OR at the excitation frequencies

of the molecule, where the response becomes purely imaginary.

Herein lies an opportunity for computing excitation spectra (and the actual CD

intensity) from TDDFT linear response: Once a response equation for bðoÞ (or

½fðoÞ�) has been derived, circular dichroism can be computed from an equation

system that determines the poles of b on the frequency axis, just like regular

electronic absorption spectra are related to the poles of the electronic polarizability

a [27]. Details are provided in Sect. 2.3. We call this the linear response route
to calculating excitation spectra, in contrast to solving (approximations of) the

Schrödinger equation for excited state and explicitly calculating excited state
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wavefunctions. In the absence of excited state broadening, the divergent real part of

the OR parameter as shown in Fig. 1 is given by (2). The corresponding imaginary

part is

b0 ¼ pc
3o

X
j 6¼0

Rj dðoj � oÞ þ dðoj þ oÞ� � ð9Þ

This delta-function term is the “line spectrum” implied in Fig. 1. It was demon-

strated elsewhere [8] that b and b0 of (2) and (9) represent a KK transform pair

satisfying (8).

Figure 1 also shows how low-frequency and higher lying excitations may influ-

ence the low-frequency (nonresonant) behavior of the OR. In the example, the

low-frequency OR is dominated by the intense second transition, yielding an overall

negative sign at low o despite a positive CD of the first transition. As o approaches

the first transition, its influence eventually becomes dominant (see the frequency

denominators in equations (8)), yielding a characteristic bisignate OR dispersion

(ORD) off-resonance. Around a resonance, the ORD exhibits a characteristic peak–

trough pattern the sign of which indicates the sign of the CD.

ωω
ωex

ωex

Re, no broadening

Re, broadened

Im, no broadening

Im, broadened

ω

Re x100

Im, two excitations

Re, with bisignate
nonresonant ORD

ω

Fig. 1 Top: Behavior of the electronic linear chiroptical response in the vicinity of an excitation

frequency. Re = real part (e.g., molar rotation ½f�), Im = imaginary part (e.g., molar ellipticity ½y�).
Without absorption line broadening, the imaginary part is a line-spectrum (d-functions) with

corresponding singularities in the real part at oex. A broadened imaginary part is accompanied

by a nonsingular anomalous OR dispersion (real part). A Gaussian broadening was used for this

figure [37]. Bottom: Several excitations. Electronic absorptions shown as a circular dichroism

spectrum with well separated bands. The molar rotation exhibits regions of anomalous dispersion

in the vicinity of the excitations [34, 36, 37]. See text for further details
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2.3 TDDFT Linear Response

This section summarizes the TDDFT linear response approach to compute optical

rotation and circular dichroism. For reasons of brevity, assume a closed shell

system, real orbitals, and a complete basis set (see Sect. 2.4 for comments regarding

basis set incompleteness issues). From solving the canonical ground state Kohn–

Sham (KS) equations,

F̂s’is ¼ ’iseis ð10Þ

where F̂s is the KS Fock operator for spin s, and eis one of its eigenvalues, a set of
singly occupied molecular spin orbitals (MOs) ’is, and a set of unoccupied MOs

are available. Per equations (1), to compute the OR parameter in the frequency

domain one needs to consider the perturbation of the electric or magnetic dipole

moment by a magnetic and electric field of frequency o, respectively. To compute

the dipole moment perturbation, one needs the linear response of the density matrix.

We follow the derivations of [38–43]. In the unperturbed MO basis, the linear

response (indicated by superscript parentheses) of the density matrix can be written

as

gð1Þs ðr; r0;oÞ ¼
X
i;j

P
ð1Þ
ijs ðoÞ’isðrÞ’�

jsðr0Þ ð11Þ

where the coefficients P
ð1Þ
ijs ðoÞ have to be determined for the perturbation at hand

from coupled-perturbed Kohn–Sham equations, or directly from perturbation equa-

tions for the density matrix elements [44].

After multiplication with the dipole operators and integration over space, the

perturbations of one of the components (u) of the electric and magnetic dipole

moment by the v-component of the perturbing field read

dðvÞu ¼
X
ais

ðDu
iasP

ðvÞ
ais þ Du;�

aisP
ðvÞ
iasÞ ¼

X
ais

Du
iasðXv

ais þ Yv
aisÞ

¼ �D
u � ðXv þ YvÞ ð12aÞ

mðvÞ
u ¼

X
ais

ðMu
iasP

ðvÞ
ais þMu;�

aisP
ðvÞ
iasÞ ¼

X
ais

Mu
iasðXv

ais � Yv
aisÞ

¼ �M
u � ðYv � XvÞ ð12bÞ

where Xv
ais ¼ P

ðvÞ
aisðoÞ;Yv

ais ¼ P
ðvÞ
iasðoÞ, and the summation is restricted to i 2 occ,

a 2 unocc. Vectors Du and Mu collect the ðaisÞ matrix elements of the real

electric-dipole and the imaginary magnetic-dipole moment operators (u-compo-

nent), respectively. A bar indicates the transpose of a matrix or a column vector–

row vector transposition. In the previous equation it was considered that the
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magnetic moment operator is imaginary, leading to an antisymmetric matrix in the

basis of real MOs.

The unknown density matrix coefficient vectors X and Y for each of the

perturbing field-components can be determined from an equation system that

resembles the “random-phase approximation” (RPA) equations [38]:

A B

B A

� �
� o

�1 0

0 1

� �� �
X

Y

� �
¼ V

W

� �
ð13Þ

with

Aais;bjt ¼ �dstdabdijðebt � ejtÞ � Kais;bjt

Bais;bjt ¼ �Kais;jbt

Wbjt ¼ Vjbt matrix elements of the operator for the external perturbation:

Here, composite vector/matrix indices ðaisÞ, ðbjtÞ for pairs of unoccupied (a
or b) and occupied (i or j) MOs of spin s or t are used. The notationA etc. indicates

a matrix with respect to these pairs of composite indices. In TDDFT, the Coulomb

and exchange-correlation (XC) elements of the coupling matrix K are [38]

KC
ais;bjt ¼

Z
d3rd3r0 � ’�

asðrÞ’isðrÞ
1

jr � r0j’btðr0Þ’�
jtðr0Þ ð14aÞ

KXC
ais;bjt ¼

Z
d3rd3r0 � ’�

asðrÞ’isðrÞf stXCðr; r0;oÞ’btðr0Þ’�
jtðr0Þ ð14bÞ

The quantity f stXCðr; r0;oÞ is the frequency-dependent XC kernel for which

common approximations are applied: frequency-independent (adiabatic) local den-

sity approximations (LDA), adiabatic generalized gradient approximations (GGA),

hybrid-DFT variants such as the popular functionals B3LYP and PBE0 in which

KXC contains an admixture of Hartree–Fock (“exact”) exchange X,

KX
ais;bjt ¼ �dst

Z
d3rd3r0 � ’�

asðrÞ’btðrÞ
1

jr � r0j’isðr0Þ’�
jtðr0Þ ð15Þ

Further, there are asymptotically corrected XC kernels available, and other

variants (for instance kernels based on current-density functionals, or for range-

separated hybrid functionals) with varying degrees of improvements over adiabatic

LDA, GGA, or commonly used hybrid DFT XC kernels [45]. The approximations
in the XC response kernel, in the XC potential used to determine the unperturbed
MOs, and the size of the one-particle basis set, are the main factors that determine
the quality of the solutions obtained from (13), and thus the accuracy of the
calculated molecular response properties. Beyond these factors, the quality of the
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computational model (e.g., whether solvent effects are modeled or not, whether

vibronic effects are considered, and so on) determines whether good agreement

with experiment can be achieved for the right reasons or not.

From (12) it can be seen that either the symmetric ðXþ YÞ or the antisymmetric

ðY� XÞ part of the perturbed density matrix is needed. An expression for either one

is readily obtained by adding and subtracting the two equations obtained from (13)

to yield

Aþ B 0

0 A� B

� �
� o

0 1

1 0

� �� �
Xþ Y

Y� X

� �
¼ VþW

W� V

� �
ð16Þ

For a perturbing electric field in the v-direction we have V ¼ W ¼ �Dv and

W� V ¼ 0, while for a magnetic field in the v-direction we have for the imaginary

magnetic moment operator W ¼ �V ¼ þMv and VþW ¼ 0. A nonzero fre-

quency couples the symmetric and the antisymmetric part of the perturbed density

matrix, whereas in the static case the two equations in (16) are not coupled. For

comments on the apparent lack of symmetry for the perturbation equations for static

electric and magnetic fields see [46].

Assume a perturbing electric field of frequency o in the v-direction with

perturbation matrix elements ðVþWÞ ¼ �2Dv in (16), and consider the perturba-

tion of the magnetic dipole moment’s u-component. With the help of the definitions

€ ¼ �S�1=2ðAþ BÞS�1=2 ð17Þ

and

S ¼ �ðA� BÞ�1 ð18Þ

(used to derive a Hermitean eigenvalue equation below), (16) and (12) yield an

expression for the perturbed magnetic dipole moment [42]. Matching the result with

(1) yields for the OR parameter [42, 47]

bðoÞ ¼ � 2c

3
Im

X
u

�M
u
S S�1=2½o2 �€��1

S�1=2Du
� 	

ð19Þ

By using the spectral resolution

½o2 �€��1 ¼ �
X
j

Fj
�Fj

o2
j � o2

ð20Þ

(Fj
�Fj meaning a Kronecker product), with

€Fj ¼ o2
j Fl; ð21Þ
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(19) can be brought to SOS form which allows one to extract TDDFT expres-

sions for the rotatory strength by comparison with (2). The solution of (21) yields

the squares of the excitation energies of the molecule, i.e., this equation can be used

to compute the electronic excitation spectrum. From a comparison of the TDDFT

equation for the OR parameter in (19) with the SOS (2), the TDDFT rotatory

strengths are readily computed from the transition moment vectors

Dj ¼ o�1=2
j

�DS�1=2Fj; ð22aÞ

Mj ¼ �o1=2
j

�MS1=2Fj: ð22bÞ

Equation (19) for the OR parameter can alternatively be derived from (16) for

the case of a perturbing magnetic field, from which the same expressions for the

transition dipole moments, (22), are obtained [42]. As long as the matrix€ does not

itself depend on the frequency o, which is the case for common approximations in

TDDFT based on adiabatic LDA, GGA, or hybrid kernels, (21) or a variant thereof

can be solved efficiently as an eigenvalue equation. The use of the symmetrized €

as in (17) is particularly useful in “pure” (nonhybrid) TDDFT because the matrix S

is then diagonal and contains inverses of the orbital energy differences between

occupied and unoccupied orbitals on the diagonal. For hybrid XC kernels, this

simplification is lost and other approaches involving non-Hermitean eigenvalue

solvers and solving (13) for a vanishing right hand side can be more effective [39,

48, 49]. Due to the dimension of the A;B matrices, in most cases it is not possible

to obtain the complete spectrum defined by a given one-particle basis. Instead, most

solvers employ algorithms (Davidson, Lanczos) that allow them to compute a

specified number of lowest excitations.

For an alternative formulation of TDDFT response equations starting with a

definition of response properties as quasi-energy derivatives, the reader is referred

to [50] and references provided therein.

2.4 Origin Dependence of Chiroptical Properties

The electric and magnetic dipole moment operators entering the rotatory strength

expression, (3), are dependent on the coordinate origin. If the origin is changed

from O to O0 ¼ O� a, each electron coordinate changes as r0i ¼ ri þ a. Observable
quantities such as the rotatory strength and the optical rotation must not depend on

the choice of the coordinate origin. However, in quantum chemical computations

with a finite atomic-orbital (AO) basis, computed ORs and rotatory strengths and

other response properties involving the magnetic moment are generally origin

dependent, i.e., the calculated results may change if an origin shift a is applied to

the coordinates of the molecule. The origin dependence is a manifestation of a more
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general problem related to the gauge-freedom of the magnetic vector potential in

calculations of magnetic properties with finite basis sets [51]. With good-quality

basis sets, which are required anyway to obtain reasonable chiroptical properties,

the origin dependence is often small enough such that reliable ORs and CD spectra

can be calculated without explicitly fixing the origin dependence. However, it is

obviously desirable to eliminate any possible dependence of the computed results

on the chosen coordinate origin.

Currently, the two most common ways to circumvent the origin dependence

of calculated magnetic and mixed electric–magnetic properties are (1) the use

of magnetic-field dependent “gauge-including AOs” (GIAOs, also known as

“London-orbitals”) [52–54] and (2) the use of the “velocity-gauge” for the

electric dipole moment integrals [55, 56]. The GIAO basis depends explicitly

on the magnetic field amplitude which requires the computation of a number of

additional terms when solving response equations [54]. Such a basis eliminates

the origin dependence of various magnetic properties in DFT/ TDDFT and a

number of other variational quantum chemical methods, and also tends to

moderately improve convergence of calculated optical rotations with respect

to the basis set. Using the velocity gauge is conceptually simpler because it does

not introduce a dependence of the basis set on the perturbing fields. Formally,

the electric transition dipole moment in the rotatory strength expression (3) can

be replaced by its velocity (momentum) form by considering that, in exact

theory,

hC0jD̂jCji ¼ io�1
j hC0jP̂jCji ð23Þ

Here, P̂ ¼ P
i p̂i is the one-electron momentum operator for the N-electron

system. Isotropic optical rotations and rotatory strengths that are independent of

the choice of the coordinate origin can be calculated in their velocity form upon

replacing dipole moment matrix elements in TDDFT linear response computations

by matrix elements of the momentum operator and division of the result by o. With

incomplete basis sets, (23) is not exactly satisfied but the origin independence of the

results is retained, at least for some properties. As Pedersen et al. [56] have shown,

optical rotations calculated in a finite basis using the velocity gauge lead to

sometimes large values of G0ðo ¼ 0Þ although G0 has to vanish for zero frequency

(see (6)). A modified velocity gauge for the optical rotation tensor [56] involves the

subtraction of G0ðo ¼ 0Þ from the result calculated for nonzero frequency, with

both tensors computed at the same level of theory and using the velocity form of the

electric dipole integrals. This procedure yields origin-independent results that

compare well with the dipole-length form for large basis sets, and to G0 obtained
with GIAOs. Pedersen et al. [56] emphasized that using GIAOs does not eliminate

the origin dependence within finite basis coupled-cluster methods (nonvariational)

whereas the velocity gauge yields origin independent optical rotations for varia-

tional and nonvariational methods.
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For isotropic media, only the trace of the optical rotation tensor (or of the G0

tensor) is relevant for the optical activity. As a necessary requirement for an

observable quantity, the isotropic OR is origin independent in exact theory, and

in computations where the origin problem is accounted for as outlined at the

beginning of this subsection. However, the individual tensor elements of � are

origin-dependent even in exact theory, i.e., there is a principal origin dependence

which is unrelated to using finite basis sets. The origin dependence of the individual

� tensor elements is related to the multipole expansion of the vector potential of the

EM field around the origin of the coordinate system [1, 57, 58]. If one includes not

only the electric-dipole–magnetic-dipole but also the electric-dipole–electric quad-

rupole terms, it is possible to define an origin-independent OR tensor which has the

same isotropic average as � [1, 59]. The elements of the origin-independent OR

tensor read (u; v;w; t;2 fx; y; zg)

~buv ¼
1

2
buv þ bvu �

1

3

X
wt

ðeuwtAwtv þ evtwAwtuÞ
" #

ð24Þ

where

Auvw ¼ 2
X
j 6¼0

ojRe
hc0jD̂ujcjihcjjŶvwjc0i

o2
j � o2

ð25Þ

is an element of the traceless dipole–quadrupole polarizability tensor, with Ŷwt

being an element of the electronic quadrupole operator. This tensor is also a linear

response property and can be obtained during a computation of bðoÞ or G0ðoÞ at
negligible additional cost if the time-dependent electric field is chosen as the

perturbation. One can define, in a similar way, origin-independent elements of the

rotatory-strength tensor, for calculating the CD of oriented molecules. It is

possible to bring the TDDFT analog of (25) to SOS form and derive origin-

independent elements of the rotatory strength tensor. Implementations for ori-

gin-independent anisotropic CD were carried out within the random phase

approximation [60, 61] and coupled cluster theory [62–64]. Regarding TDDFT,

see [65].

The focus of this chapter is on isotropic chiroptical properties. Therefore, we

briefly mention here some of the few available studies of measurements of ECD and

OR tensors, and relevant TDDFT computations. Experimental techniques for mea-

surements of OR tensors have been reported in [66–68]. For an overview see

Claborn et al. [69]. Measurements of anisotropic CD in liquid crystals have been

reported and reviewed in [70–72]. A measurement of the OR tensor at l ¼ 670 nm

has been reported for pentaerythritol which crystallizes in the achiral point group S4
[73]. TDDFT computations were also performed on a single pentaerythritol mole-

cule (B3LYP/aug-cc-pVDZ). The computations yielded good agreement with

experiment regarding the orientation of the OR tensor. TDDFT computations of
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anisotropic origin-independent OR tensors both for the nonresonant and the reso-

nant case (using a damping technique) were implemented [65]. The imaginary part

of the origin-independent OR tensor elements agreed well with experimental

oriented CD for the n-to-p* C=O transition of a steroid molecule [71].

2.5 Computing Nonsingular Response Near Resonances

When written with the help of the € matrix as in (19), from (20) the OR

parameter and other linear response properties are seen to afford singularities

where o ¼ oj, just like in the SOS equation (2). Therefore, at and near reso-

nances the solutions of the TDDFT response equations (and response equations

derived for other quantum chemical methods) yield diverging results that cannot

be compared directly to experimental data. In reality, the excited states are

broadened, which may be incorporated in the formalism by introducing dephasing

constants Gj such that oj ! oj � iGj for the excitation frequencies. This would

lead to a nonsingular behavior of (20) near the oj where the real and the

imaginary part of the response function varies smoothly, as in the “broadened”

scenario at the top of Fig. 1.

In the absence of information about the Gj for individual excited states, and due

to the fact that there are various mechanisms that lead to absorption line broaden-

ing, consider the following: if all excited states had the same Gj ¼ g, the replace-

ment oj ! oj � iGj is equivalent to replacing o by oþ ig in the response

equations. The approach has been justified more thoroughly by Norman et al.

[74] Damping techniques have been used by us and other groups [36, 37, 74–77]

to obtain nonsingular frequency-dependent response functions, including OR

dispersion. The linear response equations (13) become complex upon substituting

o ! oþ ig, and the solutions have a real and an imaginary part that can be used

to calculate the real and the imaginary part of the OR parameter (or of G0)
simultaneously as a function of the frequency o. Due to the form of the response

equations, the damping constant g takes the role of a finite-lifetime parameter,

with an accompanying Lorentzian broadening of the imaginary part of the

response function. However, in applications g is usually used as a more general

semiempirical broadening parameter. Information about the magnitude of g can be

obtained, for instance, from the line widths in electronic spectra (UV–Vis range);

in applications values on the order of 0.1–0.2 eV have often been found suitable to

reproduce experimental dispersion curves. We have recently devised procedures

to combine frequency-dependent OR computations including damping with com-

putations of a few excitations and their rotatory strength to significantly speed up

the generation of well-resolved ORD curves [37], which is discussed in a later

section. Moreover, the procedure allows replacement of the Lorentzian line shape

intrinsic in the complex response procedure by other line shapes, for instance by a

Gaussian broadening.
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2.6 Raman Optical Activity

Although the focus of this chapter is on natural electronic optical activity, there is

another chiroptical property for which it is necessary to compute chirality-related

molecular response tensors: Raman (vibrational) optical activity (ROA) [17, 78–

80]. For TDDFT implementations, see, for example, [81–84]. As for other chirop-

tical methods, ROA measures a differential intensity with respect to left-hand and

right-hand circular polarized light. Underlying the Raman process is not an absorp-

tion of a photon, but an inelastic scattering involving the absorption of a photon into

a “virtual” state and subsequent emission of a photon of different energy as the

molecule returns to the electronic ground state, albeit a different vibrational state

from which the absorption occurred. In a backscattering setup, the scattered beam is

observed at 180�, the opposite direction to that of the incident laser beam. For a

particular vibrational normal mode p, the corresponding isotropic ROA backscat-

tering intensities are [1, 84]

IRð180�Þ � ILð180�Þ ¼ Kp

48ðbðG0 Þ2p þ bðAÞ2p=3Þ
90c

" #
; ð26Þ

where c is the speed of light, the parameter Kp is independent of the experimental

setup but depends on both the incident and scattered frequencies, and bðG0Þ2p and

bðAÞ2p are tensor invariants of contractions of different combinations of the dipole–

dipole polarizability transition tensor, �p, the gyration transition tensor, G
0p, and

the electric dipole–electric quadrupole polarizability transition tensor, Ap. In the

double harmonic approximation [85] the transition tensors can be computed from

derivatives of the polarizability, gyration, and dipole–quadrupole tensors along the

normal coordinates. For explicit expressions, see [1, 8, 84]. These derivatives can

be computed either by numerical differentiation, which is straightforward but can

be resource-consuming and numerically sensitive, or in form of analytic derivatives

of the linear response tensors, which entails the solution of a number of quadratic

response functions [44]. One of the numerical-differentiation based implementa-

tions [84] incorporates damping techniques which also allow for calculations of

some of the leading terms of Resonance ROA (RROA) [86, 87] and simulations of

surface-enhanced ROA (SERROA).

2.7 Considerations Regarding Basis Sets and the Choice of the XC
Potentials and the XC Kernel

Apart from considerations as to how well the computational model represents

experimental conditions (e.g., is there solvent present, are there temperature and

concentration effects, or partial alignment of molecules?), the accuracy of a

16 J. Autschbach et al.



TDDFT computation of chiroptical properties, like computations of other mole-

cular properties, is determined by how well the electronic structure of the molecules

of interest is described. In Sect. 2.3 it was emphasized that the one-particle basis set,

and the approximations for the XC potential and the XC response kernel, are the

major factors that determine the quality of the electronic structure, and response

calculations.

Neither are computations with a complete basis set feasible, nor is the true

density functional known. The approximations that can be made in a computation

are dictated by the nature of the property of interest. For instance, the basis set in

computations of CD spectra has to reflect the type of excited states of interest

(valence transitions vs diffuse excited states, for example), and the type of operators

involved. Diffuse polarization functions and high-angular momentum basis func-

tions are beneficial for computations of properties involving electric and magnetic

moment operators and can therefore be required for chiroptical response. A GIAO

implementation can improve the basis set convergence, but for optical rotation the

effect is less pronounced than, e.g., for magnetizabilities or nuclear magnetic

shielding [54, 63, 88–90].

For CD spectra computations of larger molecules in a spectral range where

mainly valence transitions are of interest, Gaussian type basis sets with flexibility

such as cc-pVDZ and other members of this basis set family, or perhaps 6-311G**

or TZVP, appear to offer a good compromise between accuracy and computational

cost. Slater-type basis sets suitable for molecular chiroptical response calculations

are available at http://www.scm.com. In particular for small molecules, where the

experimentally accessible spectral range includes excitations into Rydberg states, it

is very important that the basis set contains diffuse functions, and therefore basis

sets such as aug-cc-pVDZ and 6-311þþG**, and other members of these basis set

families that incorporate diffuse functions are needed. For optical rotation, diffuse

functions are generally beneficial since, from (8), the whole CD spectrum contri-

butes to the OR at a given wavelength. The same considerations apply to ROA

computations. For large molecules, diffuse basis sets are often not feasible (and

would lead to numerical problems related to over-completeness within the numeri-

cal precision of the program). One might argue that, for a large molecule with a

large manifold of valence states, the OR at long wavelengths is strongly dominated

by transitions that do not require diffuse functions and therefore a valence basis set

should be sufficient. In some cases it is possible to augment a valence basis set for a

larger molecule with a few carefully selected diffuse functions that are not neces-

sarily atom centered (e.g., to describe a Rydberg series) [91, 92].

Regarding the XC potential and the XC kernel, some of the main issues to be

aware of are enumerated below (see recent TDDFT reviews [12, 29, 93] for details

and additional references). Future developments in DFT and TDDFTwill particularly

target the problem how to incorporate into a functional the full exact exchange:

1. GGA functionals afford self-interaction errors that can affect computed

response properties, including chiroptical response. HF theory is self-interaction

free. Hybrid GGA functionals that incorporate typically between 20 and 50% of
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HF exchange partially eliminate self-interaction errors and tend to be beneficial

for calculations of CD spectra and OR, and to some extent for ROA, too. In

response-theory computations, hybrids with a large fraction of HF exchange

(50%) are often employed, also to address other common deficiencies listed

here.

2. GGA and hybrid functionals do not have the correct asymptotic behavior far

away from the molecule. As a result, the energies of Rydberg excitations tend to

be poorly represented. Shape-corrected XC potentials with the correct asymp-

totic behavior significantly improve the performance of TDDFT to treat excita-

tions into diffuse states. In recent years, range-separated density (long-range

corrected, Coulomb-attenuated) functionals [94–96] have become popular.

Depending on the parameterization of the functional, the correct asymptotic

behavior can be obtained with such a functional. Many excitations relevant to

the experimentally accessible spectral range of larger molecules do not go fully

into the asymptotic region, in which case an asymptotically correct XC potential

might have little impact.

3. Charge-transfer (CT) excitations pose difficulties especially for GGA func-

tionals but also for hybrid functionals. The origin of the problem is related to

points 1 and 2 [45], generally causing the energies of CT excitations to be

significantly underestimated in TDDFT computations. The use of a hybrid

with a large fraction of HF exchange, or preferably a range-separated hybrid

functional, is beneficial and can in some cases circumvent the CT problem of

TDDFT.

4. Approximations made in the XC potential generally also affect the quality of the

XC response kernel if it is derived from the potential. In addition, in essentially

all applications of TDDFT to computations of molecular response properties, the

XC kernel is adiabatic (not frequency-dependent), even though it should be a

function of frequency. One of the better known consequences of the adiabatic

approximation is the inability of TDDFT to describe simultaneous excitations of

more than one electron. Due to the sometimes very pronounced effects from the

approximations under points 1–3, along with effects from limited basis set

flexibility, it is not clear how strongly the adiabatic approximation affects

present-day computations of molecular chiroptical response properties in

terms of its ability to predict ECD and ORD in the UV–Vis range of frequencies.

If the computational resources available for a particular project allow the use of a

hybrid functional, one can generally recommend the hybrid over a nonhybrid GGA

functional, except perhaps for metal complexes where the choice of functional is

not as straightforward (Sect. 8). Range-separated functionals come with an addi-

tional computational cost, but afford the same scaling of the required computational

resources with respect to the number of basis functions. Recently proposed double-

hybrid functionals that are corrected with a perturbative electron correlation term

have been shown to yield better CD band positions than standard hybrid functionals

and also afforded fewer “ghost” states (i.e., spurious excited states) [97], but the

scaling of these functionals with system size is not as favorable as the scaling with

18 J. Autschbach et al.



pure or hybrid GGAs. For computations on large molecules the use of a regular or

range separated hybrid is sometimes not feasible, in which case particular care

should be taken that the computed results do not suffer excessively from one of the

issues 1–3 listed above. However, it needs to be emphasized that there are many

successful applications of nonhybrid TDDFT to chiroptical response where these

issues were simply not a main source of error. Moreover, the use of hybrid and

range-separated hybrid functionals is not the cure for all TDDFT related problems.

3 Computational Benchmarking

It is not always possible to classify a computational study of chiroptical properties

as purely theoretical, solely of “benchmarking” character (e.g., testing basis sets, or

comparing electronic structure methods), or as being only of the “applications” type

where an established method is selected and the main focus is to support the

interpretation of experimental data by computations. This section is concerned

with theoretical studies that are predominantly of “benchmark” character. These

also often involve some method development.

Regarding TDDFT benchmark studies of chiroptical properties prior to 2005, the

reader is referred to some of the initial reports of TDDFT implementations and

early benchmark studies for OR [15, 42, 47, 53, 98–100], ECD [92, 101–103], ROA

[81–84], and (where applicable) older work mainly employing Hartree–Fock theory

[52, 55, 85, 104–111]. Often, implementations of a new quantum chemistry method

are verified by comparing computations to experimental data for relatively small

molecules, and papers reporting new implementations typically also feature com-

parisons between different functionals and basis sets. The papers on TDDFT

methods for chiroptical properties cited above are no exception in this regard. In

the following, we discuss some of the more recent benchmark studies. One of the

central themes will be the performance of TDDFT computations when compared to

wavefunction based correlated ab initio methods. Various acronyms will be used

throughout this section and the remainder of this chapter. Some of the most

frequently used acronyms are collected in Table 1.

An important development of experimental methods is the cavity ring-down

polarimetry (CRDP) developed by Muller, Wiberg and Vaccaro [112]. This method

allows for the measurement of optical rotations in the gas phase. High-resolution

gas-phase ECD spectra are also available in the literature [91, 113, 114] that allow

one to benchmark computational approaches without having to worry about the

possible impact of solvent effects. Wilson et al. [115] measured optical rotations at

355 and 633 nm in both gas and solution phase for rigid and nonrigid compounds

that are members of terpenoid, epoxide, alkane, and alkene families. Comparison of

specific rotations from experiment in gas phase, as well as solution-extrapolated

values, with the calculations (B3LYP/pVDZ and B3LYP/pVTZ) demonstrated

pronounced solvent effects in some cases.
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Shcherbin and Ruud [116] explored the robustness of several parametrizations of

the Coulomb-attenuated B3LYP functional (CAM-B3LYP) for chiroptical

response calculations, with rotatory strengths as their main focus. CAM-B3LYP

and other range-separated functionals (see Sect. 2.7) tend to better reproduce

excitation energies for charge transfer and Rydberg states than conventional func-

tionals when they satisfy the long-range condition [117]. In [116], the performance

of nine CAM-B3LYP parametrizations were evaluated for CD spectra via compari-

son with more conventional functionals such as B3LYP, BHLYP, and the CC2 and

CCSD wavefunction methods. In range-separated functionals, the exchange com-

ponent is separated into a long-range and a short-range component by partitioning

of the r�1
12 operator. In this study the partitioning proposed by Yanai et al. [95] was

used:

1

r12
¼ ½aþ b erfðm r12Þ�

r12
þ 1� ½aþ b erfðm r12Þ�

r12
ð27Þ

Here, a and b are dimensionless parameters that satisfy 0� a� 1, 0� b� 1, and

0 � a þ b � 1. The dimension of parameter m is an inverse length. The first term in

(27) represents the long-range part of the exchange operator, which is used in a

modified electron repulsion integral code to calculate HF exchange, while the

short-range part is computed using modified expressions for pure DFT exchange.

The XC potential calculated this way has the correct asymptotic limit if aþ b ¼ 1.

Table 1 Frequently used acronyms and their definitions

Acronym Definition

[a]D Specific rotation at the sodium D line

AC Absolute configuration

B3LYP Three-parameter hybrid GGA functional with 20% HF exchange

BHLYP Hybrid GGA functional with 50% HF exchange

CC Coupled-cluster theory

CCSD Coupled-cluster with singles and doubles

CC2 An approximate CCSD method

COSMO Conductor-like screening solvation model

DFT Density functional theory

(E)CD (Electronic) Circular dichroism

GGA Generalized gradient approximation in DFT

HF Hartree–Fock

LDA Local density approximation in DFT

MP2 Møller–Plesset second order perturbative correlation method

OR Optical rotation

ORD Optical rotatory dispersion

PCM Polarizable continuum solvation model

ROA Raman optical activity

TDDFT Time-dependent DFT

VCD Vibrational circular dichroism

ZPVC Zero-point vibrational corrections
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Shcherbin and Ruud explored variations in the m value, starting with a previous

optimized choice of m ¼ 0:33 au [94]. The test set comprised 14 molecules that had

previously been benchmarked for optical activity by a number of groups using

TDDFT and CC [47, 98, 99, 101, 118], which included methyloxirane, methylthiir-

ane, methylene-dimethylcyclopropane, methylaziridine derivatives, methylcyclo-

butene, dimethylallene, and norbornenone. The latter was not included in the

statistical analysis because its chiroptical response depended strongly on the

method applied, as discussed elsewhere in this review. Geometry optimizations

were performed at the B3LYP/cc-pVTZ level of theory. Chiroptical responses were

calculated using nine parametrizations optimized by Peach et al. [117]; see Table 2.

Three of them had the correct long-range behavior of the XC functional

(aþ b ¼ 1). The rotatory strengths of the lowest lying excitation of seven mole-

cules (all the aziridine derivatives and dimethylthiiranes, except for trans-2,3-
dimethylthiirane) were in agreement between CC and all the functionals studied.

However, for trans-2,3-dimethylthiirane, CAM1–CAM5 and BHLYP yielded the

opposite sign when compared with CC, which reflected a potential weakness of

these functionals to be used for AC assignments. Pronounced differences between

the various computations were observed when comparing the rotatory strengths,

particularly those of higher-energy excited states. Through the comparison of the

predicted rotatory strengths of the lowest five transitions calculated with the

different functionals and CCSD, it was concluded that CAM8 performed the best.

For CAM8, the m parameter of 0.2 was smaller than the recommended value from

other studies (0.33 [117], 0.4 [119], 0.47 [120]). The authors remarked that CAM6/

7/8 yielded good agreement with CC regarding excitation energies and rotatory

strengths, and that CAM6, at the same time, had the correct asymptotic behavior.

However, it was also pointed out that it appeared difficult to parameterize the CAM-

B3LYP functional both to yield correct excitation energies and have the correct

asymptotic behavior, while at the same time yielding accurate and reliable results

for the rotatory strengths.

Kowalczyk et al. [121] have investigated the basis set dependence of calculated

ORs at four different wavelengths, and of the lowest six states in the ECD spectrum,

for (S)-2-chloropropionitrile optimized at the B3LYP/6-311þþG(d,p) level of

theory. The ORD was calculated at 633, 589, 436, and 355 nm. Six basis sets

were selected to calculate the specific rotation with an origin-invariant GIAO

approach: aug-cc-pVDZ, aug-cc-pVTZ, aug-cc-pVQZ, d-aug-cc-pVDZ, d-aug-cc-

pVTZ, and Sadlej-pVDZ (155, 326, 588, 207, 426, and 174 basis functions,

respectively). All TDDFT calculations used the B3LYP functional. No solvation

models were employed in the calculations. Experimental gas phase measurement

Table 2 Parametrizations of the CAM-B3LYP functional used by Shcherbin and Ruud [116]

Parameter CAM1 CAM2 CAM3 CAM4 CAM5 CAM6 CAM7 CAM8 CAM9

a 0.19 0.19 0.19 0.2 0.19 0.19 0.2 0.19 0.2

b 0.46 0.81 0.81 0.3 0.46 0.81 0.3 0.46 0.3

m 0.33 0.3 0.4 0.4 0.4 0.2 0.33 0.2 0.2
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were available at 633 and 355 nm (�6.8 and �37.9 deg mL g�1 dm�1, respec-

tively). Calculations were also carried out with CC2 and CCSD using four of the

aforementioned basis sets.

For the singly augmented basis sets at the four wavelengths, going from a

double-z to a triple-z valence basis set changed the specific rotation by up to

12.5 deg mL g�1 dm�1. Going from a triple-to a quadruple-z basis set afforded

no more than a 0.8 deg mL g�1 dm�1 change. Going from a double-z to triple-z
doubly augmented (d-aug-cc) basis gave a change in specific rotation no larger than

4.8 deg mL g�1 dm�1. It would seem that aug-cc-pVQZ and d-aug-cc-pVTZ are

approaching the basis set limit for B3LYP OR calculations of this molecule.

However, both B3LYP computed specific rotations at 633 and 355 nm were nearly

a factor of two away from experiment for all of the tested basis sets. The CC2 and

CCSD calculations agreed well with experiment; particularly calculations with the

modified velocity gauge at 633 nm, which were within the experimental error. As

the authors noted, however, the low computational cost of DFT allowed the use of

the larger d-aug-cc-pVTZ and aug-cc-pVQZ basis sets. Such double augmentation

might be necessary for some molecules where Rydberg and other diffuse states

contribute much to the OR in the visible wavelength range. Comparing the lowest

six calculated excitations from the aug-cc-pVDZ basis (length gauge representa-

tion), all B3LYP excitations were lower in energy than the third excitation obtained

from CC2 and CCSD. The first B3LYP excitation was approximately 0.68 eV lower

than the first CC2 excitation. The underestimation of excitation energies found in

[121] appears to be a typical trend seen for TDDFT computations of excitation

spectra for organic chromophores with GGA and standard hybrid functionals.

Exceptions are known, such as the longest-wavelength transitions in cyanine type

chromophores which are overestimated in energy with most density functionals

[122, 123].

Using TDDFT and coupled cluster methods, Crawford et al. [124] have calcu-

lated the optical rotation at the sodium D line wavelength (589.3 nm) for 13 small

rigid organic molecules, all of which have previously determined absolute

configurations. The test set included four alkanes, two alkenes, and seven

ketones, specifically (1R,2S,5R)-cis-pinane, (1S,2S,5S)-trans-pinane, (1S,3R,4R)-
endo-isocamphane, (1S,3S,4R)-exo-isocamphane, (1R,5R)-a-pinene, (1R,5R)-b-
pinene, (1R,4S)-camphenilone, (1R,5S)-nopinone, (1R,4S)-methylnorbornanone,

(1R,3S,6S,7R)-2-brendanone, (1R,3R,5R,7R)-bisnoradamantan-2-one, (1S,4R)-nor-
bornanone, and (1S-4S)-norbornenone. It was noted that TDDFT has been known to

predict incorrectly the OR sign of six of these molecules at 589.3 nm. (Note that this

statement obviously implies a standard functional such as B3LYP.) The geometries

were optimized with the B3LYP functional and the 6-31G(d) basis set. TDDFT

response calculations were performed using the same functional and the aug-cc-

pVDZ basis set, with the molecular center of mass as the coordinate origin. The

authors remarked upon the general importance of solvent effects; however, they

were not included in the calculations. CCSD computations used the origin dependent

length-gauge as well as the origin independent modified velocity-gauge (see

Sect. 2.4).
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For the four alkanes, B3LYP and CCSD reproduced the correct sign of the

optical rotation for cis-pinane and exo-isocamphane, but not for endo-isocamphane

and trans-pinane. For the two pinenes, both B3LYP and CCSD failed to predict

the correct sign for one molecule. Of the seven ketones, B3LYP yielded the correct

OR sign for camphenilone, 1-methylnorbornanone, 2-brendanone, and norborne-

none, while for nopinone, bisnoradamantonone, and norbornanone both DFT

and length-gauge CCSD predicted the opposite sign with respect to experiment.

Velocity-gauge CCSD yielded the correct OR sign for norbornanone. Experimen-

tally, all of the alkenes and ketones for which TDDFT and CC failed to predict

correctly the sign exhibit bisignate ORD. Therefore, for these systems the OR sign

is delicately balanced by rotatory strengths of opposite sign, as mentioned in

Sect. 2.2 (see Fig. 1). Overall, the study concluded that, surprisingly, CC on average

did not perform clearly better than TDDFT when molecules had an experimental

bisignate ORD. Improvements in the reproduction of the excitation energies and in

antagonistic rotatory strengths of transitions that can lead to a bisignate nonresonant

ORD curve should be addressed in future work. As we will often remark, a more

reliable AC assignment can be made if the optical rotation is compared for several

wavelengths.

Regarding the wrong sign of the OR of b-pinene, an interesting point has been

made recently about the basis set convergence of OR calculations. Low-lying

Rydberg states can contribute strongly to the OR at long wavelengths [125], and it

appears that for bicyclic systems like this the basis set limit is not quickly approached.

Baranowska et al. [126, 127] have demonstrated that with very large basis sets the

experimental sign of the OR is obtained for b-pinene and trans-pinane using the

popular B3LYP functional. The agreement with experimentmight be fortuitous since

vibrational corrections and solvent effects were not considered. However, this work

demonstrates that the relative performance of TDDFT and CCmethods might not be

properly judged based on computations with basis sets such as aug-cc-pVDZ, aug-cc-

pVTZ, or Pople basis sets of comparable flexibility in the valence and diffuse regions.

Further studies appear to be necessary.

Giorgio et al. [128] have compared the computed ORD of a set of nine small

rigid organic molecules with experiment, applying both Hartree–Fock and DFT

(B3LYP), along with the 6-31G(d) basis, which is a smaller, more qualitative basis

set as compared to the popular aug-cc-pVDZ. The nine molecules studied were (�)-

verbenone, (�)-4-methylverbenene, (�)-fenchone, (�)-methylenefenchone, (þ)-

camphor, (�)-methylenecamphor, (þ)-nopinone, (�)-b-pinene, and (�)-Troeger’s

base. The optical rotations were measured in hexane, presumably a rather inert

solvent with respect to OR measurements, while calculations were for the gas

phase. The geometries were optimized at the B3LYP/6-31G(d) level of theory,

and optical rotations at a number of wavelengths were calculated between 200 and

650 nm to generate ORD curves for comparison with experiment. The data for (�)-

fenchone are shown in Fig. 2 as an example. It is apparent that the calculation of

optical rotation without damping techniques diverges around the excitation wave-

lengths, making a comparison of calculations with experiment somewhat difficult

although the sign pattern of the ORD is correctly obtained. Despite this
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shortcoming, the optical rotation calculations overall compared reasonably well

with experiment. At 589.3 nm, B3LYP/6-31G(d) yielded the correct sign for eight

out of the nine selected molecules. For the one case of failure, (�)-b-pinene, the
calculated dispersion curve as a whole succeeded in matching the trend of the

experimental curve in the low energy range (ca. 3.75 eV), as it did for the eight

other molecules as well. The Hartree–Fock response calculations failed to repro-

duce the low energy dispersion trend for Troeger’s base.

Autschbach et al. [75] have used TDDFT to calculate ORD including resonance

wavelengths for six rigid organic molecules, five selected from Giorgio et al.’s

work [128], as well as the tris-bidentate chiral complex CoðenÞ3þ3 . The organic

molecules were verbenone, fenchone, camphor, nopinone, Troeger’s base, and

dimethyl-cyclopropane. The experimental ORD of the latter molecule was reported

in [129]. A damping technique was implemented into the TDDFT calculations as

described in Sect. 2.5. Some authors refer to this method as the complex polariza-

tion propagator, or as complex linear response, since the calculations yield both the

real and the imaginary part of the OR parameter at a given frequency. Employing an

empirical damping factor yields a broadening for calculated optical rotation similar

to how calculated CD “stick spectra” are broadened, as illustrated in Fig. 1. The

calculated ORD with a damping of g should yield the same curve as the Kramers–

Kronig transformation of the CD Lorentzian-broadened with the corresponding g
(at the same level of theory, assuming all possible excitations were calculated). This

was explicitly demonstrated in [36]. All geometries were optimized using revPBE/

TZP except for dimethyl-cyclopropane and D�CoðenÞ3þ3 , for which geometries
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were taken from previous publications [101, 102]. The ORD curves were calculated

with polarized diffuse Slater-type basis sets, using a standard GGA functional and,

for comparison, an asymptotically corrected XC potential named SAOP [130]. The

dampened ORD curves matched the experimental trends well in the 200–600 nm

range, except for Troeger’s base whose agreement was labeled as reasonable.

Damped and undamped results for fenchone are presented in Fig. 3 and can be

compared to the undamped data obtained by Giorgio et al. [128] shown in Fig. 2. As

in that previous work by Giorgio et al., the calculations without damping correctly

predicted the pattern of the ORD, but due to the singularities a direct comparison is

difficult (and becomes virtually impossible if several excitations overlap). The

ORD curve calculated from the damped complex linear response TDDFT method

follows the experiment much better. The calculations were also successfully

applied to the metal complex for which the computations yielded an OR dispersion

curve in the visible wavelength range that matched the experimental data, apart

from an overall blue shift caused by an overestimation of the ligand field transition

energies by the TDDFT computations. It has been argued elsewhere that this

overestimation is mainly caused by self-interaction errors in the functionals [131].

Both [128] and [75] concluded that having more than one frequency/wavelength

point to compare to will always lead to a more reliable assessment of the computa-

tional data and/or a more reliable AC assignment. Being able to directly calculate

the ORD at resonant wavelengths would help to secure an assignment of AC even

more so since the ORD then displays information about part of the CD spectrum in

a more direct fashion.
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Rudolph and Autschbach [37] have investigated the combined use of CD

calculations and Kramers–Kronig transformations to aid in the fast generation of

optical rotatory dispersion curves. The main goal was to deliver a well resolved

rotatory dispersion curve with a minimal number of computed frequency points,

even in the resonant regime where the ORD can be rapidly oscillating. It has been

known for some time [132] that the KK transformation can be modified to a

subtractive form for use with “anchor points.” If one knows the corresponding

real/imaginary parts of a response function at a given frequency, it is possible to

subtract it from the KK integral transformation in such a way that the transforma-

tion is exact at the anchor point. The generally subtractive KK transformation for

CD to OR with N anchor points can be written as in equation (28), where b(o) and
b0(o) are the frequency-dependent real and imaginary parts of the complex optical

rotation parameter, respectively:

bðoÞ ¼
XN
i

bðoiÞ
YN
j 6¼i
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j Þ
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j Þ

þ 2

p
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i Þ

" # Z 1

0

b0ðmÞm
ðm2 � o2Þ QN

i

ðm2 � o2
i Þ

� � dm ð28Þ

A “chained” doubly subtracted CD transformation (CDKK), where numerous

N ¼ 2 KK transforms of the ECD spectrum were pieced together to form a

complete ORD, was considered superior to a single subtractive transform with

N > 2. Through the use of a model CD spectrum and its exact KK transform,

along with TDDFT computations for fenchone, dimethyloxirane, and [4]triangu-

lane, the authors showed that a smooth ORD curve can be generated through the use

of the CDKK of the ECD in the frequency range of interest using a few optical

rotation anchor points. An example for fenchone is shown in Fig. 4. It was noted by

Crawford et al. [133] that for [4]triangulane, CCSD calculations of the ORD at four

frequencies in the nonresonant region required approximately 1 week of CPU time

per frequency point. The same ORD curve was obtained in [37] with only two

CCSD OR points used in a CDKK with a CD spectrum that came at little additional

cost from BHLYP density functional computations.

Stephens and Harada [134] recently pointed out inconsistencies in the literature

regarding the broadening of electronic spectra. It was strongly recommended to use

Gaussian broadening since it tends to match ECD spectra better than the Lorentzian

function. This also has implications regarding the shape of the anomalous OR

dispersion around resonance frequencies. The combination of ORD computations

with subtractive KK transformations of computed CD spectra of [37] allows for a

“lineshape replacement” protocol whereby a calculated ORD corresponding to a

Gaussian absorption band can be easily generated. By comparison with unmodified

complex response ORD calculations it was shown that the lineshape effects on the
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ORD were relatively minor when considering typical differences between calcu-

lated and experimental ORD such as seen in Fig. 4.

Wiberg et al. [135] have studied the ORD of 2,3-hexadiene and 2,3-pentadiene.

The ORD of 2,3-hexadiene was experimentally measured in gas phase, neat liquid,

and in a number of solvents including C6H12, Bu2O, MeCN, acetone, benzene,

methanol, and CCl4. Large differences were observed between the gas phase and

condensed phase optical activities. These data are shown in Fig. 5. It is clearly

visible that different solvents can affect the optical rotation and therefore care

should be taken when comparing experimental data to gas phase calculations.

The magnitude of the OR and the magnitude of its dispersion in Fig. 5 appears to

be influenced by a solvent-dependent shift in one or more low lying excitations.

However, when interpreting the data one should also keep in mind that solvent–

solute interactions may not only affect the excitation energies (the denominators in

the SOS expression for the OR, (2)), but also the rotatory strengths of individual

excitations (the numerators in the SOS). The conformational distribution and

solvent effects were investigated computationally at the DFT and CC levels of

theory. DFT calculations were performed with B3LYP and both the aug-cc-pVDZ

and aug-cc-pVTZ basis sets while the CCSD calculations employed the aug-cc-

pVDZ basis. The rotation of the ethyl group as shown in Fig. 6 gave rise to three

2,3-hexadiene conformers: cis, gauche(þ), and gauche(�). The structures were

optimized with B3LYP/aug-cc-pVDZ. Velocity-gauge, length-gauge, and GIAO

specific rotations did not differ from each other by much more than 20 deg mL g�1

dm�1 for the three conformers with the double- and triple-z basis sets (B3LYP).

The gauche(þ) conformer afforded a specific rotation that was approximately twice
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that of cis, whereas the gauche(�) conformer had a magnitude similar to the cis
conformer, but opposite in sign. This resulted in a Boltzmann averaged specific

rotation around 175 deg mL g�1 dm�1 for aug-cc-pVTZ and between 156 and 173

for aug-cc-pVDZ at 589.3 nm depending on the way the gauge-origin problem was

addressed. The Boltzmann averaged specific rotations for CCSD differed by a

factor of two with aug-cc-pVDZ between length- and velocity-gauge (87 length,

164 velocity) indicating the extent of basis set incompleteness of the OR computa-

tions. Experimentally, the ORD ranged from approximately 70 to 277 deg mL g�1

dm�1 between 589 and 365 nm depending on which solvent was used. B3LYP/aug-

cc-pVDZ yielded ORD that ranged between 108 and 272 over the same wavelength

range (GIAOs; length and velocity also afforded similar results). The Boltzmann
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Fig. 6 A depiction of 2,3-

hexadiene illustrating the

rotation of the ethyl group

responsible for the three

conformers. The cis
conformer was taken as 0�.
The gauche(þ) and gauche

(�) conformers correspond to

120� and 240� rotations,
respectively, as discussed in

[135]
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averaged ORD curves calculated with the aug-cc-pVDZ basis set (velocity repre-

sentation) are shown in Fig. 7 along with experimentally measured ORs for selected

wavelengths for liquid and gas phase. The computations appear to agree well with

the gas-phase measurements, in particular for CCSD, again highlighting the poten-

tial importance of solvent effects. The modeling of solvent effects in chiroptical

property calculations will be discussed in more detail in Sect. 4.

We note in passing that when Wiberg et al. applied a Sum-Over-States analysis

of the OR, the procedure required nearly 2,000 states for the SOS to converge for

each of the 3 conformers. This situation appears to be rather typical for optical

rotation [136, 137] which suggests that, except in simple cases, the SOS might not

be the best tool to rationalize sign and magnitude of the optical rotation at

nonresonant wavelengths in chemically intuitive terms.

Cyclopropanes, oxiranes, and thiiranes are small molecules, which makes them

attractive for theoretical chemistry. Their small size is suitable for calculations at

high levels of theory [115, 138] which also allows one to assess better the accuracy

of TDDFT by comparing computational data. Moreover, the three membered ring,

common to the three classes of molecules, provides rigidity to the system, thereby

reducing the need for considering numerous conformers. At the same time, such

rigid systems are suitable to analyze diverse substituent trends [139]. Another

attractive feature is that for a number of small molecules, such as the three-ring

systems mentioned here, chiroptical properties have been measured experimentally

both in gas phase and solution.

Epichlorohydrin, an oxirane derivative, has three thermally accessible rotamers

with respect to the C–C–C–Cl dihedral angle. Two of these rotamers contribute
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with a positive sign to the specific rotation and one with a negative sign. Therefore

an accurate conformational averaging is necessary to assess the agreement in sign

and magnitude with experimental optical rotations (�55 deg mL g�1 dm�1 at

633 nm [115]). In order to address this concern, computational studies utilizing

different basis sets have been performed where the mole fractions can be compared

to experiments in solution and gas phase [140, 141]. Gibbs free energies were

calculated including a continuum model (PCM) for solvent effects. Reasonable

agreement with experiment was achieved without modeling solvent effects in the

OR calculations. It was concluded that the predominant origin of the observed

solvent effects can be attributed to the change of rotamer mole fractions with

different solvents.

Tam et al. [141] attempted to determine how reliable and accurate CC and DFT/

TDDFT calculations are for this conformationally flexible molecule. In addition,

they explored the sensitivity of the chiroptical response to two different factors.

One was the accuracy of the mole fractions, and another was how different were the

ORs of individual rotamers calculated at different levels of theory. It was found that

with DFT, at the B3LYP/aug-cc-pVDZ level, the optical rotations were over-

estimated while CC yielded better agreement with experiment [141, 142]. The

predicted gas phase optical rotation, averaged by CC or DFT mole fractions, were

not in good agreement with either gas or solution phase experimental measure-

ments. The DFT calculated optical rotations differed between 15 and 65% from

experiment.

Methyloxirane is a molecule that has attracted much attention frommany different

theoretical chemistry groups over the years [16, 47, 53, 56, 98, 99, 107, 138, 143–

149]. Its small size allows for the application of high-level ab initio methods.

Additionally, this molecule exhibits an experimental bisignate ORD curve which

makes it a challenging test case that is sensitive to the computational model used.

Moreover, the experimental optical rotation of the S-enantiomer at 589.3 nm has a

negative sign in the gas phase and a positive sign in water [112, 115]. This reveals

solvent effects that can also be a challenge to reproduce computationally. Although

not a TDDFT benchmark, we briefly mention work by Kongsted et al. [146]

who explored the ECD of methyloxirane with several approximate CC methods

and different basis sets, and obtained overall good agreement with experiment. The

authors recommended the study of vibrational effects, especially for ORD curves.

Solvent effects computed with the help of continuum models appeared to underesti-

mate the solvent effects seen experimentally. Several attempts to predict the OR

dispersion curve of methyloxirane have been made considering different levels of

theory for geometry optimization and chiroptical response [138, 145, 146, 150], but

more calculations are likely needed. Agreement of experimental and calculated

optical rotation achieved using B3LYP at 355 nm [144, 145] has been considered

by some as “the right result for the wrong reasons.” Tam et al. found that the lower-

lying transitions of methyloxirane CD spectrum involves diffuse Rydberg states that

are not well described with B3LYP [145, 147]. The source of errors when using

B3LYP lies to some extent in the wrong asymptotic behavior of the functional. The

reader is also referred to a comparison of the CD spectrum of dimethyloxirane
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calculated with B3LYP and an asymptotically correct XC potential in [8]. The

calculations reveal large differences between the spectra and indicate poor perfor-

mance of B3LYP.

In the aforementioned study, Tam et al. [145] considered the specific rotation

depending on the basis set and optimized geometry. In Fig. 8, as viewed from left to

right, it can be seen that the quality of the basis set can have a large impact on the

calculated specific rotation – a difference of up to 50 deg mL g�1 dm�1 in

magnitude. When considering a particular basis set (viewing up-down), one can

see the impact of the level of theory used for the geometry optimization. For

example, depending on the optimized geometry, B3LYP/6-31G(d) optical rotations

varied by about 	5 deg mL g�1 dm�1 at 589.3 nm. At 355 nm the variation became

approximately 	20. Figure 9 shows similar information, but for the CC calculations.

In order to determine what interactions dominate the optical rotation of

methyloxirane in water, Mukhopadhayay et al. [151] have calculated the optical

rotation of the solute–solvent system by including an explicit solvent shell in the

calculations. Additional calculations were performed on the solvent shell alone,

with the methyloxirane removed. Explicit solvent molecules were modeled by

molecular dynamics. Implicit solvation was also considered, modeled by the

COSMO continuum model. The optical rotation calculations were performed at

the BP86/aug-cc-pVDZ level of theory and did not include zero-point vibrational
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effects as in other studies [147, 149, 150]. Since the results from a molecular

dynamics trajectory were averaged, classical vibrations of the nuclei and the

concomitant effects on the OR are contained in the results, if such an MD

approach is used. The implicit solvation model did not reproduce all of the effects

seen experimentally; however, the calculations performed with explicit solvation

performed very well. The calculations on the solvent shell alone showed little

contribution to the computed optical rotation. It was concluded that neither the

solvent shell nor the solute alone is the predominant contributor to the ORD, but

rather the system as a whole. The physical origin of the positive optical rotation

was rationalized by considering the position of water molecules in the first

hydration shell around methyloxirane.

Grimme and Goerigk [97, 152] have benchmarked ECD spectra for which the

excitation energies were calculated with the double-hybrid functional B2PLYP.

The accuracy of excitation energies had been considered as one of the main sources

of error in CD spectra. Another source of error can be the transition moments;

however, it was argued that the transition moments had sufficient accuracy with

standard functionals. A similar point was also made by Autschbach et al. in a

TDDFT benchmark study of ECD spectra of Co complexes [102]. The test set of

[97] included molecules with varying types of transitions: Rydberg, Rydberg-

valence, charge-transfer, and exciton coupling. Six different kinds of chromophores

were considered: carbonyl ((R)-norcamphor), alkene ((S,S)-a-pinene), aromatic ((S)-
2-phenyl-3,3-dimethylbutane), (M)-tetramethylpyrrolohelicene, (S)-14,17-dimethyl

–55

–50

–45

–40

–35

–30

–25

–20

–15

2 4 6 8 10

S
pe

ci
fic

 R
ot

at
io

n 
/ d

eg
 m

L 
g–1

 d
m

–1

Basis Set (See caption)

B3LYP/6-31G*
B3LYP/cc-PTZ

CCSD(T)/6-31G*
CCSD(T)/cc-pVTZ

Fig. 9 The effect of basis set size, and geometry dependence, of the specific rotation at 589.3 nm

for (S)-methyloxirane calculated with CCSD. See Fig. 8 for basis set labeling information. Data to

prepare the plot were taken from [145]

32 J. Autschbach et al.



[2](1,3)-azuleno[2]paracyclophane, and peptide bonds (cyclo-(S)-proline-(S)-ala-
nine). The double-hybrid functional CD spectra compared well with experiment,

and were in better agreement than spectra obtained with conventional functionals

for all the molecules except a-pinene. It was also noted that for norcamphor and (S)-2-
phenyl-3,3-dimethylbutane, the number of “ghost” states was reduced with B2PLYP.

However, for (M)-tetramethylpyrrolohelicene, the perturbative correction in the dou-

ble hybrid at high energies broke down, similar to what was seen in a previous study

[152]. Grimme et al. concluded that the double functional TD-B2LYP performed

better than conventional hybrid functionals since it showed fewer spurious transitions

than standard functionals and yielded qualitatively correct CD spectra which were in

better agreement with experiment than spectra obtained with B3LYP. The good

performance was attributed to a counterbalance effect of the components of

B2PLYP. A large fraction of HF exchange reduces the self-interaction error at the

expense of reducing some electron correlation.However, the addition of a perturbative

correlation correction in the double hybrid has a compensating effect.

We conclude this section with a brief discussion of ROA calculations. In a recent

study revisiting the ROA of phenylethanol and phenylethylamine [153], Barron

et al. have highlighted how straightforward routine measurements of ROA have

become. It was noted that simulations of ROA have been performed for quite some

time; however, as both experimental measurement and computational ability

advance so must the level of detail in the computational model. It was suggested

that the inclusion of effects related to the dynamics of the system, and anharmoni-

city of the potential energy surface, should be included to yield the most realistic

and accurate ROA results.

Reiher et al. [83] have investigated the basis set and TDDFT functional

dependence of vibrational ROA for five selected molecules: (S)-methyloxirane,

(R)-epichlorohydrin, (S)-glycidol, (M)-spiro[2, 2]-pentane-1,4-diene, and (M)-s-
[4]-helicene. Three different functionals were used: LDA, BLYP, and B3LYP.

For these three functionals, a set of six different basis sets were used, including

cc-pVDZ, cc-pVTZ, aug-cc-pVDZ, and aug-cc-pVTZ. Furthermore, Reiher and

coworkers used a modified minimal basis proposed for ROA computations by

Zuber and Hug [154] (rarefied ROA basis sets) who argued that hydrogens play a

critical role in the description of ROA, especially in organic compounds, due to

their light weight and likelihood of being at the outermost portion of a molecule

because of their monovalent nature. To properly describe the response tensor

contributions from these atoms, diffuse p-functions are critical, while the polarizing

p-functions found in typical basis sets such as DZP or 6-31G** are not of as high

importance (though beneficial, of course). To test the validity of their benchmark

calculations, the authors compared experimental backscattering ROA to B3LYP/

aug-cc-pVDZ calculations for (S)-methyloxirane, (M)-spiro[2,2]-pentane-1,4-

diene, and (M)-s-[4]-helicene; overall the computations agreed quite well with

experiment. See Fig. 10 for an example. It was noted that some of the contributing

factors to the differences could be limitations in the computational model, lack

of inclusion of solvent effects, as well as the lack of anharmonic contributions.

The authors also found that LDA computations performed worse than more
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sophisticated functionals, and that the results of the nonhybrid BLYP and the

B3LYP hybrid functionals were comparable. Therefore, computational resources

can potentially be saved in ROA computations by adopting BLYP and other

nonhybrid functionals that do not require to evaluate HF exchange terms in the

response steps.

Jensen et al. [84] have developed a TDDFT approach to calculate ROA spectra

with a laser frequency far from, but also near and at resonance (resonance ROA,

RROA). Experimentally, evidence of RROA has been observed for (þ)-naprox-

ene at 514.5 nm [87]. This was not a full resonance situation, as the laser

frequency lies in the tail of an intense 325 nm absorption. If an excited state is

sufficiently separated from other excitations energetically, a single state approxi-

mation [86] predicts that while under resonance the RROA spectrum should

become monosignate. Its sign is determined by the negative rotatory strength of

the excited state in resonance. This was the observed behavior for naproxene. In

their implementation paper, Jensen et al. predicted RROA for hydrogen peroxide

as well as (S)-methyloxirane, as they are small molecules which are often used for
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benchmark studies. The geometries of both molecules were optimized with BLYP

and a Slater-type triple-z polarized basis. For response calculations, particularly

the ROA of hydrogen peroxide, several Slater-type basis sets were compared: TZP,

TZ2P, QZ3P, AZTP, AZ2P, and QZ3Ppol. Comparing the calculated ROA of this

molecule for several vibrational modes, the use of basis sets with more diffuse

functions yielded results that were similar for both the velocity gauge and those

which used GIAOs. The RROA for methyloxirane at full resonance was calculated

to be monosignate with the correct sign, which indicated that the single-state

approximation provides a viable description of the system. Regarding the nonres-

onant ROA computations, Fig. 10 also shows two spectra computed with the

Slater-type basis sets. They compare well with the Gaussian-type basis set calcula-

tions of Reiher et al., and with experiment.

4 Beyond Gas Phase and Static Structures

In order to advance the usefulness of theoretical calculations in broader applica-

tions, the computations should be carried out for a system that describes experi-

mental conditions as accurately as possible. To do this, consider the following

topics for a description of a system beyond using a single static structure at 0 K:

conformational averaging of static gas phase structures (this has been partially

addressed already in Sect. 3), solvent effects on static structures, zero-point and

finite temperature vibrational averaging, and molecular dynamics (MD) or Monte-

Carlo (MC) sampling without and with solvation.

For instance, solvent effects can represent much more than just a small pertur-

bation of the electronic structure of a molecule. Sometimes these effects can be

strong enough that the chiroptical response can be dominated by their influence on

the chiral solute. For instance, effects that should be considered are how a solvent

shell perturbs the electronic structure of the solute (and therefore its chiral response

[155]), or the possibility of a solute transferring its chirality to the surrounding

solvent shell (influencing one particular solvent molecule [151] or the entire solvent

shell [156]). Here and in the following discussions it is assumed that the solvent

itself is not chiral, and therefore the only contributions to the chiroptical response of

the solution are from the solute or from chirality induced by the solute in the solvent

shell.

There are many cases when the molecule of interest is not rigid and has more

than one stable conformer under the experimental conditions, and more care has

to be taken when interpreting the results. For example, Mazzeo et al. [157] studied

three benzotricamphor derivatives. Two of them were rigid and a small basis set

(B3LYP/6-31G*) produced optical rotation of the same sign and order of magni-

tude as found experimentally. However, [a]D of a benzotricamphor derivative

with three benzylidene moieties added, which was expected to have only one

predominant conformer (based on a conformational search performed with a

molecular mechanics force field), was overestimated by more than a factor of
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two: the calculation in gas phase was �3,216 deg mL g�1 dm�1, while the

experimental value was �1,330 in chloroform. Further study of the OR as

function of the twist of the styrene chromophore and the benzylidene moiety

showed that there were three related conformers which were within 2 kcal mol�1

of the lowest-energy conformer, with specific rotations ranging from �500 to

�3,216 deg mL g�1 dm�1. In addition, it was noticed that the conformational

distribution was sensitive to the method applied (i.e., various semiempirical

methods vs DFT). It was concluded that the four thermally accessible conformers

should be considered in the calculation in order to improve the OR. Controlling

the number of conformers can be simplified experimentally by several

approaches, such as locking the structure by chemical derivatization of the

molecule of interest and/or adding achiral chromophores that work as chiral

probes as has been done in the literature for aliphatic and aromatic diols deriva-

tized with fluorenone [158] (3, 10) (the molecule numbering refers to Figs. 15–17

of Sect. 5 which is concerned with AC assignments). Such an introduction of

rigidity in a set of 12 molecules reduced the thermally accessible conformers to

one and chiroptical response calculations yielded the correct AC assignment.

The problems of conformational averaging and of considering solvent effects are

interconnected. For instance, one of the more obvious effects when going from the

gas phase to solution is the resulting change of mole fractions for solutes with

multiple conformers [115, 159]. One example of this is epichlorohydrin, which is

discussed elsewhere in this chapter. A conformer distribution with several ther-

mally accessible conformers that have considerably different ORs and ECD spectra

might also result in a marked temperature dependence of measured and simulated

chiroptical properties.

Computationally, the chiral response for conformationally flexible molecules

can be obtained by a Boltzmann averaging of thermally accessible conformers, as

has been done recently for the OR of helical pentacycles (41) [160], oruwacin (31)

[161], amino acids [136, 155, 162–165], and linarinic acid (37) [166], to name just a

few examples. As already pointed out, temperature and solvent effects may alter the

conformer mole fractions and therefore the averaged chiroptical properties [10,

167]. A difficult situation arises when the response of individual conformers is very

different in magnitude and/or in sign. This situation has been investigated for

systems such as helical hydrocarbons (41) [160], 3-chloro-1-butene [168], a hydro-

gen peroxide model system [169], amino acids [136, 155, 162–165], and others [10,

141, 167]. See also the examples discussed in Sect. 3. However, if all of the

conformers of a given molecule have the same sign of the chiroptical response,

as, for instance, in the case of linarinic acid (37) [166], a conformational averaging

may not even be necessary for an AC assignment. Kundrat and Autschbach

have considered a somewhat related situation: a sign change of the OR and the

longest-wavelength ECD band occurs for natural amino acids in aqueous solution

upon protonation at the carboxylate group [136]. Despite the fact that individual

amino acid conformers had, in several cases, different signs of the calculated OR,

resulting in considerable difficulties in reproducing the experimental OR in magni-

tude and sign, the change of the chiroptical property upon protonation turned out to

36 J. Autschbach et al.



be the same for essentially all conformers of all amino acids that were investigated

(which all had the same absolute configuration) and agreed with the experimental

sign. It was argued that an AC assignment of organic molecules might be possible if

an effect can be exploited where the change in the OR upon protonation, for

instance, or a simple derivatization is more reliably reproduced by computations

than the conformationally averaged OR itself. A follow-up study on –OH and –F

analogs of amino acids indicated that protonation/deprotonation of chiral organic

acids might indeed be useful in this context [170].

4.1 Conformational Averaging mainly of Static Gas Phase
Structures

Wiberg and coworkers investigated the OR temperature dependence of hydro-

carbons. Different studies explored how the presence of an alkene chromophore,

the conformer distribution, and vibrational modes affected the OR in small

molecules.

For example, the specific rotation of three rotamers of 3-chloro-1-butene has

been studied computationally [168], accompanied by experimental measure-

ments. The relative energies of the conformers were considered one of the main

sources of error when computing the average optical rotation. This encouraged

the authors to perform optimizations at various levels of theory including CCD/6-

311þG(d) and CCSD(T)/6-311þþG(d). The computed optical rotation as a

function of the C–C–C¼C dihedral angle between 0� and 180� ranged

between �526 and 244 deg mL g�1 dm�1. Further exploration of the vibrational

modes of 3-chloro-1-butene showed that four of them had a strong effect on OR.

The predicted temperature effects on the OR was in agreement with the experi-

mental trends. The calculations did not include solvent effects, while measure-

ments were performed in cyclohexane solution. Substituent effects were explored

by changing the chloro-group to a fluoro-, cyano-, and ethinyl-groups. The trends

in both the energies and the specific rotation as a functions of the dihedral angle

were qualitatively similar for all the aforementioned substituents, despite the fact

that the transition energies were remarkably different. Steric interactions were the

predominant factors determining the mole fractions. It was concluded that the

ORs of 3-substituted-1-butenes were strongly dependent on the methyl torsion,

thus related to the observed temperature dependence. Additionally, it was found

that for the substituents considered at the chiral carbon, the nature of the substitu-

ent was not a predominant factor.

Wiberg et al. [171] gained information related to the origin of the change in

optical rotation as functional of torsional angle, and thus the vibrational/rotational

effects on their OR, by exploring a set of six achiral hydrocarbons, alkanes and

alkenes from C2 to C4 at the B3LYP/6-31þþG(d,p) level of theory.
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Variations in the alkene C–C–C¼C torsional angles caused a positive sign of the

specific rotation, while for the alkanes the sign varied. Vibrational modes were

explored, and it was found that in the alkenes the terminal CH2 group had a more

dominant effect than ¼CH–. From a comparison of the transition energies for each

conformer, however, it was deduced that these were not the main factors determin-

ing the differences in the optical rotation. The authors explored basis set effects on

ethane, finding a strong dependence which was attributed to the importance of

Rydberg type orbitals.

Wiberg et al. investigated the effect of conformation on the optical rotation of 2-

substituted butanes [172]. The potential energy curves of 2-X-butanes (where Xþ F,

Cl, C, HCC) as a function of the C–C–C–C backbone dihedral angle showed a

similar pattern for all substituents analyzed (MP2/6-311þG), with the trans rotamer

being the most stable. For all the substituents considered, the trans rotamer afforded

a negative [a]D when calculated at the B3LYP/aug-cc-pVDZ level of theory.

A correlation of the specific rotation and temperature for 2-chloro-butane and

2-methyl-butyronitrile was attributed to a strong effect from the C–C–C–C

torsional angle.

Crawford et al. [142] analyzed chloro-butenes, specifically 3-chloro-1-butene,

using CC with a triple-z basis set and CCSD(T) for energy estimations, which

yielded excellent agreement between the experimental and calculated (Boltzmann

averaged) specific rotation. Crawford et al. noted substantial differences of the

CD and OR of the different conformers of 3-chloro-1-butene when comparing

calculations at different levels of theory (CCSD and B3LYP). One of the sources

of errors was attributed to the origin dependence related to basis set incomplete-

ness rather than the overall quality of the electronic structure. It was pointed out

that 3-chloro-1-butene is an example where problems might arise when a mole-

cule has a global minimum with thermally accessible vibrational modes that

overlap with the energy of another local minimum. It was suggested to explore

the average over the torsional nuclear wave functions explicitly instead of

Boltzmann averaging ORs. We refer the reader to Sect. 4.3 for examples of

such procedures.

Pecul et al. [165] have studied the OR of alanine and proline as function of the

rotation of the amino, carboxylic, and hydroxy groups in the gas phase using HF

and DFT (B3LYP). The zwitterionic structures adopted by amino acids in solution

are not stable in gas phase and were not modeled. Seven conformers of (S)-alanine
(six minima, one transition state), 18 conformers of (S)-proline (nine neutral, six

cationic, and three anionic) were optimized using B3LYP and the aug-cc-pVDZ

basis set. Optical rotation calculations were carried out at the same level of theory.

Among the six minimum structures for (S)-alanine, the calculated specific rotation

varied between 20 and 124 deg mL g�1 dm�1 with the lowest energy conformer

around 58. The one transition state afforded a specific rotation of�85. With regards

to conformational changes of (S)-alanine, the specific rotation varied from 100

to �80 deg mL g�1 dm�1 when considering a rotation of the amino group and

approximately 150 to �300 when considering a rotation of the carboxylic group.

Rotation of the hydroxyl group afforded a specific rotation between 0 and
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180 deg mL g�1 dm�1. For the nine neutral (S)-proline conformers, the specific

rotations varied from�184 to 48 deg mL g�1 dm�1. For the six cationic (S)-proline
conformers, the specific rotations varied from �64 to �168 deg mL g�1 dm�1. For

the three anionic (S)-proline conformers, the specific rotations varied from �623

to þ151 deg mL g�1 dm�1. The large magnitudes for the anionic species was

rationalized by their low excitation energies which make the system more suscepti-

ble to small perturbations (see the SOS equation (2)).

Kundrat and Autschbach considered amino acids in solution by employing the

COSMO continuum model and DFT/TDDFT computations using the B3LYP

and BHLYP functionals and the aug-cc-pVDZ basis [163, 164]. The main

conclusions from this and follow-up work on amino acids by the same authors

[36, 136, 155, 162] are discussed elsewhere in this chapter. Of relevance in this

subsection is the following aspect: obtaining the correct balance between intra-

molecular hydrogen bonding in the solute and intermolecular hydrogen bonding

between solute and solvent (water) was identified as one of the challenges for

the computational model related to obtaining reliable mole fractions for the

solution structures (including the zwitterions). The continuum model, with its

lack of a discrete description of the solvent, tended to overestimate the stability

of conformers with internal hydrogen bonds. As a result, the molar rotation from

such conformers tended to contaminate the Boltzmann averaged ORs predicted

for the solution.

Grimme et al. [173] have considered the optical rotation of seven different

conformers of (R)-4-ethyl-4-methyloctane. This particular molecule has a low

experimental specific rotation, determined to be about +0.2 deg mL g�1 dm�1.

Care has to be taken when computing the response of a molecule with a very small

specific rotation due to the approximations in the methods and models used which

may easily cause the OR to have the wrong sign. The thermally accessible con-

formers included the rotamers around the chiral carbon and bond rotations within

the substituents. Geometries were optimized at the B97-D/TZV(d,p) level of theory

without inclusion of solvent effects. A Boltzmann distribution was used to average

the calculated response. The optical rotations were performed using BHLYP/

aTZV2P as well as the BLYP/aTZV2P and BLYP/TZVP levels of theory. Depend-

ing on the functional/basis set, the individual specific rotations of each conformer

varied between about �10 to þ50 for the different calculations. The Boltzmann

averaged specific rotation of the seven conformers lead to a computed value

between 0.7 and 2.2 deg mL g�1 dm�1 at all levels of theory used here. Given

the comparatively large specific rotations of the individual conformers, the agree-

ment with experiment can be regarded as good.

4.2 Solvent Effects on Static Structures

For an early benchmark study of OR involving a continuum solvent model, see

[174]. More recently, Pecul et al. [175] have implemented a polarizable continuum
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model (PCM) which was applied to the calculation of solvent effects on ECD.

Benchmarks were performed with methyloxirane, and the bicyclic ketones

camphor, norcamphor, norbornenone, and fenchone (all R configurations) and

dielectric constants corresponding to the solvents n-hexane, CF3CH2OH, CH3OH,

CH3CN, and H2O. Molecular geometries were optimized using B3LYP/TZVP.

ECD calculations employed the d-aug-cc-pVDZ basis for methyloxirane and

d-aug-cc-pVDZ (aug-cc-pVDZ on hydrogens) for the bicyclic ketones. For methyl-

oxirane, as the dielectric constant e of the continuum solvent increased from 1 to

78, the lowest-energy transition (HOMO to LUMO) blue-shifted approximately

by 0.2 eV. All of the CD bands calculated for this molecule exhibited a

corresponding shift. For camphor, the HOMO–LUMO transition also blue-shifted

upon varying e from 1 to 78, but the magnitude was only on the order of 0.05 eV.

The PCM reproduced both the solvent effect independence of the n-to-p* transi-

tion and the solvent dependence of the Rydberg type transition. The experimental

trend of a reduction in intensity of ECD when comparing gas phase and solution

(n-hexane) was computationally reproduced with the continuum model. Norcamphor,

norbornenone, and fenchone all exhibit carbonyl centered n-to-p* transitions.

Similar trends were seen among the respective CD bands, such as blue-shifting in

solvents with larger dielectric constant. However, a sign change of the ECD when

going from gas phase to solution, with n-hexane as a solvent, that is observed

experimentally for norcamphor, was not reproduced with the continuum solvation

model. Norbornenone is experimentally seen to display an increase in ECD inten-

sity in trifluoroethanol and a decrease in hexane. This trend was not reproduced by

the computations. The increase in rotatory strength of the n-to-p* transition with

increasing dielectric constant of the medium was correctly predicted for fenchone.

Kundrat et al. [164] have used TDDFT with a continuum solvent model

(COSMO) for solvent effects to calculate the ORD of amino acids in protonation

states corresponding to neutral solutions (zwitterionic), low pH (cationic, proto-

nated), and high pH (anionic, deprotonated). The authors noted that, as in any

study like this, one challenge is the ability to predict the energy of the conformers

as accurately as possible to calculate the mole fractions. The amino acids studied

were glycine, alanine, proline, and serine. All calculations were performed using

B3LYP/aug-cc-pVDZ for optimizations and d-aug-cc-pVDZ for response calcu-

lations. The B3LYP, BHLYP, BP86, and HF correctly reproduced the OR disper-

sion trends for cationic alanine in the 250–600 nm range. The B3LYP calculated

specific rotation at the sodium D line for the cationic and zwitterionic forms were

206.4 and 3.9 deg mL g�1 dm�1, respectively, demonstrating the large effect

from protonation. Overall, DFT with COSMO did reproduce the sign of the OR at

589.3 nm for cationic, anionic, and zwitterionic amino acids in solution. A

consistent underestimation of excitation energies was noted, which resulted in

an overestimation of the OR at the sodium D line and an overall red-shift of the

dispersion curves. It was already pointed out that such underestimations of

excitation energies are often seen for organic molecules with TDDFT computa-

tions using standard functionals.
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4.3 Zero-Point and Finite Temperature Vibrational Averaging

Under certain conditions it can be expected that vibrational effects play an impor-

tant role in the chiroptical response of a molecule. For example, vibrational effects

might be important when [176]:

1. The molecule becomes chiral by isotopic substitution , which is a challenging

case for typical quantum mechanical calculations.

2. The OR or ORD show changes with respect to temperature that are not well

explained by changes in Boltzmann averaging. This would certainly include

rigid molecules.

3. The ORD exhibits a bisignate nonresonant feature that cannot be explained with

the intensity of low lying transitions.

4. Strong solvent effects are observed experimentally that indicate solvent–solute

interactions which might in turn alter vibrational effects in the solute.

Ruud et al. [147] performed OR calculations on (S)-propylene oxide (methyloxi-

rane) at 355 nm at the B3LYP/aug-cc-pVDZ level of theory including zero point

vibrational corrections to investigate the sign change seen in the experimental ORD

when approaching lower wavelengths. The computed OR agreed with experiment

in sign but was overestimated in magnitude. The authors concluded that the

different optical rotation signs at 355 and 589 nm in cyclohexane were a con-

sequence of vibrational effects. In a related study, Kongsted et al. [150] included

vibrational contributions to the computed optical rotations at 589.3 and 633 nm.

The optical rotation as a function of rotating the methyl group showed that a small

geometric deviation can provoke large changes in the OR. However, after vibra-

tional corrections had been incorporated into the calculated optical rotation, an

incorrect sign was still obtained. Therefore the authors considered it necessary to

add corrections from other vibrational modes. Further investigation showed that

TDDFT using the SAOP XC potential and a highly flexible diffuse Slater-type basis

strongly overestimated the OR while CC agreed well with experimental gas phase

data [146]. Overall, it was concluded that vibrational contributions are important

for the OR of methyloxirane and that temperature should be taken into account

when calculating vibrational corrections. It was noted that solvent effects on the

methyl rotation and on the low-lying CD transitions, as well deviations from

the equilibrium geometry, are factors contributing to the optical rotation sign

change from nonpolar to polar solvents.

Kongsted and Ruud [177] revisited the case of (S)-methyloxirane and studied

solvent effects on zero-point vibrational corrections with regards to optical rota-

tions and NMR shielding constants. A polarizable continuum model (PCM) was

used to model solvent effects. (S)-Methyloxirane was optimized with B3LYP/cc-

pVTZ and all OR calculations used the aug-cc-pVTZ basis set. The OR at three

different wavelengths was calculated for the isolated molecule, as well as in

cyclohexane, acetonitrile, and water. When going from the gas phase to a high

dielectric solvent, the optical rotation at 355 nm changed from 29.6 to
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46.5 deg mL g�1 dm�1. Contributions from the zero-point vibrational corrections

can also be as large, or larger in magnitude than the OR calculated at the equilib-

rium geometry. For cyclohexane, the optical rotation at 589.3 nm for the optimized

geometry was �1.8 and the ZPVC was calculated as 5.1. At 633 nm the ZPVC to

the OR in the gas phase was calculated to be 13.2 deg mL g�1 dm�1. After the

inclusion of solvent effects for acetonitrile, the ZPVC dropped to 4.1. Therefore,

not only are solvent and vibrational effects important, but there are “cross terms” to

be considered as possible effects.

Ruud and Zanasi [147] have studied the effects of ZPVCs on the OR of

(S)-methyloxirane. Using B3LYP and both aug-cc-pVDZ and aug-cc-pVTZ basis

sets, the optical rotations at 355 and 589.3 were calculated, along with the

corresponding ZPVCs. The zero-point vibrational corrections can contribute a

sizable amount to the optical rotation. For example, the calculated optical rotation

for (S)-methyloxirane (B3LYP/aug-cc-pVDZ) was �23.2 deg mL g�1 dm�1 and

the ZPVC was more than a factor of two larger in magnitude (48.1). For the double-

z basis, a sign change in the ORD from þ10.2 at 355 nm to �26.9 at 589 nm was

computed, in agreement with experiment. For the triple-z basis, after the inclusion
of the ZPVCs, the calculated optical rotation was computed to be positive at both

wavelengths. Due to the typical underestimations of excitation energies by B3LYP,

the correct sign change is predicted with a smaller basis, but not with the larger one,

demonstrating the importance of error balance.

Regarding the overall magnitude of ZPVC for ORs of organic molecules,

Mort and Autschbach [148] have considered a set of 22 rigid organic molecules.

Computations of ORs and their ZPVCs employed the B3LYP functional and the

aug-cc-pVDZ basis set. With regards to the magnitude of the vibrational correc-

tions relative to the equilibrium OR, the individual ZPVC varied between 2%

and 155%. It was determined that vibrational corrections contribute on average

approximately 20% (median) to the optical rotation. The authors noted that

vibrational corrections alone should not be the only factor included when

comparing solution phase experimental data, since the overall average agree-

ment of computed and experimental data did not improve when including

vibrational corrections. The reason might be the performance of the B3LYP

functional used for the ZPV study for the equilibrium ORs. Pedersen et al. [178]

recently proposed to combine TDDFT vibrational corrections with CC equilib-

rium optical rotations in order to obtain more accurate results. It is likely that the

same protocol can also be used in conjunction of equilibrium ORs calculated

with more modern functionals.

Using an extension of the ZPVC approach of [148], Mort and Autschbach [125]

have studied the temperature dependence of the optical rotation. Following an

initial report for fenchone [179], a set of six rigid bicyclic organic molecules was

considered: (þ)-a-pinene, (þ)-b-pinene, cis-(þ)-pinane, (�)-camphene, (þ)-cam-

phor, and (�)-fenchone. Geometries were optimized using the B3LYP and the aug-

cc-pVDZ basis set. ECD and specific rotation calculations used the same level of

theory. The specific rotations were calculated at three wavelengths (365, 546, and

589 nm), with vibrational corrections calculated at six evenly spaced temperatures
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between 0 and 100 �C. For four out of the six compounds the temperature

dependence seen experimentally was reproduced. A selection of results for fench-

one, a-pinene, and camphene is shown in Fig. 11. Two compounds, (þ)-b-pinene
and cis-(þ)-pinane, experimentally exhibited the opposite trend to what was pre-

dicted by the computations. These cases were analyzed further by considering their

ECD spectra, but the analysis was inconclusive. Given the discussion of Sect. 3

regarding the basis set convergence of the OR for bicyclic systems, it is yet unclear

whether the disagreement between theory and experiment is caused by basis set

incompleteness, deficiencies in the functionals, or simply by the fact that the tem-

perature dependence of the OR for these molecules may not be dominated purely

by vibrational effects.

Due to recurring problems with the treatment of methyl rotations in calculations

of vibrational averages of optical rotations, Mort and Autschbach [149] have

proposed a computational protocol for a separate treatment of hindered rotations.

In a nutshell, in this approach a quasi-free rotation of a functional group is treated

separately from the vibrational average, with numerically calculated hindered-

rotor wavefunctions. With regards to optical activity, the authors studied

their protocol on three molecules: (R)-methyloxirane, (1S)-norbornanone, and
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(S)-epichlorohydrin. Geometries for these molecules were optimized using

B3LYP and the aug-cc-pVDZ basis set. Calculations of frequencies, normal

modes, and optical rotations were performed at the same level of theory. Typi-

cally, the group responsible for the hindered rotation is a methyl group or a Cp

ring in organometallic complexes. For testing the method the chloromethyl group

in epichlorohydrin was also considered. The computed response showed the

expected oscillatory behavior with respect to the local symmetry of the rotating

groups, with the OR ranging approximately between �60 and þ35 deg mL g�1

dm�1 for methyloxirane and �60 to þ40 deg mL g�1 dm�1 for methylnorborna-

none. The strong variations led to a pronounced temperature dependence of the

conformationally averaged specific rotations, although for these molecules a

significant deviation from treating the rotation as a vibrational average would

not occur up to around room temperature. The calculations for epichlorohydrin

afforded a specific rotation range from approximately 200 to �300. Each mini-

mum afforded a different calculated specific rotation. A comparison of the [a]D
with respect to the group rotation is shown in Fig. 12 for methyloxirane and

epichlorohydrin. The calculations for epichlorohydrin indicated the limits of

separating vibrational from rotational modes when there is strong coupling

between the modes and a rotation cannot cleanly be separated. It was suggested

to compare rotational averages with and without relaxed potentials for the rota-

tions, as deviations are likely to indicate the validity of separating different types

of motion. For epichlorohydrin, this separation is not valid.

4.4 Molecular Dynamics with Solvation

A very detailed description of solvent effects, along with temperature effects from

nuclear motion (typically with classical nuclei), is obtained from average com-

puted chiroptical response properties computed along the trajectory of a
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molecular dynamics (MD) simulation, or using Monte-Carlo (MC) simulations. If

solvent molecules are treated as discrete entities, such approaches can provide

much detail about the solvent structure around a solute, along with specific

solvent solute interactions that a continuum model is not capable of describing.

An MD averaging based TDDFT study has been performed for methyloxirane in

water [180]. For the polar solvent water, the simulations based on BP86/aug-cc-

pVDZ TDDFT calculations were successful in reproducing the OR at wave-

lengths longer than 400 nm. In aqueous solution, between 355 and 650 nm, the

OR remained positive for (S)-methyloxirane. Given the difficulties with reprodu-

cing the gas phase ORD for methyloxirane, as discussed in previous sections, the

reasons for the good agreement with experiment are unclear. It is a possibility

that the strong solvent effects in some way suppress delicately balanced OR

contributions from higher lying states and cause the system to behave less

sensitive to approximations in the electronic structure. A subsequent MC based

study, using otherwise similar techniques, considered the possibility of creating a

chiral imprint in a nonchiral solvent [159]. See a highlight article [181], and a

later section on chiral imprinting.

Following an MD benchmark study for glycine [162], Kundrat and Autsch-

bach [155] have modeled the chiral response of glycine and alanine in aqueous

solution using explicit solvation and molecular dynamics. It should be pointed

out that glycine is an achiral molecule. However when considering dynamic and

solvation effects, distortions of the molecule temporarily induce chiroptical

response of large magnitudes. Glycine was therefore used as a test case to

determine systematic and statistical errors that would allow one to predict

from MD averaging that glycine has a vanishing optical rotation (within the

statistical errors). The molar rotations at the sodium D line were calculated

using the B3LYP and BHLYP functionals with the aug-cc-pVDZ basis set,

while geometry configurations were generated using molecular dynamics. CC2

calculations were performed for comparison, in particular to test the computa-

tional TDDFT-based model for artifacts from artificial charge-transfer excita-

tions. A simple point-charge model (SPC) for the solvent was also tested. By

plotting the change in molar rotation (see Fig. 13), as well as the change in CD,

as a function of solvent distance, it becomes clear that close-by water molecules

(both explicit and point-charge models) can cause a sizeable effect in the

calculated response. The calculated molar rotation of static (with COSMO) vs

dynamic averaging (using SPC) for alanine was 5.4 and �11 deg cm2 dmol�1

using B3LYP and �1.5 and �7.8 deg cm2 dmol�1 for BHLYP, respectively.

A dynamic averaging with COSMO afforded molar rotations of �16.7

and �10.9 deg cm2 dmol�1 with the two functionals. A simple point charge

representation of water and perhaps other polar solvents can be very efficient at

modeling some aspects of explicit solvation without the additional computa-

tional cost of treating solvent molecules quantum mechanically. For alanine,

however, the use of SPC waters provided only a marginally better agreement

with experiment than use of a continuum model alone.
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4.5 ECD Spectra Computed with Vibrational Fine Structure

Typically, when ECD spectra are simulated the computed “stick spectra”

corresponding to vertical electronic transitions are broadened with Gaussian func-

tions (sometimes Lorentzian broadening is used instead). Band shapes in electronic

spectra of large molecules can also be computed more directly, by modeling their

vibronic fine structure [182–186]. Several attempts have been made to include

vibronic effects in ECD spectra at a first-principles level. Very promising results

were obtained for trans-(2,3)-dimethyloxirane [183] by computing Franck–Condon

(FC) factors from TDDFT. Lin et al. have applied a methodology reported in [185]

to calculate the vibronic fine structure in the CD spectrum of (R)-(þ)-3-methylcy-

clopentanone [187], also leading to a convincing agreement between simulation

and experiment. Both FC factors and vibronic coupling terms were considered in

the study of Lin et al. The two approaches are somewhat complementary in the

sense that the one used for DMO constructs approximate harmonic excited states

potential surfaces from the ground state force field and excited states gradients

calculated at the ground state equilibrium geometry. The other approach requires

optimized geometries (and ideally also force fields) for the ground state and each

electronic excited state. With each method there is a trade-off between accuracy

and computational effort, and both have their drawbacks and merits.

Figure 14 shows another example: the absorption, emission, ECD, and the

emission counterpart of ECD – circular polarized luminescence (CPL) – for

the lowest energy excitation of d-camphorquinone, from a recent TDDFT study
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of the CPL spectra of this molecule and (S,S)-trans-b-hydrindanone [188]. Follow-
ing ground and excited state optimizations and frequencies calculations for both

states, the various bands were obtained from computed FC factors. Each vibronic

transition was Gaussian broadened with s between 0.03 and 0.04 eV. The simula-

ted band shapes and band widths, the red shift of emission vs absorption, as well

as the extent of visible fine structure are seen to be in excellent agreement with

experiment. The data shown in the figure were obtained with the CAM-B3LYP

functional. For the carbonyl centered transition in both molecules, basis set effects

and the functional dependence were demonstrated to be relatively modest, allowing

simulations of good quality with a nondiffuse basis and standard functionals. To our

knowledge, [188] has reported the first computation of vibrationally broadened

CPL spectra using modern first principles theory.

5 Assignments of Absolute Configuration by Comparing

TDDFT Computations of ECD and OR/ORD to Experiment

This section focuses on AC assignments that were aided by TDDFT computations

of electronic chiroptical properties. Figures 15–17 show a selection of molecules

whose absolute configuration has been solved during the last five years with the aid

of TDDFT calculations utilizing at least one electronic chiroptical response method
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phorquinone. CAM-B3LYP/TZVP computations vs experiment. Data to prepare the plot were

taken from [188]

Electronic Chiroptical Properties of Molecules 47



(OR, ORD, and/or ECD). The molecules are grouped by the type of chromophore,

where applicable, and therefore the numbering is not necessarily in the order of

their appearance in the discussion that follows. We will occasionally refer to the

molecules of Figs. 15–17 by its number.

Fig. 15 A selection of molecules for which the absolute configuration has been determined with

the help of measurements and computations of chiroptical properties. Part I
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The first group contains molecules with only an asymmetric carbon as

the stereocenter (1–3). Molecules of this type tend to have small optical rotations

(i.e., less than 100 deg mL g�1 dm�1). The second group contains molecules which

Fig. 16 A selection of molecules for which the absolute configuration has been determined with

the help of measurements and computations of chiroptical properties. Part II
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Fig. 17 A selection of molecules for which the absolute configuration has been determined with

the help of measurements and computations of chiroptical properties. Part III
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have stereocenters plus an otherwise achiral chromophore (4–38). There is typically

a p system with low-lying transitions that may contribute strongly to the chirop-

tical response. Such transitions are n-to-p� for carbonylic moieties (4–9, 12–14,

17, 18–34) either as ketone, carboxylic acid or lactone forms, and for imine groups

(33). It should be noted that in molecules (20–31, 38) there is the presence of an

enone type functional group. Other types of transitions are p-to-p� for the afore-

mentioned moieties and for p systems such as aromatic and conjugated systems.

Molecules that contain this kind of chromophore are (10, 11, 15, 16, 35, 37).

Another type of transition originates when a metal or heteroatom is present in

molecule, such as Se (36) with low-lying s-to-s� transitions. The third group

contains molecules with an inherently chiral chromophore (39–42). These systems

tend to have strong optical activity.

Rigid molecules have always been of particular interest in the context of

chiroptical property computations. Examples of rigid molecules for which ACs

have been assigned successfully with the help of TDDFT computations are spir-

oselenurane [189], n-ladderanes (1) [190], paraconic acids (4) [191, 192], pseudo-
helical rigid hydrocarbons (41) [160], and other molecules with small specific

rotations [15, 16, 193–195]. In comparison, many of the molecules in Figs. 15–17

have a large conformational space which makes it particularly challenging to

accurately model their chiroptical properties.

Although it is best to employ a variety of chiroptical methods for a confident AC

assignment, the optical rotation at a single wavelength, typically the sodium D line

(589.3 nm), has been successfully applied to assign the AC for a number of diverse

systems ranging from natural products (18, 31, 37) to spiroannelated rings (41).

Systems as simple as having one stereogenic center (1, 2, 37) to as challenging as

multiple stereocenters (31) have been investigated. The study of the optical rotation

at several wavelengths has been applied to numerous molecules as well, for

instance for such systems as paraconic acids (4) [192], cytoxazones (13) [196],

and (fC)–C76 [197]. Considering not only sign and magnitude of the OR but also the

dispersion trend can help to increase confidence in an AC assignment.

Molecules with small specific rotations need to be carefully assigned if the OR at

a single wavelength is the only criterion. Even for a conformationally rigid mole-

cule, a small specific rotation (less than about 100 deg mL g�1 dm�1) can be

predicted to have the wrong sign by TDDFT gas-phase computations using standard

basis sets and standard hybrid functionals [16, 98]. Stephens et al. [16] suggested

that for a safe AC assignment, with 95% confidence, the specific rotation should be

in the interval of 	2s from the experimentally measured value of one of the

enantiomers, but not both concurrently. s is the average uncertainty of the calcu-

lated OR. The authors deduced a value of 58 deg mL g�1 dm�1 for 2s from a

TDDFT study of a set of 65 chiral rigid molecules optimized at the B3LYP/6-31G(d)

level of theory. The chiroptical response was calculated with the aug-cc-pVDZ

basis and a GIAO formalism. The selection of molecules included 17 alkanes, 16

alkenes, 19 ketones and 13 miscellaneous heterocycles. The predicted signs of the

(gas phase) specific rotation were in agreement with experiment in different

solvents for all but 8 of the 65 rigid molecules. Sources of errors were considered
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from both the calculational and experimental point of view, such as errors in the

experimental specific rotations related to purity and enantiomeric excess, as well as

functional and basis set related errors along with the lack of inclusion of vibrational

and solvent effects.

Polavarapu [176] has recently reviewed protocols that have been used for AC

assignments based on computed optical rotations. The protocols were classified by

four categories:

1. Single wavelength OR calculations. As a consequence of the SOS nature of OR,

equation (2), the accuracy of OR calculations is influenced by over/under esti-

mations of rotatory strengths and the associated electronic transition energies in

the CD spectrum. A way to reduce errors from shifts in the computed excitation

energies (which also enter direct linear-response TDDFT computations of the

OR that do not employ a SOS) is to introduce wavelength corrections in a SOS.

However, the corrections are generally wavelength dependent which makes it

difficult to include a simple correction when there are multiple transitions

affecting the OR. An example of this type of approach is the study of [32]

(1,4)-barrelenophanedicarbonitrile (15) by Stephens et al. [194], where the SOS

optical rotation was calculated with the experimental wavelengths of four low-

energy transitions.

2. Nonresonant monosignate ORD calculations. An ORD curve can be calculated

either directly from the OR parameter (or G0) on a frequency or wavelength grid,
or from the low-energy part of the CD spectrum through the KK formalism [36,

37, 176, 197] or an SOS equation. However, if the KK or SOS route is used one

should be cautious to include a sufficient number of excitations to converge

the ORD. When lower-lying CD bands have a different sign to the monosignate

ORD curve, it is necessary to include higher lying states. A criterion to eliminate

the leading-order cut-off error is to choose a number of excitations in the SOS

for which
P

j Rj 
 0 [36]. Direct linear response methods tend to provide more

reliable results, and can be combined with KK and SOS methods in order to

reduce the number of frequencies for which the OR has to be computed [37].

3. Nonresonant bisignate ORD calculations. Some molecules with a bisignate non-

resonant ORD for which computations have been performed are b-pinene [171,

176], spiroselenurane [176, 189], methyloxirane [176], and trans-dimethylcyclo-

propane [47, 75]. A bisignate nonresonant ORD can be related to different

phenomena such as vibrational effects, or the intrinsic electronic optical activity

of the molecule. In regards to the latter, the bisignate curve is a consequence of at

least one transition higher in energy with an opposite and larger rotatory strength

than the lowest-lying energy transition (see Fig. 1). When a bisignate ORD is

experimentally observed, one should use as high a level of theory as possible and

consider using a more intricate computational model than for a monosignate ORD

in order to compute the correct sign [75, 156, 176].

4. Resonant ORD calculations For AC assignment based on resonant ORD, it is

often sufficient that calculations reproduce the ORD pattern as a function of

wavelength [176]. See Sect. 3 for examples.
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ECD based assignments of ACs tend to cover the UV–Vis spectral range and

often include several excitations. A good match between simulated and measured

spectra that cover several well separated excitations can normally be used for a

confidential assignment of the AC, but care needs to be taken if the CD spectrum is

limited to one or very few excitations. In this case a combination of several

chiroptical methods would be safer. Polavarapu also pointed out that a comparison

of experimental electronic chiroptical properties can help to identify particular

instances where the optical rotation in the low energy regime is influenced by

higher lying transitions, as was the case for dimethyltartrate [10]. It is advisable to

carefully benchmark the basis set when there are apparent inconsistencies between

computed ORD and ECD.

In the following paragraphs, work is reviewed where the problem of conforma-

tional averaging has been bypassed by working with solids instead of solutions of

chiral molecules. For example, Bringmann et al. [199] have investigated dionco-

phylline A (42), a well known naphthylisoquinoline alkaloid, in the solid state by

comparing computed and experimental CD. This molecule was chosen because it

has previously been studied in forms other than the solid state. The case is

challenging because the first four CD bands of the two lowest energy conformers

have opposite signs, reducing the reliability of the computed averaged CD spec-

trum. Bringmann et al. calculated the CD spectra using X-ray crystal structure

coordinates, where only one conformer dominates. For the B3LYP/TZVP TDDFT

response calculations, the crystal structure was also further optimized at the same

level of theory. The ECD from TDDFT calculations matched the spectral features

seen experimentally. Effects from neighboring molecules in the solid were also

investigated, but at a semiempirical level due to the size of the systems. These

effects were explored by analyzing different dimers and an extended system

comprised of 16 molecular units. The added contributions from the nearest neigh-

bors did not alter the qualitative agreement between the theoretical and experimen-

tal CD. It was pointed out that the chosen approach is promising for situations

where intermolecular exciton coupling does not apply or if the chromophores are

sufficiently far away of each other. Provided enough computational power, crystal-

packing effects can potentially also be studied with ab initio methods.

Zhang et al. [200] have studied members of the secalonic acid family, particu-

larly Blennolides A–G. By application of a solid state CD/TDDFT approach,

similar to that described above for dioncophylline A, the absolute configuration

was assigned. Starting with the (5S,6S,10aR) crystal structure of Blennolide A as

the input geometry, the CD was calculated at the B3LYP/TZVP level of theory.

Agreement of the computed CD spectrum with the experiment for this molecule

was good, both in the solid state (KCl disc) and in solution (dichloromethane), as

shown in Fig. 18. The good agreement of the CD spectra suggested the crystal

structure is close to the predominant structure seen in solution, which was conse-

quently assigned as (5S,6S,10aR). For blennolides D and E, there were no experi-

mental crystal structures available, and therefore a different approach had to be

taken. A conformational search was performed using molecular mechanics (MMFF

force field), and the two lowest-energy structures were further optimized with
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B3LYP/6-31G(d). The ECD spectra of these were then calculated with the TZVP

basis set and Boltzmann averaged. For both conformers, the computed spectra

matched well with experimental solution CD spectra (measured in acetonitrile).

The spectrum of the lowest energy conformer and the Boltzmann averaged spec-

trum both agreed qualitatively with the experimental sign pattern. Based on these

results, the absolute configurations of blennolides D and E were assigned as (�)-

(2S,9S,10S,11R) and (þ)-(2R,9S,10S,11R), respectively.

A solid state CD/TDDFT approach was applied to hypothemycin (23) by

Hussain et al. [201] Hypothemycin is conformationally flexible and has the possi-

bility for excitations to strongly couple in the solid state. X-ray structure coordi-

nates were used for single molecule CD calculations at the B3LYP/TZVP level of

theory and compared to experimental solid state measurements. Apparently, inter-

molecular interactions in the solid state did not give rise to large discrepancies

between the spectra. It should be noted, however, that because of possible packing

effects one should be cautious when comparing solid state experimental measure-

ments with a single molecular calculation if the importance of packing effects

cannot be assessed explicitly by computations.

Hassan et al. have used a solid state CD approach to aid in the absolute

configuration assignment of epoxydesacetoxymatricarin (25) [202]. The authors

of [202] benchmarked several functionals (BP86, B3LYP, and BHLYP) with the

TZVP and aug-cc-pVDZ basis sets. The CD computed at the BHLYP/ TZVP level

of theory based on the experimental X-ray structure was in good agreement with

experimental measurements in both solution and solid state. The lowest-energy

–25

–20

–15

–10

–5

0

5

10

3.5 4 4.5 5 5.5 6 6.5

350 300 275 250 225 200

Δε
 / 

L 
m

ol
–1

 c
m

–1

Energy / eV

λ / nm

Solid-State CD
Solution Phase CD

Computed CD

Fig. 18 Comparison of solid state (KCl), solution (dichloromethane) and calculated (B3LYP/

TZVP) CD spectrum for the (5S,6S,10aR) Blennolide A. Spectral data to prepare the plot taken

from [200]

54 J. Autschbach et al.



excitation was assigned as an n-to-p� enone chromophore transition. One interest-

ing spectral feature that could not be reproduced computationally was a positive

band at 255 nm seen in the solid state that was not seen in solution. The fact that the

calculations did not reproduce the transition at 255 nm was attributed to inter-

molecular interactions in the solid. Hassan et al. hypothesized that the CD band

could be due to an enone p-to-p� transition caused by intermolecular coupling. The

importance of determining which CD bands are related to solid state interactions

was pointed out. It was suggested that the occurrence of such spectral features may

be a tool for investigating chirality due to aggregation in the solid state.

Other examples where solid state CD was utilized to assign absolute configura-

tions are globosuxanthone A [203] (26), papyracillic acids [204] (9), ascochin (12)

and ascodiketone [205] (5), massarilactones [206] (14), 2,3-dihydropyrenophorolic

acid and 2,3,10,11-tetrahydropyrenophorol [207] (6,7), oxepino[2,3-b]chromones

[208], 20-acetylsinularolide B [209] (24), fusidilactone D [210] (22), blennolide G

[209], tetracyanobutadienes [211], as well as zwitterionic and neutral macropodu-

mines [212] (29).

The absolute configuration assignment of the ten stereocenters of bistramide C

(38) by Zuber et al. [213] is an example of how different tools can aid in the

prediction of the correct configuration and avoid impractical experimental work.

From a starting pool of over 1,000 isomers, the number of structures was reduced by

2 orders of magnitude after calculation of NMR parameters. Comparing the results

of computed molar rotations (589.3 nm), the number of isomers was reduced to a

selected few, for which the AC assignment was made with the help of CD calcula-

tions. This approach was based on van’t Hoff’s optical superposition principle:

dividing molecules into fragments that have weak chiral interactions and then

treating each individual fragment. More specifically, Zuber et al. divided bistramide

C into four fragments and assigned the relative configuration for nine out of the ten

chiral centers via NMR J-couplings. Molar rotations were calculated at the BP86/

aug-cc-pVDZ//SVP level of theory. Conformational searches for each fragment

were performed with Monte Carlo simulations. Solvent effects for chloroform were

included by a continuum model. Calculated optical rotations were added for each

possible four-fragment combination. Knowing that the experimental molar rotation

was þ70 deg cm2 dmol�1 at 589 nm, the pool of possible isomers was reduced to

three. The ECD of each of these fragments was calculated and compared with

experiment. Of the three, only one matched the sign pattern of the experimental CD

spectra, allowing for an absolute configuration assignment. Similar approaches

have been applied with other molecules, too, such as hennoxazole A (34), pitiamide

[159] (19), and ladderanes [190].

Studying chiroptical properties can lead to novel ligand design. Mori et al. [214]

considered four multiarmed chiral aryl ethers in diverse aromatic skeletons. Two of

the molecules, (35) for example, were synthesized with the intent to lock the

structure into one of two low-energy conformers. Structures were optimized with

dispersion-corrected DFT at the BLYP/TZVP level of theory. Single point energy

calculations were performed with a spin component scaled MP2 method and the

TZVPP basis. CD spectra were calculated with BHLYP/TZVP. The asymmetric
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anti conformers were predominant for the four aryl-ethers, in agreement with X-ray

structures. For the locked ethers, the chiroptical response increased as function of

temperature (25–95�C). This trend was attributed to the asymmetry of the anti-
conformers. Regarding the unlocked ethers, the chiroptical response decreased with

increasing temperature. This effect was attributed to changes in the mole fractions

as function of temperature. With an increase in temperature, the syn-conformers

become more favored than anti due to the freedom of aryl groups in the side chains

to rotate and participate in van der Waals interactions.

Crassous et al. [215] have prepared (þ)-chlorofluoroiodomethane (2) and deter-

mined its enantiomeric excess as well as the absolute configuration with the aid of

TDDFT calculations of ORs. The ORD was calculated and measured at 589, 577,

546, and 435 nm. Theory at the B3LYP/DGDZVP level reproduced the sign and

trend for the ORD seen experimentally. The calculations supported the assignment

of (S)-(þ), and R-(�), for the absolute configuration. In related studies, the absolute

configuration of CHFClBr had previously been assigned with the help of ORD and

ROA computations [82, 216].

Stephens et al. [194] have determined the absolute configuration of [32](1,4)

barrelenophanedicarbonitrile (15) with the help of TDDFT computations. A Monte

Carlo conformational search was performed which used molecular mechanics and

semiempirical methods. The lowest-energy conformers were then further optimized

at the B3LYP/6-31G(d) level of theory. ECD and OR calculations were performed

with B3LYP and the aug-cc-pVDZ basis set. Experimentally, three conformers

were found in the X-ray structure. The geometry of the lowest three conformers

found computationally were similar to the experimental structures, and the correct

sign of the optical rotation was predicted for all three structures. Comparing the

conformational distribution with structures obtained from X-ray crystallography

and other experimental measurements, the calculated ECD and OR at the sodium D

line aided a safe assignment AC of this molecule as 9S, 12S(þ)/9R, 12R(�).

Masullo et al. [217] have isolated several tetracyclic polyisoprenylated

xanthones, including oxy-guttiferone K and guttiferone M. For these molecules,

the authors elucidated structures by experimental NMR and mass spectrometry.

TDDFT calculations were then performed to help assign the orientation of the cycle

formed by one of the isoprenyl chains. Conformers were found by applying MM/

MD simulations followed by optimizations at the MPW1PW91/6-31G(d) level of

theory. Six conformers were found for oxy-guttiferone K and seven for guttiferone

M. ECD spectra were calculated at the same level of theory (see Fig. 19). By

comparison of the calculated and experimental CD, it was concluded that

the isolated compounds were not the ent-forms (see Fig. 19 for a comparison of

oxy-guttiferone K vs its ent-form).

The assignment of absolute configuration based on circular dichroism calcula-

tions has become a useful tool in organic synthetic chemistry [218], drug discovery

[219, 227], and biochemistry [220–226, 228]. Examples for which the AC has been

solved with the help of ECD calculations are N-phosphorylimine adducts (8) [227],

fugomycins (21) [229], pyranonigrin (28) [231], epoxycyclohexenes (20) and iso-

cumarines [230], as well as many other organic molecules [194, 198, 218, 232–251].
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The application of chiroptical methods towards absolute configuration assignment is

not limited to natural products, of course. Molecules targeted for their potential

application as nano materials have also been studied, such as ladderanes (1) synthe-

sized by Zuber et al. [213] which are discussed elsewhere in this chapter.

Chochrek and coworkers [252] developed a protocol for the AC assignment for

sulfur centers in cyclic sulfites (32). The experimental CD and TDDFT calculations

at the B3LYP/6-311þþG(2d,2p) level of theory were in very good agreement. It

was shown that the ring conformation as well as the configuration around the sulfur

atom dominates the CD spectrum to give rise to bands that can be used for reliable

AC assignment of the sulfur center. This information allows for the differentiation

between sulfur epimers in cyclic sulfites.

Frelek and coworkers [253] studied by TDDFT an empirical helicity rule for AC

assignments of the b-lactam moiety present in antibiotics and in synthetic inter-

mediaries of other drugs (see structure in Fig. 20). This work is also an example of a

TDDFT-based investigation of ECD spectra for flexible molecules, using an MD

protocol. The chirality of the bridgehead carbon in the b-lactam moiety had been

experimentally related to a CD band at 220 nm, with a positive Cotton effect

corresponding to the R configuration at that carbon. The rule was tested with

computations on eight molecules: four oxacephams, three carbacephams, and a

thio-cepham derivative. Geometry optimizations were performed with PBE0 using
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the TZVP basis for nonhydrogen atoms, and a nonpolarized basis for hydrogens.

Vertical ECD spectra were simulated based on trajectories obtained from Born–

Oppenheimer molecular dynamics. Solvent effects were included with COSMO.

The CD spectrum of a carbacepham, as a selected case from the test set, is shown in

Fig. 20. The two lowest lying transitions were assigned as n-to-p� centered on the

amide moiety, with a carbonyl centered first transition. A static structure CD

spectrum at 0 K showed a blue shift for those transitions, and it was in poor

agreement with the experimental spectrum obtained at room temperature. The CD

spectrum at 350 K, calculated from the MD average, was red-shifted with respect to

the 0 K spectrum, leading to better agreement with experiment.

Kock et al. [254] have isolated two new antimicrobial isochromanes (pseudoan-

guillosporin A and B; see structure in Fig. 21) and deduced their absolute configura-

tion with support from TDDFT computations. The molecule has three stereocenters.

The 60C configuration in the chain was determined by NMR, while the helicity of the

isochromane ring and the stereocenter at C3 were determined by CD TDDFT

calculations (Fig. 21). The assignment at C3 was made with a shortened version of

the molecule (Fig. 21) after a conformational search with MMFF and PM3methods,

followed by subsequent geometry optimizations at the B3LYP/6-31G(d) level of

theory. ECD spectra were computed for the four lowest energy conformers (B3LYP/

TZVP). Experimental and Boltzmann averaged ECD spectra compared well in

sign and magnitude for the transitions related to the phenyl chromophore. The

AC was assigned as (3R) for both pseudoanguillosporin A and B.

Cheng et al. [166] assigned the absolute configuration of the alkaloid (�)-

linarinic acid (37) with the help of theoretical calculations. Via molecular mechan-

ics, a conformational search was performed with the MMFF force field, using water
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as solvent. Low-energy conformers that were found all related to a rotation of the

carboxylic acid moiety, linked to the stereogenic a-carbon, as shown in Fig. 22. The
MM structures were further optimized using HF/6-31G(d,p). The geometry of

the lowest energy conformer matched well with X-ray crystal structure data. The

specific rotation of different conformers of (S)-linarinic acid was computed with HF

and B3LYP utilizing four different basis sets: 6-31G, 6-31G(d), 6-31G(d,p), and
aug-cc-pVDZ. For the individual conformers, HF and B3LYP (aug-cc-pVDZ)

agreed in sign for every case, but not in magnitude. The ORs varied greatly

by conformer, spanning a range of approximately 250 deg mL g�1 dm�1. The

Boltzmann averaged specific rotation (B3LYP/aug-cc-pVDZ)was�356 degmLg�1

dm�1, which compared reasonably well with the experimental measurement

of �290 deg mL g�1 dm�1 in methanol at the sodium D line wavelength, resulting

in the AC assignment as the (S) enantiomer.

Matsumoto et al. [246] have used TDDFT to aid in the assignment of the

absolute configuration of phenyl-(2-pyridyl)-(3-pyridyl)-(4-pyridyl)methane.

Molecular mechanics (MMFF94S) was employed to find a set of low energy

conformers, which were further optimized at the B3LYP/6-31G(d) level. TDDFT

CD calculations were performed with B3LYP/TZVP basis. The conformationally

weighted contributions were averaged and compared against experiment. Based on

a good match between the calculated and experimental ECD spectra, the molecule

was assigned to the (R) configuration.

In some cases, theoretical investigations of chiroptical response have been used

to reinvestigate previous AC assignments. Through the use of TDDFT calculations,

the absolute configuration has been reassigned, for example, for molecules like

oruwacin (31) [161] and papyracillic acid (9) [204]. Previously, the absolute

configuration of these two molecules had been assigned by comparison of exper-

imental chiroptical properties with those of similar compounds, which can be

problematic. (M)-Streptonigrin was also reassigned based on TDDFT computations

(B3LYP/TZVP) [255], which helped to decide which of two contradictory previous

assignments was correct.

Fig. 22 A depiction of the

rotations of the carboxylic

acid group on (S)-linarinic
acid responsible for the

lowest-energy rotamers found

in the conformational search

considering water–linarinic

acid clusters in Ref. [166]
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Regarding the oruwacin example [161], Geometry optimizations were per-

formed at the B3LYP/6-31G(d) level of theory, and optical rotation calculations

employed B3LYP/aug-cc-pVDZ. No solvation model was applied in the calcula-

tions. Due to the size and conformational flexibility of oruwacin, the conforma-

tional search was approached by segmentation of the molecule into three

subsystems: a plumericin core, phenylplumericin and theO-methylcatechol moiety.

The ORs of the eight lowest-energy conformers were calculated. It was noted that

these eight conformers contribute more than 95% combined to the mole fractions.

The weighted specific rotation of (1R,5S,8S,9S,10S)-oruwacin led to a calculated

specific rotation of �193.3 deg mL g�1 dm�1 with the experimental value of the

natural product being þ193 deg mL g�1 dm�1. It was thus concluded that the na-

tural product was the enantiomer with the configuration (1S,5R,8R,9R,10R). The

successful reassignment shows that breaking up large conformationally flexible

molecules into easier manageable subsystems can be a useful method for analyzing

a chiral molecule, and provides a faster way for determining the overall number of

conformers. Another useful observation from this work is that comparison of the

specific rotations of similar natural products is not always a reliable means of

determining the AC.

Kwit et al. [256] reassigned a series of trans-diastereomers of cytoxazone (13),

which are cytokine modulators. Initial calculations of the OR and the ECD spec-

trum at the B3LYP/6-31G(d) level of theory failed to predict the correct assign-

ment. After switching to a larger basis set, 6-311þþG(2d,2p), and including (PCM)

solvent effects, the main features of experimental and calculated CD spectra agreed

well and led to the assignment as (�)-(4S,5S)-trans-isocytoxazones.
Alonso-Gomez and coworkers [211] studied chirality induction in the allene

moiety of 1,1,4,4-tetracyanobuta-1,3-dienes and reconfirmed the AC assignment a

diethynylallene. The TDDFT computations of CD spectra employed B3LYP/6-

31G(d). Comparing the calculated and experimental CD, the spectra matched

regarding the energetic location of the bands and the sign pattern. The allene

chirality induction was explained in terms of in-phase and out of phase interactions

of the transition dipole moments of the dimethylanilinoacetylene groups.

The AC of a meso–meso b–b doubly linked bis-porphyrin (39) was reassigned

by Muranaka et al. [257] based on TDDFT calculations, which were contrary to a

previous assignment that used an exciton coupling model. It was pointed out that

this molecule had fused chromophores and therefore the exciton coupling model

can be too simplistic and predict the wrong sign, as indeed appeared to be the case

for (39) [257].

6 Analysis of Chiroptical Properties

With a given basis set and electronic structure method, if all possible excitations

(corresponding to physically meaningful transitions, or generated as artifacts from

using an incomplete basis and an approximate functional) are included in the SOS for
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a dynamic property it should yield the same value of the property calculated directly

from linear response using the same level of theory. This applies, for example, to

TDDFT spectra vs direct dynamic TDDFT linear response [36, 46]. The SOS might

be useful for analyzing the optical rotation in terms of electronic excitations and their

rotatory strengths, but, as will be seen shortly, the approach has its limits.

Wiberg et al. [137] have applied an SOS to analyze the specific rotation of

substituted oxiranes (X=F, Cl, CN, HCC), chloropropionitrile, ethane, and nor-

bornenone. Calculations were performed with the B3LYP functional and the

aug-cc-pVDZ and aug-cc-pVTZ basis sets. The substituted oxiranes required the

inclusion of at least 800 states to converge towards the TDDFT linear response-

calculated OR at the sodium D line. The SOSs were strongly oscillating. The

specific rotations in the first 120 states varied by a few hundred deg mL g�1 dm�1

for some of the oxiranes, and up to 800 deg mL g�1 dm�1 for the HCC substituted

molecule. The magnitude of variation was similar for 2-chloropropionitrile, with

the SOS requiring nearly 1,000 states to converge. It was concluded that low-lying

valence and Rydberg transitions were not dominating the computed nonresonant

ORD since a large number of high lying states were required to converge the SOS.

A more detailed account of research on 2-chloropropionitrile, including a discus-

sion of the SOS analysis, is given in Sect. 7. Additional information about SOS

analyses of other molecules can also be found elsewhere in Sects. 3, 4, and 7.

Attempts to explain the structural and electronic origin of optical rotation in

molecules based on a partitioning of ab initio calculated data have been made [107,

136, 159]. Kondru et al. [107] have developed protocols to map out atomic and

functional group contributions to optical activity by using a type of Mulliken

partitioning. Atomic contribution maps were generated by decomposing the G0

tensor calculated for optical rotation into contributions from AO pairs. The analysis

allowed for exploration of geometry effects, such as dihedral angles [258] and

variation of chiroptical response as a function of distance from the chiral center

[159]. The atomic contribution maps can be used to obtain more insight into the

results of calculations by finding which atoms contribute most to the calculated OR.

An application has been the assignment of a calyculin fragment as A/B depending

on the E/Z arrangement of the cyano group [258]. The optical rotation atomic

contribution map of this conjugated polyene showed that the chiral carbon centers

are conjugated intramolecularly with the cyano group through the p system,

resulting in a strong influence of the E vs Z orientation of the cyano group on the

optical rotation [159, 258].

TDDFT programs typically determine a set of coefficients Xais, Yais, or alterna-
tively their sum and difference, for each transition which are used to compute the

transition-densities and current-densities, as outlined in Sect. 2.3. We will drop the

spin indices here for brevity. The normalization is such that for positive excitation

energies [259]

Xunocc
a

Xocc
i

ðX þ YÞaiðX � YÞai ¼ 1 ð29Þ
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for each transition, where the sums run over the occupied and unoccupied canonical

MOs. Therefore, each transition can be analyzed conveniently in terms of occu-

pied–unoccupied MO contributions adding up to 100% per equation (29). Such

analysis features are available in many TDDFT codes and have been applied

frequently to determine the nature of a transition. Recently, an analysis of transi-

tions in terms of field-free localized MOs (LMOs) has been proposed by Graule

et al. [260] In order to quantify contributions to an excitation from a specific

“chemist’s orbital”, the canonical MOs ’ were transformed into a basis of bonding,

lone-pair, core, and unoccupied LMOs l,

’j ¼
X
k

lkTkj ð30Þ

where the transformation matrix T is unitary and diagonal with respect to occupied

and unoccupied blocks. LS
ck and LA

ck are defined in (31a) and (31b) below [260].

These are the symmetric and antisymmetric components of the transition density

matrix in the LMO basis:

LS
ck ¼

X
ai

ðX þ YÞaiTcaTki ð31aÞ

LA
ck ¼

X
bj

ðX � YÞbjTcbTkj ð31bÞ

The LMO analog of (29) is now

Xunocc
a

Xocc
i

LS
aiL

A
ai ¼ 1 ð32Þ

The last equation has been used to analyze occupied–unoccupied localized

molecular orbital pair contributions for excitations in chiral metal complexes

and metallahelicenes [260, 261], as well as in chiral organic acids derived from

amino acids by substitution of the amino group with �OH and �F [170]. The

analyses in terms of canonical MOs and LMOs may be considered complemen-

tary tools, with the canonical MO analysis generally leading to fewer contribu-

tions since the canonical MOs are well adapted to describe electronic excitations.

The analysis in terms of LMOs allows one to focus on selected “chemist’s

orbitals” of interest, such as contributions to excitations from a given lone pair

or localized p orbital, or from metal-centered orbitals, which can also be very

useful.

Chiral-response “sector maps” computed from first principles to describe

chiral perturbations of nonchiral chromophores are a tool proposed recently

[136, 155, 170] to study CD and OR. The computation of such sector maps

has been inspired by the sector rules for ketones that are well known to chemists
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[262–264]. The first-principles maps1 can be constructed by creating a grid

around the chromophore of interest, and scanning the chiroptical response

induced in the chromophore by a point charge or another perturbing entity on

each grid point. The scan can be performed in a plane above a planar chromo-

phore, for example, or on a three-dimensional grid. An example of the carbonyl

chromophore is shown in Fig. 23 where the well known octants devised by Moffitt

et al. are clearly visible. Similar sectors as for the negative point charge are

obtained when a noble gas atom, representing a steric repulsion, is chosen as

the perturber [136]. Another example, shown in Fig. 24, is the OR induced by a

point charge around a carboxylate chromophore. Both a 3D scan and a map are

shown. Sector rules for specific chromophores may be constructed from such

computed maps. The success of octant rules [264] and other sector rules discussed

elsewhere in this chapter demonstrates that there is a clear need for chirality

models with predictive power that are easy to apply. It is now possible to confirm

sign, shape, and spatial extension of such sectors by explicit computations of

the chiroptical response as a function of the position of an idealized perturber.

Sector maps generated for a planar glycine molecule, for example, have shown

that the carboxylate chromophore in amino acids cannot be approximated

by overlapping sectors of two carbonyl groups at an approximately 120� angle

[136], which had previously been used as a model to explain the pH dependence

of the OR of amino acids (more on this in Sect. 7).

Formaldehyde (+0.3)Formaldehyde (–0.1)

Fig. 23 TDDFT sector maps calculated at the B3LYP/aug-cc-pVDZ level of theory for the

circular dichroism induced in the carbonyl centered n-to-p* transition of formaldehyde. The

scan was performed 1.3 Å above the chromophore plane using point charges of �0.1e and

+0.3e, respectively

1 One should keep in mind that, although the computations are based on first-principles methods,

the maps are still models for the corresponding chromophores in chiral molecules. Also, the

perturbation is highly simplified.
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Another example for an application of computed sector maps is the OR of

phenylalanine, as far as contributions from the phenyl group are concerned [155].

Sector maps for benzene were computed as shown in Fig. 25. The findings of [155]

were in agreement with a revised sector rule for the phenyl chromophore by

Pescitelli et al. who investigated a set of chiral molecules with phenyl substituents

(PhCH(Me)R, with R ¼ Et, nPr, iPr, and tBu) [265].

Neugebauer [266] has implemented a subsystem formulation for the coupling of
excitations in TDDFT using a frozen density embedding (FDE) scheme. The author

remarked upon the usefulness of a subsystem approach for analyzing TDDFT

results, since a description of aggregates often includes chromophores that retain

their individual properties, to a good approximation, in the aggregate. To test the

method, BP86/TZP TDDFT computations were performed for a benzaldehyde

dimer at different distances and relative orientations. The distance between

the two benzaldehyde units in the dimer was varied from 4 to 10Å, covering

separations where the coupling should be quite strong and rather weak, respec-

tively. The splittings of excitation energies were nearly identical between the

coupled FDE calculations and TDDFT computations on the dimer for separations

of 5Å and more. At shorter separations, the differences in the calculated splittings

were on the order of 0.05 eV. The short-range deviations were rationalized by

deficiencies in the kinetic energy term of the FDE, as well as attributed to problems

with charge-transfer like excitations. Considering CD spectra, semiempirical sub-

system approaches have been in use for a long time to calculate and analyze CD

couplets [14]. Within the FDE approach, Neugebauer noted that for a chiral

arrangement of the benzaldehyde dimer uncoupled FDE calculations failed to

predict induced CD when the coupled excitations were part of the frozen system.

As can be seen in Fig. 26, the coupled FDE faithfully reproduces the CD couplet.

Fig. 24 3D isosurface (left) and a sector map (right, see also caption of Fig. 23) for the OR induced

by a point charge in the �COO� chromophore, using B3LYP/aug-cc-pVDZ computations for a

formate model. The perturbing charge had a value of �0.1e
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Fig. 26 Left: A benzaldehyde dimer at 5 Å separation. Right: CD of the dimer computed with

TDDFT for the dimer supermolecule, and using a coupled TDDFT frozen-density embedding

subsystem approach [266]. Figures courtesy of Dr. J. Neugebauer

Benzene (–0.1) MR Benzene (–0.1) CD 1

Benzene (–0.1) CD 3Benzene (–0.1) CD 2

Fig. 25 The sign of the molar rotation (MR) and of the CD of the first three electronic transitions

of benzene induced by a point charge of �0.1e located 1.3 Å above the plane of the ring. The

distortions along the edges of the sectors (particularly evident in the center of the ring) are

caused by the coarseness of the grid. MR calculated with PBE0/SVP, CD with CC2/SVP. Data

to prepare the figure were taken from [155]
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7 Exploring Electronic Chiroptical Properties of a Variety of

Systems: Organic Molecules, Fullerenes, and Gold Clusters

In this section we review selected cases where the chiroptical response of a system

has been explored in particular detail. This is not to say that no such detailed

investigations have been undertaken in the works cited so far – quite the contrary:

Many of the research articles that are reviewed above feature detailed analyses of

ECD, OR, or ORD, but they are more appropriately discussed in another section.

When computationally investigating general aspects of chirality and chiroptical

response of a molecule, it is important to determine the best method or the best

combination of methods for its study. Generally, the more chiroptical methods one

can use (ORD, ECD, VCD, ROA), the more reliably the results can be interpreted

[267]. A combination of methods also aids AC assignments for obvious reasons.

When there is access to only one technique experimentally, the selection of

computational model should be as reliable as possible and at the highest level of

theory feasible. The combination of multiple methods can work as independent

verification and when combining the findings, one can gain additional confidence in

the AC or in spectral assignments.

An example related to the development of molecular wires is the absolute

configuration of the nickel metal complex Ni3[(C5H5N2)]4Cl2; an “extended

metal atom chain” [268]. The AC was solved through the use of experimental

and calculated VCD (B3LYP/LANL2DZ), ORD, and ECD (BHLYP/LANL2DZ).

All of these individual methods indicated the same absolute configuration. Conse-

quently, the tri-nickel complex was assigned to the (P)-helical structure which had a

calculated negative specific rotation.

Another example is a study by Berova et al. [269], which had the goal

of assigning the AC of flexible polypyrroloindoline alkaloids (11) by combined

ORD and ECD calculations. The B3LYP functional was used alongwith the 6-31G(d)

basis set, which is considerably smaller than the aug-cc-pVDZ that is often employed

for these types of calculations (but tends to become computationally expensive for

larger molecules). When using smaller basis sets for OR calculations, in particular

basis sets such as 6-31G(d) that do not include diffuse functions, OR calculations tend

to become less reliable. A combination of ECD andORD calculationsmight be able to

compensate for this if spectral trends and the OR dispersion are reproduced by the

small-basis set computations for the right reasons. Due to the flexibility of molecules

and number of conformers that had to be considered in [269], for example, the

computed ORD alone would likely not have been a sufficiently reliable criterion for

the structural assignment.

Isomers of (	)-[122]tetramantane, an inherently chiral alkane with a diamond-

like cubic framework, were isolated from crude oil, separated, and characterized via

X-ray diffraction, IR spectroscopy, ORD, and VCD [270]. The calculated ORD

(B3LYP/6-31G(d,p)) is shown in Fig. 27 along with experimental data. Given the

size of the basis sets used, and the fact that these alkanes do not have a traditional

chromophore with intense valence excitations that can be made responsible for the
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OR dispersion in the transparent region, the agreement between the ORD calcula-

tions and experiment is remarkable. To assign the AC of these molecules with

single-wavelength OR calculations it would be necessary to carefully benchmark

the basis set and check the robustness of the calculated OR with respect to

approximations made in the XC potential and response kernel.

Taniguchi et al. [271] used chiproptical properties to determine the absolute

configuration of the alkaloid actinophyllic acid (18) and its methyl ester form. The

authors used multiple methods for an unambiguous AC assignment, by a combina-

tion of VCD, ECD, and ORD. As deduced from a proposed biosynthetic pathway,

the methyl ester starting structure was built as 15R,16S,19S,20S,21R. A Monte

Carlo conformational search with MMFF94 yielded two conformers that were

within 10 kcal mol�1 in energy, due mainly to the rigidity of the molecular skeleton.

Further optimization of these two conformers, without a solvation model, at the

B3LYP/6-31G(d,p) level of theory did not change the geometries significantly

and a Boltzmann averaging placed the mole fraction of one conformer at 90%.

Chiroptical response was calculated at the B3LYP level of theory using the 6-31G

(d,p) and aug-cc-pVDZ basis sets. The AC assignment was attempted by com-

bining information from ECD and VCD. However, the experimental VCD with

noncoordinating solvents such as CCl4 had a low signal to noise ratio, while the

calculated and experimental VCD obtained with strongly coordinating solvents

(DMSO-d6) were in poor agreement. For this reason, ECD and ORDwere employed

for the AC assignment. The sign and magnitude of the ORs were in agreement with

experiment. Calculated ECD spectra for this structure obtained with both basis sets

were also in good agreement with the experimental ECD spectrum of the (�) form,

thus confirming the AC assignment by OR. Based on these results, it was concluded
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Fig. 27 ORD for enantiomers of (	)-[123]tetramantane. Calculations were performed at the

B3LYP/6-31G(d,p) level of theory. Experimental data for solutions (CHCl3 and CH3Cl2). Figure

reprinted with permission from [270]. Copyright 2009 American Chemical Society

68 J. Autschbach et al.



that the (�)-methyl ester form is 15R,16S,19S,20S,21R and the (þ) form is the

15S,16R,19R,20R,21S enantiomer.

The study of molecules with more than one chiral center or chromophore, such

as [2,2]paracyclophane ketimines (33), adds another level of complexity for both

theoretical and experimental interpretation. [2,2]Paracyclophane has a relatively

restricted conformational space, due to the bridging moieties. The dominant chro-

mophore of (33) is in the ketimine moiety. The proximity of the two aromatic

groups yields a chiral perturbation with a large optical rotation for some confor-

mers. CD spectra calculated by Warnke et al. [272] at the PBE0/aug-cc-pVSZ//

TPSS/SVP level of theory were in good agreement with experiment. The intensity

of the first CD band, qualitatively assigned as a p-to-p� HOMO–LUMO transition,

could be used for the assignment of the absolute configuration. Experimental

solvent effects were attributed to the chemical isomerism and keto-imine tautomer-

ism. The CD spectra of the keto-imine tautomers were reproduced computationally

by Boltzmann averaging of both chemical species. Solvent effects were included

via a continuum model. Semiempirical rules for AC assignments for this type of

compound were proposed. However, it was pointed out that for more reliable

assignments it would be advisable to perform calculations explicitly.

One possible scenario when employing different chiroptical methods is that the

comparison of results reveals inconsistencies, whether it be between experiment

and calculations or among different calculated properties [267, 273] (e.g., apparent

inconsistencies between ECD and ORD). Examples of this are tert-butylphenylpho-
sphinoamidate and tert-butane sulfinamide [10, 274]. For each of these molecules,

possible conformers were computed at the B3LYP/6-31G(d) level of theory. It was

also investigated how solvent effects changed the mole fractions for the confor-

mers. In both instances, comparison of calculated ORD and ECD with experiment

would have led to inconsistent AC assignments. Through the use of other techni-

ques such as VCD and ROA, the ACs were successfully assigned. These are

examples where ORD and ECD combined are not sufficient for an absolute

configurational assignment, at the level of theory chosen for the computations.

The experimental wavelength range for ORD was not broad enough to show Cotton

effects that would have been able to provide a less ambiguous analysis.

Polavarapu et al. [275] have calculated VCD, ECD, and ORD of (aS)-6,60-
dibromo-1,10-bi-2-naphthol, considering three conformers regarding the OH

group orientation. Calculations were performed with B3LYP and three basis sets:

6-31G(d), 6-311G(2d,2p), and 6-311þþG(2d,2p) (the latter including diffuse func-

tions). The ECD spectra of the three conformers, utilizing the 6-311þþG(2d,2p)

basis, showed the same sign pattern and a similar intensity between 200 and

350 nm, both in agreement with experiment. When analyzing the calculated

ORD, the 6-31G(d) and 6-311G(2d,2p) calculations exhibited the same trend for

the three conformers. The high specific rotations calculated at 355 nm were

attributed to the proximity of the first CD band. The conformer-averaged ECD

and VCD spectra, along with the ORD, allowed the assignment of the AC. The ECD

and ORD did not show enough sensitivity to allow the identification of different

conformers. VCD spectra suggested the predominance of only one rotamer.

Electronic Chiroptical Properties of Molecules 69



2-Chloropropionitrile is an interesting molecule for theoretical studies for

several reasons. First, because of its small size, 2-chloropropionitrile can be studied

at high levels of theory. Second, there are ORD measurements available in gas

phase and different solvents. Third, there are pronounced solvent effects that have

been experimentally observed. For instance, the specific rotation of the (S)-config-

uration at the sodium D line in gas phase is �8.3, in methanol it is �14.06, and in

benzene it is �34.58 deg mL g�1 dm�1. Fourth, there is disagreement between

experimentally measured gas phase ([a]633 ¼ �55) and the DC ! 1 extrapolated

solution-phase OR ([a]633 ¼ �30.4) [115, 172]. Finally, the 2-chloropropionitrile

OR is temperature dependent, as observed in the range 0–100�C. Such a depen-

dence was not attributed to solvent effects [172]. Wiberg et al. have investigated the

chiroptical response of (S)-2-chloropropionitrile, particularly the aforementioned

temperature dependence of the OR, by exploring the effect of the methyl rotation on

the energy profile and on the specific rotation, and by analyzing the effect of

vibrational modes [115, 172]. For instance, a temperature dependence of the optical

rotation may arise from vibrational corrections, to lowest order [125, 148, 168,

276–279],

h½a�iT ¼ ½a�e �
1

4�h

X
i;j

1

oi

@½a�
@qi

� �
coth

�hoj

2kT

� �
kijj

þ 1

4

X
i

coth
�hoi

2kT

� �
@2½a�
@q2i

� � ð33Þ

and similarly for the molar rotation or other molecular properties. The term

involving the cubic force constants kijj represents an anharmonicity correction

while the last term represents a curvature correction. In (33), oi is the frequency

of normal mode i, [a]e is the property calculated at the equilibrium geometry, T is

the temperature, k is the Boltzmann constant, and the qi are dimensionless vibra-

tional normal coordinates [8].

Wiberg et al. [172] explored such effects of nuclear motion using B3LYP

calculations. The basis sets used were 6-31þG�, 6-311þþG��, and aug-cc-pVDZ,

with and without inclusion of electric field dependent basis functions (EFDFs)

[280] added to improve the response calculations with respect to basis functions

needed to describe an external-field perturbation [171, 172]. ORD calculations in

the range of 255–633 nm, with the 6-311þþG�� and aug-cc-pVDZ basis sets

including EFDFs yielded very good agreement with experiment (ORs inside the

experimental error range). Calculations without EFDFs and with smaller basis sets

were in considerably less good agreement with experiment. The energy and the OR

as function of the H–C–C–Cl dihedral angle (methyl rotation), at the B3LYP/aug-

cc-pVDZ level of theory, exhibited neither anharmonicity in the potential energy

profile nor a significant curvature of the OR around the equilibrium geometry. It

was therefore concluded that effects on the OR from the methyl rotation should not

be significant. However, the vibrational modes at 224 and 1,318 cm�1 exhibited OR

curvature. The vibrational mode at 224 cm�1 involving methyl torsion and C–CN
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bending was considered as the main contributor to the ORD temperature depen-

dence of 2-chloropropionitrile.

Kowalczyk et al. [121] studied (S)-2-chloropropionitrile to investigate whether

the use of EFDFs helps to converge OR computations more rapidly toward the

complete basis limit, and whether CC2 or TDDFT would perform better for chiral

response calculations. TDDFT calculations were performed at B3LYP level of

theory, without including vibrational effects. Optimized geometries were deter-

mined with B3LYP/6-311þþG�� in order to compare with previous calculations

[172]. The basis sets considered for chiroptical response were Sadlej’s triple-z
designed for calculating electric-field-dependent properties [281, 282], and the

correlation consistent basis sets by Dunning et al. [283–285]. It was concluded

that aug-cc-pVQZ and d-aug-cc-pVTZ� OR calculations were close to the B3LYP

basis set limit. Here, d-aug-cc-pVTZ� refers to a mixed basis set using d-aug-cc-

pVDZ for C, N, and H, and aug-cc-pVDZ for Cl. The B3LYP calculations com-

pared poorly with gas phase experiments. Based on these calculations, it was

suggested that the previously mentioned good agreement of experimental and

calculated specific rotations of (S)-2-chloropropionitrile [172] was perhaps fortui-

tous [121, 142]. Compared to CC, B3LYP underestimated the energy of excitations

and overestimated the rotatory strengths of at least the first six excitations. It was

argued that CC calculations were more accurate than TDDFT calculations with the

B3LYP functional, and that the differences between CC and experiment can be

related to temperature and zero-point vibrational effects as well as to residual

correlation effects not included in the approximate coupled cluster model. A sum

over states analysis using B3LYP/aug-cc-pVDZ showed that the first 100 excita-

tions did not converge towards the calculated linear response OR and that it

afforded strong oscillations even at high excitation energies. Wiberg et al. [137]

extended the sum over states study to 1,500 excitations which converged towards

the linear response OR. The application of a blue-shift of 0.6 eV to the excitations in

the SOS yielded better agreement with the experimental gas phase OR, indicating

that a main source of error in the TDDFT calculations might indeed be a global

underestimation of the excitation energies. Improved functionals, e.g., from the

long-range corrected family, are now available in many programs that should yield

overall better excitation spectra and therefore, by virtue of the SOS equation,

improved optical rotations.

Norbornenone has a large specific rotation when measured in hexane

(�1,146 deg mL g�1 dm�1) [168]. To our knowledge there are no gas phase

measurement currently available for this molecule. Moscowitz et al. [262] consid-

ered this b-g-unsaturated ketone as an inherently chiral chromophore. Crawford

et al. showed that DFT calculations at the B3LYP/aug-cc-pVDZ level of theory

yield a specific rotation similar to experiment with a value of �1,221.8 deg mL g�1

dm�1, while CC (EOM-CCSD/aug-cc-pVDZ) and HF do not compare as favorably

(i.e., that different levels of theory can either strongly over or under estimate the

chiroptical response compared to the solution measurements) [142]. Concerning the

origin of this particularly strong method dependence, Crawford et al. suggested that

neither basis set incompleteness nor vibrational effects were the main culprit.
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Treatment of electron correlation at a higher level and considering solvent effects

might yield more consistent calculations. Wiberg et al. [168] bisected the skeleton

of norbornenone in order to study the effect of the dihedral angle of the a carbon on
the specific rotation. It was found that there was a strong effect around 260� (the

corresponding angle in norbornenone would be 291�). This indicated that one

source of optical activity in this molecule is related to the position of the a carbon.

In an SOS analysis of the OR of norbornenone [137], the first transition appeared to

be the dominant, in part because it is 1.2 eV lower than the next transition. This

HOMO–LUMO transition had an n-to-p� component as well as a p-to-p� contribu-
tion. Overall, however, Crawford [9a] pointed out that the sensitivity with respect to

optical activity for norbornenone to different levels of theory (i.e., CC and DFT) is

not yet well understood.

The ORD of the inherently chiral molecule (P)-(þ)-[4]triangulane was com-

puted employing CCSD, CC2, and TDDFT (B3LYP/aug-cc-pVDZ) [133]. Solvent

effects were not taken into account in the computations. Experimentally, in the neat

state, the specific rotation ranges from 197.2 deg mL g�1 dm�1 at 589.3 nm to more

than 600 deg mL g�1 dm�1 at 365 nm. The TDDFT results overestimated the

magnitude of the OR somewhat. The CCSD calculations of the ORD yielded better

agreement with experiment, albeit at a much higher computational cost. It was

noted that both TDDFT and CC methods reproduced the experimental trend

correctly. Meijere et al. [286] had previously calculated the ORD of [4]triangulane

at the B3LYP/TZVP level of theory employing KK transformations. The calcula-

tions matched well with experiment, but only after shifting the ORD curve by

100 nm which was justified by pointing towards unspecific solvent effects that were

not considered in the calculations. It was pointed out by Crawford et al. [142] that,

despite the good agreement of CCSD/aug-cc-pVDZ with experiment, the reliability

of CCSD should be further investigated regarding electron correlation and basis set

(in)completeness. Other influences, such as solvent and temperature, should also be

investigated.

Chiral disulfide and diselenide chromophores in the diglycosyl dichalcogenides

motif were studied by Kurtan et al. [287]. The chirality of R–Z–Z–R (Z¼ S, Se, Te)

had been related to the torsional angle of 90�, resulting in P or M helicity of the

molecule. Even though in solution there is a racemic mixture, the crystallization of

one enantiomer (either P or M) can be favored. In order to determine the helicity in

the crystals, a disulfide quadrant rule was developed which related the helicity and

the first CD band (Fig. 28). This rule has been applied to diselenides (36) as well.

BP86, B3LYP, and BHLYP TDDFT computations were performed with different

basis sets (6-31G(d), 6-311þG(d,p)) to optimize the geometries. For ECD calcula-

tions, more flexible basis sets were used, such as TZVP, 6-311þG(d), cc-pVTZ,

and a modified TZVP basis which was augmented for C and Se. B3LYP/TZVP

afforded the best agreement with experiments (see Fig. 28). The two lowest-lying

transitions, which were nonoverlapping and corresponding to the first two bands in

the ECD spectrum, were assigned as heteroatom centered n-to-s� excitations.

Further analysis suggested that the first two CD bands can be attributed to the

inherent chirality of the –Z–Z– chromophore. The sign of such bands was found to
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be related to the helicity of the R–Z–Z–R moiety. Kurtan et al. provided theoretical

support to the application of quadrant rule for disulfides and diselenides chromo-

phores. The authors recommended focusing on the first two CD bands in order to

avoid overlapping transitions and possibly spurious charge transfer transitions

calculated with TDDFT at higher energies.

Chiral fullerenes have been challenging molecules to synthesize with significant

enantiomeric excess and to assign configurationally [288]. ECD computations have

provided support for the assignment of the structure of C84 [289, 290]. Polavarapu,

Crassous, and Ruud have tackled the (fC)-C76 AC assignment with TDDFT [197].

The ECD spectra for geometries optimized with B3LYP/6-31G were calculated at

different levels of theory. All predicted spectra reproduced the main features of the
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experimental spectrum. The authors noted that the best agreement was obtained

with BHLYP/6-31G(d), particularly for five of the CD bands (see Fig. 29). The

B3LYP/6-31G(d) and BLYP/6-31G(d) spectra needed to be blue-shifted for better

agreement with experiment. After an applied red-shift, calculations at the HF/6-

31G(d) level of theory also matched the experiment. It was noted that the BHLYP

functional seems to do well when reproducing lower-lying states for molecules with

extended p systems; however its performance for higher-lying states was not as

good.

The ORD for (fC)–C76 was also investigated. Two methods were used: a linear

response theory with damping developed by Norman et al. [291] and KK

Fig. 29 CD spectrum of (fC)–C76, and ORD curve from a KK transformation. Data to prepare

the plots were taken from [197]
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transformations of both computed and experimental CD (See Fig. 29). Linear

response calculations at the BHLYP/6-31G* level afforded the best agreement

with the KK of the experimental CD at wavelengths above 500 nm. Given the

compactness of C76, it can be expected that basis functions on surrounding atoms

will effectively act as diffuse polarizing functions for a given atom. A larger basis

set would be required for improvements in the calculated response; however the

computational resource scaling for a molecule this large would be a concern. Due to

the overall performance of the TDDFT calculations in comparison with experiment,

with different levels of theory, the authors concluded that the previous structural

assignment as (fC)–C76 was indeed correct.

A study of [n]-ladderanes by Zuber et al. [213] has already been cited. The

computations resulted in a successful AC assignment (see (1) in Fig. 15 for

n ¼ 2–7). ORs at the sodium D line were calculated with the aug-cc-pVDZ

basis set and three different electronic structure methods (B3LYP, RI-BP86, and

Hartree–Fock). Twelve ladderanes were studied overall: six trans-(S)-methyl- and

six cis-(R)-methyl-[n]-ladderanes, with n ranging from two to seven. Geometries

were optimized with B3LYP/aug-cc-pVDZ. For the trans-(S)-ladderanes, the

specific rotation was calculated to be positive with all three methods. The predicted

HF optical rotations for all molecules were only approximately half of those

calculated with B3LYP (which were around 10–15 deg mL g�1 dm�1 lower than

the ORs calculated with the BP86 functional). For the cis-(R) ladderanes, the

calculated optical rotations were lower in magnitude than those of their trans
analogs. Another marked difference was that the HF optical rotations of the cis-
ladderanes were much closer to the B3LYP and BP86 calculations, never differing

by more than 5 deg mL g�1 dm�1. For these compounds, the trend of decreasing

OR for increasing (even) n was more apparent across the three methods. The same

was true for odd n, however the ORs of the [odd]-ladderanes were lower than the

ORs of [even]-ladderanes; i.e., there was an oscillating effect seen in the specific

rotations as a function of n. The ACs were assigned as (þ)-trans-(S)-alkyl-[5]-
ladderane and (�)-trans-(R)-alkyl-[5]-ladderane. Zuber et al. observed a “rung-

parity controlled oscillatory” OR phenomenon (see Fig. 30), which can help with

the AC assignment of ladderanes without derivatization and when NMR or X-ray

structures are not available.

Giorgio et al. [292] studied the ECD of calicheamicinone (the aglycon of

calicheamicin), a complex dienocarbamate–enediyne bicyclic antitumoral drug

scaffold found in the calicheamicin, esperamicin and shisijimicin A families.

These structures afford a main CD band between 310 and 270 nm experimentally

that has been attributed to the dienocarbamate and enediyne chromophores. Geo-

metries were optimized with B3LYP/6-31G(d) and response calculations were

performed with B3LYP/aug-cc-pVDZ. The optimized and X-ray structures com-

pared well, apart from an uncertainty about the orientation of the carbamate group.

Thus, the ECD calculations were performed with the X-ray coordinates as input.

The aglycon (see (17) in Fig. 16) was split into three truncated model-complexes

which were studied as well, along with calicheamicin aglycon substituting the side

chain with sulfur atoms by a methyl group, the dienonecarbamate cycle, and the
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enediyne. One moiety (dienonecarbamate) was determined to play a more impor-

tant role in contributing to the ECD than the other; however the overall ECD did not

match well with the experiment unless both chromophores were present, indicating

there is an important coupling effect.

CD spectra can be used for an exploration of intermolecular interactions. For

example, flavanpentol, a drug for different protein related diseases, has a benzene

moiety and three chiral centers. Capelli et al. [293] studied the conformers that this

molecule adopts when in close proximity to a proline-rich peptide in aqueous

solution. The authors compared ECD spectra of conformers in gas phase and

methanol computed with TDDFT at the B3LYP/6-31þG(d) level of theory. Solvent

effects were modeled by an integral equation formalism of PCM. The authors noted

Fig. 30 Rung-parity controlled oscillatory OR phenomenon in [n]-ladderanes. Data to prepare the
plot were taken from [213]
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that the computed spectral patterns were not affected by different basis sets used. A

molecular dynamics conformational search for conformers and a proline-rich

protein in aqueous solution was performed with the TIP3P model in order to

study how the interaction affects the flavonoids conformation (and therefore its

chiroptical response). The simulated spectra matched well with experiment, which

lead the authors to their conclusion that flavonoids can self-associate by stacking

interactions and hydrogen bond networks. We note in passing a computational

study of the coupling of chromophores in rhodopsin [265].

Chiral imprinting in solvent shells appears to have gained interest in recent years

[181]. Mukhopadhayay et al. [156] performed computations on a methyloxirane–

benzene system. It was argued that the chiral solute methyloxirane leaves a chiral

imprint in the solvation shell comprised of rigid nonchiral solvent molecules. MC

simulations were used to determine solvent solute configurations. Optical rotations

of the solvated methyloxirane were calculated performed with the BP86 and BLYP

functionals and the SV/SVP/aug-cc-pVDZ basis sets at four different wavelengths.

As in a related study discussed elsewhere in this chapter [180], the optical rotations

were computed for the system as a whole, and without the methyloxirane solute.

The ORD of the (R) and (S) forms of dimethyloxirane (fromMC computations with

explicit solvation) were effectively mirror images of each other (BP86/SVP). The

ORD of the chiral-imprinted solvent alone, computed from the solute–solvent

cluster with dimethyloxirane removed, was of the same magnitude as the ORD of

the solvated system; see Fig. 31. The solvent effect dominated the ORD between
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350 and 600 nm. When only implicit solvation was used (continuum model), the

calculated ORD predicted the wrong trend (and the wrong sign, depending on the

wavelength). It is apparent that for this system implicit solvation cannot model

the trends seen experimentally.

Wang and Cann [294] studied the transfer of chirality from a chiral molecule to

an achiral solvent utilizing an index of chirality first proposed by Osipov et al.

[295]. The importance of the polarizability of the solvent, Boltzmann averaging of

conformers, and solvent–solute interactions were evaluated. As a set of chiral test

molecules, (S)-styrene oxide, (S)-n-(1(4-bromophenyl)ethyl)pivalamide (PAMD),

and (R)-acenaphthenol were selected. These molecules allowed the exploration of

different aspects of chirality transfer. Explicit solvents considered were ethanol, to

explore hydrogen bonding alone, and benzyl alcohol, due to its capability for

hydrogen bonds and p-stacking interactions. Some of the following aspects were

found important for chirality transfer:

1. It is more probable to occur when there is an opportunity for hydrogen bonding.

2. It involves polarization of the solvent.

3. It might be more pronounced for nonrigid molecular systems. However, the

overall optical activity of the solution might be smaller as consequence of

cancellation effects of the chirality transfer of different conformers.

4. Chirality indices indicated residual chirality in the solvent as a consequence of

the presence of a chiral solute. Wang and Cann proposed the application of such

indices for the prediction of the solvent contribution in optical activity [294].

Amino acids are challenging systems for chiroptical response calculations, in

part because of their conformational flexibility, the importance of solvent effects on

the stability of their conformers and on their ECD and ORD, and the nature of their

electronic excitations. Some of the amino acid work from our group and other

researchers has already been cited in previous sections. Here, we focus on the pH

dependence of the OR. It was observed quite some time ago by Clough, Lutz, and

Jirgensons [296–298] (CLJ) that the molar rotation for natural (S)-amino

acid solutions becomes more positive upon the addition of a strong acid. For the

(R)-enantiomers, the opposite effect was observed. Kundrat and Autschbach have

recently analyzed the CLJ effect for natural amino acids using TDDFT computa-

tions [136] (BHLYP and B3LYP, aug-cc-pVDZ basis set) and demonstrated that

the molecular origin of CLJ effect can be traced back to a sign change of the CD of

the lowest-lying excitation in the carboxylic acid functional group upon proton-

ation. A sum-over-states analysis was also performed, along with calculations of

sector maps for the glycine chromophore (see Sect. 6). An illustration of the CLJ

effect, and the associated SOS for alanine can be seen in Fig. 32. For both the

protonated form (low pH) and the zwitterion (neutral pH) the lowest-energy

excitation was assigned as an n-to-p� type transition centered in the COOH and

COO� group, respectively. The molar rotations from just these first excitations

would lead to a strongly overestimated CLJ effect, but the converged SOSs

demonstrate that this transition is essential [170] since higher lying excitations

only dampen the effect. Without these excitations, a negative CLJ behavior would
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be observed. We note in passing the slow convergence of the SOSs which has also

been pointed out elsewhere in this chapter (Fig. 33).

The CLJ effect can be generalized to other a-substituted chiral carboxylic acids

[170]. With a combination of computed OR, ECD, and sector maps (BHLYP/aug-

cc-pVDZ), Nitsch-Velasquez and Autschbach showed that the physical origin of

the generalized CLJ effect is the same as for amino acids, linking the absolute

configuration directly to the sign of a generalized CLJ effect. The authors noted that

for conformationally flexible molecules with small magnitude optical rotations, the

presence of a CLJ-type effect might aid the assignment of absolute configurations

based on comparing experimental data for structurally closely related molecules

with computed differences of their chiroptical responses.
Chiral gold clusters have in recent years attracted the interest of researchers

[299–304]. Garzón et al. predicted in 2002 and 2003 the circular dichroism of bare

Sum Over States of Cationic and Zwitterionic Alanine

HCl

[φ]exp     =  1.6

[φ]calc     =  –1.5

[φ]exp = 13.0 Δ[φ]exp  = 11.4

Δ[φ]calc  = 29.3[φ]calc = 27.8

Ala-Z0 AlaH+

CLJ effect for Alanine

Fig. 32 SOS molar rotation of alanine in the AlaH+1 cationic and zwitterionic AlaZ0 form, as a

function of how many states are included in the SOS. Calculations were performed at the B3LYP/

aug-cc-pVDZ level of theory. Data to prepare the figure were taken from [136]
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and passivated chiral gold clusters [302–304], but at the time a first-principles

method was not feasible. Recently Garzón et al. [299] employed TDDFT calcula-

tions of ECD spectra, with a split-valence AO basis, the PBE functional, and scalar

relativistic pseudopotentials, to investigate the origin of the optical activity for Au25
clusters protected by 18 cysteine or glutathione ligands. The computations were

performed for the cysteine system, and agreed reasonably well with an experimen-

tal ECD spectrum for the glutathione protected cluster. The analysis indicated that

both a chiral distortion from the metal atom core and a dissymmetric environment

from the ligands act concurrently to generate the ECD, and that these influences

cannot easily be considered separately. The calculations also indicated that the CD

band shapes should be sensitive to the orientation of the ligand in the layer

protecting the cluster.

Goldsmith et al. [305] have investigated a chirality mechanism that may

arise in symmetric gold clusters when perturbed dissymmetrically by adsorbates.

TDDFT computations of ECD spectra of Au14(R-methylthiirane) yielded qualita-

tive agreement with a point-charge perturbed particle in a box model for the gold

cluster. It was suggested that chiral signatures should be observable in the IR/NIR

spectral region for an ensemble of gold clusters passivated with chiral adsorbates.

Provorse and Aikens [306] used TDDFT computations to study gold complexes

of the type [Au11L4X2]
þ with X ¼ Cl, Br, and L representing coordination of the

gold cluster by chiral mono- and bidentate phosphine ligands. The computed ECD

spectra agreed well with experiment for the first two CD bands. It was observed that

the ECD intensity of metal core based transitions dropped significantly when

changing ligands from dpb to pairs of PH3, driving structural changes in the core

which lowered the symmetry from C2 to C1. The lower-lying transitions were

related to the delocalization of the metal superatom orbitals, which showed P-like
and D-like character. The authors pointed out that their study was the first to

demonstrate how the optical activity of the metal core depends sensitively on the
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presence and chiral arrangement of surrounding ligands. Such a dependence on the

ligands appears to support for the aforementioned work by Goldsmith et al.

8 Metal Complexes

Researchers have shown great interest in chiral metal complexes, and their

chiroptical response, for a long time. However, until around 2003 theoretical

work on CD spectra of metal complexes has predominantly utilized semiempirical

models [307–320]. For instance, much has been learned about the CD of metal-

based transitions from theoretical approaches based on crystal field and ligand field

models [309, 311, 313–320]. Some of these methods were specifically developed

in order to describe the ligand-field (d-to-d or f-to-f) transitions at the metal center,

while the nature of charge-transfer (CT) excitations or of transitions within the

ligand system could not be addressed with these methods. Also, “the formidable

complexity of these theories has restricted their usage and development to a limited

number of specialists” (Kuroda and Saito [310]). Excitations within the ligands of

chiral complexes have also been studied with semiempirical models. See [307, 308,

321, 322] for examples. Due to the complexity of OR calculations and the sensitiv-

ity of OR to the computational model, direct calculations of the ORD of metal

complexes – without involving KK transformations of the CD spectra – have not

been undertaken until recently [43].

It is fair to state that direct first-principles computations of ECD spectra and

ORD for metal complexes over the UV–Vis frequency range have only become

feasible because of the development of the relevant TDDFT techniques. Hartree–

Fock theory, although computationally as affordable as TDDFT, usually does not

yield reliable ECD spectra for metal complexes and often affords unacceptably

large errors for excitation energies. The situation has improved dramatically with

the advent of TDDFT, although one should keep in mind that many of the popular

functionals have adjustable parameters that were determined from computations on

main group atoms and molecules. For a dedicated overview of TDDFT applied to

calculate excitation spectra of transition metal systems see [323] by Rosa et al. who

concluded that no hybrid nor nonhybrid functional performs consistently well for

all metals (range-separated functionals were not considered). Therefore, the selec-

tion of the functional is a particularly important aspect of TDDFT computations on

metal complexes to ascertain that good results are obtained for the right reasons.

The reader is also referred to a recent review of TDDFT methods applied to

inorganic systems where additional information about the selection of functionals,

along with case studies, can be found [12]. The first TDDFT computations of metal

complex CD spectra started to appear in the literature in 2003 [102, 103]. As in

previous sections, we focus here on more recent work. A study of a Ni3 system

[268] has already been discussed in Sect. 7

Le Guennic et al. [324] have calculated the ECD of tris-bidentate Fe, Ru, and [Os

(phen)3]
2þ transition metal complexes (L configurations). An example of the
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structures for these molecules is depicted in Fig. 34. One aim of this study was the

full assignment of the spectra, and the role of the metal in the intense exciton

couplets. Another aim of the work was to determine a suitable computational model

for the ECD of such complexes. The authors explored the effects of functional,

basis set, and solvation on the ECD, and studied the influence of relativistic

corrections on the Os and Ru complex. Regarding the basis set, it was found that

a split-valence polarized basis on the nonhydrogen ligand atoms along with a

polarized metal basis set was sufficient to describe the spectra. Polarization func-

tions on the heavier ligand atoms were important, while adding polarization func-

tion on the hydrogens did not change the spectra to a significant degree. Solvent

effects were noticeable, but not as pronounced as previously found for a set of Co

(III) complexes withþ3 charge [102]. Inclusion of relativistic effects, via the zeroth

regular approximation (ZORA), had a slight effect on the spectrum of [Os

(phen)3]
2þ; most notably a red-shift of the lower energy transitions due to the

relativistic destabilization of the Os 5d orbitals [325, 326]. The nonrelativistic

spectrum was strikingly similar to that of the Ru complex. The dependence on

the calculated CD spectra with respect to basis set and functional selection, along

with solvation and relativistic effects, can be seen in Fig. 35. Calculations on a

(phen)3 ligand system with a ghost atom in place of the metal showed that the metal

itself does not play a dominant role in the exciton couplet, but that the main reason

for the intense CD in the ligand p-to-p� energy range is indeed a through-space

coupling of the ligand p-to-p� transitions. The lower energy (MLCT and ligand-

field) excitations were modeled well for osmium and ruthenium. However, the iron

complex did not match the experiment well in this region. Upon further investiga-

tion, these low energy transitions were shown to be sensitive to the functional used,

as well as to the geometry, and that these transitions likely afforded significant self-

interaction errors, similar to the ligand-field transitions in a set of Co(III) complexes

that were studied earlier [102].

Marked solvent effects on LMCT bands had previously been predicted for þ3

charged Co(III) complexes [102], with less strong effects for complexes with an

Fig. 34 BP86/TZP optimized

L-[Os(phen)3]
2+ structure, as

an example of the complexes

studied in [324]
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overall lower charge. The solvent effects were modeled with the COSMO contin-

uum model. Jensen et al. revisited the CD spectrum of CoðenÞ3þ3 [327]. Solvent

effects were treated by a discrete reaction field (DRF), based on a force-field

molecular-dynamics simulation. The solvent effects were found to be very similar

to those obtained from the COSMO continuum model in static computations. A

certain degree of solvent broadening of the LMCT bands was obtained from the

DRF computations due to the underlying molecular dynamics.

In a series of publications, Jorge et al. have considered the structural and electronic

origin of the CD of tris-bidentate transition metal complexes with unsaturated ligands

in the d-to-d and in the ligand-to-metal CT (LMCT) region [328, 329]. A detailed

analysis of orbital contributions to the transition dipole moments made it possible to

relate the TDDFT results to semiempirical models used in the past. Among the

findings was that the origin of the CD in the ligand-field transitions involved the

mixing of metal with ligand orbitals upon a distortion of the metal environment of

octahedral to trigonal–dihedral. Mixing of even with odd metal orbitals (such as nd
with (n þ 1)p) provided less than 10% to the optical activity, whereas this would be

the only possible contribution in crystal field models.

Fan and Ziegler [330] have recently refined the analysis of the origin of CD in tris-

bidentateMðLÞnþ3 complexes by analyzing in detail TDDFT ECD data for CoðenÞ3þ3 .

Here L is an aliphatic s-bonding ligand, such as the bidentate ligand ethylenedia-

mine. The authors related s/h and f parameters, traditionally used to describe the
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level of polar compression and azimuthal distortion in a system with distorted

octahedral symmetry, to a more intuitive o angle. The o angle, along with s/
h and f parameters are depicted in Fig. 36. Earlier work has been confirmed (see

[102, 328, 329] and references therein), showing that the sign and magnitude of s/h
relative to a perfect octahedral arrangement determines the ordering and energetic

separation of the ligand-field A2 and E states of D3 complexes, but does not

contribute to the rotatory strengths of these transitions. The magnitude of f, on the

other hand, does not contribute to the energy splitting but its sign and magnitude is

responsible for the sign and magnitude of the rotatory strengths. By relating the

distortion of symmetry to the overlaps of the metal orbitals and the nitrogen

s-coordinating orbitals, it was possible to gain a semiquantitative understanding of

the origin of CD on these types of trigonal dihedral complexes. The CD spectrum of

CoðenÞ3þ3 computed at the BP86/TZP level of theory showed good agreement with

the spectral pattern seen experimentally. Fan and Ziegler were able to interpret the

CD bands stemming from ligand-field as well as LMCT transitions in terms of the

metal–ligand s interactions and the magnitude of the overlap of ligand s combina-

tions with the metal d orbitals.

The analysis has subsequently been extended to other Co(L)3 complexes [331]

as well as M(bipy)3
2þ and M(phen)3

2þ complexes [332]. In the former study, L

represents the unsaturated ligands acetylacentonate (acac), oxalate (ox), malonate

(mal), and dithioxalate (diox). In the latter study, M represents the metals iron,

ruthenium, and osmium. For the cobalt complexes, BP86/TZP computed spectra

were in acceptable agreement with their experimental counterparts. The unsatu-

rated ligands cause more complicated spectra due to the presence of both s and p
orbitals, and therefore the analysis was somewhat more challenging. The distortions

of the geometry away from an idealized octahedral metal environment resulted not

Z
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Y C2- 1

C 2
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C
2 - 3

L1
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φ

s h

ω

Fig. 36 Top: Depiction of the

o angle used in [330], and

how it reduces D3h symmetry

to D3. Starting with parallel

ligands, rotation of Ln about

its C2 axis by o 6¼ 0/90/180�

will result in a chiral

structure. Bottom: Depiction
of how the s, h, and f
parameters relate to

octahedral complexes and

distorted systems with D3

symmetry
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only in an overlap of metal and ligand orbitals yielding d–d and LsMCT excitations

as seen in CoðenÞ3þ3 , but also Lp MCT transitions.

2,20-Bipyridine, as well as 1,10-phenanthroline, are unsaturated ligands with

intense p-to-p� transitions in the ligand. The main emphasis in [332] was the

TDDFT based analysis not of the low-energy d–d transitions but of the exciton

CD, which is ascribed to a coupling of p-to-p� transitions between separate ligands
[333, 334], as already briefly mentioned above. The sign pattern of the exciton band

was rationalized by the orientation of the transition moments related to the p-to-p�

transitions on the individual ligands. Looking again at Fig. 36, it is apparent that the

o angle will also give a good description of a planar bipy and phen ligand, and how

the long-axis polarized ligand p-to-p� transitions will couple.
Coughlin et al. [335] have synthesized neutral iridium(III) luminophores and have

characterized them through the application of circularly polarized luminescence

(CPL) and ECD. TDDFT calculations of CPL (see also Sect. 4.5) are not common

practice, and therefore theTDDFT computationswere restricted to ECD calculations.

Among the set of complexes synthesized, calculations were only performed on

(MeOmppy)2 Ir(acac) at the B3LYP/LANL2DZ level of theory. The comparison

of simulated and experimental spectra was favorable, predicting the structure to be

a D configuration. To strengthen the assignment, calculations were also performed

on a complex whose structure had previously been published, fac-D-Ir(pppy)3.
Calculations on this complex, at the same level of theory, also afforded good

agreement with the experimental CD spectrum, especially in the low energy regions,

up to 300 nm. In another study by the same group [336] UV–Vis and CD spectra

of Fe, Ru, and Zn complexed with the enantiopure hemicage ligand (�)-

(5R,50R,500R,7R,70R,700R,8S,80S,800S)-8,80,800-[(2,4,6-trimethyl-1,3,5-benzenetriyl) tris

(methylene)] tris[5,6,7,8-tetrahydro-6,6-dimethyl-3-(2-pyridinyl)-5,7-methano iso-

quinoline] were computed using TDDFT. The computed excitation energies and

intensities agreed well with experimental data, allowing assignment of the configura-

tion around the metal center.

The CD spectra of chiral oxovanadium(IV) phthalocyanines (OVPhts) were

calculated with TDDFT [337]. The starting point for geometry optimizations was

the experimentally measured crystal structure of a Ni-phthalocyanine alkoxy

system. The first 60 transitions for the CD spectrum were calculated using

B3LYP/6-31G(d). The most intense bands of the simulated CD spectrum, including

the Q-band, were in agreement with experiment. The authors indicated that these

observations were pointing towards an assignment of the system as the right handed

isomer. The analogous silicon phthalocyanine was studied as well. Calculations on

this system showed that a lack of Q bands for this system was due to the cancella-

tion of these bands among the two lowest-energy conformers [337].

Often, TDDFT studies are targeted at closed-shell systems. However, many

metal complexes are paramagnetic, and the open d- or f-shells may pose additional

challenges for TDDFT spectral computations. Fan et al. [338] have studied the CD

of high-spin trigonal dihedral chromium complexes, and developed a spin-unre-

stricted TDDFT method for the computations of the CD spectra. When possible, an

analogous closed-shell cobalt(III) complex was calculated as well for comparison.
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The BP86 functional was used for the response calculations, along with the

COSMO solvation model for water and a triple-zeta polarized Slater-type basis

set. The authors noted the full use of symmetry, resulting in the fact that only

symmetry-allowed transitions of the D3 complexes had to be computed. For some

of the ligands, the spectral trends were similar between Co and Cr, as with [M

(thiox)3]
3�. This was not the case for other ligands, such as the tris bidentate acac

and ox complexes. The ligand field splitting is larger for chromium(III) complexes

than for cobalt(III) due to the larger overlap of more diffuse d-orbitals with the

ligands for Cr(III). A consequence of this is a blue-shift of d–d and ligand-to-metal-

charge-transfer excitations for Cr(III) with respect to Co(III). TDDFT computations

of the CD of open-shell metal complexes have also been performed on

[CoII(bipy)3]
2þ [339] and on spin-triplet bis(biuretato) CoIII complexes [340].

Tunable chiroptical properties of helicene derivatives containing metal centers

have been investigated [260, 261, 341]. Through what was noted as a straightfor-

ward synthesis, platinum helicene complexes as well as iridium bis(helicene)

complexes have been prepared and their crystal structure determined [261]. The

Pt-helicenes were investigated computationally, with structures optimized at the

RI-BP86/SV(P) level of theory and spectra computations using BHLYP/SV(P).

Experimentally, an absorption band is present in the UV–Vis spectrum around

430 nm that has no corresponding band of noticeable intensity in the CD spectrum.

These spectral features were reproduced by the TDDFT computations. The com-

puted UV–Vis spectrum matched well with experiment after a modest red-shift of

0.25 eV, as did the calculated ECD spectrum. See Fig. 37 for a comparison of the

CD spectra. Regarding the optical rotation at the sodium D line, the experimental

specific rotation was measured as 1,300 deg mL g�1 dm�1, corresponding to [f] ¼
8,170 deg cm2 dmol�1 when measured in dichloromethane. The computed gas

phase molar rotation, [f], was 10.3 � 103 deg cm2 dmol�1. For reference, the

molar rotation of pristine hexahelicene has been measured to be 11,950 [99] and

calculated as 12.0 � 103 deg mL g�1 dm�1 (BHLYP/SV(P)//RI-BP86/TZVP). Inter

alia, the calculations for the platinahelicenes revealed significant participation of

the metal (in particular Pt 5d orbitals) in the excitations in the UV–Vis spectral

range. This information helped to rationalize the interesting photophysics of the

metallahelicenes. While the organic ligands showed intense fluorescence at room

temperature, accompanied by phosphorescence when kept in a glass matrix at low

temperature, the metallahelicenes displayed only phosphorescence.

A communication by Graule et al. [341] reported preliminary work on the

investigation of the impact on chiral properties by metal variation in metal-bis

(helicene) assemblies which incorporated a p conjugated phosphole moiety into a

helicene ligand structure (see Fig. 38) which subsequently served as a bidentate

ligand of Pd and Cu. At the RI-BP86/SV(P) level of theory, geometry optimizations

for the lowest energy conformer of the phosphole–helicene ligand yielded good

agreement with X-ray crystal structure parameters. For an optimized Pd-bis(phosp-

hole–helicene) complex the ECD spectrum was calculated at the BHLYP/SV(P)

level of theory and compared to experiment. A chemical formula for the Pd

complex, as well as the lowest energy conformer of the ligand, are shown in
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Fig. 38. The agreement between simulated and experimental CD spectra for the PD

complex was very good after a red-shift of 0.25 eV was applied to the excitation

energies. Analysis of the computed spectrum showed the intense bands to originate

predominately from p-to-p� transitions within an extended p framework of the phosp-

hole-helicene ligands. Unlike initially expected, the various bands in the CD spectrum

cannot be assigned to transitions centered separately on the helicene and phosphole

moieties, respectively. The experimentally measured molar rotation of the Pd com-

plex was 23.1 � 103 deg cm2 dmol�1 	 2% in dichloromethane. For an analogous

Cu complex it was 13.1 � 103 	 2%, a staggering 104 deg cm2 dmol�1 lower.

In [260], Graule et al. investigated the reasons for the drastic difference in

magnitude for the optical rotation (and ECD intensities) between the Pd and Cu

complexes. It turned out that, although the metals hardly participate in the excita-

tions, the nature of the metal dictates the conformation of the ligand in the com-

plexes, and the relative orientations of various chromophore moieties to each other,

which was shown to be the main reason for the very different chiroptical response

of the Pd vs the Cu system. The most notable effect was when the phosphole phenyl

groups were in close proximity to the helicene moiety, a geometry adopted in the Cu

system, resulting in a significant drop in the calculated molar rotation along with a

decrease in the UV–Vis ECD intensity. These trends aided in the assignment of the

Cu bis-helicene complex as a D configuration around the metal center. The computed

ORs were in good agreement with experiment. Despite the lower ECD intensity of

the Cu complexes, a SOS analysis showed that the experimentally known portions of
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the CD spectra did not cause most of the observed OR differences between the two

complexes, but that higher lying excitations must be the main contributors.

9 Concluding Remarks

The large number of successful applications of TDDFT to compute ECD spectra

and optical rotation demonstrate the maturity of the available methods and their

general applicability. Vibrational averaging, the treatment of solvent effects, or the

treatment of large conformational spaces remain challenges that require

the continued development and careful benchmarking of computational models

and protocols. Computing vibronic fine structure and band shapes for ECD spectra

is not yet routinely carried out, but the available studies show high promise.

The continued development of functionals for TDDFT remains as important as

ever. Established (expected) deviations between theory and experiment derived
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from numerous B3LYP benchmarks may soon be outdated. As computational

methods continue to improve, the calculated chiroptical response will become

more accurate and, as a consequence, AC assignments based on matching theoreti-

cal with measured ECD, OR, and ORD, assignments of ECD spectra, and investi-

gations into the physical and chemical origin of sign and magnitude of the

chiroptical response of a given molecule, will become more reliable.
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Speakman JB, Rheinheimer J, Krohn K (2009) Eur J Org Chem 2009:1427

255. Bringmann G, Reichert M, Hemberger Y (2008) Tetrahedron 64:515

256. Kwit M, Rozwadowska MD, Gawronski J, Grajewska A (2009) J Org Chem 74:8051

257. Muranaka A, Asano Y, Tsuda A, Osuka A, Kobayashi N (2006) ChemPhysChem 7:1235

258. Kondru RK, Wipf P, Beratan DN (1999) J Phys Chem A 103:6603

259. McLachlan AD, Ball MA (1964) Rev Mod Phys 36:844

260. Graule S, Rudolph M, Shen W, Williams JAG, Lescop C, Autschbach J, Crassous J, Reau R

(2010) Chem Eur J 16:5976

261. Norel L, Rudolph M, Vanthuyne N, Williams JG, Lescop C, Roussel C, Autschbach J,

Crassous J, Reau R (2010) Angew Chem Int Ed 49:99

262. Moscowitz A (1960) In: Djerassi C. Optical rotatory dispersion. McGraw-Hill, New York,

pp 150–177

263. Moffitt W, Woodward RB, Moscowitz A, Klyne W, Djerassi C (1961) J Am Chem Soc

83:4013

264. Lightner DA (2000) In: Berova N, Nakanishi K, Woody R (eds) Circular dichroism:

principles and applications, 2nd edn. Wiley, New York, pp 261–304

265. (a) Pescitelli G, Sreerama N, Salvadori P, Nakanishi K, Berova N, Woody RW (2008) J Am

Chem Soc 130:6170; (b) Pescitelli G, di Bari L, Caporusso AM, Salvadori P (2008) Chirality

20:393

266. Neugebauer J (2007) J Chem Phys 126:134116

267. Polavarapu PL (2008) Chirality 20:664

268. Armstrong DW, Cotton FA, Petrovic AG, Polavarapu PL, Warnke MM (2007) Inorg Chem

46:1535

269. Giorgio E, Tanaka K, Verotta L, Nakanishi K, Berova N, Rosini C (2007) Chirality

19:434

270. Schreiner PR, Fokin AA, Reisenauer HP, Tkachenko BA, Vass E, Olmstead MM, Bläser D,
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Recent Theoretical and Experimental Advances

in the Electronic Circular Dichroisms of Planar

Chiral Cyclophanes

Tadashi Mori and Yoshihisa Inoue

Abstract The chiroptical properties, such as electronic and vibrational circular

dichroism and optical rotation, of planar chiral cyclophanes have attracted much

attention in recent years. Although the chemistry of cyclophanes has been exten-

sively explored for more than 60 years, the studies on chiral cyclophanes are rather

limited. Experimentally, the use of chiral stationary phases in HPLC becomes more

popular and facilitates the enantiomer separation of chiral cyclophanes of interest.

Almost all chiral cyclophanes can be readily separated, in analytical and prepara-

tive scales, most typically on a Daicel OD type column, which is based on cellulose

tris(3,5-dimethylphenylcarbamate). The CD spectra of chiral cyclophanes are

unique in their fairly large, significantly coupled Cotton effects observed in all

the 1Bb,
1La, and 1Lb band regions. Theoretically, the time-dependent density

functional theory, or TD-DFT, method becomes a cost-efficient, yet accurate,

theoretical method to reproduce the electronic circular dichroisms and the absorp-

tion spectra of a variety of cyclophanes. The direct comparison of the experimental

CD spectra with the theoretical ones readily leads to the unambiguous assignment

of the absolute configuration of cyclophanes. In addition, the analysis of configura-

tion interaction and molecular orbitals allows detailed interpretation of the elec-

tronic transitions and Cotton effects in the UV and CD spectra. Through the study of

the CD spectra of chiral cyclophanes as model systems, the effects of intra- and

intermolecular interactions on the chiroptical properties of molecules can be

explored, and the results thus obtained are valuable in comprehensively elucidating

the structure-chiroptical property relationship. In this review the recent progress in

experimental and theoretical investigations of the electronic CD spectra of chiral

cyclophanes is discussed.
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1 Introduction

The electronic structure of cyclophanes is a subject of continuing research, since the

electronic interactions between the two aromatic rings can be sensibly modeled in

[2.2]paracyclophane systems. Although their interplane spacing is relatively small

(2.6–3.0 Å, as compared with the van der Waals distance of �3.4 Å), their inter-

actions between the facing two p systems has been extensively investigated by

means of absorption, emission, photoelectron, and EPR spectroscopies, as well as

electrochemical studies.

The chiroptical properties of molecules are of substantial interest in chemistry

and biochemistry and become important tools for the determination of the absolute

configuration and conformation of molecular systems. In particular, the circular

dichroism [1] is a quantitative measure of the difference in absorption coefficient

for left and right circular polarized light:

De ¼ el � er

The ellipticity, or the intensity of the circular dichroism (CD) spectrum, is

fundamentally characterized by the rotatory strength R, which is given by the

imaginary part of the inner product between the electronic and magnetic dipole

transition moment vectors:

R ¼ Im C0 m̂j jCih i C0 m̂j jCih i
¼ ~m0ij j � ~m0ij j � cos ð~m0i � ~m0iÞ

where C0 and Ci represent the electronic wavefunctions in the ground and excited

states, and m̂ and m̂ are the electronic and magnetic dipole transition operators.
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Thus, the rotatory strength R is able to be regarded as an analog of the oscillator

strength f in UV spectroscopy. Nevertheless, practically no systematic study has

been carried out on the effects of electronic and magnetic interactions on the

rotatory strength R of cyclophanes.

The planar chirality of [2.2]paracyclophane derivatives was first described by

Cram and Allinger in 1955 [2] who successfully resolved the enantiomers of

4-carboxy[2.2]paracyclophane (1, X = CO2H) and reported their specific rotations.

The very first CD spectra of chiral cyclophanes were reported in 1969 by Weigang

and Nugent for ring-substituted [2.2]paracyclophanes (1) [3]. Soon after that, Falk

et al. reported the CD spectra of an extended family of substituted [2.2]paracyclo-

phanes and determined their absolute configurations [4]. Since then, the chiroptical

properties of chiral cyclophanes, especially the [2.2]paracyclophane derivatives,

have been investigated for almost half a century. During that period, a large variety

of chiral cyclophanes have been prepared and accordingly the range of available

CD data has also been appreciably expanded.

(Rp)-1, X = CO2H, Me, CH2Br, CH2OH

X

Apart from the role of cyclophanes as a model system for studying the electronic

interaction between the aromatic moieties, chiral [2.2]paracyclophanes have also

been utilized as planar chiral ligands in asymmetric catalysis. Recent advances and

applications in this area have been reviewed [5, 6]. The synthesis of heterocyclic

compounds based on [2.2]paracyclophane architecture, where the long-distance

electronic communication and the planar chirality play significant roles in their

application, has also been reported recently [7]. Although the preparation and

application of chiral cyclophanes in asymmetric synthesis has attracted much

attention for a long time, their chiroptical properties, especially the CD spectra,

have rarely been paid attention or even completely ignored.

The optical resolution of racemic cyclophanes can be easily achieved by chiral

HPLC, and the measurement of CD spectra of chiral cyclophanes now becomes a

routine. The electronic and magnetic interactions between the aromatic rings can be

readily examined if the cyclophane architecture is used in the model systems.

Despite this experimental and theoretical progress in relevant fields, the chiroptical

properties, especially the electronic CD spectra, of chiral cyclophanes have not

been systematically studied until very recently.

In this section we will congregate the reported CD spectra of chiral cyclo-

phanes. Some recent examples (from the year 2000 onwards) of chiral cyclo-

phanes of particular interest are selected and the reported spectra are visually

reproduced. Classical examples are also cited, mostly with their chemical struc-

tures, but the figures of CD spectra are omitted. For ease of viewing, one of the

enantiomers is drawn in 3D to underline the stereochemistry (i.e., Rp /Sp, M/P, or

Recent Theoretical and Experimental Advances in the Electronic Circular Dichroisms 101



aR/aS), even if both of the enantiomers were studied in the original literature.

Stereochemical notation of the chiral cyclophanes has been summarized in

reviews [5, 6]. Literature dealing with or commenting on the chiral cyclophanes

but not reporting on the experimental CD spectra are excluded throughout this

review. A cyclophane is principally defined as a compound consisting of an

aromatic unit and an aliphatic chain that forms a bridge between two nonadjacent

positions of the aromatic ring. Therefore, a large number of complex derivatives

(e.g., compounds circulated with multiple aromatic units such as calixarenes or

supramolecular systems where bridges form cage structures, and so on) are also

categorized as belonging to the cyclophane family. However such complicated

systems are beyond the scope of this review.

Recent advances in quantum chemical methods, especially the time-dependent

density functional theory (TD-DFT), applying to chiral cyclophanes will also be

discussed in this review to explain the experimental CD spectra of cyclophanes [8].

Some of the previous (less accurate, but thought-provoking) theoretical investiga-

tions have already been reviewed [9, 10]. In the following sections, we are unable to

provide a comprehensive account of the theoretical investigation of the CD spectra

of chiral cyclophanes. Rather, the experimental results on the CD spectra of

cyclophanes are highlighted and theoretical investigations are provided for a few

selected cases to investigate effectively the spectroscopic phenomena where the

up-to-date calculations are available.

2 Circular Dichroism of Cyclophanes

Optical rotation, or more generally the optical rotatory dispersion, is one of the

classical chiroptical measures of chiral molecules and hence the specific rotation

data of almost all known chiral cyclophanes have accumulated in the literature. For

chiral systems lacking chromophores, specific rotations has proven to be of practi-

cal value in assigning absolute configurations [11] while the electronic CD spec-

trum, in general, can provide more information if the chromophoric group is

attached in the system of interest. Hitherto, practically no systematic study has

been carried out on the optical rotation of chiral cyclophanes. Vibrational circular

dichroism (VCD) is another method of choice in recent years in the determination

of the absolute configuration and conformation, in particular, of chiral molecules

that lack chromophoric group(s) [12, 13]. The VCD studies on chiral cyclophanes,

however, are rather limited. Moreover, the method is not applicable a priori to the

study of the electronic or magnetic interaction between aromatic systems. At this

point, only the recent studies on the VCD spectra of cyclophanes that will not

appear in the later sections are cited [14, 15]. Although the data of electronic CD

spectra of cyclophanes are still limited, the CD spectra better provide the confor-

mational and configurational information in solution, as well as a solid basis

for studying the electronic and magnetic interactions between the p systems, as

exemplified in the following sections.
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2.1 Cyclophanes with a Single Chromophore

The electronic structure of cyclophanes is reflected in their absorption spectra. As

the oligomethylene bridge is shortened in a series of [n]cyclophanes, the bending of
the aromatic plane increases. Consequently, the absorption maximum of the UV

spectrum gradually red-shifts as the bridging chain becomes shorter [16]. By

reducing the number (n) of carbon atoms in the bridge, the vibrational fine structure

in the spectrum is gradually diffused and eventually disappears. In sharp contrast,

the effect of chain length on the chiroptical properties has not been hitherto

investigated systematically. In the following we will briefly summarize the current

status of the CD spectral studies of [n]cyclophanes.

2.1.1 [n]Paracyclophanes

A stereospecific synthesis of [6]paracyclophane-8-carboxylic acid (2) was reported,

and its CD spectrum was compared with that of [8]paracyclophane-10-carboxylic

acid (3, R = CO2H) [17]. The former afforded a pair of bisignate CD patterns in the

200–400 nm region, while only a pair of Cotton effect peaks of the same sign were

observed for the latter. The CD intensity (|De|) of 2 was in the order of 10 M–1 cm–1

for the main band at �220 nm. [6]Paracyclophane (2) is one of the most strained

cyclophanes, and its boat-type deformation of the benzene ring led to the red-shift

of ca. 30 nm in its UV and CD spectra. The theoretical spectrum obtained at the TD-

DFT-B3-LYP/TZV2P0 level well reproduced the experimental spectrum except for

the sign of the weak 1Lb band around 320 nm [8]. The CD spectrum of structurally

similar methyl 3,6-hexanooxepin-4-carboxylate was also reported [16].

CO2H

(Rp)-2 (Rp)-3, R = CO2H, CN, CHO, CO2Me,

R

The CD spectra of enantiomerically enriched [7]paracyclophane 4 was also

reported. The observed Cotton effects were slightly weaker than those observed

for [6]paracyclophane 2 [18]. The CD spectrum of 9,12-dimethyl-4-oxa[7]para-

cyclophane 5 was measured and compared with the theoretical one calculated with

the DFT/SCI method. The |De| values at the main band (40–70 M–1 cm–1) are large

relative to those of nonoxa-[7]paracyclophane 4 [19]. It is to note that the calculated

deformation angle of [7]cyclophane 5 is similar to those of [2.2]paracyclophanes.

The theoretical study has been updated by using the more recent TD-DFT method at

the B3-LYP/TZV2P0 level and all of the four resolved bands in the experimental

CD spectra were very well reproduced [8].
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(Rp)-4 (Rp)-5

O

O
O

Me

Me

The CD spectra of [8]paracyclophane-10-carbonitrile and related compounds

(3) have been reported and their absolute configurations have been estimated

by the theoretical calculations [20]. The bisignate positive and negative Cotton

effects were observed at the main band for the (Rp)-isomer. The |De| values were
10–20 M–1 cm–1, which are much smaller than those for [7]paracyclophanes, but

still larger than those for chiral benzenes substituted by point-chiral substituent(s).

The CD spectra of a variety of 12-substituted [10]paracyclophanes (6) have been

reported [21]. The spectra were significantly different from each other, depending

on the substituent. Nevertheless, all of the (Sp)-isomers exhibited a pair of negative

Cotton effects and the |De| values were in the range of 5–20 M–1 cm–1.

(Rp)-6, R = Me, NH2, COMe, CO2Me

R

CO2H, CH2OH, CHO,
CONH2, CN, Cl, OH

Imidazole-containing [10]metacyclophane 7 was efficiently synthesized from

cyclododecanone and the racemic 7 obtained was effectively resolved to a pair of

enantiomers by chiral HPLC (on a Daicel OD-H column) [22]. The absolute

configuration of the first-eluted (–)-isomer was determined to be Sp by the X-ray

crystal structural analysis of (+)-10-camphorsulfonic acid salt of 7, which displayed

a negative Cotton effect at the imidazole band. Unfortunately, the CD intensities are

not clear as the concentration of the cyclophane is not stated in the report (Fig. 1).

When a 1:1 mixture of the solid and the liquid diastereomers of bridged [10]

cyclophane nicotinamides 8 was heated, the solid (Sp,3
0S)-isomer became pre-

dominant over the liquid (Rp,3
0S)-isomer through the fast dynamic (rope-jumping)

racemization and the subsequent spontaneous resolution via crystallization [23].

The CD spectra of these cyclophanes exhibit either two positive or two negative

Cotton effects at 220 nm and 280 nm, primarily due to the planar chirality

(Fig. 2).
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2.1.2 [m][n]Paracyclophanes

Optically active [8][8]paracyclophane (9) and [8][10]paracyclophane (10) were

prepared and their CD spectra were reported [24]. The pattern and strength of the

Cotton effects were almost identical to each other and the |De| values were half the
magnitude of those for [8]paracyclophane derivatives 3.

N
NMe

(Rp)-7

(Rp)-7

(Sp)-7

(Sp)-7

N
NMe

Fig. 1 CD spectra of (Rp)- and (Sp)-7 in water. Concentration was not reported. Reproduced by

permission of [21]. Copyright # 2009 Royal Society of Chemistry

N

N
H

R

OH
O

N

N
H

R

OH
O

(Sp,3'S)-8

(Rp,3'S)-8
R = Et, i-Pr, i-Bu, PhCH2

Fig. 2 CD spectra of (Rp)- and (Sp)-8 in acetonitrile. The both isomers possess the (3S0) configu-
ration in the nicotinamide substituent. Reprinted with permission from [22]. Copyright # 2001

Elsevier Ltd
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(Rp)-9 (Rp)-10

2.1.3 [n]Thiacyclophanes

The enantiomer separations of 9,12-dimethyl-2,6-dithia[7]- and 10,13-dimethyl-

2,7-dithia[8]paracyclophanes (11–14) were achieved by chiral HPLC (on a Daicel

OD column) [25]. The CD spectra of these dithiaparacyclophanes exhibited a very

similar Cotton effect pattern composed of the first positive, second positive, and

third negative peaks (and the opposite pattern for the antipodes). The intensity of

the strongest third Cotton effect at 220 nm, assignable to the benzene’s p–p*
transition, amounts to 30–45 M–1 cm–1. The stronger Cotton effect for dithia[7]-

paracyclophane than for dithia[8]paracyclophane may be ascribed to the difference

in deformation angle.

S

S

S

S

S

S

(Rp)-11 (Rp)-12 (Rp)-13 (Rp)-14

S

S

8,12-Dimethyl-2,5-dithia[6]metacyclophane (15) and 9,13-dimethyl-2,6-dithia

[7]metacyclophane (16) were prepared and their enantiomers were (partially)

separated by chiral HPLC (on a Daicel OD column) [26]. The CD spectra of

these two metacyclophanes were also investigated by the preliminary theoretical

calculations. It was shown that the spectra depend strongly on the number of

carbon atoms incorporated in the bridging dithiaalane chain, whose dihedral

angles play an important role. The electronic excitations of the sulfur’s lone-pair

electrons were revealed to be critical in theoretically describing the observed

Cotton effects.

(Rp)-15 (Rp)-16

S

S
S

S
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2.2 Cyclophanes Composed of a Pair of Chromophores

Electronic interactions in [2.2]paracyclophane and its derivatives have been exten-

sively studied [27]. In addition to the original absorption bands, the cyclophanes

exhibit the additional “cyclophane” band at longer wavelengths (lmax = 302 nm for

the parent [2.2]paracyclophane). The existence of the additional bands can be

explained in principle by the exciton/charge resonance interaction between the

two chromophores. However, the complete assignment of the individual absorption

bands in each cyclophane molecule is still a challenging task. It is known that the

UV spectra of cyclophanes can be reasonably explained only if the s–p interaction,

or a special type of hyperconjugation, is taken into consideration [28].

Before presenting the actual examples of the CD spectra of chiral [2.2]para-

cyclophanes, structural features of [2.2]paracyclophane moiety should be briefly

discussed here. The parent [2.2]paracyclophane bears a twisted structure with

D2 symmetry at its energy minimum; the twist, or rotation, angle between the

facing benzene rings was estimated to be �6� by experiment and �9� by MP2

calculations. The parallel D2h structure is thus the transition between the two

enantiomeric D2 structures. Due to the dynamic interconversion, the parent [2.2]

paracyclophane is achiral. A theoretical calculation for one of the enantiomeric

forms of D2-symmetrical [2.2]paracyclophane at the TD-DFT-B3-LYP/TZV2P0

level revealed that the cyclophane induces strong Cotton effects in its CD spectrum,

with |De| of 20–30 M–1 cm–1 [8]. It is noteworthy that the corresponding sandwich

model, in which two benzenes are placed face-to-face at the same distance and twist

angle but not connected to each other by the ethano bridges (note that the bridges
are not replaced by methyl groups in this model; when the methyl groups are used in
the models, as in the other cases shown below, the spectra were basically reproduc-
ible), only afforded much smaller Cotton effects (as low as |De| = �5 M–1 cm–1)

and opposite signs for most of the transitions. Thus, the common classification of

substituted [2.2]paracyclophanes as planar chiral molecules is itself an arguable

point. Although such nomenclatures are used throughout this text (and in other

literature), the orbital interactions with the alkyl bridges seem to play a vital role

(rather than the distance/angle between the p systems) in the chiroptical properties

of cyclophane molecules.

2.2.1 [2.2]Paracyclophanes

Among the cyclophanes bearing a pair of chromophores, [2.2]paracyclophanes are

the most extensively studied compounds. Therefore, the studies on the chiroptical

properties of cyclophanes have been based strongly on these molecules. Indeed, the

first reports on chiral cyclophane dealt with 4-subsitituted [2.2]paracyclophanes

(1) [2, 3]. It was reported that the signs of Cotton effects in the longer wavelength

region, corresponding to the 1Lb band, were correlated with the Platt’s spectroscopic
moment, while the signs of the 1La band were independent of the substituent.
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Thus, for the 1Lb band, bisignate positive-negative Cotton effects were found for

4-carboxy[2.2]paracyclophane (1, X = CO2H), while the opposite negative-positive

Cotton effects were found for 4-methyl[2.2]paracyclophane (1, X = Me), albeit

having the same planar (Sp)-chirality. The signs of the Cotton effect at the 1La band
were, on the other hand, ascribed to the planar chirality of cyclophanemoiety [3]. The

theoretical CD spectrum of 4-methyl[2.2]paracyclophane at the TD-DFT-B3-LYP/

TZV2P0 level was in good agreement with experiment [8]. A number of related [2.2]

paracyclophanes derivatized from [2.2]paracyclophanecarboxylic acid and 3-([2.2]

paracyclophanoyl)propionic acid were also subjected to the CD spectral studies [4].

The CD spectrum of 4-fluoro[2.2]paracyclophane (1, X = F) has been repeatedly

studied for its structural simplicity with the least hindered substituent [3, 8, 29, 30].

The Cotton effects at the main band are moderately strong, with De of

20–30 M–1 cm–1. A previous study with the semiempirical exciton coupling or

DeVoe model successfully explained the pattern of CD spectra of 4-amino-,

4-hydroxy-, 4-fluoro-, and 4-iodo[2.2]paracyclophanes [28]. A more recent study

on the CD spectra of fluorine-containing 4-X-[2.2]paracyclophanes (10, X = F,

CH2F, COCF3) was combined with the quantum chemical calculations to confirm

their absolute configuration. It was found that both F and CH2F groups do not

change the conformational and electronic properties of the parent molecules (e.g.,

compared with 1, X = H or Me), while the COCF3 group causes large perturbations

to the [2.2]paracyclophanes, resulting in significant changes in the CD spectra

(Fig. 3). The |De| value of this compound amounts to 50–60 M–1 cm–1. Thus, the

effect of fluorine on the CD spectra was found less important than that of oxygen

[29]. The VCD spectra of these cyclophanes were also reported in the same paper.

The CD spectra of enantiopure pyridinophane 17 and bipyridine derivative 18

were reported. Both spectra were relatively complicated compared to those

of substituted [2.2]paracyclophanes, apparently showing 6–8 positive/negative

Cotton effect peaks. While the |De| value for the main band of compound 18

(20–30 M–1 cm–1) was reduced to half that of compound 17 (30–50 M–1 cm–1),

the spectrum of planar chiral bipyridine 18 was very sensitive to the added

metal salts. The absolute configuration was determined by comparison with the

theoretical spectrum at the DFT/SCI level [31].

N N N

(Rp)-17 (Rp)-18

Several 4,7,12,15-tetrasubstituted[2.2]paracyclophanes were also resolved success-

fully by chiral HPLC (on a Daicel OD column). The experimental CD spectra were

compared with the theoretical ones at a variety of theoretical levels. The simple

exciton coupling method [32] was proved to be applied only with careful precau-

tions to the determination of the absolute configuration; in most cases the method
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failed to predict the accurate configuration. Thus, the CD spectrum of tetramethoxy

[2.2]paracyclophane (19) was apparently coupled, but the individual CD signals

turned out to be composed of several transitions (Fig. 4). Nevertheless, the TD-

DFT-BH-LYP calculations well reproduced the experimental CD spectrum and the

absolute configuration was indisputably assigned [33].

Donor-acceptor cyclophanes have been extensively investigated as models for

intermolecular charge transfer (CT) complexes. The [m.n]cyclophane structure

provides the adjustable well-defined distance and orientation for the donor and

acceptor units incorporated in its framework. These systems have been systemati-

cally investigated by Staab et al. using absorption spectroscopy [34].

Introduction of such additional forces between the p systems afforded interesting

effects on the structure and chiroptical properties of the cyclophanes. Thus, some

X

(Rp)-1, X = F, CH2F, COCF3

NH2, OH, OAc, I

Fig. 3 Comparison of experimental and calculated CD spectra for fluorine containing 4-substi-

tuted (Rp)-[2.2]paracyclophanes (1, X = F, CH2F, COCF3). Dark lines: experimental spectra in

acetonitrile. Light lines: theoretical spectra at the TD-DFT-B3-LYP/TZVP level. Reprinted with

permission from [29]. Copyright # 2009 American Chemical Society
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chiral cyclophanes with donor-acceptor interactions were studied [35]. The Cotton

effects at the CT band and the relatively strong couplets at the 1La and
1Lb bands

were apparent for donor-acceptor cyclophanes 20 and 21 (Fig. 5). The maximum

|De| values for the eclipsed 21 amounted to�50 M–1 cm–1, while the Cotton effects

of staggered 20 were appeared as a couplet in the main band and the |De| become as

large as 90–120 M–1 cm–1. It is also noteworthy that the anisotropy (g) factor of the
staggered donor-acceptor cyclophane 20 was 0.01, which is an unusually large

value for an allowed transition.

The experimental CD spectra of these donor-acceptor cyclophanes were very

well reproduced by the theoretical calculations at the TD-DFT-BH-LYP/TZV2P

level [32]. The amount of the exact exchange in the functional to be used turned out

to be important for better agreement with experiment. The analysis of the configu-

ration contributions showed that the observed CD spectra essentially resulted from

simple overlap of the Cotton effects of pure p–p* transitions in the donor and

acceptor parts, in addition to the CT transitions. Thus, the exciton chirality method

cannot be applied to the absolute configuration determination for these cyclo-

phanes. The experimental CD spectrum of more congested donor-acceptor cyclo-

phane 22 was reproduced in a less satisfactory manner compared to the cases of 20

and 21. The absolute configuration was safely determined by a comparison of the

experimental spectrum with the theoretical data at the TD-DFT level; however,

the satisfactory reproduction of the whole CD spectrum of 22 was only possible by

(Sp,Sp)-19

OMe

MeO OMe
MeO

Fig. 4 Comparison of experimental and theoretical CD spectra of (Sp,Sp)-19 in dichloromethane.

Dotted lines: experimental spectra for both isomers. Solid lines: theoretical spectra at the TD-DFT-
BH-LYP/TZV2P level. Reprinted with permission from [32]. Copyright # 2007 American

Chemical Society
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the use of more sophisticated RI-CC2 calculations (Fig. 6). The VCD spectra were

also investigated in the same study.

The effects of the interplane distance and the twist angle between the donor and

acceptor moieties on the CD spectrum were examined with the intermolecular

model systems. The experimental CD spectrum of the cyclophane was well repro-

duced by the TD-DFT-BH-LYP/TZV2P calculation for the model system, where

two aromatic rings are placed at the same spacing and angle as those of the

cyclophane and the side chains are replaced by methyl groups. The influence of

the distance and angle on the CD spectrum was theoretically investigated. It was

demonstrated that both the distance and angle more critically affect the CT transi-

tion than the 1Lb transition (Fig. 7). The Cotton effect of the CT band becomes

almost zero at an interplane distance of 3.5 Å, which coincides with the equilibrium

distances of most of the common intermolecular CT complexes.

[2.2]Paracyclophanes with chiral ketimine side chains constitute a class of highly

versatile and enantioselective ligands for catalytic carbon-carbon bond-forming

reactions. Proper matching of the side chain and [2.2]paracyclophane configurations

induced the cooperative enhancement of the stereoselectivity. The absolute configu-

ration of both stereogenic elements has been successfully resolved by CD spectros-

copy combined with theoretical calculation at the TD-DFT-PBE0/SVP level. It is

noteworthy that the |De| values observed for this compound were rather small

(�10 M–1 cm–1) compared with the other typical [2.2]paracyclophanes. Cyclophane

(Rp,3
0R)-23 exhibited unusually strong solvatochromism in its CD spectrum,

which was explained in terms of the tautomeric equilibrium between the ortho-
hydroquinone-imine and ortho-quinone-enamine forms (Fig. 8) [36].

CN

(Sp,Sp)-20

(Sp,Rp)-21

(Sp,Sp)-20

(Rp,Sp)-21

(Rp,Sp)-21

(Rp,Rp)-20

MeO OMe
NC

MeO OMe

CNNC

Fig. 5 Anisotropy (g) factors of isomeric paracyclophanes 20 and 21. Solid lines are for the

(Sp,Sp)- and (Rp,Sp)-isomers, respectively. Reprinted with permission from [34]. Copyright #
2005 American Chemical Society
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Fig. 7 Theoretical CD spectra of model CT complexes at the TD-DFT-BH-LYP/TZV2P level.

Left: Effect of interplane distance on the CD spectra. The distance is shifted from (a) 2.9 to (b)

3.8 Å (increment: 0.1 Å). Inset: Expansion of the CT band region. Right: Effect of inter-ring
rotation angle on the CD spectra. The angle is incrementally shifted from (a) –10, (b) –5, (c) 0, (d)

+5, and (e) +10� with a constant inter-plane distance of 3.1 Å. Reprinted with permission from

[32]. Copyright # 2007 American Chemical Society

(Sp)-22

CN

Me

Me

Me

Me
NC

Fig. 6 Comparison of experimental and theoretical CD spectra of 22. Dotted lines: experimental

spectra for both isomers in dichloromethane. Solid lines: theoretical spectra for (4Sp)-22 at the

RI-CC2/SVP level. Reprinted with permission from [32]. Copyright # 2007 American Chemical

Society
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2.2.2 [2.2]Metacyclophanes

The CD spectra of mono-substituted [2.2]metacyclophanes (24) were also reported

[37]. All the metacyclophanes exhibited very similar bisignate Cotton effects,

except for the acetyl derivative, in which the additional Cotton effect induced by

the carbonyl group was observed.

24, R = CO2H, CO2Me, CN, Et, Me, COMe, NH2

R

Hetera[2.2]metacyclophanes have been more frequently studied by CD spectros-

copy, probably due to their facile synthesis. Thus, the experimental and theoretical

study of the CD spectra of 1-oxa- and 1-thia-[2.2]metacyclophanes (25) was

reported [38]. The magnitudes of the Cotton effects do not differ from those of

typical [2.2]paracyclophanes, being ca. 25 M–1 cm–1. According to the theoretical

investigation using the multireference configuration interaction (MRCI) calcula-

tions, the dominant CD transitions of 1-oxa[2.2]metacyclophane (25, X = O) was

characterized by independent and coupled p–p* transitions localized in the aro-

matic rings, while the CD spectrum of 1-thia[2.2]metacyclophane (25, X = S) was

mainly described by valence-type excitations involving the lone-pair orbitals of the

sulfur and/or antibonding s* of the C-S bonds. The CD spectra of structurally

O
N

Ph
H

N
Ph

HO

(Sp,3'R)-23 (Rp,3'R)-23

OH
N

Ph

quino-(Rp,3'R)-23

Fig. 8 Theoretical and experimental CD spectra of (Rp,3
0R)-23. Reprinted with permission from

[35]. Copyright # 2009 American Chemical Society
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similar 1-thia-10-aza[2.2]metacyclophanes (26) were also reported [39] and the

MRCI calculations were performed for the unsubstituted cyclophane (26, R = H)

[40]. More recently, the TD-DFT calculations at the TD-DFT-B3-LYP/TZVP level

were performed to understand better the CD spectra of these hetera[2.2]metacyclo-

phanes (25 and 26, R = H) [8].

X

(M )-25, X= O, S

S

N

R

(M )-26, R = H, COCF3, SO2C6H4Me

Analogous 1-thia-10-aza[2.2]metacyclophane derivatives (27–31) were

prepared and their enantiomers were partially resolved by chiral HPLC (on a Daicel

OT(+) column). Their CD spectra were compared in dioxane, but the absolute De
values were not reported [41].

27

S

N

Ts

S

N

Ts

S

N

Ts

S

N

Ts

S

N

Ts

Ts = SO2C6H4Me28

313029

Several other [2.2]metacyclophanes were prepared as chiral ligands for com-

plexation with tricarbonylchromium. These ligands formed the corresponding

chromium complexes stereoselectively and their CD spectra were also studied [42].

2.2.3 Metaparacyclophane

A variety of arenophanes, such as naphthalenophanes, anthracenophanes, fluoreno-

phanes, phenanthrenophanes, and pyrenophanes, have been reported [26]. Among
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these cyclophanes, chiral azulenophane, 14,17-dimethyl[2](1,3)azuleno[2]paracyclo-

phane (32) has been subjected to repeated theoretical investigations. The cyclophane

32 was successfully resolved by chiral HPLC (on a Daicel OD column) and the

theoretical investigation was originally performed at the DFT/RPA level [43]. The

CD spectrum of 32 was recently reinvestigated by the more sophisticated double-

hybrid B2-PLYP method [44].

(Sp)-32

Me
Me

2.2.4 Orthoparacyclophane

The CD spectrum of 12,15-dichloro[3.0]orthometacyclophane 33 was investigated

by the DFT/SCI approach to show that the spectrum differs substantially from

that of the corresponding non-linked biphenyl derivative [45]. The observed |De|
values for 33 were significantly larger (30–40 M–1 cm–1) than those for simply

substituted biphenyl systems which were extensively investigated very recently

(1–10 M–1 cm–1) [46].

(aS)-endo -33

Cl

Cl

2.2.5 Other Cyclophanes

A logical extension of [2.2]paracyclophane may be the corresponding [2.2]naphtha-

lenophanes. Indeed, two chiral naphthalenophanes, (1,5)- and (2,6)-naphthaleno-

phanes (34 and 35), have been described [47, 48] but no CD spectral study has been

conducted so far.

(Rp)-34 (Rp)-35

The [2.2]metacyclophane containing biphenyl moiety (36) was successfully

resolved by chiral HPLC (on a Daicel OD column). Analogous syn-[2.2]bipheny-
lenophane (37), in which an additional 2,20-linkage is introduced to 36, was
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enantiomerically enriched under the same HPLC conditions. Upon CD spectral

examination, similar Cotton effect patterns were observed in the 180–300 nm

region [49].

37

Me

Me
Me

Me Me
Me

36

The chiroptical properties of a hybrid of paracyclophane and helicene, [2.2]

paracyclophanohexahelicene (38), were reported [50]. The introduction of [2.2]

paracyclophane moiety caused a red shift and intensity enhancement of the absorp-

tion in the 240–280 nm regions, which was also reflected in the CD spectrum. It is

noteworthy that the (M)-helicity was evoked in the hybrid 38 when started from

(Rp)-[2.2]paracyclophanecarbaldehyde.

(M )-38

A planar chiral naphthalenediimide cyclophane (39) and its derivatives were

prepared for their tunable intramolecular FRET properties. The enantiomeric

enrichment of cyclophane 39 was accomplished by chiral HPLC (on a Daicel IA

column) and the CD spectra of enantiomeric 39 were reported (Fig. 9) [51].

2.3 Layered Cyclophanes

Chemistry of multilayered cyclophanes has been reviewed and their physical and

chemical properties have also been extensively discussed [52]. The UV spectra are

known to show large bathochromic shifts with sizeable hyperchromic effects and

become structureless as the number of layers increases. These features are more

apparent for up to four-layered cyclophanes. This was explained primarily by the

transannular p–p interaction/delocalization, while the effect of deformation of the

benzene rings was thought to be rather negligible [53]. Despite the UV spectral

study, only a limited amount of effort has been devoted so far to the study of the

chiroptical properties of layered cyclophanes.
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Optically active triple-, quadruple-, quintuple-, and sextuple-layered [2.2]para-

cyclophanes (40–43) were prepared and their CD spectra were reported [54]. The

CD spectra of these multilayered [2.2]paracyclophanes were more complex than

those of [2.2]paracyclophanes, exhibiting three bands of the same sign centered

at ca. 270, 310, and 350 nm. The observed fine structures were ascribed to the face-

to-face interactions between the distorted benzene rings.

(Rp)-40 (Rp,Rp)-41 (Rp,Rp,Rp)-42 (Rp,Rp,Rp,Rp)-43

Triple-layered [2.2]metacyclophanoarenes (44) were also prepared and their

enantiomers were enriched by chiral HPLC (on a Daicel OT(+) column). The CD

spectra were compared with those of the corresponding two-layered cyclophanes

(e.g., 25, 26). The major Cotton effect peaks of 44 in the spectra were red-shifted by

20–30 nm, and some additional, but weak, Cotton effects were observed [40].

(Rp)-39

N

N

O O

O O N

N

OO

OO

t-Bu-S

S-t-Bu

t-Bu

t-Bu

Fig. 9 The CD spectra of chiral naphthalenediimide cyclophane 39 in dichloromethane. Solid
lines: experimental spectra for enantiomerically enriched samples (concentration: 8.1 and 7.0 mM
for first and second peaks, respectively).Dotted lines: spectra of pure enantiomers corrected for the

enantiomeric purities of the sample obtained by chiral HPLC. Reprinted with permission from

[50]. Copyright # 2009 Royal Society of Chemistry
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44, X = O, N-SO2C6H4Me

S

X

A racemic mixture of three-layered [3.3]paracyclophane (45) was resolved into

two enantiomers by chiral HPLC (on a Daicel OD column), and their absolute

configuration was determined by a comparison of the experimental CD spectrum

with the theoretical one at the TD-DFT-B3-LYP/TZVP level [55]. A simple model,

composed of two p-xylenes and durene (the side chains were modeled again by

methyl groups), was used to explain the origin of the chiroptical properties of the

three-layered cyclophane system. Due to the flexibility of the [3.3]paracyclophanes,

the solvent effects on the conformer distribution and thus on the chiroptical proper-

ties were significant (Fig. 10).

The triple layered tetraazacyclophane (46) consisting of the unique crossed

meta-meta cyclophane linkage was prepared and the enantiomers were separated

by chiral HPLC (on a Daicel OD column). The CD spectrum of 46 was rather

complex and seven Cotton effect peaks in the 190–280 nm region were observed

[56]. Unfortunately, the four tosyl groups and the ester functions prevented the

reasonable theoretical discussion and the assignment of absolute configuration.

(Rp)-45(Sp)-45

Fig. 10 UV and CD spectra of (Rp)- and (Sp)-45. Reprinted with permission from [54]. Copyright

# 2008 American Chemical Society

118 T. Mori and Y. Inoue



NTs

NTs

46, Ts = SO2C6H4Me, E = CO2Et

NTs

E
E

E

E

TsN

2.4 Bi-Cyclophanes

Cyclophane architecture allows us to construct model systems for studying elec-

tronic and magnetic interactions by positioning two or more aromatic rings in the

desired positions. Further connecting two (or more) cyclophanes either directly

(to give biaryls) or with a linker (to give bis-cyclophanes) leads to a variety of

unique structural motifs for studying more on such interactions. For instance, axial

chirality is introduced to the planar chiral system if two cyclophane components are

directly connected to each other, which significantly affects the overall CD spectra.

In the following section, recent investigations along this line are presented.

The CD spectral investigation of optically active bi[10]paracyclophanes (47), in

which two planar and one axial chirality elements are incorporated, was reported in

the literature [57]. The experimental CD spectrum of enantiomerically pure (Rp,Sp)-47,
which was derived from the corresponding diastereomeric tetra-(S)-camphanoate,

was found to be in good agreement with that calculated for the (aR)-isomer, but

approximately the mirror image of the spectrum computed for the (aS)-isomer

(Fig. 11). Thus, the CD spectrum can be interpreted mostly in terms of the axial

chirality, indicating that the effects from the planar chirality of cyclophane units

were more or less cancelled out.

Syntheses and CD spectra of bisnicotinic acid derivatives with two cyclophane

units and (S)-2-amino-1-butanol linker (48) were reported recently. The CD

Fig. 11 Experimental CD spectra of (Rp,Sp)-47, compared with the theoretical ones for (aR)- and
(aS)-rotamers. Reprinted with permission from [56]. Copyright # 2003 Elsevier Ltd
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spectral comparison of the diastereomeric pair of bi[10]pyridinophane 48 revealed

that the chiroptical properties are controlled essentially by the absolute configura-

tion of the planar-chiral cyclophane moieties (Fig. 12). The (Sp,Sp)- and (Rp,Rp)-

isomers exhibit two strong Cotton effects of the same signs at 230 and 280 nm,

while those with the opposite planar-chiral units merely showed three weak Cotton

effects at 210, 250, and 280 nm with the opposite signs. It was also noted that these

spectra were nearly superimposable with the sum spectra of the corresponding

nicotinamide and nicotinate [58].

The CD spectrum of C2-symmetric bipyridinophane (Sp,Sp)-50 was quite

similar to that of [10]cyclophane bipyridine (Sp)-49, while the CD spectrum of

C2-symmetric terpyridine (Sp,Sp)-51 was similar in shape but the magnitude of

Cotton effect was substantially different (Fig. 13) [59].

As unique C2-symmetric transition metal complexes, the atropisomeric (Rp,Rp)-

2,20-bi([2]paracyclo[2]-5,8-quinolinophane) (52) and (Rp,Rp)-1,1
0-bi([2]paracyclo

[2]-5,8-isoquinolinophane) (53) were prepared from (Rp)-4-amino- and (Rp)-4-

carboxy-[2.2]paracyclophanes, respectively. The CD spectra of 52 and 53 were

significantly different from each other (Fig. 14) [60]. The bisquinoline moieties are

in almost planar orientation in 2,20-isomer 52 and the origin of chirality is ascrib-

able primarily to the paracyclophane structure. In contrast, the main source of

chirality in 1,10-isomer 53 is the distorted bisquinoline chromophores (i.e., the

axial chirality).

The [2]paracyclo[2](5,8)quinolinophane units were tethered with an ethylene

linker to afford a unique chiroptical system, trans- and cis-(Rp,Rp)-1,2-bis

(4-methyl-[2]paracyclo[2](5,8)quinolinophan-2-yl)ethenes (54) [61]. The trans
isomer exhibited broad negative/positive Cotton effects at a longer wavelength

region, which were followed by a bisignate strong Cotton effect at around 210 nm.

Fig. 12 CD spectra of (Sp,Sp)-, (Sp,Rp)-, (Rp,Sp)-, and (Rp,Rp)-48. All isomers possess (30S)-
configuration in the linker. Reprinted with permission from [57]. Copyright # 2009 Elsevier Ltd
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The CD spectrum of the cis isomer exhibited appreciably different Cotton effects

to that of the trans isomer, and most of the CD signals were opposite in sign. In

the high-energy region (<250 nm), where the electronic transitions of the cyclo-

quinolinophane chromophore dominate, the Cotton effects observed were almost

mirror-imaged (Fig. 15). Accordingly, the cyclophane 54 was considered as

a promising chiroptical switching motif. It is also noteworthy that the fairly strong

Cotton effects were reported for both trans- and cis-(Rp,Rp)-54,De of which amount

to –1200 and +1300 M–1 cm–1 at �230 nm, respectively.

2.5 Dendrimers and Polymers Containing Cyclophanes

Polymers containing cyclophane-type moieties were also prepared for their unique

functionalities and potential applications. Thus, isotactic poly(para-phenylene) lad-
der polymer (56) was prepared from the corresponding bromide and borate (55)

in enantiomerically pure forms and subjected to the CD spectral measurement [62].

Fig. 13 CD spectra of bipyridines (Sp)-49 and (Sp,Sp)-50 and terpyridine (Sp,Sp)-51. The solvent
was not reported. Reprinted with permission from [58]. Copyright # 2009 Elsevier Ltd
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Fig. 14 UV and CD spectra of (Rp,Rp)-52 and (Rp,Rp)-53 in acetonitrile. Reprinted with permis-

sion from [59]. Copyright # 2005 American Chemical Society

Fig. 15 CD spectra of trans- and cis-(Rp,Rp)-54 in acetonitrile. Reprinted with permission from

[60]. Copyright # 2009 American Chemical Society
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It was shown that the polymer 56 only affords the relatively weak Cotton effects

at 200–300 and 300–400 nm. The preparation and the CD spectra of related ladder

polymers were also reported in this paper.

(Rp)-56(Rp)-55, X = Br, B(OH)2

OO

X

X

O

O

O

O

O

O

O

O

O

O

O

O

The absolute configuration of 5-formyl-4-hydroxy[2.2]paracyclophane (57) was

assigned by a comparison of the experimental CD spectrum with the theoretical one

using the MRCI calculations. The corresponding dimer or salen analog (58), which

contains two planar chiral salicylidene units, and the dendrimers bearing up to 16

cyclophane units were prepared from chiral 57 [63]. These compounds were

designed for homogeneous catalysts when complexed with metal cations. The CD

spectra of the dimer 58 and dendrimer 59 were relatively weaker than the mono-

meric parent paracyclophane 57, but significantly altered in the presence of transi-

tion metals.
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3 Summary and Outlook

The planar chirality of cyclophanes has long been recognized as responsible for

their unique chiroptical properties. The CD spectra of cyclophanes provide an

additional tool for studying the electronic and magnetic interactions between two

aromatic systems. Chiral cyclophanes are also exploited as promising ligands for

chiral catalysts; the catalyst’s ability can be predicted (at least in part) by the CD

spectral examination. As can be seen in this review, the number of available CD

spectra of chiral cyclophanes is, however, still quite limited. Obviously, further

systematic studies are desired for better understanding the structure-chiroptical

property relationship on the basis of the cyclophane architectures and wider appli-

cability to the relevant systems. The modern quantum chemical calculations are

useful not only for determining the absolute configuration but also for providing

deeper insights into the chiroptical properties of closely located p systems.

The CD spectra of simple [n]cyclophanes and their analogs afford relatively

strong Cotton effects compared to the simple arenes with point-chiral substituent(s).

The [m.n]cyclophanes, in which two aromatic rings are stacked in a limited space,

afford more complicated CD spectra, generally with higher intensities. The transi-

tions and thus the Cotton effects are significantly coupled to each other and are

accompanied by the additional “cyclophane” band. Further effects from the s and/

or n orbital of the (hetero)atom in the connecting chain(s) and fused or layered

aromatic ring(s) also influence the overall CD spectra of the cyclophanes. The

aliphatic chains in cyclophanes generally play a more dominant role in the CD

spectra than the distortion of the aromatic planes. The interactions between the

cyclophanes (in the connected bicyclophanes and higher homologs) also offer

remarkable effects on their chiroptical properties. All of these aspects should be

explored in the future study on the electronic/magnetic interaction, which may

contribute to the development of novel chiroptical molecules.

Although the challenges for the preparation and the curiosity regarding the

properties of [2.2]paracyclophane initiated the chemistry of cyclophanes in its

early stage, this eventually led to a wealth of knowledge in the field of electronic

interaction, synthesis, and catalysis. We believe that the fundamental studies on the

chiroptical properties of cyclophanes, from both the experimental and theoretical

viewpoints, will provide further insights into the electronic and magnetic interac-

tions between the phanes and eventually bring us to a bright future in practical

applications or devices. We hope this review will draw the reader’s attention to, and

encourage the studies of, seemingly simple chiral cyclophanes.
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G-C Content Independent Long-Range Charge

Transfer Through DNA

Kiyohiko Kawai and Tetsuro Majima

Abstract The interest in DNA as a building block for nano-electric sensors and

devices stemmed from the ability to construct various nanometer-sized two and

three-dimensional structures and its amazing positive charge conducting properties.

However, since a positive charge migrates along DNA through the HOMO of G-C

base-pairs, the conductivity of DNA strongly decreases with the increasing A-T

base-pair content hampering the construction of nano-electric circuits in which the

use of various sequence patterns is indispensable. In this chapter, we demonstrated

that the charge transfer efficiency can be drastically increased in a G-C content

independent manner by adjusting the HOMO-level of the A-T base-pair closer to

that of the G-C base-pair. This was achieved either by substituting the N7 nitrogen

of A with a C-H group (deazaadenine: Z) or substituting C2 hydrogen with an

amino group (diaminopurine: D). Since Z and D selectively pair with T without

significantly perturbing the thermo-stability of the duplex, Z and D can be used to

increase the charge transfer efficiency through DNA while properly maintaining the

sequence information carried by DNA.

Keywords Charge transfer, DNA, Electron transfer, HOMO-level
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1 Introduction

DNA consists of four nucleobases, guanine (G), adenine (A), cytosine (C), and

thymine (T). Since G selectively pairs with C and so does A with T, DNA can be

considered to be constructed by two building blocks, A-T and G-C base-pairs. By

programming the sequences of these two building blocks, DNA can be used to form

self-assembled nano-structures like cubes as well as two-dimensional molecular

sheets [1–3]. The self-assembly of hundreds of well-designed oligonucleotides,

so-called DNA origami method, recently made it possible to construct complex

surface structures such as smiley faces and a map of north and south Americas [4].

Using the DNA origami method, various two-dimensional and three-dimensional

scaffolds for arranging functional molecules have been developed [5–8]. Thus

DNA has the potential as a bottom-up material for nano-templates and nano-

machines. In particular, the finding that a positive charge (a hole) generated in

DNA migrates along DNA over long distances has made it an interesting molecule

for the design of nano-electronic sensors and devices [9–14].

A model of a series of the short-range charge transfer processes between G-C

base-pairs which have relatively high HOMO-level, i.e., lower oxidation potential

than A-T base-pair [15, 16], is the most widely adopted to describe the long-range

charge transfer process through DNA [17–25]. Extending of charge delocalized

domains over several bases [26, 27] or the formation of the polaron [28–30] during

the charge transfer though DNA was also reported by several researchers. The

efficiency of the charge transfer though DNA was evaluated by measuring the

charge transfer rate. The kinetics of the charge transfer process in DNA was first

reported by Lewis and Wasielewski et al., who determined the kinetics of the

single-step short-distance charge transfer between G-C base-pairs across A-T

base-pair [20, 22, 31]. We have established the method for the observation of the

long-range charge transfer through DNA via multistep charge transfer processes

and determined the rate constants of the charge transfer through various sequence

patterns [23–25]. The charge transfer rate was strongly dependent on the sequence

of DNA. Although it was experimentally [32] and theoretically [33, 34] demon-

strated that a charge can migrate over long A-T tract sequences between G-C base-

pairs via a thermally-induced hopping mechanism, the charge transfer rate sharply

decreased with the insertion of a few A-T base-pairs between the G-C base-pairs.

For example, the insertion of the three A-T base-pairs between the G-C base-pairs

130 K. Kawai and T. Majima



resulted in a greater than three orders of magnitude decrease in the charge transfer

rate [24]. Consistent with the kinetic measurements, Xu and coworkers reported

that the conductance decreases exponentially by inserting A-T base-pairs into G-C

repeat domains [10, 11]. This is because a positive charge is mainly carried by G-C

base-pairs having relatively high HOMO-level and the charge transfer rate between

G-C base-pairs strongly depends on the distance or the number of intervening A-T

base-pair between G-C base-pairs. As a consequence, the conductivity of the DNA

strongly depends on the G-C content and the charge transfer rate becomes insuffi-

ciently fast to compete fully with the oxidative degradation of DNA in the presence

of A-T base-pairs. A high conductivity was only achieved for the DNA consists

solely of G-C base-pairs. This make it difficult to construct the desired DNA nano-

electronic sensors and devices in which the use of the various sequence patterns is

necessary [14]. By adjusting the HOMO-level of the A-T base-pair closer to that of

the G-C base-pair, it would be possible to attain a high conductivity in a G-C

content independent manner. In this chapter, we will overview our strategy for

increasing the charge transfer efficiency through DNA in a G-C content

independent manner, which is based on the increase of the HOMO-level of the

A-T base-pair to be closer to that of the G-C base-pair. We also describe our efforts

in reading out the sequence information about single nucleotide polymorphisms

(SNPs) by measurement of the charge transfer rates through DNA with increased

charge transfer efficiency.

2 Sequence Dependence of Charge Transfer Rate

Through DNA

2.1 Method for the Measurement of Charge Transfer Rate in DNA

The charge transfer rate through DNA was measured by monitoring the rate that a

positive charge traveled from a photosensitizer at one end of the DNA to a charge

acceptor at the other end. Transient absorption measurements during the 355-nm

laser flash photolysis were employed to investigate the kinetics of the charge

transfer process through DNA (Fig. 1). We used naphthalimide (NI) [35, 36] as a

photosensitizer to inject a charge into DNA upon the laser flash excitation [23–25,

37–42]. NI was attached to A-stretch sequences, and the irradiation of the NI-site

with a 355-nm laser flash triggers the electron transfer between NI in the singlet

excited state and adjacent A to give NI radical anion (NI��) and A radical cation

(A�þ), respectively. Previously we have demonstrated that the charge transfer

between adjacent As proceeds with a rate constant of >109 s�1 and can compete

with the charge recombination to produce a long-lived charge-separated state [37].

That is, a part of a charge escapes from the initial charge recombination process

between NI�� and A�þ via rapid sequential charge transfer between As, resulting in

the charge trapping at G. Once a charge resides on G, the charge recombination
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across the A-T tract mainly proceeds by strongly distance dependent single-step

super-exchange mechanism, thus the charge separation via the six consecutive A-T

base-pairs produces a charge-separated state sufficiently long for the observation of

the charge transfer through DNA in the time range up to 200 ms [23–25, 40–44]. In
the six consecutive A-T base-pairs, the A-T base-pair adjacent to NI moiety was

inverted to the others to increase the charge injection yield [42]. Photoirradiation of

NI triggered the immediate formation of NI�� with a strong peak at around 400 nm

which remained almost unchanged during the measurement (~200 ms). Phenothia-
zine (PTZ) was used as a charge acceptor, which has a lower oxidation potential,

i.e., higher HOMO-level than G-C base-pair [45, 46]. PTZ is a suitable molecule

for monitoring the charge transfer process in this system because the ground-state

absorption of PTZ at wavelength shorter than 330 nm allows us to excite NI-site

selectively with a 355-nm laser pulse without exciting PTZ. In addition, PTZ

radical cation (PTZ�þ) shows a strong absorption at around 520 nm [45, 46] and

almost no spectral overlap with NI�� having an absorption maximum at around

400 nm [35, 36]. PTZ was attached to the other end of the duplex, and when a

charge comes up to the PTZ moiety it would be trapped by PTZ to form the PTZ

radical cation (PTZ�þ). Accordingly, the charge transfer process from one end of
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DNA to the other end can be monitored by the formation of the PTZ�þ with a peak

at around 520 nm (Fig. 1) [23–25, 40–44] during the laser flash photolysis mea-

surement. The rate constants of each individual charge transfer steps between G-C

base-pairs (kht) were determined from kinetic modeling. Analysis of time profiles of

formation of PTZ�þ via the multistep charge-transfer mechanism was performed

with numerical analysis by using Matlab software [25].

2.2 Sequence Dependence of Charge Transfer Rate Between G-C
Base-Pairs

The charge transfer through G-C repeat sequences proceeded rapidly, and a kinetic

analysis for (GC)n (n = 5, 7, 9) provided a kht value of 2.2 � 108 s�1 for the charge

transfer rate between adjacent G-C base-pairs [25] (G-C/G, Table 1). In order to

investigate the effect of intervening A-T base-pairs on the charge transfer rate

through DNA, kht through various intervening A-T base-pairs were measured.

When A-T base-pairs were inserted between two G-C base-pairs (G-An-

G (n = 1�3)), the kht decreased with the increase of the distance between G-C

base-pairs, demonstrating that each charge transfer process between G-C base-pairs

proceeds by a single-step super-exchange mechanism. Similarly, a significant

decrease in kht with the increase of the distance between G-C base-pairs was

observed for G-Tn-G, G-Tn-C, and G-An-C sequences (Table 1). These results

showed that the charge transfer between G-C base-pairs proceeds by the single-

step super-exchange mechanism and the long-range charge transfer proceeds as a

consequence of multistep charge transfer processes between G-C base-pairs.

Xu and coworkers measured the conductance for GC repeat sequences by using

direct electrical measurements where the conductance decreases exponentially by

inserting A-T base-pairs into GC repeat domains [10, 11]. Our results are consistent

with the conductance measurements reported by Xu and coworkers, showing that

a charge is mainly carried by G-C base-pairs having relatively high HOMO-level

and the charge transfer rate between G-C base-pairs strongly depends on the

distance or the number of intervening A-T base-pair between G-C base-pairs.

Table 1 Rate constants for charge transfer between G-C base-

pairs (kht)

Sequence kht (s
�1)a

G-C/G 2.2 � 108

G-A-G 4.8 � 107

G-AA-G 9.7 � 104

G-AAA-G 1.4 � 104

G-T-G 4.6 � 105

G-TT-G 3.6 � 104

G-TTT-G 9.1 � 103

aRate constants were obtained from the reported values [24, 25]
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It was experimentally [32] and theoretically [33, 34] demonstrated that it is possible

for a charge to migrate over long A-T tract sequences between G-C base-pairs via a

thermally-induced hopping mechanism. However, a high conductivity can only be

achieved for the G-C repeat sequences hampering the construction of DNA nano-

electric sensors and devices in which the use of various sequence patterns is

indispensable [14].

3 Sequence Independent and Rapid Long-Range Charge

Transfer Through DNA

The kinetic measurement of the charge transfer in DNA showed that a positive

charge migrates through the HOMO of G-C base-pairs and that the presence of

A-T base-pairs significantly decreases the charge transfer efficiency. In addition,

a charge was demonstrated to migrate rapidly through A-T repeat sequences before

a charge is trapped at G-C base-pairs [40]. These results showed that a charge

efficiently migrates through the base-pairs of the same HOMO-levels, suggesting

that a high conductivity may be attained in a G-C content independent manner by

adjusting the HOMO-level of the A-T base-pair closer to that of the G-C base-pair.

In order to adjust the HOMO-level of the A-T base-pairs closer to that of the G-C

base-pairs, we replaced A with 7-deazaadenine (Z) or diaminopurine (D).

3.1 Replacing Adenine with 7-Deazaadenine (Z)

Z is an analog of A in which the single nitrogen atom of the purine ring is replaced

by a C-H group and selectively pairs with T without significantly perturbing the

thermo-stability of the duplex (Fig. 2) [47]. Thus, Z would be used to construct

various DNA nanostructures by maintaining the sequence information of DNA.

Z has a higher HOMO-level closer to those of G-C base-pairs than of A-T base-

pairs. Based on the gel electrophoresis strand cleavage experiments, Nakatani and

Saito reported that Z-T base-pair in an A-T tract serves as a stepping stone for a

positive charge to transfer between two GGG sites [48, 49]. The enhancement of the

charge transfer efficiency between two G-C base-pairs upon changing the interven-

ing A-T base-pair to the Z-T base-pair was also supported theoretically. Voityuk

and Roesch reported that Z-T base-pair increases the super-exchange charge

transfer efficiency between two G-C base-pairs [50]. Bixon and Jortner demon-

strated that a Z-T base-pair contribute in the sequential charge transfer process [33].

We first tested whether the charge can go through A-T tract sequences with the

assistance ofD-T base-pairs. In the case of a0, no formation of PTZ�þwas observed

in the present experimental time window of 200 ms due to the slow charge transfer

across the five consecutive A-T base-pairs (t > 100 ms) [24, 32]. Interestingly, by
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replacing the A-T base-pairs with Z-T base-pairs, an absorption at 520 nm assigned

to PTZ�þ emerged upon the charge transfer through DNA along with the immediate

formation of the NI radical anion (NI��) with a peak at 400 nm (Fig. 3). The charge

transfer rate dramatically increased with the increasing number of replaced Z-T

base-pairs (a2 and a5 (X ¼ Z), Fig. 3a, Table 2). We also investigated the charge-

transfer process for a series of DNAs in which the A-T base-pairs in the A-T tract

were systematically changed to the G-C base-pairs (a2, a5 (X ¼ G), Table 2).

Similar to the results observed for DNA replaced with the Z-T base-pairs, the

replacement of the A-T base-pairs in the A-T tract to the G-C base-pairs resulted in

an increase in the charge transfer rate in DNA (Table 2). Interestingly, the charge

moved faster through the DNA replaced with Z-T than those through the cor-

responding DNA replaced with the G-C base-pairs, showing that the Z-T base-pairs

can also serve as charge carriers similar to or even better than the G-C base-

pairs. The slower charge transfer rate observed for DNA replaced with G-C base-

pairs may be partly explained by the tendency of a charge to localize at the GG site

as reported by Saito and Sugiyama [51–53]. These results clearly demonstrated that

a high charge transfer efficiency through DNA can be achieved in a G-C content
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Fig. 2 Long-distance charge transfer through DNA by replacing A-T base-pairs with Z-T or D-T

base-pairs
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independent manner by replacing the A-T base-pair with the Z-T base-pair. It is

also noteworthy that G and Z in both strands increases the charge transfer rate

through DNA, showing that a charge migrates through DNA in both an intrastrand

and interstrand manner and that the HOMO-level of both stands of the duplex

contributes to the charge transfer efficiency through DNA.

We next investigated the charge transfer through the A-repeat sequences in

which the charge transfer efficiency was expected to increase due to the direct

stacking between purine bases. Similarly, the formation of PTZ�þ was not observed

for b0, and the charge transfer rate increased with the increasing number of Z,

and in the case of b5 (X ¼ Z), in which all the A-T base-pairs in the A-tract was

replaced with Z, the charge transfer was accomplished faster than the time resolution

a

1.0

1.5

 a5 (X:Y = Z:T)
 a3 (X:Y = Z:T)
 a0

10 20 30 40

0.0

0.5

b

1
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 b5 (X = D)
 b2 (X = D)
 b0

0.0 0.5 1.0 1.5

0

52
0 (

x1
0–2

)
ΔO

D
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0 (
x1

0–2
)

ΔO
D

Time (μs)

Time (μs)

0

Fig. 3 Time profiles of the transient absorption of PTZ�þ monitored at 520 nm during the 355-nm

laser flash photolysis of (a) DNA a0, a2 and a5 (X = Z), and (b) b0, b2, and b5 (X = D). The

smoothed red curves superimposed on the experimental data are the single exponential fit from

which the charge transfer rate through DNA (1/t) was determined. The sample aqueous solution

contained 80 mMDNA and 100 mM NaCl in 10 mM Na phosphate buffer (pH 7.0) purged with Ar

136 K. Kawai and T. Majima



of our experimental setup (t < 50 ns) (Fig. 3a). Amazingly, the charge transfer rate

increased more than three orders of magnitude by merely replacing the N7 nitrogen

atom of A with a C-H group.

The charge transfer efficiency through DNA was investigated for DNA with a

G-C and A-T mixed random 30-mer sequence longer than 100 Å. Of special

interest, the charge transfer occurred as fast as t = 0.45 ms over 100 Å by replacing

the A-T base-pairs with the Z-T base-pairs (Fig. 4a, Table 2, L (X = Z)). The

charge transfer rate significantly decreased by converting one Z-T base-pair to an

A-T base-pair (L-1 (X = Z)) and the charge transfer become too slow to be

observed by converting five Z-T base-pairs to A-T base-pairs (L-5 (X = Z):

t > 100 ms), showing that a rapid charge transfer through a mixed DNA sequence

can be only achieved by replacing the A-T base-pair with the Z-T base-pair.

3.2 Replacing Adenine with Diaminopurine (D)

The HOMO-level of D-T base-pair was calculated by Nakatani and Saito to be

very close to that of G-C [48]; we therefore considered it to be a potential can-

didate as a charge carrier in DNA [33, 34]. Similar to the strategy for DNA replaced

Table 2 Time constants (t) and rate constants (kht) for charge transfer through DNA (kht)

DNA X t (ms)a kht (s
�1)a

a0 – >200 <5 � 103

a2 Z 12 8.3 � 104

G 15 6.7 � 104

a5 Z 0.09 1 � 107

G 0.22 4.6 � 106

b0 – >200 <5 � 103

b2 Z 0.22 4.5 � 106

D 0.46 2.2 � 106

b5 Z <0.05 >2 � 107

D 0.14 6.9 � 106

L Z 0.45 2.2 � 106

D 11 9.1 � 104

L-1 Z 32 3.1 � 104

D 110 9.1 � 103

L-5 Z or D >200 <5 � 103

LAC Z 45 2.2 � 104

D 59 1.7 � 104

LGT Z 41 2.4 � 104

D 110 8.7 � 103

aThe charge transfer rate through DNA (1/t) was determined from the single exponential fit of the

time profile of the formation of PTZ�þ. While it may be inappropriate to analyze the data with

single exponential fitting because long-range charge transfer occurs through multistep processes,

simple analysis based on single exponential fitting was applied to evaluate approximately the

observed long-range charge transfer process. Rate constants were obtained from the reported

values [54, 55]
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with Z-T base-pairs, we tested whether the charge can go through A-repeat

sequences by replacing A-T base-pairs with D-T base-pairs [54]. While the

formation of PTZ�þ was not observed for b0 due to the slow charge transfer

across the five consecutive A-T base-pairs [24, 55], an absorption at 520 nm

assigned to PTZ�þ emerged upon the charge transfer through DNA by replacing

the A-T base-pairs in the A-repeat sequences to D-T (Fig. 3b, b2, b5 (X ¼ D)).

The charge transfer rate dramatically increased with the increasing number of

replaced D-T base-pairs. Interestingly, the charge transfer rate increased more

than three orders of magnitude by replacing all the A-T base-pairs in the A-tract

with D-T base-pairs (b5 (X ¼ D)). Though the charge moved slightly more

slowly through the DNA replaced with D-T base-pairs than through the

corresponding DNA replaced with Z-T base-pairs (Table 2, b2, b5 (X ¼ Z)),

these results clearly demonstrate that the charge transfer efficiency through DNA

can be drastically increased by merely replacing the C2 hydrogen atom of A with

an amino group.

The charge transfer also occurred over 100 Å through a G-C and A-T mixed

random 30-mer sequence by replacing the A-T base-pairs with D-T base-pairs

(Fig. 4b, L (X ¼ D)). Consistent with the results obtained for DNA with Z-T

base-pairs, the charge transfer rate significantly decreased in response to convert-

ing one D-T base-pair to an A-T base-pair L-1 (X ¼ D), and the charge transfer

rate became too slow to be observed by converting five D-T base-pairs to A-T

base-pairs L-5 (X ¼ D), showing that a fast charge transfer through a mixed

DNA sequence can only be achieved by replacing the A-T base-pairs with either

Z-T or D-T base-pairs.

3.3 Comparison Between Z and D

In the case of the long-distance charge transfer process through G-C and A-T mixed

random sequence, the charge transfer rate was approximately 20 times slower for

DNA in which A-T base-pairs were replaced with D-T base-pairs than that of the

corresponding DNA replaced with the Z-T base-pairs (Table 2, L (X ¼ Z vs D)).

Although the theoretical calculation suggested the smaller HOMO energy differ-

ence between D-T and G-C base-pairs than that between Z-T and G-C base-pairs,

the experimentally derived difference of oxidation potential between D and G was

much higher than that between Z and G [48]. Thus, the actual HOMO energy

difference between D-T and G-C base-pairs may be higher than that between Z-T

and G-C base-pairs, resulting in the slower charge transfer rate through DNA

replaced with D-T base-pairs.

The slower charge transfer rate observed for DNA with D-T base-pairs may also

be partly explained by the charge localization at the DD site, similar to that seen in

the GG sites [51–53], because of the higher HOMO-level of D-T compared with

that of the G-C base-pair.

138 K. Kawai and T. Majima



4 Distinguish Between Matched and Mismatched Sequences

by Measuring the Charge Transfer Rate Constant

Through DNA

We have measured the charge transfer rate constants for various sequence patterns

and it now becomes possible to estimate how fast a charge migrates along DNA of a

certain sequence and length based on these rate constants [44]. In other words, this

implies that DNA sequence information can be read out by measuring the charge

transfer rate constants through DNA. In particular, the presence of a mismatch
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Fig. 4 Time profiles of the transient absorption of PTZ�þ monitored at 520 nm during the 355-nm

laser flash photolysis of DNA L, L-1 and L-5 (a) (X ¼ Z) and (b) X ¼ D. The smoothed red
curves superimposed on the experimental data are the single exponential fit from which the charge

transfer rate through DNA (1/t) was determined. The sample aqueous solution contained 80 mM
DNA and 100 mM NaCl in 10 mM Na phosphate buffer (pH 7.0) purged with Ar
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causes the perturbation of the p-stacks, resulting in a decrease of charge transfer

efficiency and subsequent charge separation yield, making it possible to detect

SNPs by measuring the charge transfer rate constants. Indeed, electrochemical

detection of the mismatched DNA which depends on the charge transfer efficiency

through the p-stack of the DNA has been demonstrated by several groups [11, 44,

56–59]. Kelley and Barton et al. developed a system for the electrochemical

detection of a single-base mismatch based on charge transfer through DNA films

[60]. They reported that the signal obtained from the redox-active intercalators

bound to DNA modified on gold faces exhibits a remarkable sensitivity to the

presence of a mismatch within the immobilized duplex. Okamoto and Saito et al.

also developed a new SNP photoelectrochemical detection method that relied on

the photoinduced charge transfer through a DNA duplex immobilized on a gold

electrode [58]. They designed the DNA probes, which contain anthraquinone as a

photosensitizer, and hybridized the DNA probe with the target DNA. They reported

that the cathodic photocurrent signal markedly changes depending on the presence

of the mismatch. However, since the charge transfer rate become too slow to be

measured when A-T base-pairs are inserted between G-C base-pairs, SNPs detec-

tion was only possible for G-C rich sequences or short DNA.

In order to detect SNPs in various sequence patterns, we next investigated the

effect of the mismatch on the charge transfer rate though DNA in which A-T base-

pairs are replaced with either Z-T base-pairs or D-T base-pairs. The presence of an

A-C mismatch (LAC (X ¼ Z, and D)) or G-T mismatch (LGT (X ¼ Z, and D)) in

the DNA caused a considerable decrease in the charge transfer rate (Table 2). The

charge transfer rate constants obtained for the DNA with a mismatch were on the

same order for DNA with Z-T and the D-T base-pairs, showing that the charge

transfer across the mismatch is the major rate-determining step in these DNAs and

that it likely reflects the disorder of the DNA p-stack structure caused by the

mismatch [44, 56–58, 60–63]. These results clearly show that it is possible to

distinguish between matched and mismatched sequences by measurement of their

charge transfer rates through DNA in which A-T base-pairs are replaced with either

Z-T or D-T base-pairs. SNP detection requires polymerase chain reaction (PCR)

amplification of the genomic region that flanks the SNP site. In particular, while Z

containing DNA can only be amplified for a specific sequence [64] or in the

presence of dATP [65, 66] during the PCR, D can fully replace A during PCR

[67] and thus would make it possible to detect SNPs in various sequence contexts.

5 Conclusions

In this chapter we have described our approach for increasing the charge transfer

efficiency through DNA in a G-C content independent manner which was achieved

by adjusting the HOMO-level of the A-T base-pairs closer to that of the G-C base-

pairs. The presence of a single mismatch significantly affected the charge transfer

rate though DNA in which A-T base-pairs are replaced with either Z-T base-pairs or
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D-T base-pairs to increase the charge efficiency. Since D can fully replace A during

PCR, D offers us an additional choice in constructing DNA with increased charge

transfer efficiency based on the PCR replication and amplification of DNA

sequences of interest. By replacing dATP with the triphosphate of D (dDTP),

PCR amplification of the genomic region that flanks the SNP site may allow us to

detect SNPs through the measurement of the charge transfer rates through DNA.
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Transfer of Chirality for Memory

and Separation

Rosaria Lauceri, Alessandro D’Urso, Angela Mammana,

and Roberto Purrello

Abstract Transfer of chirality is an intriguing issue worth studying to understand

better the origin of life and for possible technological applications. In the last few

years we have been working in this area studying the chain of events that begins

with induction, reaches a permanent transfer (chiral memory) and extends in some

cases to a (quasi-)reversible situation in which induced and permanently memor-

ized chirality coexists. This can happen thanks to a designed blend of thermody-

namics and kinetics.

Keywords Hierarchy � Memory � Porphyrin � Supramolecular chirality � Transfer
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Abbreviations

AuT4 Au-meso-tetrakis(4-N-methylpyridyl)porphyrin

CCW Counter clock wise

CD Circular dichroism

cis-DPPS 5,10-Bis(4-sulfonatophenyl)-15,20-diphenylporphyrin

CuT4 Cu-meso-tetrakis(4-N-methylpyridyl)porphyrin

CuTPPS Cu-meso-tetrakis(4-sulphonatophenyl)porphyrin
CW Clock wise

DLS Dynamic light scattering

EDXD Energy dispersive X-ray diffraction

ELS Elastic light scattering

H2T4 meso-Tetrakis(4-N-methylpyridyl)porphyrin

H2TPPS meso-Tetrakis (4-sulphonatophenyl)porphyrin
H2TpyP meso-Tetrakis (4-phenyl)porphyrin
ICD Induced circular dichroism

LD Linear dichroism

MnT4 Mn-meso-tetrakis(4-N-methylpyridyl)porphyrin

MT4 meso-Tetrakis(4-N-methylpyridyl)porphyrin metallo derivative

MTPPS meso-Tetrakis(4-sulphonatophenyl)porphyrin metallo derivative

Mw Molecular weight

Phe Phenylalanine

RLS Resonance light scattering

Ru[(Phen)3]
2+ Ru[(phenanthroline)3]

2+

trans-DPPS 5,15-Bis(4-sulfonatophenyl)-10,20-diphenylporphyrin

ZnT4 Zn-meso-tetrakis(4-N-methylpyridyl)porphyrin

1 Introduction

One of the advantages of supramolecular chemistry over the covalent molecular

approach resides in the possibility of inducing and/or transferring properties from

singular molecules to self-organized multi-molecular assemblies. Chirality is one of

these properties: it stems from the electronic level (the helical nature of the electron

rearrangement during a transition in chiral chromophores) and spreads up to the

three-dimensional spatial disposition of atoms, or molecular components in molec-

ular or supramolecular entities, respectively.

Exploitation of the chiral information at each of these different “levels” might

lead to different technological applications: from activation of nonlinear optical

effects [1] to synthetic receptors for manifold applications (racemate resolution,

chiroptical sensors, etc.).

Yet the design, synthesis and characterization of supramolecular chiral systems

are pursued not only in view of their exploitation but also because they represent an
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important step to understand better the arising and evolution of chiral bias in living

systems [2]. A reasonable scheme to explain the enantiomeric excess of L-amino

acids might foresee a chain of events in which a tiny enantiomeric excess, caused

from unknown reason(s), has been exponentially amplified up to almost complete

predominance of one enantiomer.

The intriguing process of induction (and subsequent transfer and amplification)

of chirality from organic or inorganic templates to achiral porphyrin aggregates has

been in the focus of our interests for more than a decade. Our studies concern

exploitation of the electrostatic interactions as tools to build non-covalent aggre-

gates and have been carried out in aqueous solution.

We will show in this chapter that a designed combination of thermodynamic

and/or kinetic control of the self-assembly processes has allowed us to develop

various applications all based on the induced chirality in the porphyrin Soret band

absorption region. Chiral information transfer has been followed using circular

dichroism, a spectroscopic technique particularly useful to characterize (supra)

molecular dissymmetry or chirality [3].

Scheme 1 shows that it is possible to distinguish among different kinds of

processes leading to chirality transfer. This distinction is mainly based on the

possibility of choosing the type of control that self-organization processes have to

obey: thermodynamic, kinetic or a designed blend of both.

A dynamic transfer means that the system is exclusively under thermodynamic

control: porphyrin aggregation is reversible and induced chirality can be used to get

chiroptical sensors or switches (for example for logic gates) [4, 5]. In fact, in these

systems chirality is only induced but not permanently transferred; it remains strictly

related to the template chirality and is lost when porphyrin-template interaction

is disrupted. This particular subject will not be discussed in this chapter. Our

attention will be mostly addressed to the other two types of transfer: static and

selective. A static transfer is achieved when the system is under kinetic control: the

final species is kinetically inert and in this case the chirality induced at the very

onset of aggregation becomes an intrinsic property of the porphyrin assembly (see

Sect. 2). The rationale design of the latter systems (e.g. the use of the appropriate

porphyrins) allows for reversibly switching from a static to a quasi-dynamic regime

(see Sects. 3 and 4). Finally, a chiral perturbation (such as a vortex, for example)

dynamicdynamic sensors sensors 
logic gateslogic gates

Chirality
transfer

staticstatic

selectiveselective

memory onmemory on

memory offmemory off

separationseparation

memorymemory ±H+±H+Chirality
transfer

Scheme 1 Different kind of processes leading to chirality transfer

Transfer of Chirality for Memory and Separation 145



exerted on a racemate in equilibrium can be selectively transferred to only one

enantiomorph: e.g. the transfer of chirality exerted by clockwise (CW) or counter-

clockwise (CCW) mechanical vortices on L and D J aggregates of H2TPPS (see

Sect. 5).

For the sake of simplicity, we have divided this chapter into sections, but, as will

be evident, this is just for the sake of tracing a (historical/logical) pathway for the

reader. A rigid compartmentalisation is not possible and from time to time we will

reconsider subjects discussed in previous paragraphs as logical and natural conse-

quence of the know-how acquired, just as in a feed-back process.

2 Chiral Induction and Memory: Porphyrin (Hetero-)

Self-Assemblies in the Presence of Poly-Glutamate

Induction of chiral properties in porphyrin self-assemblies and the following optical

activity has been and still is a subject extensively studied and covered from a quite

vast literature (some examples are [4–25]).

As presented in Scheme 1, induction of chirality is a necessary and preliminary

step leading to its permanent transfer (i.e. memory). For this reason we present first

a system which does not show chiral memory but represents a kind of milestone in

the development of our research [26]. The rationale behind this study was to investi-

gate systems more complex than those studied in literature at that time (1998). The

reason was not simply to do something different or new but to understand if and how

chirality transfers and propagates from a chiral template to a first “shell” of achiral

guests and from here to a second “shell” of achiral guests.

Working in water we had to design the right combination of charges to build a

stable system. The chiral template we chose is poly-glutamate (Fig. 1) (poly-L-

glutamate or poly-D-glutamate) which is an ionisable polypeptide (pKa � 5.0)

having a-helix conformation approximately at pHs below its pKa and random-coil

conformation at pHs above its pKa (the exact pH of the conformational transition

depends on the experimental conditions and the peptide length).

As the first shell of achiral guests we chose various tetracationic porphyrins

(Fig. 1), selected on the basis of their peculiar electronic and steric properties: the

copper(II), gold(III), zinc(II), and manganese(III) derivatives of meso-tetrakis(N-
methylpyridinium-4-yl)porphyrin (MT4). In particular, CuT4 carries no net charges

and no axial ligands on the central metal ion, AuT4 carries a net charge but no axial

ligands on the central metal ion, ZnT4 carries no net charges but an axial ligand on

the central metal ion, MnT4 carries both a net charge (Mn (III)) and two axial

ligands on the central metal ion.

The second shell of achiral guests is built from the tetra-anionic meso-tetrakis
(4-sulfonatophenyl)porphyrin (H2TPPS) (Fig. 1). It is worth underlining that pro-

tonation of the nitrogen atoms in the inner core of H2TPPS leads to zwitterionic

species prone to self-aggregation. The protonated form of H2TPPS (H4TPPS, pKa
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� 4.8) [27] forms both J-type (edge-to-edge, lmax � 490 nm) and H-type (face-

to-face, lmax � 420 nm) aggregates, at pH values close to 2 and sodium chloride

concentrations of 0.3 M [27, 28]. The spectroscopic features of these two aggre-

gates can be assigned by means of visible absorption and resonance light scattering

(RLS) measurements (Table 1) [28, 29].

In contrast, MT4 porphyrins do not present any strong tendency towards self-

aggregation (in the experimental condition used). Their role in this experiment was

to act as “spacers” between the negative chiral polymeric matrix and the anionic

porphyrins by shielding the electrostatic repulsion between the like-charged molec-

ular components (see Fig. 1). The real intention of the experiment was to under-

stand if the presence of a cationic “layer” on an anionic chiral matrix would permit

(1) complexation of anionic porphyrins and (2) a “long-distance” interaction of the

matrix with the second shell of guests (i.e. a propagation of chirality from the

matrix to H4TPPS).

Table 1 Visible-absorption and RLS features of J- and H-aggregates of H2TPPS

Absorption spectraa RLS spectrab

B-bands Q-bands

J-aggregates 489 nm 668 nm, 707 nm 490 nm

H-aggregates 422 nm 575 nm, 625 nm Not observed
apH 3.5; 4 � 10�5 M � [H2TPPS] � 5 � 10�4 M; [27]
bpH 1.2; I = 0.1 M, [H2TPPS] = 2.5 � 10�6 M; [29]

M = Cu CuTPPS
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NN

NN

++HH HH++
NN

NN
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NNNN
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M = Cu CuT4

M = Zn ZnT4
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Fig. 1 Schematic structures of anionic (top left) and cationic (top right) metalloporphyrins.

Protonation equilibrium of poly-glutamate (bottom left)
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Quite unexpectedly, cationic porphyrins showed an additional “role”: an inter-

esting capacity in driving the formation of H- and J-aggregates of H4TPPS under

unusual experimental conditions (i.e. pH close to 3 and no salt addition). This

“catalytic” ability depends on steric and/or electronic features of the porphyrins. It

is worth noting that, in the absence of MT4, none of the spectroscopic features (see

Table 1) associated with aggregation of the protonated form of H2TPPS was

observed and no interaction of the anionic porphyrin with poly-glutamate occurred.

Figure 2a shows, for example, the absorption spectrum (recorded after 1 h of

incubation) of a solution of H2TPPS (5 mM) at pH 2.9 in the presence of poly-L-

glutamate (50 mM) and ZnT4 (5 mM). Together with the expected band at 436 nm

(due to the absorption of both ZnT4 and H4TPPS), two additional bands at about

490 and 700 nm are visible. In addition, the RLS spectrum (Fig. 2b) shows a very

intense band at about 500 nm and a smaller signal at about 720 nm (not shown). The

RLS and absorption bands observed around 500 and 700 nm are diagnostic of the

presence of H4TPPS J-aggregates (Table 1). In the RLS spectrum there is also

visible a feature at 420 nm (inset of Fig. 2b) which might be assigned to the

formation of H-type aggregates [28].

Moreover, the CD spectrum (Fig. 2c) of the ternary complex shows a very

intense induced bisignate signal having a maximum at 490 nm, together with

smaller conservative features centred at about 420 and 720 nm, testifying that (1)

J-aggregate of H4TPPS is interacting with poly-glutamate and (2) J-aggregate of

H4TPPS is gaining chirality from the polypeptide template. It represents the first

observation of a chiral J-aggregate of H4TPPS at this unusual pH value. Also, the

presence of a CD band at 420 nm indicates the formation of a chiral H-type

aggregate as well.

Using the same concentrations of H2TPPS (5 mM) and poly-L-glutamic acid

(50 mM) and one-fifth of the stoichiometric amount of ZnT4 (1 mM), the intensity of

the CD bands is reduced only by 30%. The observation that the ternary complex

concentration does not scale down linearly with the concentration of ZnT4 confirms

that anionic and cationic porphyrins are not forming 1:1 hetero-aggregates [30–33]

and that ZnT4 serves as a “spacer” to minimize the repulsion between the two
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negative components. This hypothesis is also supported by (1) the observation that a

pH increase of only 0.2 units (i.e. a small increase in the number of negative charges

on the matrix) causes a 50% reduction of the induced CD signal, most likely

because of the stronger repulsion between the anionic porphyrins and the matrix

and (2) the fact that in the absence of ZnT4 but at very high salt concentration

(NaCl > 0.5 M) we observe the same spectroscopic features characteristic of the

chiral H- and J-aggregates. The much lower concentration of cationic porphyrins

required to induce the formation of these ternary complexes is indicative of their

higher efficiency, which must be related to specific molecular recognition processes

[20, 24, 34, 35]. Most likely, ZnT4 is mono-dispersed on the matrix, shielding the

negative charges. This allows the anionic porphyrins to approach the (partially)

anionic chiral polypeptide and gain chirality. Importantly, when poly-D-glutamate

is used, the mirror image of the CD features at 422, 490 and 700 nm is observed.

This confirms that aggregates of the anionic porphyrin owe their chirality to the

polypeptide matrix even though they interact with it only indirectly “through” the

cationic porphyrin.

Using axially encumbered porphyrins (MnT4 for the axial ligands and AuT4 for

the central positive charge) we have obtained results similar to those found for

ZnT4.

CuT4 behaves in a quite different way to the other cationic porphyrins: both the

CD and RLS signals characteristic of H4TPPS H- and J-aggregates are barely

detectable for the ternary system poly-glutamate-CuT4-H4TPPS. A possible expla-

nation is that these two porphyrins form 1:1 hetero-aggregates, not bound to the

chiral matrix and competing against the formation of the chiral ternary species.

Accordingly, absorption data show that at pH 2.9 in the absence of poly-glutamate,

AuT4, MnT4 and ZnT4 still induce the formation of H4TPPS J-aggregates, whereas

CuT4 forms hetero-aggregates in a 1:1 ratio [36]. This different behaviour can be

explained considering that (1) penta- and hexa-coordinated porphyrins are not

allowed to form “stacked” 1:1 complexes for steric reasons and (2) planar Au(III)

porphyrins present a “net” positive charge in the porphyrin core. This causes an

electrostatic repulsion between the Au(III)T4 and the protonated H2TPPS core, thus

disfavouring the “stacked” interactions and leading to the formation of J H4TPPS

aggregates.

The different “nature” of the interactions between CuT4 and H2TPPS was

underlined from the remarkable sensitivity to small changes in the pH of the

solution. In fact, by increasing the pH from 2.9 to 3.2 the J aggregates of H4TPPS

do not form anymore but a 1:1 hetero-aggregate is formed and in the presence of

poly-L- or poly-D-glutamate it gains chirality from the matrix. This ternary system is

able to retain the chiral information imprinted from the chiral mould, giving rise to

the chiral memory phenomenon [37, 38] as will be shown below.

Before discussing the remarkable kinetic inertia of these ternary species it is

useful to present the main characteristic of the CuT4-poly-glutamate binary system.

The binary complex is chiral and kinetically labile. This is shown by (1) the

presence of an induced band in the Soret region of the circular dichroism (CD)

spectra (inset of Fig. 3, curve a) and (2) the inversion (in about 10 min) of the same
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band upon the addition of a fourfold excess of the D-form of the polymer (inset of

Fig. 3, curve b). This is in agreement with previous findings [21] where it was

shown that the phase of the induced CD signal in the Soret region reflects the helical

sense of the matrix; i.e. the complex species formed on the L or D forms are

characterized by mirror image CD spectra. Notice that curve b of inset of Fig. 3

is not the perfect mirror image of curve a because both L- and D-supramolecular

isomers coexist in equilibrium in solution, with the aggregate on poly-D-glutamate

in excess.

Addition of H2TPPS (in the pH range 3.2–4.0) to the binary complex induces

drastic changes in the absorption, fluorescence, and CD spectra, indicating the

formation of chiral ternary complexes [37, 38]. In particular, the Soret bands of

both porphyrins experience quite strong hypochromic effects (~50%), and the

fluorescence emission of H4TPPS is quenched by ~50% (CuT4 is not fluorescent).

Also, both the shape (bisignate) and the unusually high intensity of the induced CD

features (Fig. 3, curve a) strongly indicate that both porphyrins are extensively

aggregated onto the a-helical poly-glutamate [39]. When H2TPPS is added to a

preformed CuT4-poly-D-glutamate binary complex, the mirror images of the CD

signals observed with the L-isomer are obtained (Fig. 3, curve b), indicating that the

chirality of these assemblies follows the matrix chirality.

However, these supramolecular ternary complexes behave quite differently

compared to the parent binary species. In fact, the addition of a fourfold excess

of poly-L-glutamate to ternary complexes “built” on the poly-D-glutamate does not
lead to the inversion of the induced CD signal in the Soret region (even after 5 days

following the addition). The only indication of the L-form excess is the inversion of

the helix marker bands at 222 nm and 208 nm (Fig. 4). The same behaviour has been

observed for the ternary “L”-supramolecular species upon addition of an excess of
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poly-D-glutamate. The lack of inversion of the induced CD bands shows that, in

contrast to their binary precursors, the poly-glutamate-CuT4-H4TPPS aggregates

are kinetically inert.
This behaviour is due to the formation of an extended network of electrostatic

interactions (i.e. those between the oppositely charged peripheral groups and the

“p�p” between the porphine rings) [40].

Another proof of this notable inertia is given by the persistence of the ICD after

the poly-glutamate pH-induced helix to coil conformational transition. In fact, since

the chirality of the supramolecular complex is transferred from poly-glutamate to

porphyrins, the pH-induced helix to coil transition (from pH ~4 to 12) should cause

the disappearance of the ICD of the ternary species. Surprisingly, increasing the pH

to 12 does not perturb the ICD, strongly indicating that these porphyrin assemblies

retain their “original” chirality even when the matrix loses it (Fig. 5). Checking the

time stability under such critical experimental conditions (pH 12), it turns out that

these complexes remain stable for several days, as indicated by the CD intensity in

the Soret region which decreases by only 30% over about 4 weeks (Fig. 5) [38].

Notably, hetero-aggregation of the title porphyrins in ultra-pure water, in the

absence of poly-glutamate, leads to achiral 1:1 complexes. This aggregation pro-

cess is also accompanied by a hypochromic absorbance effect and fluorescence

quenching similar to that observed in the presence of poly-glutamate, but no CD

signal is observed (Fig. 6, black curve). More interestingly, no dichroic signal is

observed in the Soret region if poly-glutamate is added after porphyrin self-aggre-

gation (Fig. 6, grey curve) [38]. This behaviour testifies to the relevant kinetic

inertia of these porphyrin supramolecular species and suggests that the role of the

matrix is crucial only in the very first step of the formation of these ternary chiral

species. In fact, once formed, these aggregates seem to have a “life” independent of
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the template but retain “memory” of the shape of the “mould” used for their

formation.

This is a nice example of hierarchical control over the self-organization process

and is related to the thermodynamic stability and kinetic inertia due to the interac-

tions of a convergent stabilization due to all kinds of electrostatic interactions [41].

Neither ZnT4 nor MnT4 or AuT4 form this type of ternary complex under the

same experimental conditions. This is due to the presence of, respectively, one or

two water molecules axially coordinated to the central metal ions or to the net

positive charge in the inner core, which hinders a close contact among porphyrin

molecules for steric or electronic reasons.

On the other hand, all the other couples of porphyrins bearing opposite charges

H2T4-H2TPPS, H2T4-CuTPPS and CuT4-CuTPPS lead to the formation of supra-

molecular species for which the chiral memory phenomenon occurs. All the three
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porphyrin systems mentioned earlier follow the same trend presented by the CuT4-

H2TPPS couple [42].

The only significantly different behaviour found was for the CuT4-CuTPPS

system. This species exhibits the remarkable inertness and the chiral memory

phenomenon presented by the other porphyrin aggregates, but its CD signal is

considerably smaller than those exhibited by the other porphyrin couples (H2T4-

H2TPPS, CuT4-H2TPPS, H2T4-CuTPPS) (Fig. 7). These findings suggested to us

that the title aggregate is smaller than the others, a hypothesis that was supported by

the RLS signals. This particular behaviour could be due to macrocycle distortions

following aggregation. Indeed, in the solid state, CuT4 arrangement is character-

ized by a remarkable distortion of the piled porphyrin macrocycles [43]. This

distortion is caused by the p-like interactions between the peripheral pyrrole Cb–

Cb “double bond” and the metal centre (Fig. 8). We hypothesize that similar

relevant distortions are also present in the CuT4–CuTPPS aggregate, hindering

the formation of extended porphyrin assemblies. Moreover, literature data [40]

suggest that distortion caused by the central metal ion affects the attractive inter-

actions between adjacent porphyrins. Aggregates in which only one (or no) copper

porphyrin derivative is involved are less affected by the macrocycle distortions and,

then, may form larger assemblies.

The study of the aggregation behaviour of the reported systems confirms that net

electrostatic interactions are the driving force of the self-assembly process and (due

to the large number and strength) lead to the formation of inert ensembles (kinetic

inertia, again, turns out to be crucial in determining the memory phenomenon). Yet

the aggregation process is also affected by the convergence of all others non-

covalent interactions (attractive and repulsive) in tuning the final shape and stabil-

ity. For example, the central copper ion does not play a trivial role as demonstrated
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by its ability in affecting the assembly dimension. This finding may turn out to be

useful for modulating the aggregate size, whose control is crucial for the possible

applications of these systems.

3 Porphyrin (Hetero-) Self-Assemblies in the Presence

of Phenylalanine

An unambiguous demonstration of the memory phenomenon needs to show the

survival of the ICD in the Soret region after removal of the chiral mould (e.g. after

ultrafiltration). In fact, it is not possible to exclude the possibility that the presence of

the cationic N-methylpyridyl groups of porphyrin close to the carboxylate side groups

of poly-glutamate could shield electrostatic repulsions (responsible for the a-helix to
random coil transition), preserving small regions of the polypeptides from the helix to

coil transition. If this would happen it could (partially) explain the persistence of the

CD signal of the porphyrin aggregate after the pH jump experiment (see Fig. 5)

However, the removal experiment is not feasible when the mould is a covalent

polymer [37, 38, 42, 44, 45] because it could remain trapped in the porphyrin

aggregates which are quite extended species (about one million of porphyrins for

single aggregate molecule as shown by elastic light scattering data).

The “ideal” template (A) for transferring the chirality to the porphyrin assembly

and for the following removal experiment is a fluorescent monomeric chiral

Fig. 8 Structure of the CuT4 “polymeric structure”. Modified from [42]
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molecule (characteristic 1) that, above a given concentration threshold, self-assem-

bles in a chiral fashion (characteristic 2), therefore establishing the equilibrium: n
monomers $ (monomer)n (characteristic 3). The first condition allows us to

monitor the residual concentration of the template much more efficiently compared

with both the absorption and CD techniques. The second condition is indispensable

for transferring chirality from the template to the porphyrin aggregates: induction of

chirality (from a template to a supramolecular assembly) has a conformational

origin; that is, monomeric A cannot induce chirality onto the achiral porphyrin

aggregates, but A aggregates can transfer their handedness. Finally, the third con-

dition helps to reduce the concentration of the template: as soon as the monomeric

form of the “template” is removed (e.g. by ultrafiltration), the equilibrium n
monomers $ (monomer)n shifts towards the left and the aggregated form disap-

pears even if traces of the monomers (below the threshold) remain in solution.

We choose, then, as first candidate, “monomeric” phenylalanine (Phe) [46]. In

fact, it has a good fluorescence yield in a region where porphyrins only slightly

absorb, and its removal from the solution can be easily checked. Moreover,

considering that ICD signals, the fingerprint of (extrinsic) chirality, have confor-

mational origin, Phe, due to the hydrophobic character of a large portion of the

molecule, ensures greater aggregation tendency than other amino acids.

3.1 Chiral Memory

Indeed, addition of the cationic CuT4 and anionic H2TPPS to an aqueous solution

of L-Phe or D-Phe leads to an ICD in the Soret region (Fig. 9, curves a and b). The
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threshold concentration of Phe to induce the ICD is about 1 � 10�3 M. Therefore,

in contrast to all the previous examples, in this case the preferential conformation of

the porphyrin aggregates is borrowed by chiral non-covalent polymers. Accord-

ingly, dynamic light scattering data (DLS) of Phe solution show (Fig. 10) the

presence at 30�C of large Phe aggregates (~60 nm) whose size decreases with

increasing the temperature, levelling off over 60�C (~20 nm) [46].

DLS measurements do not, however, give any insight on Phe clusters chirality.

This information can be inferred by using the title assemblies as chirality reporters

[46]. This purpose can be accomplished by monitoring the ICD of porphyrins added

to various Phe solutions pre-warmed at a given temperature. By increasing the

temperature the ICD decreases, paralleling the reduction of Phe mass average

molecular weight Mw (Fig. 10). After 60�C the ICD is reduced almost to a noise

level, suggesting that there are critical Phe cluster size (about 20 nm) and concen-

tration needed to initiate chiral porphyrin aggregation. In fact, porphyrin assembly

formation is not affected by high temperatures. Absorption and RLS measurements

confirm that at 80�C CuT4-H2TPPS aggregates still form.

According to the previous results [37, 38, 42], the title porphyrin aggregates are

inert enough to memorize the chirality of polymeric helical templates even after

helix disruption. A similar result is also expected here upon Phe removal. Ultrafiltra-

tion of the solution leaves, in fact, the CD signal almost unaltered (Fig. 9, curve c),

showing that the imprinted aggregates are now intrinsically chiral (they are

so stable and inert that their memory lasts for many years) [44–46]. The residual

concentration of Phe can be checked by fluorescence, whose remarkable sensitivity

allows detecting up to 1 � 10�8 M of Phe. This concentration is far below the

concentration threshold necessary to transfer chirality to the porphyrin aggregates

(about 10�3 M). Dynamic light scattering measurements [46] have shown that, in
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these conditions, the concentration of aggregated Phe is very small, being about

10�7 M. Therefore, as soon as most of the monomeric Phe is removed the equilibrium

nPhe $ (Phe)n can be considered completely shifted towards the monomeric form.

Actually, in a 10�2 M Phe solution, 10�7 M Phe is in aggregate form. The cluster

molecular weight being about 108 Da, it follows that the Phe cluster concentration

able to imprint chirality in the porphyrin aggregate is 10�13 M. In this respect the title

porphyrin system behaves as a reporter and amplifier of chirality [46].

A direct, fascinating consequence of the “memory” phenomenon is that the title

aggregates are inherently chiral and then, in principle, excellent templates for their

self-replication. Inset of Fig. 11 shows that when equimolar amounts of CuT4 and

H2TPPS are individually added to solutions containing about 6 � 10�13 M of

imprinted-assemblies (each of them formed by about 2 � 106 porphyrin mole-

cules, see [46]) the ICD of the imprinted-aggregates increases and doubles with

doubling porphyrins concentration (Fig. 11). The linear increase of the CD with

porphyrin concentration shows that the chiral growth process is substantially 100%

enantiospecific.

Considering that CuT4 and H2TPPS strongly interact in water solution forming

achiral aggregates in the absence of chiral template, the high efficiency with which

sub-picomolar concentration of chiral imprinted aggregate drives the formation of

the new one implies that interaction of monomeric cationic and anionic porphyrins

with chiral templates leads to chiral self-growth rate much faster than porphyrin

assembling as achiral species when they are further away from the chiral template.

Kinetic investigations [47] have permitted one to understand the discrimination

mechanism and to hypothesize the possible sequence of events hereafter reported

and sketched in Fig. 12: after the initial (within the first 10 ms) random distribution

of the porphyrin along the template surface (panel a), a second process (within

0.2 s) may lead to a conformational change of the template (panel b) which then

favours the formation of a more discrete distribution of porphyrins on the template

(panel c). It is only after this event that the interaction of a second porphyrin at
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topologically distinct sites may occur (panel d). At this point, the interaction of the

second porphyrin follows the same sequence of events (panel e), followed by a slow

hetero-aggregation of the two porphyrins, driven by electrostatic interactions and

characterized by a strong chirality (panel f), as suggested by CD.

These kinetic studies show that sub-picomolar concentration of chiral non-

covalent polymers plays an efficient catalytic role in the aggregation of opposite-

charged porphyrins. The rate of hetero-aggregation onto the chiral surface is, in

fact, about two orders of magnitude faster than that measured in its absence,

explaining the chiral amplification exerted by porphyrin aggregates. Considering

the whole process, the rate limiting step is the diffusion of the two self-aggregates

of CuT4 and H2TPPS (bound at topologically distinct sites) on the Phe cluster

surface to form chiral hetero-aggregates. When the imprinted template free chiral

hetero-aggregates is used as mould, the singular consecutive addition of the two

porphyrins to a 10�13 M solution of it determines a self-similar species growth

characterized by kinetics too fast to be followed using stopped-flow technique (data

not published). This happens because the above-mentioned “slow” diffusion step on

the template surface does not verify anymore.

A more complete characterization of this system has been accomplished, deter-

mining the solid state structure of the template (L-Phe) free chiral CuT4-H2TPPS

hetero-aggregate through Energy Dispersive X-ray Diffraction (EDXD) analysis

[48]. It represents the first structural determination of a porphyrin (chiral) hetero-

aggregate. Also, a comparison with the amorphous hetero-aggregate structure that

the same porphyrins form in the absence of the chiral template has been reported. In

fact, morphology and structure of the porphyrin aggregates are responsible for the

porphyrin physical and chemical–physical properties. This relationship is particu-

larly true for the properties of the chiral assemblies. In this perspective, the

determination of the supramolecular system structure becomes an essential point

CuT4 H2TPPS

a b c d e f

10–3 10–2 10–1 100

Time  (s)

Phenylalanine
Aggregate sketch

Fig. 12 Stylization of a possible sequence of event. The order of porphyrins addition does not

affect the process. Modified from [47]
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to clarify the structure-functions relationship in order to increase our ability to

design systems having the desired properties.

The syntheses of the CuT4-H2TPPS chiral hetero-aggregate samples for EDXD

analysis need particular care, and were carried out by following a purely non-

covalent approach [48].

The structural study of L-Phe-imprinted hetero-aggregates of CuT4-H2TTPS

compared to the equivalent non-imprinted sample in solid state, performed with

EDXD, has shown that the template imprints a helical superstructure responsible for

the CD properties (Fig. 13). The lack of template during the onset of the aggregation

process leads to a randomly arranged structure and a lack of CD signal in the region

of absorbance of the porphyrins. The suprachiral hetero-assembly helical arrangement

is, more precisely, characterized by a pitch length of (62.17 � 0.20) Å, a radius

of (5.50 � 0.30) Å and an interplanar distance of (3.90 � 0.10) Å. In contrast, the

arrangement of the non-template imprinted sample is completely disordered,

amorphous and therefore achiral.

3.2 Reversibility of Chiral Memory

As a consequence of their inertness and stability, these aggregates present a lack of

reversibility which is in opposition to the fundamentals of supramolecular chemis-

try which is, in contrast, based on dynamic and reversible behaviour. Static beha-

viour would lead to the end of the “story”: so let us try to find a possible way to go

back and forth with the memorized chirality.

Inertness of the title chiral hetero-porphyrin complexes springs out mainly from

the extended network of (strong and weak) electrostatic interactions between the

tetra-cationic and tetra-anionic porphyrins. Therefore we can go from a static to a

dynamic system (that is we can get reversibility of aggregation) by switching on

and off the stronger electrostatic interactions in the network that holds up the

non-covalent supramolecular structure: those between net charges [49]. Switching

of the electrostatic interactions can be easily achieved by replacing the four
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Fig. 13 Molecular packing of

the chiral (a) and achiral (b)

CuT4-H2TPPS assembly.

Modified from [48]
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N-methylpyridyl groups (permanently cationic) in themeso position of the porphine
ring with four pyridyl groups which are ionisable (Fig. 14 pKa � 4). and can cycle

between neutral (deprotonated) and cationic (protonated) states. In order to avoid

nitrogen protonation of the inner core of H2TPPS (pKa � 5) we have used

CuTPPS instead of the naked anionic parent (Fig. 1). L-Phe and D-Phe are the chiral

templates.

In such a design, deprotonation of the four pyridines causes the loss of the

positive charges (Fig. 14) and consequently the disassembly of the supramolecular

complex: re-protonation would lead to reassembly of the aggregate, but what about

the chiral information? Indeed, to reassemble the chiral supramolecular structure

after the chiral template removal is the crucial and most tricky step of the whole

“erase and rewrite” process. In fact, apparently, “switching on” the electrostatic

interactions by re-protonating the four meso basic groups (Fig. 14) should lead to

the achiral complex between the two porphyrins because the chiral information

should be lost after the erase reaction (Scheme 2, route a).
However, a careful critical analysis of the kinetic properties of these species

makes clear that it is possible to store–erase–rewrite the memory of chirality. As

previously shown, the storing process is readily accessible: if we have the right

molecular components the game is easy.

What about the other two steps: that is, the On–Off procedure? Indeed, the erase

and rewrite processes are potentially stored in the properties of the aggregates.

First of all, they are kinetically inert. This means that deprotonation of the four

acid groups of the pyridyl moieties would not cause the complete destruction of the

chiral complexes but should leave a small amount of chiral seeds (Scheme 2, route b).
In addition these species are huge: built by one million porphyrins. Therefore, it is

conceivable that most water is excluded from the inner part of these species giving

rise to families of pKa values. As a result, pH changes around the pKa value will not

lead to a complete disassembly: a certain small amount of aggregates might resist

(condition A).
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Second, these assemblies are excellent chiral templates which very efficiently

self-catalyse their enantioselective growth [47]. Therefore a lasting small amount of

chiral seeds should be enough to promote the formation of the chiral supramolecu-

lar complex (condition B) (Scheme 2, route b). If conditions A and B hold, route b
of Scheme 2 should be prevalent over route a, permitting cycling between a static

and a quasi-dynamic system.

The concept of quasi-dynamic is fundamental to design the erase-rewrite system.

It is strictly related to the possible presence of chiral seeds in solution. So we define

the system quasi-dynamic because part of it should stay in a static condition (the

seeds) and part in a dynamic condition (the monomers). From a spectroscopic point

of view, at high pH, the “ICD” signal should disappear (in solution there should be

achiral monomers plus a spectroscopically undetectable amount of chiral seeds) and

reappear at low pH (chiral reassembly) because the chiral reassembly is driven by

the seeds.

The reassembly process is, indeed, a nice example of amplification process.

The first and preliminary step is to check that L-Phe or D-Phe are effectively able

to imprint a chiral structure in the porphyrin hetero-assembly and to verify the

reversible appearance and disappearance of the “induced” CD signal cycling

between basic and acidic condition in the presence of the amino acid [49].

The non-covalent synthesis of the chiral porphyrin aggregate has been per-

formed as discussed in the previous paragraph. Addition of an equimolar amount

of H6TPyP
4+ and CuTPPS (Figs. 14 and 1, respectively) to a solution at pH 2.3

(by HCl) of L-Phe or D-Phe leads to mirror images induced CD signal in the
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Scheme 2 Picture of the pH-induced disassembly of the chiral porphyrin aggregate and of the two

possible reassembling paths. Route a: the chiral aggregate is completely disassembled after the

pH-jump. Route b: some undetectable chiral seed survive the pH-jump. Modified from [45]
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Soret region1 (inset a of Fig. 15) and to about 90% of hypochromicity of the Soret

band (Fig. 15, curve a). When the pH of the solution is increased from 2.3 to 9.0, the

CD of the chiral porphyrin aggregates disappears (inset b of Fig. 15) and the

absorption spectra experiences quite a strong hyperchromicity (Fig. 15, curve b),

indicating that most of the porphyrins are in a monomeric state. Decreasing again

the pH at 2.3 the CD signal of the porphyrin aggregate is restored (after about

10 min). So the system responds quite well to the external stimuli and, in the

presence of phenylalanine, it is able to switch off and on “indefinitely” the supra-

molecular chiral information.

At this point, the most delicate stages of the work have to be performed: (1)

removal of the amino acid from the imprinted porphyrin hetero-aggregate solution

(in acidic condition) and (2) cycling between acidic and basic conditions to “erase

and rewrite” the CD signal (i.e. the chiral information).

Elimination of phenylalanine, by ultra-filtration of the solution, does not affect

the chirality of the aggregates, as shown by the persistence of the CD signal in the

Soret region. Also, addition of the two porphyrins to the solution containing the

supramolecular chiral assembly leads to the growth of the chiral architectures

confirming the remarkable ability of these chiral aggregates to template their own

enantio-specific self-propagation [49].

Now the last and most important steps to validate experimentally our hypothesis

can be performed: “erase and rewrite” the chiral information using solutions of the

amino acid-free chiral porphyrin assemblies.
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2.3).
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The experiment shown in Fig. 16 [49] demonstrates that, indeed, the “ICD” of

the phenylalanine-free chiral aggregate can be cyclically switched “on and off”.

The CD for both the L- and D-imprinted aggregates disappears by increasing the pH

from 2.3 to 9.0 (Fig. 16, curves b, d, f), and it is restored by lowering back the pH at

2.3 (Fig. 16, curves a, c, e). No “ICD” is observed for the achiral aggregates when

cycling between pH 2.3 and 9.0.

Again, CD changes are parallel to the remarkable absorption variations. Proton-

ation at pH 2.3 of the H2TPyP peripheral nitrogens leads to aggregation and to about

90% of hypochromicity (Fig. 15, spectrum a) whereas deprotonation (at pH 9.0)

restores the Soret intensity (Fig. 15, spectrum b).

As hypothesized, the remarkable kinetic inertia of the imprinted aggregates

allows for the persistence of a spectroscopically undetectable amount of chiral

seeds which drives the re-assembly of the chiral structure (Scheme 2, route b). Ten

consecutive cycles were performed to test the system on-off cycling ability, but, in

principle, there are no apparent limitations to the number of cycles that can be

performed.

The re-assembly process is time dependent. The CD signal reappears 5 min after

the pH driven (from 9.0 to 2.3) aggregation and increases with time. The spectra

reported in Fig. 16 have been recorded 10 min after the 9.0!2.3 pH variation [49].

In order to demonstrate that the chiral porphyrin reassembly is due to the

presence of the (spectroscopically silent) chiral seeds of the porphyrin aggregate,

various solutions of the chiral aggregates were kept at pH 9.0 (that is in the

disassembled state) for different time intervals before reassembling them (lowering

the pH at 2.3) [49]. In fact, if the chiral reassembly is driven by the presence of inert

chiral seeds, then (at pH 9.0) there must be a time interval after which the chiral

seeds will disassemble. Then chirality would not be reversible anymore and the

system will reassemble in a non-chiral fashion (see route a in Scheme 2). Indeed,

after about 24 h at pH 9, the CD at pH 2.3 is not restored anymore because the chiral

seeds also disassembled.
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4 How Big Must the Template Be in Order to Imprint

the Chiral Information?

It was previously mentioned that, most likely, there exists a critic template size

below which it is no longer possible to transfer the chiral information. DLS

measurements suggest that for phenylalanine clusters this size is about 200 Å,

[44–46] but, undoubtedly, the subject is worthy of deeper considerations. For this

reason, monomeric “small” molecules showing chiral conformation was used as

chiral template, i.e. the L and D enantiomers of ruthenium(II) cationic complexes

(� 9
´
Å) (Fig. 17) [50, 51]. In addition, the use of ruthenium(II) cationic complexes

turns out to be advantageous because of the possible activation of energy transfer

processes from the inorganic to the organic moiety [52]. As the organic part, in fact,

anionic porphyrins were used that have absorption bands (Q bands) in the region

where the title ruthenium cationic complexes emits (around 600 nm). In particular,

the inorganic species are the well-characterized cationic complex of ruthenium(II)

with phenanthroline, [Ru(phen)3]
2+ (Fig. 17), while, the anionic porphyrins are

tetra-anionic H2TPPS (Fig. 1) and the cis- and trans-isomers of the dianionic ana-

logue: 5,10-bis(4-sulfonatophenyl)-15,20-diphenylporphyrin (cis-DPPS) (Fig. 17)
and 5,15-bis(4-sulfonatophenyl)-10,20-diphenylporphyrin (trans-DPPS), (Fig. 17)
[50]. These three porphyrins have been particularly chosen for the different number

(two or four) and reciprocal (symmetrical, cis or trans) disposition of the anionic

(4-sulphonatophenyl) peripheral groups in the meso positions.

NHNH HNHN

NN

NN

cis-DPPS

NHNH HNHN

NN

NN

trans-DPPS

9.4 Å

–O3S

SO3
–SO3

––O3S

Λ – Ru[(Phen)3]2+ Δ – Ru[(Phen)3]2+

Fig. 17 Structure of the anionic porphyrin cis- and trans-DPPS and of the L� and D� enantio-

mers of [Ru(phen)3]
2+. Modified from [50, 51]
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Spectroscopic characterization (through UV-vis absorption, RLS, fluorescence

and CD technique) of these systems indicates that [Ru(phen)3]
2+ complexes are

effectively able to interact with all the three title porphyrins and to transfer the

chiral information [50]. Complexation between the inorganic cationic complex and

each porphyrin is confirmed by the appearance of an induced CD signal in the

absorption region of the macrocycles (Figs. 18c, 19c and 20c). The sign of the ICD

follows the chirality of the inorganic template and the interaction of the three

porphyrins with the L- and D-conformers induces mirror images ICD [53]. The

bisignate shape of the CD signal also indicates some electronic communication

between porphyrins, indicating their self-aggregation [50].

Moreover, interactions between cis-DPPS or trans-DPPS with [Ru(phen)3]
2+

reflect the different number and/or position of the anionic groups in the porphyrin

macrocycle. In particular, [Ru(phen)3]
2+ forms with H2TPPS species in 1:2 molar

ratio. This finding is in agreement with the formation of a (formally) neutral species

because of the 1:2 charge ratio between the two components. RLS data also
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(Fig. 18d) confirm the presence of some porphyrin aggregation. cis-DPPS instead

forms complexes in 1:1 molar ratio. Both the bisignate shape of the ICD signal

(Fig. 19c) and the RLS (Fig. 19d) signal intensity evidence of some porphyrin

aggregation, even if, to a lower extent with respect to those formed in the [Ru

(phen)3]
2+-H2TPPS system. The most extended aggregation is observed in the [Ru

(phen)3]
2+- trans-DPPS system (Fig. 20). In this case a more complex behaviour is

observed. In fact, the titration of [Ru(phen)3]
2+ solutions with increasing amounts

of trans-DPPS indicates first the formation of a species with molar ratio ([Ru

(phen)3]
2+:trans-DPPS) 5:6, while, following further additions of porphyrin (begin-

ning from 5:7 molar ratio), a new species is formed. However, it is worth recalling

that, because of porphyrins aggregation, the stoichiometric ratio of these systems

does not (always) reflect the molecularity of a single species but it is just an average

between the stoichiometry of different species.
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Fig. 19 (a) Absorption spectrum of a 5 mM cis-DPPS aqueous solution. (b) Absorption spectra of a

5 mM L-Ru[(Phen)3]
2+ aqueous solution (solid line) in the absence and in the presence of different

concentrations of cis-DPPS. (c) CD spectra of a 5 mM L-Ru[(Phen)3]
2+ solution (solid line) in

the absence and in the presence of different concentrations of cis-DPPS. (d) RLS spectra of a 5 mM
L-Ru[(Phen)3]

2+ solution (solid line) in the absence and in the presence of different concentrations
of cis-DPPS. The RLS spectrum of a 5 mM cis-DPPS aqueous solution (dotted line) is also

reported. Modified from [50]
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Moreover, fluorescence characterization of these systems indicated, as previ-

ously hypothesized, that ruthenium(II) cationic complexes are able to activate

energy transfer processes towards the anionic porphyrins [50].

For example, in Fig. 21 the emission spectrum of a solution in which [Ru

(phen)3]
2+ and cis-DPPS are dissolved in a 1:1 ratio (spectrum c) together with

the emission bands of the two components alone (a and b, respectively) are shown.
The spectra have been recorded by exciting at 262 nm, that is in a region where

porphyrin absorption is very weak (about 0.06 absorption units in our experimental

conditions) whereas [Ru(phen)3]
2+ has the strongest absorption band (about 0.4

absorption units in our experimental conditions). The emission of [Ru(phen)3]
2+

alone is centred at 590 nm and, quite interestingly, is completely quenched upon the

addition of an equimolar amount of cis-DPPS. The emission of free cis-DPPS is

much weaker than that of [Ru(phen)3]
2+ because of the much lower absorbance, yet

after the addition of [Ru(phen)3]
2+ the porphyrin emission maintains its intensity.
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Fig. 20 (a) Absorption spectrum of a 5 mM trans-DPPS aqueous solution. (b) Absorption spectra

of a 5 mM L-Ru[(Phen)3]
2+ aqueous solution (solid line) in the absence and in the presence of

different concentrations of cis-DPPS. (c) CD spectra of a 5 mM L-Ru[(Phen)3]
2+ solution (solid

line) in the absence and in the presence of different concentrations of cis-DPPS. (d) RLS spectra of

a 5 mM L-Ru[(Phen)3]
2+ solution (solid line) in the absence and in the presence of different

concentrations of cis-DPPS. The RLS spectrum of a 5 mM cis-DPPS aqueous solution (dotted line)
is also reported. Modified from [50]
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The latter observation suggests some transfer of energy from the ruthenium moiety

to the porphyrin. In fact, the presence of [Ru(phen)3]
2+ (which strongly absorbs

at 262 nm) should reduce the number of photons absorbed from the porphyrin

and then cause a trivial quenching of the emission. This reduction is further

increased by the porphyrin absorption hypochromicity following complexation

with [Ru(phen)3]
2+. In spite of these effects, the emission intensity of cis-DPPS is

unchanged and allows one to hypothesize that [Ru(phen)3]
2+ is partially transfer-

ring energy to the porphyrin moiety [50].

For both H2TPPS and trans-DPPS we have observed similar but less pronounced

effects. This can be rationalized by recalling that the cis-isomer forms the smallest

aggregates (and then self-quenching due to aggregation is reduced) but, quite likely,

also the most organized assemblies (the ICD is the most intense in this series)

facilitating the above hypothesized energy transfer.

The behaviour of the systems presented above is, however, even more complex

and richer than what we have shown until now. In particular, a deeper study of the

tetra-anionic porphyrin�Ru-complexes system has revealed that, using proper exper-

imental conditions, not only the porphyrin J-aggregates show the chiral memory

phenomenon, but also that the chiral information can be cyclically erased and

rewritten, switching on and off the porphyrin ICD signal by pH variations [51].

We anticipate that this “memory” system also shows a remarkable dependence

on the succession of events leading to the final chiral aggregate at pH 2.5: a “wrong”

sequence of instructions opens alternatives routes.2 The first step of synthesis is the

interaction in aqueous solution at pH � 6.0 (and in the presence of NaCl 0.3 M) of
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Fig. 21 Emission spectrum of a 5 mM L-Ru[(Phen)3]
2+ aqueous solution in the absence (curve a,

lex = 262 nm) and in the presence of 5 mM trans-DPPS (curve c). Curve b is the emission

spectrum of a 5 mM trans-DPPS aqueous solution (lex = 262 nm). Modified from [50]

2The formation of the J aggregates is hierarchically controlled. The only way to obtain these

species is by allowing porphyrin aggregation with L� or D�[Ru(phen)3]
2+ at a pH value of around

6 and then decreasing the pH to 2.5.
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H2TPPS and [Ru(phen)3]
2+. Interaction is indicated by variation in the absorption

spectra (Fig. 22) and, especially, by the appearance of an induced circular dichro-

ism (Fig. 23) band in the absorption region of the achiral porphyrin. The relation-

ship between chirality of the cationic metal complex and that transferred to the

anionic porphyrins is straightforward because interactions of H2TPPS with the

L- and D-[Ru(phen)3]
2+ lead to mirror-image ICD signals (Fig. 23) [51].

The second and final step of the synthesis is accomplished by lowering the

pH from�6.0 to 2.5 (see footnote 2). This leads to spectroscopic variations reporting
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Fig. 22 Absorption spectra

of [Ru(phen)3]
2+ 10 mM at

pH = 6.0, NaCl (0.3 M) (solid
curve) in presence of

H2TPPS4 10 mM (dashed
curve). Spectra were recorded
about 1 h after mixing the

reagents. Modified from [51]
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Fig. 23 CD spectra of H2TPPS4 10 mM at pH = 6.0, NaCl (0.3 M) in the presence of D- (solid
curve) and L-[Ru(phen)3]

2+ (10 mM, grey curve) Spectra were recorded about 1 h after mixing the

reagents. Modified from [51]
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the protonation of the central nitrogen atoms: that is, disappearance of the absorp-

tion band at 412 nm (Fig. 24, solid line) and appearance of the band of H4TPPS

at 436 nm (Fig. 24, dashed line). After around 10 min a new absorption band

appears at 490 nm and reports the formation of the J aggregates, (Fig. 24, dotted

line). The CD spectrum changes accordingly: the exciton-coupled CD band centred

at 422 nm disappears soon after the addition of HCl (Fig. 25, solid line) and after

around 10 min two new sets of exciton couplet bands centred at 422 nm (H

aggregates) and 490 nm (J aggregates) appear (Fig. 25, dotted line). Also in this

case it is evident that the chirality of the J aggregates stems from the inorganic
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Fig. 24 Absorption spectra of H2TPPS4 10 mM in NaCl (0.3 M) at pH 7 (solid curve) and at pH 2

(dashed curve) and after 10 min (dotted curve). Modified from [51]
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Fig. 25 CD spectra of H4TPPS4 (10 mM, pH 2.5, NaCl (0.3 M)) in the presence of D- (10 mM,

dashed curve) and L-[Ru(phen)3]
2+ (10 mM, dotted curve). The solid curve shows the CD

spectrum of L-[Ru(phen)3]
2+/H4TPPS4 system at pH 2.5 soon after the addition of HCl (the

spectrum of D-[Ru(phen)3]
2+/H4TPPS4 is identical and not shown for simplicity). Modified

from [51]
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template because the exciton bands of H and J aggregates formed with the two

enantiomers are, in fact, mirror image one of the other (Fig. 25, dotted line and

dashed line) [51].

Memory of chirality is demonstrated by a simple experiment: addition of an

excess of D-[Ru(phen)3]
2+ (15 mM) to J aggregates preformed in the presence of

L-[Ru(phen)3]
2+ (10 mM) does not cause inversion of the CD bands in the visible

region (where the absorption features of porphyrins dominate) but only in the

UV region (the spectroscopic region where absorption of the inorganic complex

occurs). This straightforward experiment (Fig. 26) shows that this type of J aggre-

gates “remembers” the chirality imprinted at the very onset of their formation [51].

In order to check the feasibility of switching the memory Off and On, we have

performed pH cycles (2.5! 6.0! 2.5) on a solution containing chiral J aggregates

of H4TPPS templated on L-[Ru(phen)3]
2+ but in the presence of an excess of D-[Ru

(phen)3]
2+ (the system discussed in Fig. 26). The absorption changes are predict-

able: (1) the jump from pH 2.5 (Fig. 27, curve a, dotted line) to around 6.0 (Fig. 27,
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Fig. 26 CD spectra of the

H4TPPS4 J-aggregates

formed in the presence of

10 mM L-[Ru(phen)3]
2+

before (dashed curve) and
after (solid curve) the
addition of an excess (15 mM)

of D-[Ru(phen)3]
2+. Modified

from [51]
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Fig. 27 Absorption spectra of

L-[Ru(phen)3]
2+/H4TPPS4

(10 mM, pH 2.5, NaCl

(0.3 M)) complex in presence

of an excess (15 mM) of D-
[Ru(phen)3]

2+ (dotted curve
a) then at pH 6.0 (solid curve
b) and again at pH 2.5

(dashed curve c). Modified

from [51]
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curve b, solid line) will cause porphyrin deprotonation and disassembly of the

J aggregates and (2) the following decrease of the pH value to 2.5 (Fig. 27, curve c,

dashed line) will lead to (re)protonation of porphyrins and, with time, to the

reassembly of the chiral J aggregates [51]. In contrast, the results of the CD

experiments are not easily predicted. In fact, in these experimental conditions,

two routes are possible (Scheme 3): the first (A) leads to the enantiomeric form

(D-[Ru(phen)3]
2+/J aggregates) of the starting aggregates (L-[Ru(phen)3]

2+/J

aggregates), whilst the second route (B) proceeds with retention of the starting

chirality. Route A should be followed if the L-[Ru(phen)3]
2+/J aggregates are

completely destroyed upon porphyrin deprotonation: in this case the excess of the

D enantiomer will cast the opposite chirality to that initially present. The second

route (B) should prevail if the remarkable inertness of the J aggregates (demon-

strated by their ability of memorizing the chirality) permits only a partial disassem-

bly to leave a spectroscopically undetectable concentration of L-[Ru(phen)3]
2+/J

aggregates. Here, again, the presence of a quasi-dynamic system is indispensable in

order to obtain the reversible amplification of chiral undetectable seeds.

CD data of the pH cycles are shown in Fig. 28 and demonstrate that route B

prevails over route A [51]. The absorption spectra (Fig. 27) show that, upon

changing the pH value from 2.5 to around 6.0, the spectrum of the non-protonated

H2TPPS is restored: the subsequent decrease of pH to 2.5 leads again (within 5 min)

to the J aggregates. The CD spectra are consequently modified in two ways: (1)

when the pH is raised from 2.5 (Fig. 28, curve a, dotted line) to around 6.0 the ICD
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Scheme 3 Scheme of the two possible reassembly pathways following disassembly of the J

aggregates formed for interaction with L-[Ru(phen)3]
2+ but in the presence of an excess of

D-[Ru(phen)3]
2+. Modified from [51]
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of the J aggregates disappears to give spectrum b3 (Fig. 28, solid line) and (2) the

CD signal of the J aggregates is immediately restored after the pH jump to 2.5

(Fig. 28, curve c, dashed line). Remarkably, the sign of the exciton couplet is the

same as that of the starting J complex, confirming the retention of chirality and the

remarkable inertness of these chiral aggregates. The same results have been

obtained starting from the D-[Ru(phen)3]
2+/J aggregates. Up to ten consecutive

pH cycles were performed without observing any inversion of the CD Soret

couplet.4,5 After these cycles the same solution was kept at a pH value of about

6.0 for 1, 2, 16, 24, 48 h, and 1 week. After each time interval the pH value was

lowered to 2.5 and an identical CD signal shape was obtained, which shows the

remarkable stability of these species.6

These results can be explained under the light of the experiment shown in the

previous section: the inertness and catalytic properties [47] of the initially formed

aggregates (seeds), which allow the J species to retain the memory of chirality

transferred fromL- or D-[Ru(phen)3]
2+ [51]. The increase of the pH value to around

6.0 does not disassemble all the aggregates: a residual concentration of these

species remains in solution (the chiral seeds) and is able to drive very efficiently

the correct folding of the memorized chirality in spite of the presence of an excess

of the template that has an “opposite” handedness. In contrast, memory of chirality

is lost if pH value is raised above 8. In these conditions the chiral seeds are

destroyed and porphyrin monomers redistribute on the conformers of the metal

complex.
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Fig. 28 CD spectra of L-[Ru
(phen)3]

2+/H4TPPS4 (10 mM,

pH 2.5, NaCl (0.3 M))

complex in presence of an

excess (15 mM) of D-[Ru
(phen)3]

2+ (dotted curve a)
then at pH 6.0 (solid curve b)
and again at pH 2.5 (dashed
curve c). Modified from [51]

3The CD signal of the (D�[Ru(phen)3]
2+/H2TPPS) complex is absent because the formation of the

complex is slow. The signal appears after 10–15 min.
4Memory of chirality is lost if the pH value is raised to 8.
5After about five pH cycles the solution becomes milky and scatters because of the formation of

extended aggregates: this causes a decrease of the CD intensity.
6Melting experiments were also performed: the ICD of L� or D�[Ru(phen)3]

2+/J aggregates

disappears at around 90�C. By lowering temperature at 25�C we have obtained the starting signal

shape.
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This example underlines the central role that hierarchy has in the noncovalent

syntheses. It is, in fact, worth emphasizing that addition of chiral metal complexes

to pre-formed J aggregates or addition of all components (metal complex, porphyr-

ins, acid, and salt) at pH 2.5 (we have tried all the different combinations) is not

effective to obtain the system described above.

5 Resolution of Chirality by Stirring: The Vortex Effect

This last example refers to a selective transfer of chirality. It treats of the action of

vortexes on a racemate mixture of J-aggregates. The vortex is per se a chiral force

and we show that this action is selectively transferred to only one enantiomer.

Indeed, the relationship between vortexes and chirality of large assemblies is a very

intriguing problem which might lead to understanding fundamentals of nature and,

from this, to possible technological applications [54]. Since 1990 several different

reports have dealt with this topic: some of them describe the formation of one

enantiomeric form decided by stirring sense (“static” situation) [55–57]. Others

describe a more “dynamic” situation in which clockwise (CW) and counter clock-

wise (CCW) stirring of solutions containing non-covalent assembly causes an

increase of circular dichroism (CD) intensity and a dependence of the CD signs

on the stirring sense [58–61]: stopping of stirring restores the initial situation.

Interpretation of the dynamic situation results is still quite controversial: is the

CD observed under stirring arising from instrumental artefacts, such as fibre

alignment into the vortex, or is there also a contribution from real chirality?

Hereafter the behaviour under stirring of previously formed H4TPPS J-aggre-

gates will be described (Fig. 28) [62]. They respond to mechanical stirring in a

dynamic fashion in that their CD signal inverts with stirring sense and the signal

intensity increases (Fig. 29), but differently from other examples reported; for this

particular system, static and dynamic aspects coexist. Artefacts arising from fibre

alignment during stirring are taken for granted [60, 61, 63], even if recent data

indicates that the signal contains contributions from chirality [64] as also predicted

from theoretical models, foreseeing enantiomeric enrichment in vortexes [65].

These premises done, the focus of the following discussion is to understand

whether eddies have an impact on supramolecular chirality. Is a vortex able to

affect nanoscale chirality? If so, how?

Before analysing the vortex effects on J-aggregates chirality it is worth recalling

some peculiarities of this chemical system.

H2TPPS is not chiral; however, self-aggregation of its protonated (zwitterionic)

form (Fig. 29) [10, 28, 66, 67] (for the structure of the chiral aggregates see [68])

induces a split CD (Fig. 30) in the absorption region (Fig. 31) (CD splitting is

related to transition moment coupling: positive couplets have the positive intensity

at longer wavelengths; negative ones at shorter wavelengths [69]). Both positive

(L) and negative (D) couplets are observed randomly (Fig. 32, black and grey

curves, respectively). There are different explanations for the “spontaneous”
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emergence of aggregates chirality: (1) they are not chiral and gain chirality for the

presence of picomolar traces of chiral contaminants [70],7 (2) they are inherently

chiral (Fig. 29) and the 1:1 distribution of enantiomers undergoes to statistical
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Fig. 29 Possible structure of chiral J-aggregates of H2TPPS. Modified from [62]
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Fig. 30 CD spectra of H4TPPS (10 mM, pH 3, [NaCl] = 0.3 M) aqueous solutions during CW

(grey dashed curve) and CCW (black dashed curve) stirring. The black solid curve shows the

spectrum of the standing solution. Modified from [62]

7If chirality is induced at the assembling onset then they will “remember” the shape during their

growth leading to chiral amplification [46].
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breaking of parity rule, (3) they are inherently chiral and traces of chiral contami-

nants shift the 1:1 racemate equilibrium.

In our opinion, the second and the third hypotheses are the most likely. In fact,

when working with the J-aggregate in “pure” water, just a small monosignated

(negative or positive) CD signal – attributable to a racemate – is observed in the

Soret region (Fig. 33).

Also, these aggregates have a tendency to stick onto the cuvette walls [71]; their

deposition is revealed from absorption and CD spectra of the empty cuvette after
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Fig. 32 CD spectra of standing solution soon after J-aggregation (solid curves) and empty cuvettes

after standing with J-aggregates for 24 h (dashed curves) of L J-aggregates (black curves) and D
J-aggregates (grey curves). Modified from [62]
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the removal of the J-aggregate solution which had been standing in the cuvette for

24 h. The dashed lines in Fig. 32 show the CD spectra of the empty cuvette,

indicating that (1) the species which deposits onto the wall is the enantiomer present

in solution at the higher concentration and (2) deposition phenomena do not induce

any change in the CD shape (that is, there are no artefacts). Interestingly, the

absorption spectrum (Fig. 34) does not show any absorption of the monomeric

protonated species: only the bands of the J-aggregates at 489 nm and 422 nm are

observed [58]. This result shows that only J-aggregates stick to the wall under these

experimental conditions. This information is very important for the interpretation of

the experimental data.

Our hypothesis is that J-aggregates are inherently chiral and exist in aqueous

solution as racemate. We anticipate that their enantiomorphic distribution can be

altered by vortex action: the enantiomer favoured by stirring is deposited on the

cuvette wall, the other remains in solution. This is possible because stirring induces

a thermodynamic unbalancing in the racemate solution. The situation is compli-

cated because, being a weak thermodynamic force, vortex action competes with

other forces, such as, for example, the (stronger) thermodynamic effect exerted by

the presence of high concentrations of chiral templates.
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To stress the surprising results arising from the effect of stirring, we will first

discuss data in which the starting solution has already an excess of one enantio-

meric form of J-aggregates8: the following data show that CW and CCW eddies

allow for deposition (onto the cuvette wall) of the D and L enantiomer, respec-

tively, independently from the chirality of the enantiomer(s) initially present in

solution. Figure 35a shows the CD spectrum of a solution that presents an excess of

L J-aggregates (solid line). It is worth recalling that standing solutions would show

L deposition. However, leaving the solution for 24 h in the cuvette under CW

stirring (which favours the D species) (Fig. 30), we observe, after removal of the

solution, a CD signal of the D aggregate (Fig. 35a, dashed line) on the cuvette walls.

Figure 35b shows that stirring CCW for 24 h, a solution of D J-aggregates leads to

deposition of L aggregates. In both cases (and hereafter in all cases but that shown

in Fig. 36) the CD spectrum of the solution after stirring is identical to the initial one

(but for the intensity which is lower). For both systems only the absorption bands at

489 nm and 422 nm are detected. The absence of the protonated monomer band at

434 nm indicates that the absorption results from adhesion of the J-aggregates and

not from aggregation of the monomers onto the wall.

According to the absorption spectra, and recalling the standing-system indica-

tions (the major species sticks onto the wall) (Fig. 32), it is possible to conclude

that, under stirring, the major species in solution are the J-aggregates favoured by
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Fig. 35 CD spectra of J-aggregates of H2TPPS: (a) initial solution of the L enantiomer (solid
curve), empty cuvette after 24 h of CW stirring in the dark showing deposition of the D enantiomer

(dashed curve); (b) shows that CCW stirring leads to deposition of L aggregates on the cuvette

walls (dashed curve) although starting from a D initial solution (solid curve). Modified from [62]

8This is also the most common situation owing to the “impossibility” to get pure water.
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vortex rotation sense. This means that stirring is inducing a thermodynamic unba-

lancing in the racemate (Scheme 4).

Starting from the “racemate” in “pure” water (see Fig. 33), the same effect is

obtained: the species favoured from stirring is on the wall and the “racemate”

remains in solution. Only 4 times in almost 30 experiments with “pure” water was

the enantiomer separation observed: the enantiomer “preferred” by stirring onto the

wall the other one in solution (Fig. 36). Statistically the latter results might be

considered scarcely significant; however, the significance increases taking into

account the rare possibility of working with a system 100% free from chiral

pollutants (pure water, pure acid and sodium chloride solutions, etc.). In our

opinion, these results reinforce the hypothesis that J-aggregates of H4TPPS exist

as racemic mixtures.
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showing mirror image CD spectra. (b) The results obtained for CW stirring. Modified from [62]
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Scheme 4 Schematic representation of the possible effect of the stirring on a racemate (a). CW (b)

and CCW (c) stirring favour D and L J-aggregates, respectively. Modified from [62]
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To corroborate this point further, J-aggregation was performed in the presence of

a racemate of the L and D enantiomers of [Ru(Phen)3]
2+. These chiral complexes,

as previously shown, induce chirality in the aggregates of H4TPPS: a positive

couplet for the L-isomer and a negative couplet for the D-isomer [51]. Also in this

case the J-aggregates respond to stirring by increasing CD intensity and switching

couplet sign with stirring sense (Fig. 30). Thus the chiral J-aggregates induced by

L- or D-[Ru(Phen)3]
2+ should respond to mechanical stirring stimuli exactly as the

previous racemate system did.

Figure 37a shows that CW stirring indeed induces deposition of D aggregates

despite the starting solution showing a small L CD signal. Analogously, Fig. 37b

shows that CCW stirring induces deposition of L aggregates even from a starting

solution showing a D signal. The absorption spectra also show that in this case only

J-aggregates deposit onto the wall: porphyrin monomers and ruthenium complexes

do not stick onto the walls and remain in solution. This result suggests that the

ruthenium complexes are not a constitutive part of the J-aggregates (see footnote 7).

The similarity between the data with and without the chiral matrix indicates that the

presence of the ruthenium complexes does not induce any significant difference in

the response of the J-aggregates towards the macroscopic chirality of vortexes.

The next experiment is very useful to compare the stirring effect (which is a

weak thermodynamic effect) with a stronger thermodynamic effect, such as that

exerted by the presence of high concentrations of chiral templates. The next system,

in our design, has to behave differently to the previous ones and helps in delineating

a model.
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Fig. 37 (a) CD spectra of J-aggregates of H2TPPS formed in the presence of the racemate ofL and

D enantiomers (10 mM each) of [Ru(Phen)3]
2+ ions in which a small excess of L-J-aggregates is

present. The spectra were recorded before (solid curve) and after (dashed curve) 24 h of CW

stirring in the dark. (b) Data of a solution which initially contains a small excess of D-J-aggregates.
Initial solution (solid curve) and after 24 h CCW stirring in the dark (dashed curve). Modified

from [62]
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Figure 38 shows CD data of a solution in which J-aggregation occurs in the

presence of equimolar concentrations of porphyrin and D-[Ru(Phen)3]
2+ ions. In

this case not only is the system not racemic but concentration of the chiral matrix is

equal to that of porphyrins. Also for this unbalanced system, stirring induces the

spectral variations observed for the systems discussed above (inset of Fig. 38).9 The

prolonged stirring experiment on D-[Ru(Phen)3]
2+ templated J-aggregates (24 h of

CCW to favour L deposition) shows that, for this thermodynamically unbalanced

system, stirring does not cause racemate “resolution”: the starting D J-aggregates

are in solution and also deposited onto the wall. This indicates that D J-aggregates

remain the major species in solution (despite the 24 h CCW stirring favouring, in

principle, the L enantiomer) (Scheme 5) (see footnote 9).

This experiment is also very useful to rule out the possibility that stirring causes

deposition of aligned aggregates and to exclude the occurrence of instrumental

artefacts such as linear dichroism (LD).10
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2+ ions
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curve). The inset shows the effect of stirring on the solution; CCW (solid curve), CW (dashed
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9The UV part of the CD spectrum, reporting [Ru(Phen)3]
2+ chirality, is not affected by stirring

confirming that ruthenium complexes are free in solution and not part of the J-aggregates. Also for

the analogous system with the L enantiomer no deposition of the D enantiomer is observed in spite

of the CW stirring.
10Following suggestions from a referee we have halved the cuvettes. Both faces show CD signals

which have the same shape as that of the empty cuvette: this enables LD contributions to be

excluded.

Transfer of Chirality for Memory and Separation 181



All these data converge towards a simple thermodynamic model: in a (quasi-)

racemic system of non-covalent aggregates, stirring drives a redistribution of

(protonated) monomers between the two enantiomeric forms of assemblies and/or

drives monomer complexation towards one enantiomer (D for CW, L for CCW

stirring). If a competitive chiral “force” (such as a chiral template) is present in

solution, the fate of the system is related to the balance between different forces

acting in solution, that is, a low or racemic concentration of chiral template will be

overcome by stirring (see examples in Figs. 35–37); however, a high concentration

of chiral matrix (see Fig. 38) will drive the system towards the templating chirality

(Scheme 5).11

If this model is correct, then there should be a concentration of chiral ruthenium

complexes at which they behave as chiral “pollutants”: that is, they will initially

template the chirality of the J-aggregates (in standing solutions) but stirring will

prevail and drive the system towards the formation of species favoured from the

vortex chirality (Scheme 4). Indeed, at a concentration of chiral metal complex of

10 nM (that is 1,000 times more diluted than H4TPPS), the chirality of the initially

formed aggregates is templated by the tiny concentration of chiral complexes

(Fig. 39). However, different to the experiment shown in Fig. 38, this time the J-

aggregates favoured from a given stirring sense are deposited onto the cuvette wall

after 24 h of stirring (broken lines of Fig. 39): thus in this case L� or D-[Ru
(Phen)3]

2+ behave like chiral contaminants (Scheme 4).

So we can conclude that for this specific system the action of vortexes is at least

twofold causing: (1) fibre alignment in solution (mainly a “mechanical” action

leading to increase of the CD signal and inversion of the sign) and (2) enantiomer

separation/enrichment (thermodynamic in nature, driven by a chiral field and

leading to redistribution and/or enrichment of monomers onto the chiral aggregate

favoured by the swirling sense). The cuvette walls represent a kind of “trap” which

freezes the deposited J-aggregates in the conformation chosen in solution from the

No stirring

E

JΔ
JΛ

CCW

E

JΛ
JΔ

CW

E

JΔ
JΛ

Scheme 5 Schematic representation of the possible stirring effect on a J-aggregate solution in

which a thermodynamic “unbalancing” factor is present throughout its formation (D-[Ru(Phen)3]
2+

in this case). Stirring is unable to overcome the initial unbalancing. Modified from [62]

11D- or L-[Ru(Phen)3]
2+ are free in solution (10 mm): therefore they can drive a preferential chiral

aggregation despite the vortex chirality.
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vortex chirality: deposition is fundamental in going from a dynamic to a “static”

regime.

All the reported experimental data strongly support that, for the investigated

systems, stirring shifts the equilibrium of a racemic mixture towards the side chosen

by the vortex chirality. However, various questions remain open. For example, it is

not clear at the moment if, under the effect of a vortex, there is chiral enrichment

(monomers caught from the eddy sense and pushed to self-aggregate) and/or a

racemate resolution, and it is worthwhile to test other similar chemical systems to

discover if this simple scheme is more general.

6 Conclusive Remarks and Perspectives

The results reported here (summarized in Table 2) permit one to outline the general

system characteristics necessary to obtain an erasable-rewritable (chiral) memory

device. It is quite clear that the driving force of the processes described here is the

interaction between net charges. Yet, in our opinion the key point is to exploit

hydrophobicity of water-soluble molecules. This dichotomous nature allows mole-

cules to approach each other thanks to attractions between opposite net charges

(charges that made them water-soluble) but also drives self-aggregation owing to

the very large portion of molecule having a hydrophobic nature.

The overall effect is a convergent action of various binding forces (coulombic,

p�p, dispersive, etc.) in promoting self-assembly, leading to very large species
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Fig. 39 (a) CD spectra of the J-aggregates of H2TPPS (10 mM) formed in the presence of 10 nM of

L-[Ru(Phen)3]
2+: standing solution (solid curve) and cuvette walls after 24 h CW stirring (dashed

curve). (b) CD spectra of J-aggregates templated from 10 nM of D-[Ru-(Phen)3]
2+ ions: standing

solution (solid curve) and cuvette walls after 24 h CCW stirring (dashed curve). Modified from

[62]
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stabilized by an extended network of multiple interactions. We feel that the dimen-

sion of the species plays an important role as well, because the core of porphyrin large

assemblies is extensively dehydrated and solution changes (as pH) are not easily

transmitted to it.

However, thermodynamic forces are not sufficient to explain completely the

behaviour of the systems discussed above. Kinetics, acting through hierarchical

principles, is of primary importance too. Finally, molecular recognition is facili-

tated from a very large planar surface which simplifies the growth of species

observed during the amplification process.

Table 2 Nature and main characteristics of the various chiral supramolecular systems

Components Relevant chemical-

physical conditions

Chiral transfer process

Porphyrin(s) Chiral template

H2TPPS + ZnT4,

or MnT4, or

AuT4

Poly-L-glutamate or poly-

D-glutamate (not

removable)

pH 2.9 Dynamic (induction, pH

reversible)

CuT4 Poly-L-glutamate or poly-

D-glutamate (not

removable

pH 3.2–4.0 Dynamic (induction, pH

reversible)

CuT4 + H2TPPS Poly-L-glutamate or poly-

D-glutamate (not

removable)

pH 3.2–4.0 Static (memory) (chirality

permanent transfer in

CuT4�H2TPPS

aggregate)

CuT4 +

H2TPPS

L-Phenylalanine or

D-phenylalanine

(removable)

Neutral pH Static (memory) (chirality

permanent transfer)

H2TpyP +

CuTPPS

L-Phenylalanine or

D-phenylalanine

(removable)

pH 2.3
assembling 

pH 9.0
disassembling 

Quasi-dynamic (Memory)

(chirality is permanent

but pH switchable)

H2TPPS orcis-
DPPS or

trans-DPPS

L-Ru[(Phen)3]
2+

(not removable)

Neutral pH no salt

added

Dynamic (induction of

chirality in porphyrin

aggregate)

H2TPPS L-Ru[(Phen)3]
2+

(not removable)
pH 6.0, J-aggregate

disruption 

pH 2.5, J-aggregate
formation 

Quasi-dynamic (Memory)

(chirality is permanent

but pH switchable)

H2TPPS No template pH 3.0, NaCl 0.3 M

Stirring

Selective

(the vortex determines

enantiomer enrichment and/

or separation. The cuvette

walls permit to pass from

a dynamic to a “static”

regime)
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In fact, only the proper exploitation of thermodynamics, molecular recognition

and hierarchy principles in tandem permit one to design complex and functional

supramolecular species having the desired properties.

Finally, we feel it is worthwhile to stress one more time the importance of the

kinetic inertia in the (reversible) chiral transfer and memory processes of our

porphyrin systems. Inertia provides evidence that the system is trapped in an energy

minimum. In the above examples the minimum is local: the real minimum is that

reached from the achiral system whose formation involves the same enthalpic

contribution of the chiral one but a more favourable entropic contribution. In

particular, the network of electrostatic interactions ensures a quite deep local

energy minimum (that is a high value of EA).

Reversibility (that is, the ability to switch between the imprinted and erased

memory) is possible only when the system come out from this deep local minimum.

That can be accomplished by changing the “nature” of the system component(s)

through photo-, redox- or pH-driven reactions. In this way the thermodynamic

energy state of the chiral hetero-aggregates is affected and an alternative, new

passage through the energy surfaces, characterized by a low EA value, is given. The

initial system can be reconstituted only if a tiny, but sufficient, amount of seeds

survives these thermodynamic variations.

As the reader can see, we are back, as in a cycle, at the concept expressed at the

beginning of the paragraph: the importance of the stability and inertness of the core
of the porphyrin assembly. Stability and inertness of the core are ensured, as stated,
by the extended dimension of the aggregate and, consequently, by the particular

local environment conditions. These are quite different from the conditions of the

bulk solution, with which the core only partly and indirectly communicates.

Finally, we think that the action of chiral forces is a very intriguing, open

scenario which deserves the attention of researchers owing to the possible applica-

tions and suggestions on the origin of life.
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Vibrational Circular Dichroism Spectroscopy

of Chiral Molecules

Guochun Yang and Yunjie Xu

Abstract In this chapter, new developments and main applications of vibrational

circular dichroism (VCD) spectroscopy reported in the last 5 years are described.

This includes the determinations of absolute configurations of chiral molecules,

understanding solvent effects and modeling solvent–solute explicit hydrogen bond-

ing networks using induced solvent chirality, studies of transition metal complexes

and their peculiar and enormous intensity enhancements in VCD spectra, investiga-

tions of conformational preference of chiral ligands bound to gold nano particles,

and two new advances in applying matrix isolation VCD spectroscopy to flexible,

multi-conformational chiral molecules and complexes, and in development of

femtosecond laser based VCD instruments for transient VCD monitoring. A brief

review of the experimental techniques and theoretical methods is also given. The

purpose of this chapter is to provide an up-to-date perspective on the capability of

VCD to solve significant problems about chiral molecules in solution, in thin film

states, or on surfaces.

Keywords Absolute configuration and conformation determinations � Density

functional theory � Induced solvent chirality � Transient VCD measurements �
Vibrational circular dichroism

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190

2 VCD Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

2.1 VCD Instrumentation and Some Recent Technique Developments . . . . . . . . . . . . . . . . . 192

2.2 Measurements of VCD Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

G. Yang and Y. Xu (*)

Department of Chemistry, University of Alberta, Edmonton, AB, T6G 2G2, Canada

e-mail: yunjie.xu@ualberta.ca



3 VCD Calculations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

3.1 VCD Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

3.2 Simulations of VCD Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199

4 VCD Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

4.1 AC Determinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

4.2 H-bonding Interactions of Chiral Molecules in Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

4.3 Enhancement of VA and VCD Intensities in Transition Metal Containing

Chiral Complexes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

4.4 Conformational Study of Absorbed Chiral Ligands on AuNPs . . . . . . . . . . . . . . . . . . . . . 217

4.5 Matrix Isolation VCD Spectroscopy for Probing Conformational Landscapes

of Highly Flexible Chiral Molecules and Chiral Molecular Complexes . . . . . . . . . . . . 222

4.6 Towards Real Time VCD Measurements . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225

5 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228

1 Introduction

The two handed forms of a chiral molecule respond differently to right and left

circularly polarized light in absorption, refraction, and scattering. A long-standing

challenge in stereochemistry is how to determine the handedness, that is the absol-

ute configuration (AC), of an enantiomerically pure sample using these responses.

Vibrational circular dichroism (VCD) is the differential absorbance of left and

right circularly polarized light of a molecular vibrational transition in the mid-

infrared (IR) fingerprint spectral region [1, 2]. Since its discovery in the mid-

1970s [3, 4] and the accompanying theoretical developments [5–15], VCD has

matured into a major research area in physical and analytical chemistry, espe-

cially in the past decade. The commercialization of the Fourier transform (FT)

IR-VCD spectrometer in 1997 and the implementation of density functional

theory (DFT) calculations of VCD intensities into the Gaussian suite of programs

in 1996, and into other electronic structure software packages later on, have

triggered a flourish of VCD related publications. Today, VCD is a very successful

spectroscopic technique for determinations of ACs of a wide range of mid-sized

chiral molecules which are of fundamental interest and of practical importance

[16–20]. The systems investigated include, for example, carbohydrates [21],

phosphorus coordination compounds [22], transition metal complexes [23], chiral

drugs [19], and natural products [24]. For chiral molecular systems that exist as a

single conformer in solution, consistent agreement over more than ten major

vibrational bands has been achieved in their AC determination procedures, for

example, for mirtazapine, an active pharmaceutical ingredient [16]. One of the

largest systems studied with the combined VCD measurement and DFT simula-

tion approach is cryptophane-A, a molecule with 120 atoms and a globular shape,

but no stereogenic centers [25].

Compared to other more conventional AC determination tools, such as X-ray

crystallography, VCD has the advantage of not requiring a single crystal of
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satisfactory size and can be performed directly in solution where a vast number of

chemical and biochemical reactions occur. The reliability of AC determinations

with the combined VCD spectroscopy and DFT simulation approach has now been

solidly established with hundreds of VCD publications related to AC determina-

tions. So far, there are no cases where the ACs, established by a thorough combined

VCD and DFT analysis, are found to be false when compared with the ACs

established by other methods [24]. In a few documented cases, VCD has, in fact,

been used to uncover errors in the AC assignments by other methods, including

X-ray crystallography [26]. For this reason, applications of VCD for the determi-

nation of ACs of chiral drugs are now also being pursued by major drug companies

[27]. Another key advantage of VCD, as an optical spectroscopic method, is its

ability to register signals from an individual conformer. Other standard spectro-

scopic techniques routinely employed for structural determinations, such as nuclear

magnetic resonance and X-ray crystallography, on the other hand, cannot register

such conformational signatures because of their intrinsic slow response to structural

changes. In fact, every AC assignment by the combined VCD and DFT theoretical

simulation approach requires a complete analysis of the dominant gas (or solution)

phase conformers of the targeted chiral molecule (see below). Therefore the major

conformations and the AC of the chiral molecule of interest are determined in the

same process.

The maturing of the VCD experimental and theoretical techniques has attracted

many new researchers into this exciting research area in the past several years.

Many of them have begun to explore the combination of VCD spectroscopic

techniques and theoretical modeling to investigate significant chemical problems

in solution or on surfaces. At a more fundamental level, they have also applied this

new tool to probe the conformational landscapes of flexible chiral molecules and

hydrogen (H)-bonded chiral complexes in order to understand solvent effects and

chirality recognition. For example, there is significant current interest in intermo-

lecular H-bonding interactions between water and chiral molecules since nearly

all biological molecules required for life are chiral and knowledge about their

interactions with water is a prerequisite to the understanding of the chemistry of

life [28].

In this chapter we focus on a few selective new VCD applications reported in the

last 5 years, along with a brief review of the basic experimental techniques and

theoretical methods. The remainder of this chapter is organized as follows. In the

next section, we will present the VCD experimental technique with a short review

of VCD instrumentation and some recent developments, and describe the usual

procedure to obtain VA and VCD measurements in solution and in thin film states.

In Sect. 3 the associated VCD computational simulations will be illustrated. This

includes a brief historical overview of the theory development, and some basics

related to VCD calculations, as well as the typical procedure of carrying out VCD

simulations. The main part of this chapter deals with the diverse applications of

VCD spectroscopy, focusing on the new developments in the last 5 years. Since

there are a large number of publications which are dedicated to AC determinations

of many interesting and important chiral molecules, a comprehensive review of all
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of them is outside the scope of the current chapter. Rather, we will use two recent

examples from our own group to illustrate the application of VCD for AC determi-

nations in Sect. 4.1. Readers are referred to a number of excellent reviews from the

last few years for an overview of this area [16–18, 20, 24]. In Sect. 4.2, a novel

phenomenon termed chirality transfer or induced chirality will be introduced. In

particular, we will use a series of studies from our group to demonstrate how to

utilize such chirality transfer signatures to uncover the explicit solvent structures

surrounding a chiral solute in solution. The advantages of using VCD spectroscopy

to determine ACs and to study intermolecular interactions involving chiral mole-

cules will also be discussed. The study of transition metal complexes and their

peculiar VCD intensity enhancements will be described in Sect. 4.3, together with

some recent theoretical advances to explain the observed enhancements. In

Sect. 4.4 the exciting new applications of VCD by Bürgi and co-workers to unveil

the conformational structures of chiral ligands bound to the gold nanoparticles

(AuNPs) will be illustrated. In the next two sections we will showcase the recent

breakthrough developments in two directions: (1) the combination of matrix isola-

tion with VCD to study conformationally flexible chiral molecules and chiral

intermolecular interactions; (2) the coupling of femtosecond lasers into VCD

experiments to obtain real time monitoring of, for example, conformational

changes of chiral molecules in solution and fast chemical reactions involving chiral

molecules. Finally, concluding remarks are given in Sect. 5.

2 VCD Experiments

2.1 VCD Instrumentation and Some Recent Technique
Developments

VCD instrumentation has experienced significant growth from its earlier day as a

scanning grating instrument [29–32]. Such a grating spectrometer, which works

fine for collecting data in a narrow spectral range of one or two key signature

bands, is inferior compared to an FTIR instrument where a broad range of

spectral frequencies can be covered simultaneously. The first FTIR-VCD spec-

trometer was demonstrated in 1979 by Nafie and co-workers who placed a

photoelastic modulator (PEM) before a sample in an FTIR spectrometer to

generate alternating right and left circularly polarized IR light in order to detect

the differential absorption [33–35]. A block diagram of the optical-electronic

layout of such an FTIR-VCD spectrometer is shown in Fig. 1 [16]. The first

commercial VCD spectrometer was marketed by Bomem/BioTools, Inc. in 1997,

based on the design from Nafie’s laboratory. At present, all major FTIR compa-

nies, such as Bruker, Thermo Scientific, and Jasco, carry either VCD modules or

stand-alone instrumentation. Nowadays, the vast majority of VCD spectrometers

in operation around the world are FTIR-VCD spectrometers which take
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advantage of the high-throughput and multiplex characteristics associated with

FTIR spectroscopy.

Compared to a typical electronic CD (ECD) signal, a VCD signal is usually quite

weak, about 104–106 times lower than the intensity of the corresponding vibrational

absorption (VA) band. As such, it is considerably more difficult to obtain good

quality VCD spectra. Substantial efforts have been devoted over the years to

improve the performance of VCD instruments, noticeably by Nafie and co-workers

[36–40]. One primary concern in VCD measurements is the occurrence of optical

artifacts which can interfere with the small VCD intensities. In the absence of

chirality in a sample, one expects the VCD spectrum to be zero (with low level of

noise) across the whole spectral range measured. In practice, this may not be the

case because of strain and other imperfections of the optical components employed

in the measurement. These can modify the beam polarization state and result in so-

called baseline artifacts [36]. VCD spectra in the CH-stretching region of camphor

in CCl4 measured using several different versions of FTIR-VCD spectrometers are

depicted in Fig. 2 [41]. Instrumental artifacts are visible in the bottom spectra of

Fig. 2a where the raw VCD spectra are given. In principle, the best way to remove

such baseline artifacts is to measure the VCD spectrum of the opposite enantiomer

of a chiral sample under the identical condition and then obtain the spectrum by

subtracting the two raw spectra and dividing the difference spectrum by two. The

resulting spectrum after baseline subtraction is depicted in the top part of Fig. 2a.

This is taken as the true VCD spectrum. Alternatively, one can measure the racemic

mixture under identical condition and subtract it from the raw spectrum of the chiral

sample. Very often neither the opposite enantiomer nor the racemic mixture is

available, especially when one deals with chiral synthetic products. In those cases,

the common practice is to correct the baseline by subtracting the solvent VCD

spectrum measured under the same experimental condition. Although this can

reduce the VCD baseline artifacts, the VCD spectra thus obtained are often still

plagued by artifacts. Such an example is depicted in Fig. 2b where the solvent

Fig. 1 Block diagram of the optical-electronic layout of an FTIR-VCD spectrometer
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corrected spectrum shows a very different intensity ratio for the doublet compared

to the true spectrum in Fig. 2a.

Significant improvements in baseline stability and artifact suppression were

reported in 2000 with a dual-PEM FTIR-VCD spectrometer [36]. This dual polari-

zation modulation (DPM) method involves adding a second PEM between the

sample and the detector, in addition to the first PEM which is placed right before

the sample in a standard single polarization modulation (SPM) spectrometer. The

improvement of a DPM over an SPM spectrometer can be seen by comparing

Fig. 2b with Fig. 2d. More recently, Cao et al. added a rotating half-wave plate

(RHWP) to the optical train to suppress further the linear birefringence (LB) effects

associated with the sample cell in a DPM setup [41]. Their method is based on

Hug’s virtual enantiomer method, originally proposed for Raman Optical Activity

(ROA) [42]. With such a setup, these authors achieved basically the same artifact

suppression as when using the opposite enantiomer (see Fig. 2a, e). In addition to

improving the sensitivity of FTIR-VCD instruments, efforts have also been made to

extend the VCD operation into near IR region to as high as 10,000 cm�1 by

incorporating a dual light source into the DPM FTIR-VCD spectrometer [43–45].

Currently, such an instrument is available commercially from Bomen/Biotools Inc.

A few scanning dispersive VCD instruments are still in use for biological

applications in the mid-IR region [46, 47]. In 2009, a newly designed and optimized

dispersive VCD instrument was reported [47]. A collection of spectra for peptides

and proteins having different dominant secondary structures (alpha-helix, beta-

sheet, and random coil) measured with this new instrument showed substantially

improved signal-to-noise (S/N) ratios as compared with the earlier version. The

instrument provides protein VCD spectra for the amide I region that are of compa-

rable or better quality than those obtained with a standard commercial FTIR-VCD

spectrometer [47].

Besides the continuous improvements of FTIR-VCD instruments described

above, some exciting new developments related to VCD measurements have been

reported in recent years. These include the developments of matrix isolation FTIR-

VCD instruments and of laser based real time VCD spectrometers. These new

developments are associated with brand new applications and research directions,

such as combining the matrix isolation technique with VCD spectroscopy to probe

conformationally flexible chiral molecules and H-bonded chiral molecular com-

plexes, and using femtosecond laser VCD instruments to record time resolved VCD

spectra for monitoring fast chemical reactions or folding and unfolding events of

peptides and proteins in solution. These will be discussed in more detail in Sects. 4.5

and 4.6.

2.2 Measurements of VCD Spectra

Since VCD measures the differential VA for the left and right circularly polarized

light, a reliable VCD spectrum starts with good VA measurements. In our group we
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use an FTIR spectrometer (Vertex 70, Bruker) equipped with a VCD module (PMA

50, Bruker) for VCD measurements [48]. First, we determine a suitable solvent

depending on the nature of the study and an absorption path length to ensure that an

averaged VA intensity, A, is ~0.5 in the 1,000–1,800 cm�1 range, the most common

region for VCD measurements. In general we try to keep the A values in the range

of 0.1–0.9 in the frequency region of interest. If this cannot be achieved for all

frequency regions of interest simultaneously, separate measurements have to be

carried for different regions. If A values are close to 1.0 or more, one often observes

severe artifacts which reduce the reliability of the VCD measurements [16, 48].

Details of the measurement and calibration procedures for VCD are well documen-

ted for various commercially available FTIR-VCD spectrometers. As discussed in

Sect. 2.1, VCD measurements are usually repeated for the opposite enantiomer or

the racemic sample or solvent to provide baseline corrections with a standard SPM

FTIR-VCD spectrometer. The resulting VA and VCD spectra are usually plotted in

stack mode or side by side to allow visual correlation of the VA features with those

of VCD (see below). Commonly, a spectral resolution of 4 cm�1 is used and often a

lower resolution of 8 cm�1 or less is used for biomolecular systems or systems with

strong intermolecular H-bonds. Typically, samples are held in a variable path

length cell with BaF2 windows which have good transmission down to as low as

800 cm�1. BaF2, however, is fairly brittle and is particularly difficult to handle

when extremely short path lengths such as 6–10 mm are required. CaF2 cells are

easier to use and work down to about 1,180 cm�1. Data collection times depend

strongly on the particular sample. In general, to obtain VCD spectra with good S/N

ratios, a few hours of collection time are required for DA values in the order

of 10�5.

Although the majority of VCD measurements are performed in solution, mea-

surements with cast film samples have also been reported. For example, VCD

measurements of amino acids or carbohydrates in aqueous solutions are difficult

to make because of the interfering water absorption. Even though successful VCD

measurements of carbohydrates in aqueous media have been performed, they

require a highly concentrated sample with a concentration of up to 4 M and a

very short cell path length of ~6 mm to minimize water absorption [49]. A notable

shortcoming of such experiments is the large amount of sample is required, which

makes it difficult to apply this method to synthetic materials where often only small

amounts of samples are available. Furthermore, some samples may have too low

solubility at neutral pH for this approach to be applicable. Polavarapu and co-

workers have demonstrated successful usage of the cast film technique for VCD

measurements of peptides [50, 51], proteins [52, 53], carbohydrates [54], nucleic

acids [55], and viruses [56], and found that their measurements are independent of

film orientations and are comparable to the solution phase measurements when

available. The use of thin film samples has some significant advantages. First, the

removal of the interfering water absorption in the film measurements results in

higher light throughput and better S/N ratios for the VCD measurements. Second,

the amount of sample used in a film VCDmeasurement is about one to two orders of

magnitude less than that needed for solution phase measurements [54].
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For film preparation, the solid sample of interest is dissolved in a suitable solvent

and a few drops of the sample solution are cast onto a cell window. The sample

window is then placed in a fume hood with a constant dry air (or N2) flow over the

sample at room temperature until the sample is completely dry. The film thickness

is optimized in the same fashion as the cell path length in solution phase measure-

ments to attain an averaged VA coefficient of ~0.5. Baseline corrections are done in

the same fashion as for the solution measurements discussed above.

It is, however, important to point out that extreme caution should be exercised

with cast film VCD measurements because additional macroscopic anisotropies

such as LBs may be introduced in the film making process, causing severe artifacts

in the observed VCD spectra [57]. For example, Merten et al. found that the VCD

measurements of solid polymer films were severely contaminated with LBs [58].

They and others have developed procedures to remove such effects by measuring

the film sample under several orientations [58, 59].

3 VCD Calculations

3.1 VCD Theory

The developments of the quantum mechanical calculations of VCD have been

summarized before in a number of excellent review articles and books [14–16].

In this section, we briefly describe the basic terms involved, a few key milestones in

the development, and the current status.

VA intensity is proportional to the electric dipole strength. In the harmonic

approximation, Di
01, the dipole strength for the ith normal mode of a fundamental

vibrational transition (0 ! 1) can be expressed as

Di
01 ¼ ~mi01

�� ��2 ¼ c0h j~m ci
1

�� ��� ��2 ¼ �h

2oi

@~m
@Qi

����
����
2

0

: (1)

Here c0 is the ground vibrational wave function and ci
1 is the wavefunction

corresponding to the first excited vibrational state of the ith normal mode; m is the

electric dipole moment operator; Qi is the normal coordinate for the ith vibrational

mode; the subscript “0” at derivative indicates that the term is evaluated at the

equilibrium geometry. The related rotational strength or VCD intensity is deter-

mined by the dot product between the electric dipole and magnetic dipole transition

moment vectors, as given in (2):

Ri
01 ¼ c0h j~m ci

1

�� �
� Im ci

1

� ��~m c0j i ¼~mi01 � Im½~mi
01� ¼

�h

2

@~m
@Qi

� �
0

�
@~m

@ _Qi

 !
0

: (2)
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The new term ci
1

� ��~m c0j i is the corresponding magnetic dipole transition

moment and _Qi is the time derivative of Qi. The vector Im ci
1

� ��~m c0j i is real since
ci
1

� ��~m c0j i is purely imaginary. Thus, a prediction of rotational strength requires the

calculations of the transition moments of both electric dipole moment operator and

magnetic dipole moment operator. Although the calculation of electric dipole

transition moments of vibrational transitions within the Born–Oppenheimer (BO)

approximation is straightforward, it is not the case for magnetic dipole transition

moments. The electronic contribution to a vibrational magnetic dipole transition

moment vanishes within the BO approximation [60, 61]. At this stage of theory

development, a good number of approximate quantummechanical methods, such as

localized molecular orbital [62, 63], vibronic coupling [64–66], nuclear electric

shielding tensor [67, 68], and localized orbital-local origin [69] methods, had been

proposed to calculate VCD intensities. The quality of the predicting power of these

methods was not nearly satisfactory and further efforts were put into developing a

better approximation to evaluate the electronic contribution to a vibrational mag-

netic dipole transition moment.

Using the so-called magnetic field perturbation method, Buckingham together

with his co-workers [6] and Stephens [7] resolved this problem independently by

including corrections to the BO approximation. In this approach, the electronic

contribution to a vibrational magnetic dipole transition moment can be expressed in

a simple form involving only adiabatic electronic wave functions of the ground

electronic state. Specifically, it is necessary to calculate the ground state wave

function as a function of nuclear displacement and of applied magnetic field. With

this method, the electronic part of magnetic dipole moment derivative can be

written as [14]

@~mel
a

@ _Q

� �
0

¼ � h

p
Im

@c0

@Ba

���� @c0

@Qi

� �
; (3)

where
@c0

@Ba
is the derivative of the wave function with respect to the ath component

of the magnetic field and
@c0

@Qi
is the derivative with respect to the ith normal

coordinate. An analytic procedure for evaluating the normal coordinate deriva-

tives of electric dipole moment was developed in the mid-1980s [70, 71].

Subsequent efforts were directed at finding an analytic procedure for evaluating

the normal coordinate derivatives of the magnetic dipole moment. The implemen-

tation of magnetic field perturbation theory with DFT for VCD predictions was

realized in 1996 [72]. Since then, it has been used to simulate many good quality

VCD spectra for comparison with the associated experimental data to determine

the molecular conformations and ACs of a wide range of chiral molecules

[14–20].

Equation (2) can be rewritten as (4) below where the sign of Ri
01is determined by

the angle xðiÞ between the vectors~mi01 and Im½~mi
01�:
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cos xðiÞ ¼ ~mi01 � Im½~mi
01�

~mi01
�� �� Im½~mi

01�
�� �� ¼ Ri

01

~mi01
�� �� Im½~mi

01�
�� �� : (4)

For a certain vibrational mode, if xðiÞ > 90o, then Ri
01 < 0, and if xðiÞ < 90o,

then Ri
01 > 0. However, when xðiÞ is close to 90� even a small perturbation (be it

experimental or theoretical), such as solvent, concentration, functional, or basis set

can make it larger than 90�. This therefore results in a change of VCD sign.

Recently, Baerends et al. systemically investigated the effects of small perturba-

tions on the sign of Ri
01 [73, 74]. They classify the vibrational modes as either robust

where xðiÞ is far from 90� or non-robust where xðiÞ is very close to 90�. These
authors advocate the use of only robust modes for AC determinations since their

VCD signs are not sensitive to small perturbations either of computational or

experimental nature and as a result should be predicted correctly by DFT calcu-

lations. How well this works in practice has yet to be tested, since current VCD

assignments rely largely on an overall pattern recognition in both VA and VCD

spectra, rather than one or two peaks [24]. A potential challenge is to assign con-

fidently an observed VCD peak as robust taking into consideration possible overlap

of vibrational bands in the experimental spectra and the somewhat limited accuracy

of harmonic frequency predictions.

3.2 Simulations of VCD Spectra

Simulation of a VCD spectrum starts with a search for all relevant conformers of the

molecular target. It is often beneficial to perform a preliminary search at a semiem-

pirical level such as PM3 and AM1, or to utilize molecular mechanics programs

such as Amber, Monte Carlo, and MacroModel for molecules with many potential

conformers. The preliminary relative energies and the optimized conformational

geometries are then used to identify the most stable conformers within a few kcal/

mol and as starting geometries for further optimizations with more desirable

functionals and basis sets for DFT calculations, respectively. When a calculation

for an entire molecule is impractical, a fragment approach where a suitable portion

of the molecule is selected for calculation instead could be used [75]. The geometry

optimizations, vibrational frequency, and VA and VCD intensity calculations for

the dominant chiral conformers can then be carried out using, for example, the

Gaussian 03 program package [76].

VCD calculations are somewhat sensitive to the DFT functionals and basis

sets. A large number of VCD studies showed that the hybrid B3LYP or B3PW91

functionals provide predictions in good agreements with the respective experi-

mental data. Bultinck and co-workers investigated the effects of basis sets on

VCD calculations and concluded that 6-31G(d) is the minimum basis set for VCD

[77]. Calculations of small molecules using large basis sets such as cc-pVTZ

and TZ2P were reported to give excellent results [14]. It should be noted that
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H-bonded systems may require additional diffuse or polarization functions. For

example, the 6-311++G(d,p) basis set had been found to be suitable for H-bonded

systems [78–81]. It may be necessary to include Basis Set Superposition Errors

(BSSE) [82] and Zero-Point-Energy (ZPE) corrections in evaluating the relative

stabilities. Such corrections are often of the same magnitude as the energy

differences among the dominant conformers. Moreover, the relative conformer

energies may also differ noticeably with the basis sets used. All these factors will

affect the Boltzmann factors predicted for different conformers and therefore the

appearance of the population weighted VA and VCD spectra. Thus, an appropri-

ate selection of DFT functionals and basis sets is very important for VCD

simulations. A scale factor of 0.97–0.98 is usually applied to the calculated

harmonic frequencies to account for the fact that the observed frequencies arise

from an anharmonic force field instead of a harmonic one. A Lorentzian line shape

is typically used in simulations of VA and VCD spectra. The full-width at half

maximum (FWHM) used in the spectral simulation is usually based on the

experimental VA line widths.

For the VCD studies described in Sects. 4.1 and 4.2, the B3LYP hybrid

functional [83, 84] was used because of its proven reliability in predicting VCD

intensities [25, 85, 86] and in describing strong H-bonded complexes [87–89].

The initial screening calculations were carried out at a low level of theory such

as HF/3-21G or B3LYP/6-31G [90, 91]. The final geometry optimizations of

the chiral molecular systems were performed with 6-311++G(d,p) or aug-cc-

pVTZ [92].

Although many satisfactory VCD studies based on the gas phase simulations

have been reported, it may be necessary to account for solvent effects in order to

achieve conclusive AC assignments. Currently, there are two approaches to take

solvent effects into account. One of them is the implicit solvent model, which

treats a solvent as a continuum dielectric environment and does not consider the

explicit intermolecular interactions between chiral solute and solvent molecules.

The two most used computational methods for the implicit solvent model are the

polarizable continuum model (PCM) [93–95] and the conductor-like screening

model (COSMO) [96, 97]. In this treatment, geometry optimizations and har-

monic frequency calculations are repeated with the inclusion of PCM or COSMO

for all the conformers found. Changes in the conformational structures, the

relative energies of conformers, and the harmonic frequencies, as well as in the

VA and VCD intensities have been reported with the inclusion of the implicit

solvent model. The second approach is called the explicit solvent model, which

takes the explicit intermolecular interactions into account. The applications of

these two approaches, in particular the latter one will be further discussed in

Sect. 4.2.

It should be mentioned that in a number of VCD related studies published,

including some examples discussed in this chapter, other chiroptical measure-

ments such as optical rotation (OR) and ECD have also been utilized together with

VCD. For example, both OR and VCD have been used to uncover the dominant

species responsible for the chiroptical responses of glycidol in CDCl3 solution in
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Sect. 4.2. In the conformational investigations of chiral ligands bound to AuNPs,

ECD has been utilized to characterize the properties of the gold metal cores.

Although ECD and OR measurements are often easier to obtain, the associated

theoretical simulations are generally much less reliable than those of VCD. The

related challenges in their theory developments are discussed in several chapters

of this volume. At the same time, one should also recognize that these comple-

mentary optical activity measurements do contain important new information

which is not available with VCD. These joint studies with several chiroptical

methods provide solid experimental and theoretical data for further theoretical

developments. Very recently, Polavarupa summarized the advantages of using

more than one chiroptical methods for AC determinations of chiral compounds in

some special cases [98].

4 VCD Applications

4.1 AC Determinations

One of the most common applications of VCD is the AC determinations of chiral

compounds. Two recent studies on anthracycline analogs and on pentacoordinate

phosphorus complexes from our group are included below as examples.

O

HN

O

OH

OH

O

O

4

5 6

OH

O

1
2

3
4

O

NO2

O(2)H

O(1)H

Fig. 3 The structures of the three anthracycline analogs studied. Adapted with permission from

[21]. Copyright (2010) Wiley
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4.1.1 Anthracycline Analogs

Daunorubicin and doxorubicin are two natural anthracycline antibiotics and have

been used in the clinical treatment of a variety of cancers for more than 40 years

[99, 100]. Recently, Lowary and co-workers synthesized anthracycline analogs

with truncated aromatic cores, which exhibited modest cytotoxicity by assaying

against several cancer cell lines [101]. The three anthracycline analogs studied are

shown in Fig. 3 [21]. The experimental VA and VCD spectra (Fig. 4) were

measured in the thin film states because of the limited synthetic samples available.

Each compound has two stereogenic centers. Thus, there are four possible diaster-

eomers: SS, RR, SR, and RS for each of them. Moreover, 4 and 5 each contains two

OH groups which can form intramolecular H-bonds leading to conformational

complexity or form intermolecular H-bonds leading to aggregates. These possi-

bilities result in a good number of potential isomers. For example, a complete

conformational search was carried out for 4, the resulting SS conformers are shown

in Fig. 5, and their energies and Boltzmann factors are listed in Table 1. As can be

seen in Fig. 5, the most stable conformer forms two intramolecular H-bonds:

C¼O� � �HO2 and HO1� � �HO2 (see Fig. 3 for atom labeling). The experimental

and the population weighted VA and VCD spectra of 4 are compared in Fig. 6 and

Fig. 4 Experimental VA and VCD spectra of the three anthracycline analogs measured in the thin

film state. Adapted with permission from [21]. Copyright (2010) Wiley
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the good agreement between them allowed us to assign the AC (SS) of 4 with high

confidence. The further structural search and spectral simulation for the binary 4

complexes confirmed that self-aggregation is of little importance under the current

experimental condition. The same AC conclusions were drawn for 5 and 6. It is

interesting to compare the signs of the experimental VCD peaks in the C=O

stretching region for these three compounds: the experimental VCD spectra show

a negative VCD peak in the C=O region for 4 and 5, while the corresponding sign is

positive for 6 (Fig. 4). This is because the VCD features are also highly sensitive to

the dihedral angles of rotatable bonds, in addition to the ACs of chiral molecules.

Although the AC of the aglycone of 6 is the same as 5, the opposite sign observed

for 6 vs 5 in the C=O region suggests that the orientation of the C=O group in 6 is

different from that in 4 or 5. Indeed, this was confirmed by examining the dominant

Fig. 5 Optimized geometries of the four most stable SS [M4(a–d)] stereoisomers of 4 at the

B3LYP/6-311++G** level of theory. Adapted with permission from [21]. Copyright (2010) Wiley

Table 1 The relative Gibbs free energies DG (kcal/mol), relative total energies DE (kcal/mol), and

the normalized Boltzmann factor Bf (in %) at 298.15 K based on the relative Gibbs free energy and

the relative total energy of the SS conformers of 4 at the B3LYP/6-311++G** level of theory [21]

Monomer DG Bf (DG) DE Bf (DE)
M4a 0 47.56 0 55.45

M4b 0.05 43.71 0.22 38.24

M4c 1.21 6.16 1.48 4.55

M4d 1.76 2.43 2.07 1.68

M4e 3.78 0.08 4.19 0.05

M4f 4.47 0.03 4.87 0.01

M4g 4.54 0.02 4.93 0.01

M4h 6.33 ~0 6.66 ~0

M4i 7.56 ~0 7.78 ~0
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conformers of these three compounds. Besides the different conformational

arrangements of the C=O group in 5 and 6, the addition of the bulky carbohydrate

subunit with three additional stereocenters to 6 also introduces other VA and

VCD bands in the same frequency region. These factors combined lead to the

very different VA and in particular VCD spectra for 5 and 6. Clearly, a fragment

approach [75], as mentioned in Sect. 3.2, is not feasible, i.e., it is not possible to

assign the AC of 6 based on the calculation of 5.

4.1.2 Pentacoordinate Phosphorus Compounds

Pentacoordinate phosphorus compounds have been regarded as intermediates

or transition states in many biological processes such as enzymatic phosphoryl

transfer reactions [102–107] and hydrolysis or formation of DNA, RNA, c-AMP,

and other biologically relevant phosphorus compounds [108, 109]. Pentacoordinate

phosphorus compounds with amino acid residues as chiral chelate ligands are of

particular interest for their roles as important intermediates in the self-assembly

reactions of N-phosphoamine acids into peptide [110–116]. Obtaining a single

crystal of this type of compounds for solid-state structural characterization is

often time consuming and sometimes impossible [117]. So far, very few ACs of

pentacoordinate phosphorus compounds have been determined using X-ray

Fig. 6 Comparisons between the experimental (bottom) VA (left) and VCD (right) spectra of 4

and the corresponding calculated spectra (top) of M4a. Adapted with permission from [21].

Copyright (2010) Wiley
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crystallography or other methods [117, 118]. The four pairs of phosphorus com-

pounds with amino acid residues as chiral chelate ligands were recently synthesized

by Zhao and co-workers using the scheme shown in Fig. 7 [119] and their ACs were

subsequently characterized by our group in a collaborative research effort [22]. This

is the first report of AC determination of pentacoordinate phosphorus compounds

using the VCD/DFT approach.

Each pentacoordinate phosphorus compound has three stereogenic centers: one

of them at the phosphorus atom, the other two at the amino acid ligands. For the

structural search, first one considers the different arrangements of ligand binding

sites on the apical axis which can produce different conformations, such as O–P–O,
N–P–O, N–P–N, O–P–H, or N–P–H apical axis. The DFT calculations reveal that

the N–P–N is not a minimum, while the O–P–O and N–P–O conformations are

much more stable than the O (or N)–P–H conformations. The spectral simulation

further show that both VA and VCD are very different for the O–P–O and N–P–O

apical axis isomers and one can easily tell them apart by examining their VA

spectra alone. Second, the rotation around the two C–C bonds in the aliphatic

side chain CH(CH3)2 can produce different conformations in each class of apical

axis isomers of O–P–O and N–P–O. The different orientations of the two CH(CH3)2
side chains have only minor influence on the VA and VCD spectra. Finally, we

investigated all possible diastereomers: LpSS and DpRR, LpSR and DpRS, LpRS and
DpSR, and LpRR and DpSS where the two isomers in each pair are mirror images of

each other, in order to uncover the response of VCD features at a particular

stereogenic center (see below). The predicted and experimental VA and VCD

spectra of 3 are depicted in Fig. 8, and the good agreement between them enables

one to assign the AC of 3a and 3b to LpSS and DpSS with O–P–O axis, respectively.
The AC difference between 3a and 3b is the chirality at the phosphorus center.

Comparing the VCD spectra of LpSS, LpSR, and DpSS in Fig. 8, it is easy to see that
the dominant VCD features in the 1,100–1,500 cm�1 region are controlled by the
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Fig. 7 The four pairs of diastereomers discussed in this section. Adapted with permission from

[22]. Copyright (2010) Wiley
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chirality at the phosphorus center while those at the C=O stretching region are

determined by the chirality of the amino acid ligands. The analogous AC conclu-

sions were obtained for 5a and 5b. The ECD, OR, and VCDmeasurements obtained

Fig. 8 Comparison of the experimental (dashed line) VA (left) and VCD (right) spectra of 3a and
3b with the corresponding calculated population weighted spectra (solid line) of OPO axis LpSS
and DpSS stereoisomers. The calculated VA and VCD spectra of LpSR are included for compari-

son. LpRS is the same as LpSR because the two chiral ligands are the same except their ACs.

Adapted with permission from [22]. Copyright (2010) Wiley
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for all four pairs of diastereomers shown in Fig. 7 firmly established that 4a, 4b, 6a,

and 6b are mirror images of 3a, 3b, 5a, and 5b, respectively.

4.2 H-bonding Interactions of Chiral Molecules in Solution

4.2.1 Modeling Chiral Solute–Water H-Bonding Networks

by Induced Solvent Chirality

H-bonding interactions between chiral molecules and water molecules play an

essential role in life sciences [28, 120–123], since nearly all important biomolecules

are chiral and most biological events and reactions take place in an aqueous

environment. The structural aspects of water surrounding a chiral molecule and

the fundamental roles of water in many important biological processes remain the

subjects of intense debate [124–127]. As described in the previous section, for most

AC studies with VCD, an inert solvent, such as CCl4 and CDCl3, was chosen

whenever possible to avoid complications in simulations due to severe perturbation

from the solute–solvent intermolecular interactions. On the other hand, for most

biological molecules, such as proteins, peptides, sugars, and amino acids, VA and

VCD measurements have been carried out in aqueous solution. To model such

measurements adequately, it is necessary to take into account the important inter-

molecular interactions, such as solute–solvent and solute–solute H-bonding, accu-

rately [128, 129]. Recently, our group has undertaken a series of VCD

investigations of the water–solute H-bonding networks in aqueous solution of

several basic chiral building blocks such as methyl lactate (ML) [48], lactic acid

(LA) [130], propylene oxide (PO) [131], and glycidol [132]. These prototype chiral

molecules have been chosen because: (1) they have one, two, or three functional

groups, i.e., epoxy O, OH, and C=O, which can act as an H-bond donor or acceptor

to form strong H-bonds with water; (2) by sequentially increasing the number of

functional groups, one can examine such interactions in an orderly way to better

understand the complicated situation with a larger biomolecule with these same

functional groups; (3) they are relatively small in size, making them amenable to

high level ab initio calculations; (4) these compounds have good solubility in water

and in some inert organic solvents, allowing one to perform experimental compar-

isons directly to uncover the solvent effects due explicitly to the solute–water

H-bonding.

In these studies, we focused particularly on the observed VCD features in the

water bending vibrational mode region around 1,640 cm�1. The experimental VCD

spectra of PO, ML, LA, and glycidol in aqueous environments are given in Fig. 9,

where the water bending mode regions, showing very distinct VCD spectral

features in each case, are highlighted. Water is an achiral molecule. Why should

there be such VCD features in its bending mode region? The answer is that some of

the water molecules are explicitly H-bonded to a chiral solute and therefore become

optically active as part of the super H-bonded chiral complexes. This phenomenon
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is termed induced solvent chirality or chirality transfer. The induced solvent
chirality is due exclusively to the explicit intermolecular H-bonding interactions

between a chiral solute molecule and water molecules. Consequently, these spectral

features contain important information about the number of water molecules that

are explicitly H-bonded to the chiral solute molecule and the specific binding sites.

We called this region chirality transfer spectral window which allows one an

exclusive view to the chiral solute–water H-bonding networks in solution. The

chirality transfer spectral features shown in Fig. 9, when compared to the theoreti-

cal simulations of the H-bonding network structures, demonstrated a clear prefer-

ence for a particular type of H-bonding solvation network in each case. It therefore

allowed us to arrive at the conclusion that noticeably different H-bonding network

structures exist in these solutions (see below).

Similar to the AC determination work illustrated in Sect. 4.1, it is necessary to

carry out a complete structural search for all significant chiral species present in

order to extract the detailed information contained in the experimental spectra.

In addition, one needs to consider solvent effects in these studies. As introduced in

Sect. 3.2, currently there are two approaches to model the solvent effects: the

implicit solvent model and the explicit model where H-bonding intermolecular

interactions are considered explicitly. An example VA and VCD simulation of ML

in water with PCM with several different basis sets and functionals is shown in

Fig. 10 [48]. Although the calculated VA spectrum with PCM shows a good

Fig. 9 Comparison of VCD spectra for the S form of (a) propylene oxide, (b) glycidol, (c) lactic

acid, and (d) methyl lactate in aqueous solutions. The chirality transfer spectral windows are

indicated with dotted lines. Adapted with permission from [132]. Copyright (2009) American

Institute of Physics
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correlation with the experimental one, the same cannot be said for the VCD

spectrum. In particular, the main features in the chirality transfer windows are

not captured. This is because PCM does not consider the specific shapes of solvent

molecules or the specific H-bonding interactions between water and chiral mole-

cules, rather only the overall dielectric environment associated with water. There-

fore, it is necessary to take the explicit intermolecular interactions between the

chiral solute and the achiral water solvent molecules into account.

It is often very helpful to apply MD simulations prior to a conformational search

in order to gather information about the important H-bonded species in solution

[133–136]. In our studies we used the Sander module in the AMBER9 suite of

programs [137], the AMBER ff99 force field based on molecular mechanics, and

the TIP3P [138] or TIP4P [139] water model in the simulations. The ratio between

Fig. 10 Comparison of the VA and VCD spectra of ML in water calculated using the PCM model

at the three levels of theory (top three traces) with the corresponding experimental spectra in water

(bottom trace). Adapted from [48]
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the solute and water molecules in an octahedral box was set to correspond to the

actual experimental condition. Information about the short-range structures can be

obtained from the analysis of atom–atom radial distribution functions (RDFs). As

an example, the RDFs obtained for 6 M glycidol in water are illustrated in Fig. 11.

Based on the analysis of RDF results, the number of water molecules explicitly

H-bonded to glycidol can be obtained, which was determined to be four in this case.

Another important question is what the extent of glycidol self-aggregation is in

water. The analysis of the RDF, g(r)O2O2 (not shown), which provides the informa-

tion about the distance between the O2 atoms of two glycidol molecules, confirms

that there is little dimer formation. Moreover, the resulting MD snapshots also

provide information about the possible H-bonding structures of the glycidol–water

clusters. All these results are very informative to guide the conformational search

where there are a large number of possible glycidol–water clusters. In total, 34

conformers of the small glycidol–(water)N clusters with N = 1, 2, 3, and 4 were

found with the DFT optimizations. The intermolecular H-bonding distances

become shorter and shorter in these clusters with increasing number of water

molecules. This is attributed to the cooperative effects of the H-bonding networks.

The OH functional group of glycidol can form more intermolecular H-bonds with

water than the O atom in the oxirane ring since OH can act as a donor or an acceptor

Fig. 11 Radial distribution functions obtained from the MD simulation of glycidol in water. Ow

and Hw are the oxygen and hydrogen atoms of water, respectively. The atom labeling of glycidol is

given in the insert. Adapted with permission from [132]. Copyright (2009) American Institute of

Physics
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or simultaneously as both. The VA and VCD spectra were simulated by using the

population weighted spectra of the 34 conformers. The good agreement between

the simulated and the experimental data (Fig. 12) shows that all these clusters make

important contributions to the observed spectra and are the important species in the

aqueous solution with complicated equilibriums among them.

Although the self-aggregation of glycidol in water is negligible, the situation is

different from LA in water. In the 2 M LA aqueous solution, the dominant

conformers are the H-bonded clusters between water and the cyclic LA dimer

(AA). In other words, water cannot break the strong H-bonds in AA. The VA and

VCD spectra simulated using 30% AA–(H2O)2, 25% AA–(H2O)4, and 45% AA–

(H2O)6 are in good agreement with the experimental VA and VCD, respectively

[130]. In the case of ML in water, the binary ML–H2O complex was found to be the

main contributor, together with some small contribution fromML–(H2O)3 [48]. For

PO in water, the binary anti-PO–H2O complex where water binds to PO on the

opposite side as the PO methyl group was concluded to be the main species. The

contributions from the larger PO–(H2O)N (N = 2, 3) clusters, on the other hand,

were ruled out since they exhibited overwhelmingly strong bisignate and trisignate

VCD signals in the chirality transfer spectral window which are not visible in the

related experimental VCD spectrum [131].

These studies show that the H-bonding network structures depend strongly on the

nature of the chiral solute. The solvent induced chirality signatures provide signifi-

cantly more detailed information about the explicit interactions between water and

Fig. 12 Comparison of the experimental and simulated VA and VCD spectra of glycidol in water.

Adapted with permission from [132]. Copyright (2009) American Institute of Physics
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chiral solute than the corresponding VA features since the latter ones tend to be broad

and featureless. They have been employed effectively in the above examples [48,

130–132] as the discriminators to determine the number of water molecules and the

specific biding sites for the explicit chiral solute–water H-bonding interactions. One

can expect that a combination of this unique spectral window with the matrix

isolation technique (see Sect. 4.5) will be a highly sensitive tool to probe these

important solute–solvent clusters in great details at a fundamental level.

4.2.2 Self-Aggregation of Chiral Solutes

Some chiral molecules contain both H-bond donor and acceptor functional groups

and are capable of forming strong intra- and intermolecular H-bonds. The recent

VCD studies of glycidol [140] in CDCl3 and LA in water [130] demonstrate that

such self-aggregations have significant effects on the VA and VCD spectra

Fig. 13 Experimental VA spectra (left) of glycidol in CDCl3 at seven different concentrations

ranging from 0.2 to 3.5 M and the corresponding VCD spectra (right) at the three representative
concentrations. The simulated VCD spectra (dashed line) for these three concentrations are also

included. Adapted from [140]
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measured. And, vice versa, one can utilize VA and especially VCD techniques to

look into this type of intermolecular interactions in solution. Below the study of

glycidol in CDCl3 is used as an example.

Figure 13 shows the concentration dependence of the VA spectra of glycidol in

CDCl3 measured at seven different concentrations ranging from 0.2 to 3.5 M and

the related VCD spectra at the three concentrations of 0.2, 1.1, and 3.5 M. The

intensity ratio of the three peaks marked with I, II, and III varies noticeably with

increasing concentration. When the concentration is ~0.2 M, peak II is barely

visible and it becomes more obvious, with increasing concentration. At 1.1 M,

the intensity of peak II becomes similar to that of peak I. As the concentration

increases to 3.1 M, the intensity of peak II becomes much larger than that of peak I.

With the increasing concentration, the intensity of peak III becomes larger and

larger. Peak I has the smallest relative intensity increase over the whole concentra-

tion range, with its main contribution from the glycidol monomer, while peak II,

with the largest relative increase, is likely to be dominated by the binary or larger

glycidol clusters. The VCD spectral features vary noticeably with increasing

concentration, especially, in the 1,000–1,150 cm�1 region. These observations

show that the self-aggregation of glycidol in solution occurs with increasing

concentration.

Eight stable monomers, 15 dimers, and 6 trimers were obtained after an exten-

sive conformational search based on the MD snapshots. The simulated VA and

VCD spectra of these conformers are depicted in Fig. 13 for comparison with the

experimental data. The results show that the self-aggregation of glycidol is negligi-

ble at 0.2 M or lower concentrations. At 3.5 M the binary conformers dominate,

while at the intermediate concentration of 1.1 M both the monomeric and binary

conformers are in existence. Complementary OR measurements and simulations

(Fig. 14) were also performed for these three representative concentrations. Even

with a fairly large basis set such as aug-cc-pVTZ, the magnitudes of the OR values

were not predicted exactly at the three concentrations [140]. This alludes to the

challenges in obtaining the accurate OR simulations mentioned in Sect. 3.2. On the

other hand, both the sign and the trend of variation with concentration observed

experimentally were captured by the simulation. The OR results further support the

conclusions drawn from the VCD investigation.

4.3 Enhancement of VA and VCD Intensities in Transition
Metal Containing Chiral Complexes

Transition metal containing chiral complexes exhibit some peculiar VCD behaviors

which have fascinated researchers in inorganic chemistry and in spectroscopy. For

example, an order of magnitude increase in the VCD intensity, with changes in sign

for many VCD transitions, were detected for the open-shell sparteine complexes of

Co(II) and Ni(II) as compared to the corresponding closed-shell Zn(II) complex
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[141, 142]. This observed intensity enhancement had previously been attributed to

the presence of large underlying CD intensity from the electronic open-shell d–d

transitions [141, 143]. The newer VCD measurements by Nafie, Freedman, and

co-workers, however, questioned the validity of such an explanation since the

VCD enhancement extends to below 1,000 cm�1 without any diminishing of

enhancement or distortion of band shapes, whereas the earlier explanation requires

direct overlap with a broad underlying state [142]. The first ab initio VCD calcula-

tion for the close-shell Zn(II) complex was reported in the same work, demonstrat-

ing very good agreement with the experimental data [142]. This opened the door to

further similar VCD/DFT applications to closed-shell transition metal complexes.

For the two open-shell complexes, on the other hand, it was found that the atomic

axial tensor, and therefore rotational strength, expressions contain low-lying mag-

netic dipole allowed d–d transitions that are vibronically coupled to the ground state

and make large contribution to VCD intensity for all modes due to a small energy

denominator [142]. As a result, the current MFP formulation of VCD intensity, used

in Gaussian and other software packages, may not be suitable for such open-shell

systems because MFP neglects excited-state vibronic details, making it invalid in

the presence of small energy denominators. In 2004, Nafie extended the vibronic

Fig. 14 Comparison of (a) the experimental specific OR values of glycidol at the representative

concentrations of 0.2, 1.1, and 3.5 M, recorded at five different wavelengths with (b) the simulated

corresponding OR values of the monomeric, monomeric + binary, and binary conformers at the

B3LYP/aug-cc-pVTZ level, respectively. The empirical ratio used for these three species are the

same as for VCD in Fig. 13. Adapted from [140]
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theory in the limit of vibrational resonance with low-lying electronic states to

account for this [144]. So far it has not been implemented into ab initio programs.

And no direct comparison between the simulations incorporating the newly devel-

oped theory and the experimental spectroscopic data has been reported so far. More

recently, Yamagishi and co-workers examined the effects of central metal ions on

the VCD spectra of a series of transition metal complexes [23, 145, 146], and

performed DFT simulations of the VCD spectra of several open-shell transition

metal complexes such as L and D-[Ru(acac)3]. The simulations were found to be in

good agreement with the experimental data, in spite of the prevailing view that

MFP may not be suitable for the open-shell systems with Jahn–Teller distortion.

These authors attributed the observed VCD intensity enhancement to a charge

transfer effect, a mechanism invoked to explain a similar enhancement observed

in the Co(III) complex discussed below [147].

The tris(ethylenediaminato)cobalt(III) complex, [Co(en)3]
3+, is a closed-shell

chiral transition metal complex. The achiral ethylenediamine (en) ligand can

assume two enantiomeric conformations, with the C–C bond nearly parallel

(d-form) or oblique (l-form) to the C3-axis in the L-configuration, leading to four

conformations for the complex (Fig. 15). A series of VA and VCD experiments

were carried out in solution with [Co(en)3]
3+ and two different counter ions, i.e.,

Cl� and I� [148, 149]. It was discovered that the CH-stretching VA and VCD

spectra are highly sensitive to the nature and concentration of the halide counter

ions. For example, both VA and VCD intensities in the CH-stretching region

increase when the anion is changed from iodide to chloride and with higher halide

ion concentrations. It was proposed that the halide anions may exert strong

Fig. 15 L-[Co(en)3]
3+ conformations, viewed along the C3-axis: (a) ddd, (b) ddl, (c) dll, and (d)

lll
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influence on the transition metal complex through H-bonding with the en rings.

Computational searches for conformers were performed for [Co(en)3]
3+ with and

without Cl�, with both the LanL2DZ and 6-31G(d) [C, H, N]/Stuttgart ECP [Co]

basis sets [149]. Although the ddd form was predicted to be the least stable among

Fig. 16 Geometries of L-[Co
(en)3]

3+ with two associated

chloride ions along the C3-

axis, [Co(en)3]Cl2
+, and with

three associated chloride ions

along the three C2-axes, [Co

(en)3]Cl3

Fig. 17 (a) Calculated NH/CH-stretching VA and VCD spectra (solid line) of L-[Co(en)3]
3+ with

two associated chloride ions, [Co(en)3]Cl2
+ (1), and those (dashed line) of three associated

chloride ions, [Co(en)3]Cl3 (2). A Lorentzian bandwidth (HWHM) of 30 cm�1 is used for the

associated NH-stretches and 15 cm�1 for the free NH and CH stretches. (b) Comparison of the

experimental NH/CH-stretching VA and VCD spectra (solid line) of L-[Co(en)3]
3+ at 0.06 M with

0.6 M LiCl in DMSO-d6 with the simulated spectra (dashed line) of [Co(en)3]Cl2
+ at the B3LYP/

LanL2DZ level of theory. Adapted with permission from [149]. Copyright (2002) American

Chemical Society
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the four conformers for the free (gas phase) L-[Co(en)3]
3+, the addition of the Cl�

counter ions, which bridge two (or three) NH bonds from the adjacent en rings (see

Fig. 16), preferentially stabilizes the ddd-conformation. The simulated VCD spec-

tra for L-[Co(en)3]
3+ with two and three Cl� counter ions are given in Fig. 17, as

well as a comparison between the experimental and calculated spectra. As one can

see, the VCD features for L-[Co(en)3]
3+ with two or three Cl�s are drastically

different. This allows one to assign the dominant species and their conformers in

solution with confidence by correlating the experimental and simulated VCD

spectra. Such high sensitivity to the structural details makes VCD an unique and

possibly the only spectroscopic technique which can identify the location of the

chloride ions interacting with [Co(en)3]
3+ in solution.

What is the origin for the intensity enhancement observed when the chloride ions

are interacting with [Co(en)3]
3+? One may recall that similar enhancements were

discussed in Sect. 4.2 where intermolecular H-bonding interactions induce VCD

intensity in the water molecules that are H-bonded to a chiral solute. So the answer

to this question holds general interest for a number of new research branches. By

analyzing the various contributions of the electric and magnetic dipole transition

moments of the O$H. . .N stretching mode of the benzoylbenzoic acid–NH3

complex, Nicu and Baerends concluded that the enhancement of the VA and

VCD intensities predicted theoretically is due to the donor–acceptor interactions

or charge transfer between the NH3 base and the OH s* acceptor [73]. Since the

L-ddd-[Co(en)3]
3+. . .2Cl� complex has six N$H. . .Cl� stretching modes, one

may expect a similar mechanism, although the situation is more complicated

[147]. Calculations of the complex with and without the chloride ions were

performed using the ADF program package with the BP86 and OLYP functionals

and the TZP basis set. To locate the origin of the enhancement, these authors looked

into the nuclear and electronic contributions of the total electric and magnetic

dipole transition moments, and how such contributions vary with and without the

present of the chloride ions. The amount of charge transferred from the associated

Cl�s into the NH bonds, during the normal mode motion when the H atoms

involved in the H-bonds approach the chloride ions, can be estimated by comparing

the Mulliken charges of the chloride ions of interest at the equilibrium and the

displaced geometries. Through such detailed analyses, it was found that the nuclear

and electronic contributions to the dipole transition moments have the same sign in

the presence of chloride ions due to the charge transfer, whereas they have opposite

sign in the free complex. Consequently, the nuclear and electronic parts reinforce

each other in the presence of chloride counter ions. This leads to larger total electric

and magnetic dipole transitions moments and therefore results in enhancement of

the VA and VCD intensities.

4.4 Conformational Study of Absorbed Chiral Ligands on AuNPs

Monolayer-protected AuNPs are organic-inorganic hybrid material and are of

considerable interest for their potential applications in areas such as catalysis,
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sensing, and drug delivery [150]. The chemical behavior, such as solubility, molec-

ular recognition, and organization, of these AuNPs is largely controlled by the

protected layer. For example, adsorption of a chiral molecule can create a locally

chiral environment near the metal surface, leading to a chiral footprint on the

nonchiral surface [151, 152]. These adsorbed chiral molecules may also transfer

chirality onto the electronic structure of the nonchiral metal. Recently, the existence

of enantiospecific adsorption of cysteine on the Au55 cluster was demonstrated

theoretically [153]. A molecular-level understanding of the interactions between

chiral ligands and AuNPs is essential to answer some important questions; for

instance: what are the conformations adopted by the chiral ligands and what are

the preferred binding sites on the AuNPs? The answers to these fundamental

questions can ultimately help with rational designs of functionalized NPs.

Bürgi and co-workers [154–156] have reported a series of conformational

investigations of chiral ligands absorbed on AuNPs using VCD spectroscopy

complemented with DFT calculations, a powerful spectroscopic tool for conforma-

tional studies of condensed matters. Three organic chiral molecules, namely

N-acetyl-cysteine, N-isobutyryl-cysteine, and 1,10-binaphthyl-2,20-dithiol (BINAS),
were used as chiral ligands in their studies. The details about how to prepare

monolayer-protected AuNPs with these ligands can be found in the pertinent

references [154–156]. The measured VA and VCD spectra of the AuPNs protected

by N-isobutyryl-L/D-cysteine monolayer are shown in Fig. 18, as examples. As one
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Fig. 18 VA (top) and VCD

(bottom) spectra of N-
isobutyryl-cysteine protected

AuNPs in NaOH/D2O.

Solutions were made from

7 mg of sample in 50 mL of

solution. The dashed (solid)
lines correspond to the spectra
of the particles covered by the

L-enantiomer (D-enantiomer).

The VA spectrum of the

particles covered with N-
isobutyryl-L-cysteine was

offset for clarity. Adapted

with permission from [155].

Copyright (2006) American

Chemical Society
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can see, the VCD spectra show a mirror image relationship for the two enantiomers,

whereas the shapes of the related VA spectra are identical. It should be pointed

out that the VCD sample used contains different sizes of the monolayer-protected

AuPNs. The appearance of relatively strong bands in the VCD spectra suggests that

the size of the AuNPs has relatively minor effects on them and that VCD is a local

property of the individual adsorbed molecules.

In their latest study with BINAS, a conformationally rigid system, the authors

were able to separate the AuNPs protected by BINAS into five different fractions

according to their sizes using size exclusion chromatography [157]. They also

estimated the particle size for each fraction, for example, fraction 5 AuPNs contain

10–15 gold atoms, fraction 3 about 22–25 gold atoms, and fraction 1 about 30–40

gold atoms [156]. The VCD spectra of the AuNPs protected by BINAS obtained for

fraction 1–3 are given in Fig. 19, together with that of free BINAS for comparison.

Overall, the VCD spectra of all three fractions look quite similar, but differ from

that of the free BINAS. Small differences observed for fraction 3 were attributed to

the lower quality of the spectra because of the smaller sample quantity available,

rather than to a different conformation of the absorbed BINAS. These new experi-

ments with improved size resolution clearly demonstrate that the conformation of

the adsorbed chiral ligand molecules is not drastically modified by the size of the

AuNPs even in the subnanometer range, thus supporting the similar conclusions

made in the earlier studies. Very interestingly, they found strong size dependent

effects on the UV-vis spectra and even more on the ECD spectra of the AuNPs

protected by BINAS [156].

To obtain the conformational information about the chiral ligands bound to the

AuNPs from the measured VA and VCD spectra, it is necessary to simulate the VA

Fig. 19 VCD spectra of the size-separated AuNPs protected with (R)-BINAS with the fraction 1–3

samples obtained using size exclusion chromatography and of free (R)-BINAS in CD2Cl2 solution.

The spectra of the nanoparticles were scaled by a factor of 4. Adapted with permission from [156].

Copyright (2010) American Chemical Society
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and VCD spectra of the protected AuNPs. Since it would be too difficult if not

impossible to do a complete conformational search of an actual AuNP covered with

chiral ligand molecules, a model which contains a small gold cluster bound to one

chiral molecule was used. This approximation is justified by the experimental

observation that both VA and VCD are relatively insensitive to the size of

AuNPs. Furthermore, some earlier studies showed that the experimental VA

spectra of molecules adsorbed on a metal surface can be well reproduced by the

calculations of just one single molecule adsorbed on a small metal cluster

consisting of a few atoms [158, 159]. In the case of the AuNPs protected by

N-isobutyryl-L-cysteine, six stable conformers of the adsorbed deprotonated

N-isobutyryl-L-cysteine on an Au8 cluster were found and are depicted in Fig. 20.

Their corresponding VCD spectra are given in Fig. 21. It is noted that the rotation of

isopropyl group has little influence on the VCD spectra, as evidenced by the similar

appearance of the VCD spectra of conformers a to c. The other three conformers

exhibit distinctly different VCD patterns. From Fig. 22, one can say that the

simulated VCD spectra of a (and also b and c) are in good agreement with the

experimental one. Among a, b, and c, a is energetically favored with the C–H and

1.7 kcal / mol

3.5 kcal / mol

2.8 kcal / mol 2.8 kcal / mol

13.5 kcal / mol 0.0 kcal / mol

a

d e f

b c

Fig. 20 Calculated conformers of deprotonated N-isobutyryl-L-cysteine on a Au8 cluster. The

numbers indicate the calculated relative stability with respect to the most stable conformer f. The

calculations were performed at the B3PW91 level using a 6-31G(d,p) (LanL2DZ for Au) basis set.

Adapted with permission from [155]. Copyright (2006) American Chemical Society
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Fig. 21 Calculated VCD

spectra for different

conformers of N-isobutyryl-
L-cysteine adsorbed on a Au8
cluster. The letters correspond

to the structures shown in

Fig. 21. Adapted with

permission from [155].

Copyright (2006) American

Chemical Society

Fig. 22 Comparison between

calculated and experimental

VA and VCD spectra of

N-isobutyryl-L-cysteine on
gold. The calculated spectra

are shown for conformer a in

Fig. 21. Corresponding bands

are numbered and the

assignment is given in the

upper part of the figure.
Adapted with permission

from [155]. Copyright (2006)

American Chemical Society
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C=O bonds in the trans arrangement. These authors therefore concluded that

conformation a is the preferred orientation for N-isobutyryl-L-cysteine to attach to

AuNPs in which the chiral ligand interacts with the AuNPs through the carboxylate

and the sulfur atoms. These pioneering studies demonstrate the great potential of

VCD spectroscopy for providing insight into the conformations of chiral molecules

adsorbed on small metal particles.

4.5 Matrix Isolation VCD Spectroscopy for Probing
Conformational Landscapes of Highly Flexible Chiral
Molecules and Chiral Molecular Complexes

VCD spectroscopy has been successfully applied to the studies of intermolecular

interactions involving several simple basic chiral building blocks such as those

discussed in Sect. 4.2. It is, however, still highly challenging to model the solvent–

solute interactions adequately for highly flexible chiral molecules, which most of

them are. Since the signs of VCD are sensitive to torsional dihedral angles, the

corresponding VCD bands of different conformers consequently often have oppo-

site signs. In addition, strong solute–solvent or solute–solute H-bonding interac-

tions can not only shift the band positions but also modify the band intensities and

alter the conformational distributions. More importantly, the dominant species

contributing to the observed chiroptical measurements may no longer be the

isolated chiral solute molecules but rather clusters of solute with solvent molecules

or solute self-aggregates. All these effects together may lead to broad, featureless

spectra which make it difficult or impossible to extract the information contained in

them. In the vast majority of VCD studies, the interpretations rely on the calcula-

tions of isolated target molecules. Theoretical VCD modeling that takes into

account the solvent–solute interactions has yet to be fully developed. It is therefore

strongly desirable to have a spectroscopic technique where one can control spectral

contributions of different species and resolve spectral signatures of different con-

formers in order to test and to benchmark the corresponding theoretical modeling.

The coupling of matrix isolation and VCD techniques provides such an oppor-

tunity. Matrix isolation is a mature technique that has been widely used to supply a

wealth of structural and dynamical information of various molecular systems. The

matrix isolation VCD spectra of two rigid single conformer chiral molecules, i.e.,

pinene and propylene oxide, were reported in the mid-1980s [160–162]. The

potential of such a combination for the study of highly flexible multi-conforma-

tional chiral systems and H-bonded chiral molecular complexes was not recognized

or pursued at the time, possibly because the theoretical modeling needed to deal

with these challenging systems was not available. Such applications were first

suggested by Jalkanene and Suhai in 1996 [128]. Because of the very low tempera-

ture achieved in a matrix, one has the advantages of minimum interference from

an almost non-interacting rare gas matrix and substantially better sensitivity and

resolution for the VCD spectra. Indeed, the power of such a combination in the
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determination of conformations and the AC of a multi-conformational chiral

molecule, i.e., (R)-2-amino-1-propanol or (R)-alaninol, was demonstrated recently

[163]. In Fig. 23, one can compare the VA and VCD spectra of (R)-alaninol

Fig. 23 Spectra of (R)-alaninol. (a) VCD spectrum, neat film; (b) VA spectrum, neat film; (c)

VCD spectrum of a sample in solution in CDCl3; (d) VA spectrum of a sample in solution in

CDCl3; (e) matrix isolation VCD spectrum; (f) matrix isolation-VA spectrum. Copyright Wiley-

VCH Verlag GmbH & Co. KGaA. Reproduced with permission from [163]
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recorded under three experimental conditions: as a neat film, in CDCl3 solution, and

in a cold Ar matrix. Under the first two conditions, the VA and VCD spectra are

broad, unresolved, and with low-intensity. Because of broadening and rotameric

averaging, the theoretical calculations did not correlate well with the observed

spectra [164]. The matrix isolation VA and VCD spectral features, especially in

the O–H and N–H stretching region, on the other hand, are sharp and therefore

informative. A further bonus with a matrix is that the absolute intensity and the S/N

ratio obtained are about an order of magnitude larger. The superior resolution and

S/N ratio allows a decisive comparison between the experimental data and theoretical

simulations presented in Fig. 24 (note that labeling of conformers is consistent with

reference [165]). Some erroneous assignments made before can now be corrected.

For example, the band at 1,316 cm�1 has now been determined to (at least partly)

belong to the d-COH transition of the gG0g conformer, thus refuting the original

assignment to the g-CH transition of the g0Gg0 conformer since the calculated VCD

rotation strength of this g-CH transition and that of the observed VCD band have

opposite signs. Similar investigations have been extended to several flexible natural

amino acids and complexes [166–168]. This combination is now also used by other

groups, including ours, to study chirality transfer effects between chiral solute and

achiral solvent molecules and intermolecular interactions in general [169].

Fig. 24 Experimental (Ar

matrix) and calculated

(BPW91/TZ2P) VA (bottom
traces) and VCD (top traces)
spectra of (R)-alaninol. Some

assignments are identified by

dashed lines. Copyright
Wiley-VCH Verlag GmbH &

Co. KGaA. Reproduced with

permission from [163]
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4.6 Towards Real Time VCD Measurements

The unique and precious structural information contained in the VCD data has

motivated some recent innovations where modern laser technology is coupled into

VCD experiments. Vaccaro and co-workers devised a cavity ring down based

polarimeter to measure optical rotatory dispersion (ORD) spectra of chiral mole-

cules in the gas phase. The instrument utilizes the extremely high reflectivity

(~99.999%) of the ring down mirrors to achieve a very long absorption path,

typically several kilometers, to compensate for the low number densities of sub-

stances in the gas phase [170, 171]. Their work has provided the much needed

benchmarks for theoretical OR calculations. The extension of this technique to

measure CD was proposed and proven theoretically [171]. The actual measure-

ments have so far been hampered by the very large background noise. Their work

also inspired others including our group to attempt to extend the technique into the

mid-IR region for measurements of vibrational optical activities of chiral molecules

in the gas phase. So far, this effort has not been fruitful, largely due to lack of

suitable optical components in the mid-IR such as high-throughput quarterwave

plates needed inside the ring down cavity.

Another direction being pursued with lasers is to substitute the FTIR module

with a white light source with a femtosecond laser. The ultimate goal here is to

detect transient VCD signals and other related vibrational optical activities (VOA)

in order to monitor, for example, the folding and unfolding events of polypeptides

in solution. Bonmarin and Helbing [172] recently reported a picosecond time

resolved VCD spectrometer, which was based on the blueprint of a similar set-up

for ECD measurements [173–175]. A femtosecond IR pulse with a 200 cm�1

bandwidth (FWHM) was split into a reference and a probe beam where the latter

passed through a wire grid linear polarizer and a PEM before impinging onto a

standard sample cell, the same as used in the regular FTIR-VCD experiments. The

IR laser signals from both beams were registered by two MCT IR detectors.

The laser pulses were synchronized with the reference frequency of the PEM so

that the opposite circularly polarized light was generated in two sequential laser

pulses. The intensity of each laser pulse was measured individually using gated

amplifiers. The static VCD signal was then evaluated using the following expres-

sion to account for the laser amplitude fluctuation:

DAVCD ¼ log10
Ileftprobe

Ileftref

 !
� log10

Irightprobe

Irightref

 !
: (5)

One main challenge to extend this to the mid-IR region is the fact that the

corresponding signals such as VA and VCD are orders of magnitude smaller than

the electronic transition and ECD signals. These authors reported the static CH-

stretching VCD spectra of the Co and Ni metal complexes, i.e., Co(sparteine)Cl2
and Ni(sparteine)Cl2 which have quite intense VCD bands due to the enhancement

effect discussed in Sect. 4.3. The VCD spectra obtained compare well with the
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previously published data collected using a standard FTIR-VCD spectrometer. To

perform the first transient VCD measurement, a visible pump beam was focused

onto the sample in spatial overlap with the IR probe in order to alter the VCD

spectrum of the sample. By varying the delay time on the picosecond scale between

the pump and probe beams, the transient VCD responses, which showed recogniz-

able differences from the static spectra, were recorded. This first proof-of-principle

experiment [172] demonstrates the feasibility of following fast time scale structural

changes using VCD spectroscopy.

Almost in parallel, a different approach to measure VOA using a femtosecond

laser was reported by Cho and co-workers [176–178]. These authors showed that

one could extract the spectral information of both VCD and vibrational optical

rotatory dispersion (VORD) by detecting the coherently emitted optical activity

(OA) free-induction-decay (FID) field with a cross-polarization detection scheme.

By applying heterodyne-detected FT spectral interferometry (FTSI), a proven

method for determining the phase and amplitude of an unknown electric field

[179, 180], the authors could then characterize the spectral phase and amplitude

of OAFID with respect to a reference field. The VCD and VORD spectra, which

correspond to the real and imaginary parts of the linear OA susceptibility, i.e.,

Dw(o) = wL(o) � wR(o), were determined subsequently. Details of the scheme

involved are somewhat complicated and interested readers are referred to the

original articles [176–178] and the references cited for details. Some general

points, such as the experimental results obtained, the comparison of this novel

technique with the more conventional differential technique for VCD detection, and

the exciting potential for monitoring femtosecond events in real time, will be

discussed here.

In comparison to the standard VCD measurement methods, including the fem-

tosecond VCD spectrometer by Bonmarin and Helbing [172], which utilize the PM

method, their heterodyned FTSI detection scheme has several noticeable advan-

tages. First, the heterodyned FTSI does not rely on a differential measurement and

is therefore fairly insensitive to the intensity fluctuation of the incident light beam

or laser pulse. Second, the method intrinsically has ultrafast capability because the

OA information is obtained from the time domain OAFID field created by a

femtosecond pulse. This second advantage is especially important for the real

time resolution of VCD measurements. The time resolution with a standard differ-

ential method such as the one described before are limited by the PM time of the

PEMs used. Moreover, the VORD spectra along with VCD spectra are simulta-

neously detected with the heterodyned FTSI detection scheme. An example is

depicted in Fig. 25 where the VCD and VORD spectra of two small organic

molecules (R)-limonene and (1S)-b-pinene, diluted in CCl4, were measured simul-

taneously for each molecule. Although no explicit time resolved measurements

were reported with this instrument, their work established that femtosecond optical

pulses can be used to measure simultaneously VCD and VORD spectra with a time

resolution that is only limited by the optical activity FID time. This technique is a
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promising tool for time resolved VCD studies of chiral chemical reactions and of

protein structures and dynamics in solution.

5 Concluding Remarks

VCD spectroscopy and the related DFT theory have advanced tremendously in the

last decade. A number of application examples are highlighted in this chapter. This

versatile tool has been used to extract valuable information about the ACs of chiral

molecules, the H-bonding networks between chiral solute and water, and the

conformational properties of chiral ligands bound to AuNPs. The chirality transfer
VCD features discussed provide a detailed insight into the specific H-bonding

configurations taken on by the surrounding water molecules. This, together with

step wise solvation studies, which utilize jet-cooled rotational and vibrational

spectroscopy to probe small chiral solute–solvent clusters [181–183], will allow

one to map out the solvation process in unprecedented details. All these results will

further our understanding of structural and functional properties of biomolecules in

aqueous solution. The combination of the matrix isolation technique and VCD

spectroscopy provides a new tool to tackle the challenge of assigning ACs of highly

flexible chiral molecules and to investigate H-bonded chiral complexes. The excit-

ing breakthrough in recording time resolved VCD spectra promises novel VCD

applications such as following fast reaction dynamics of chiral molecules and

monitoring important biological events in solution in real time.
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Spin Selective Electron Transmission Through

Monolayers of Chiral Molecules

Ron Naaman and Zeev Vager

Abstract Self-assembled monolayers (SAMs) of organic dipolar molecules have

new electronic and magnetic properties that result from their organization, despite

the relatively weak interaction among the molecules themselves. Here we review

the origin of this cooperative effect and summarize results obtained on spin

selective electron transmission through such monolayers that are made from chiral

molecules. We show that SAMs containing chiral dipolar molecules behave like

magnetic layers which may serve as spin filters, even without applying an external

magnetic field to the layer.
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1 Introduction

Chiral molecules are defined as those molecules that lack internal plan of symme-

try. Molecules that are chiral have two types of enantiomers that can be described as

left-handed and right-handed species. Because of broken mirror image symmetry,

when a charge moves within a chiral system in one direction it creates a magnetic

field. Indeed, the relation between chirality and magnetism has attracted the atten-

tion of many, including Pasteur [1] and Lord Kelvin [2]. Recent studies have

focused on the related magneto-chiral effect in which the magnetic field can give

rise to an enantiomeric excess in photochemical processes [3–6]. Because the

electron spin can also interact with a magnetic field, the relation between chirality,

the magnetic field, and the electron spin has been discussed in relation to physical as

well as chemical processes [7]. It is known that the magneto-electric effect can be

found in states of matter which do not have mirror symmetry [8–10]. That effect

entails the induction of a magnetic field upon applying an electric field (and vice

versa). The interplay between chirality and magnetism also leads to interesting

optical phenomena, such as the magnetochiral effect [5, 11–15].

While the mechanism of how charge transport or charge redistribution through

chiral systems generates a magnetic field is elementary, this magnetism is transient,

ending when the charge flow stops. The only way to transform transient charge

flow into permanent magnetism is by spin–orbit coupling that convert the angular

momenta of the electrons to spin alignment. However, spin–orbit coupling in

hydrocarbons is commonly believed to be very weak and therefore no significant

spin alignment is expected. Indeed, the interaction of spin polarized electrons with

molecules has been studied [16] and when these electrons were scattered from

gas phase chiral molecules only a very small preference of one spin polarization

over the other was found [17]. In contrast to gas phase studies, polarized electrons

transmitted through organized monolayers of dipolar chiral molecules display very

large sensitivity to the handedness of the molecules [18–20]. Several models have

been presented for explaining those observations [21, 22], but the phenomenon is

not yet explained quantitatively.

Here we will concentrate on the chirality–spin–magnetism relation in chiral

molecules that are self-assembled as closed packed organized monolayers on a

gold substrate. When dipolar organic molecules are self assembled monolayers

(SAMs) on a conducting substrate, they form an electric dipole layer, with a

thickness of a few nanometers, over a macroscopic area. In such layers, the original

dipole directions are packed parallel to each other at an angle almost perpendicular

to the substrate. If each molecule retained its electric dipole moment, the electric

field would exceed the dielectric breakdown potential. In order to reduce the

electric energy of the assembly, the molecules depolarize, either by charge reorga-

nization within the molecule or by charge transfer between the substrate and the

monolayer film [23, 24]. In this way, the average dipole moment per molecule

in the layer is reduced. The charge transfer or redistribution can be observed

by monitoring the surface contact potential. These measurements indicate that,
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even after the charge redistribution, the field across the organic monolayer is large,

just below the breakdown voltage.

Both in inorganic–inorganic [25] and in organic–inorganic [26] systems the

charge transfer was found to be associated with interesting magnetic properties.

The unusual magnetic properties were observed in gold nanoparticles [27] as well

as in gold films covered by thiol-terminated SAM [28]. In another interesting study

it was demonstrated that it is possible to control the magnetism of thiolated

molecules adsorbed as SAM on gold, by photoswitching of the dipole of the

adsorbed molecules [29]. For inorganic–organic interfaces this effect was described

as the cooperative molecular field effect (COMFET). Namely, the organization of

the molecules as a monolayer induces the charge transfer from the substrate, which

reduces the field in the monolayer, created by the formation of the dipole layer [30].

A very similar effect was also reported with inorganic interfaces. The recent finding

that a TiO2/LaO interface between the insulating oxides LaAlO3 and SrTiO3 can be

metallic and has extremely high carrier mobility [31] has triggered a surge of

experimental and theoretical studies of this interface [32–41]. This effect arises

from charge transfer at the interface, resulting from the large dipole of the LaAlO3

layers reduced by electrons transferred from the SrTiO3 substrate. The concentra-

tion of these electrons is about 3 � 1014 cm�2. This explanation is in essence

identical to that given for the observed reduction in the dipole of self-assembled

monolayers of polar organic molecules [42].

Here we will review the results obtained when spin polarized electrons were

transmitted through SAMmade from chiral molecules and will provide a model that

explains how these SAMs may act as a spin filter. The model we present is valid for

the case that the chiral molecules form organized layers and it does not relate to

charge transfer through a single molecule either isolated or in non-organized media.

2 Experimental

Spin selectivity in electron transmission through self-assembled monolayers

(SAMs) of chiral molecules was determined by using circularly polarized light

for ejecting spin-polarized electrons from gold substrate covered with the SAM

(see Fig. 1) [41]. SAMs were prepared from two molecules – either polyalanine

or DNA.

The polypeptide polyalanine was synthesized1 and characterized byMatrix Assisted

Laser Desorption Ionization (MALDI) and amino acid hydrolyses. Monolayers of

either L- or D-polyalanine polypeptides, in the form of an a-helix, were prepared by

self-assembly on a borosilicate slide that was coated with a 200–300 nm thick gold

film (Metallhandel Schroer Gmbh). Prior to the adsorption, the gold slides were

annealed by flame and only then inserted into a 1 mM peptide solution of

1 The synthesis was performed by the group of Prof. M. Fridkin, Department of Organic Chemistry,

Weizmann Institute.
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hexafluoroisopropanol overnight. The slides were then washed with the pure

solvent and dried in a stream of nitrogen gas. The peptides are attached to the

gold using a sulfide group in the head group of cystiene. By connecting the cystiene

either at the C- or N-terminal of the peptide, their dipole moment is pointing either

away from the substrate or towards the substrate, respectively. Three films were

investigated, monolayers of poly L-alanine and of poly D-alanine consisting of 16

and 22 amino acids, respectively, both connected to the surface at the C-terminal

(which will be referred as LC, DC respectively), and a monolayer of poly D-alanine

consisting of 22 amino acids and connected to the surface at the N-terminal (DN).

The structure and tilt angle of the molecules relative to the surface normal

were determined by their FTIR spectra. In helical peptides, the transition

moment of amide-I band lies nearly parallel to the helix axis and that of amide-II

perpendicular. Since transition moments, which lie parallel to the gold surface,

cannot be detected in grazing angle FTIR, the ratio between the intensities of the

amide-I band (1,665 cm�1) and amide-II band (1,550 cm�1) indicates to what

extend the molecules in the monolayer are oriented perpendicular to the gold

surface. Based on the FTIR spectra it was possible to calculate the tilt angle,

namely the angle between the molecular axis and the surface normal. The frequen-

cies of amide-I and amide-II vibrations indicate that the monolayer is indeed in an

a helix form (Fig. 2a).

In the a helix there is a hydrogen bond between the carbonyl oxygen of the

residue i and the amino group at residue i þ 4. The helical repeat is c ¼ 3.6 residue

per turn, which gives a helical angle y ¼ 360�/(3.6 residues/turn) ¼ 100�/residue.
The rise is h ¼ 0.15 nm per residue and, therefore, the pitch is P ¼ 0.54 nm [43].

Circular dichroism (CD) measurements were performed to verify the handedness of

the layers (Fig. 2b). For the CD measurements the polypeptides were deposited on

10 nm thick gold coated quartz slides which are transparent to UV radiation down to

190 nm. The CD spectra indicate a right a helix form for the LC film and a left one

for the DC film.
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Fig. 1 Scheme of the experimental set-up used for monitoring spin selective electron transmission

through organized organic thin films (OOTF)
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Both AFM and ellipsometry were used to characterize the film thickness. The

LC, DC, and DN molecules contained 22 amino acid units and the film thickness

was about 4 nm. The LC film was also characterized by atomic force microscopy

(Fig. 3). In this case, a surface area of about 500 nm2 was removed by scratching

(left image). The uncovered area shows a depth of about 4 � 1 nm relative to the

unscratched area from which we conclude that the thickness of the monolayer is

about 4 � 1 nm.

The difference between the values obtained for the thickness of the layers in the

two methods may be attributed to the effect the AFM tip has on the molecules or to

the fact that, in the ellipsometry measurements, the index of refraction chosen,
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Fig. 2 (a) Grazing angle FTIR spectra of poly L-alanine monolayer on a gold slide. The frequen-

cies of amide-I and amide-II vibrations indicate that the monolayer is in a a helix form. (b) CD

spectra of L-polyalanine and D-polyalanine helixes (blue and red lines respectively) on 10 nm gold-

covered quartz slides. The figure indicates a right a helix for L-polyalanine and a left one for

D-polyalanine
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which is the index of refraction for the molecules in solution, does not match the

refraction index of the molecules after adsorption.

The UV spectrum measured at short wavelengths (200–300 nm) is typical for

UV absorption of polyalanine in solution [44] but is about six orders of magnitude

higher. The long tail at higher wavelengths is typical for quantum well behavior of

large exciton absorption at surfaces [45]. The strong absorption and the exciton tail

probably results from mixing of the electronic states of the gold with the electronic

states of the molecules.

Self-assembled DNA monolayers were prepared according to a standard proce-

dure [46, 47] by depositing 15-mers of 30 thiolated DNA on clean 200 nm thick

polycrystalline gold film evaporated on glass slides. The double-stranded (ds) DNA

was produced by hybridization of 30 thiolated single-stranded (ss) DNA ex situ with
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Fig. 3 AFM image of the LC film (left). The area in the middle was scratched to remove the film,

topography of the surface indicating a depth of about 40 Å in the scratched area (right graph). The
scales in the right plot are in nm
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its complementary non-thiolated DNA-oligomer by combining equal amounts of

the two oligomers in 0.4 M phosphate buffer, pH 7.2, heating the mixture for 10 min

at 80 �C, followed by slow cooling to room temperature over several hours.

Complete hybridization was determined by non-denaturing gel analysis. The

clean Au slide was uniformly covered with the oligomer solution (50 mM) and

kept overnight in a clean and controlled humid environment. After deposition, the

slides were washed thoroughly, first in phosphate buffer and subsequently in sterile

deionized water (millipore), and then dried in N2. The thickness of the monolayer,

determined by ellipsometry, was 3.7 � 0.2 nm. 32P-labeled DNA oligomers were

used to characterize the adsorption quantitatively and were found to be about

1 � 1013 molecules/cm2.

The samples were inserted into an ultrahigh vacuum chamber at <10�8 mbar.

The polarized photoelectrons were ejected from the substrate by applying a laser

beam at 193 nm (6.4 eV) using a l/4 plate to create either left- or right-handed

circularly polarized light. It has been established that right-handed circularly

polarized light induces positive helicity2 in the photoelectrons ejected from the

gold substrate and that the reverse is true for left-handed polarized light. The spins

of the photoelectrons are polarized by about 15% [48–51]. After having been passed

through the organic layers, the electrons’ energy distribution is analyzed by using a

time-of-flight spectrometer [52].

The laser energy is maintained very low (20 pJ/pulse, energy density ~2 nJ/cm2)

to avoid any nonlinear processes. To avoid damage from UV radiation, the sample

is exposed to the laser beam for only 20 ms. The photon energy is above that of

the gold work-function (~ 5 eV); however, it is less than the ionization potential of

the DNA bases (~8.4 eV) [53]. Therefore, all the photoelectrons originate from the

metal substrate; they are transmitted through the DNA monolayer to the vacuum,

where their energy is measured.

The magnetization of the monolayers was measured using an MPMS2 SQUID-

type magnetometer. For these measurements the monolayer was prepared on a pure

polycrystalline gold foil. The magnetic response of the slide was measured sepa-

rately and then subtracted from the signal obtained for the monolayer-coated gold

For the temperature dependence study, samples were inserted into an ultra-high

vacuum chamber <10�8 Torr. The samples were cooled by flowing liquid nitrogen

through a cavity in the sample holder and monitored by a temperature controller

device (M.R.C.). After reaching the desired temperature the samples were left to

equilibrate for a few minutes. Spin selectivity was recorded at each temperature.

Contact potential difference (CPD) measurements were carried out using a com-

mercial Kelvin probe. The CPD was measured between a clean gold substrate

and the monolayer by varying the distance between them, hence varying the

capacitance of the system [54]. Thus, the method is contact free.

2 The helicity is defined for particles with momentum p and spin s as the expectation value of s�p
s�pj j .
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3 Results

3.1 Electron Transmission Through SAM of Polyalanine

Figure 4 presents the kinetic energy distributions for photoelectrons ejected with a

left or right circular polarized laser (solid red and dashed blue lines respectively).

The spectra in panels A and C are obtained for the transmission of electrons

through films of L- and D-polyalanine respectively, both bound to the surface

through the C-terminal. Panel B corresponds to a film of D-polyalanine bound to

Fig. 4 The energy distribution for photoelectrons ejected with a left (negative spin polarization –

red, solid) or right circular (positive spin polarization – blue, dashed) polarized laser. The

electrons are transmitted through films of L- and D-polyalanine both bound to the surface through

the carbon terminal (a and c, respectively), and through a film of D-polyalanine bound to the

surface through the N-terminal (b). Angew. Chem. Int. Ed. 2002, 41, 761 Fig. 2 Copy right

permission granted.
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the surface through the N-terminal. The results shown in Fig. 4a, c confirm earlier

results that showed a large asymmetry for polarized electron transmission through

organized film of chiral molecules [20]. The asymmetry parameter is defined as

F ¼ I þPð Þ � Ið�PÞ
I þPð Þ þ Ið�PÞ

where I(+P) and I(�P) are the transmission of the electron beam with spin angular

momentum oriented parallel (þ) and antiparallel (�) to its velocity vector.

The sign of the asymmetry depends on the handedness of the molecules.

Surprisingly, for a given handedness of the molecules the sign of the asymmetry

switches upon reversing the way the molecules are adsorbed on the surface (from

N to C terminated molecules). This is clearly seen in Fig. 8b, c. The observed

asymmetry in the transmission through the layer of photoelectrons produced by left

and right circular polarization of photons changes from 0.09 � 0.02 to

�0.10 � 0.02 (Fig. 4b, c respectively). Importantly, the observed 10% effect is

induced by merely 15% polarization of the photoelectrons. Thus, the selectivity to

the incoming helicity of the electrons is as large as 70% and within experimental

error 100% selectivity cannot be ruled out.

3.2 Temperature Dependence of Spin Transmission

The result of the CPD measured on an LC monolayer as a function of temperature,

in the range of 300 K to 140 K is shown in Fig. 5a. The CPD at room temperature is

about þ0.3 V. Upon cooling the CPD signal decreases smoothly, passing through

zero at 264 K and continuing to decrease down to –0.3 V. Thus, the layer was found

polar, with a negative charge density on the organic surface at room temperature.

Upon cooling, the charge density smoothly goes through zero and then to positive

charge density at 140 K.

Figure 5b–d presents the kinetic energy distributions for photoelectrons ejected

with left and right circularly polarized light from a laser operating at 248 nm

(hn ¼ 5.0 eV). As shown in the figure, both the shape of the spectra and the

polarization asymmetry change abruptly at the edges of the temperature range

D ¼ 264 � 10 K. Characteristic spectra within the temperature range above D
are shown in Fig. 5b. Such broad-band spectra are typical for slow electron

transmission through films of polyalanine as shown in Fig. 4. The value of the

asymmetry parameter A is 0.09 � 0.02. The asymmetry is calculated by comparing

the area under the curves corresponding to photoelectrons ejected by right and left

handed circular polarized photons. Similarly, spectra within the temperature range

below D are displayed in Fig. 5d. The typical broad-band spectrummeasured here is

a bit narrower than at the highest temperatures. Now, the asymmetry parameter is

negative with a value of �0.11 � 0.02. Notice that the observed ~�10% asymme-

tries are induced by merely 15% polarization of the gold photoelectrons. Thus, the
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selectivity of the monolayer to the helicity of the transmitted electrons is as large

as �70%. Spectra measured within the range D are illustrated in Fig. 5c. This is

the electron transmission spectrum obtained at 264 K, where the CPD passes

through zero (Fig. 5a). Several sharp resonances are observed in the figure; however

the asymmetry parameter within this temperature range is found to be zero,

0.00 � 0.01.

Figure 5c strongly suggests a transmission spectrum through a homogeneous

thin layer. This can be simulated by a one-dimensional quantum computation for

passage of electrons through an appropriate potential. Such a simulation is shown in

Fig. 6. The potential used in the simulation is –5 V at the gold side and zero

elsewhere, except for a positive spike (0.1 Å, 7 V) at 50 Å away from the gold. The

spike represents the border between the monolayer material and vacuum. Outgoing

waves from the monolayer boundary conditions were used. It is known that electron

transmission is most efficient along the molecular axis; therefore the effective

length used in the simulation is the actual molecular length and not the thickness

of the layer.

Fig. 5 (a) The contact potential difference (CPD) measured between the gold-coated monolayer

of polyalanine and a gold substrate as a function of temperature. (b–d) The photoelectron spectra

that were measured at 297 K, 264 K, and 250 K, respectively. The signal intensity is plotted vs

the photoejected electrons’ kinetic energy. The photon energy used is 5 eV. Separate spectra

are shown for a clockwise circularly polarized (þ red curve) photon beam and a counterclockwise

circularly polarized (� blue curve) photon beam. (c) The photoelectron spectrum at 264 K, where

the CPD is zero (see a). Here the spectrum does not depend on laser polarization and does not

exhibit a broad resonance. PHYSICAL REVIEW B 68, 115418 (2003). Copy right permission

granted.
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For verifying how the temperature affects the structure of the adsorbed mole-

cules so that the direction of their dipole moment flips, we measured the infrared

spectrum of an LC film at two temperatures as shown in Fig. 7. The peaks in Fig. 7a

are of the amide-I (1,668 cm�1) and amide-II (1,544 cm�1) bands and those in

Fig. 7b are of the amide-III (3,200–3,500 cm�1) band (N–H stretching). Clearly

a dramatic change occurs in the vibrations of the polypeptide upon cooling of

the sample. The amide-I vibration is split and shifted to lower wavenumber. The

amide-III band also splits but in addition it is shifted to higher wavenumbers.

Further insight about the temperature effect on the monolayer properties was

obtained from photoelectron spectra obtained from gold coated with monolayers of

LC and DN polyalanine, as shown in Fig. 8 [55]. The ratio between the intensities of

the spectra obtained from the LC and DN films at room temperature is 1:5. The

photoelectron distribution from the LC film at room temperature is narrow. When

the sample is cooled, the intensity of the photoelectron signal decreases and at

260 K a second broader peak starts to appear at higher energies. This peak increases

with further decrease of the temperature. The increased yield and broadening of

the energy distribution spectra of the LC film, at low temperatures, is an indication

for the structural changes occurring in the monolayer when cooled. The energy

distribution obtained from the DN film is already broad at room temperature, and

decreases in intensity with lowering of the temperature. Comparing the two spectra

in Fig. 8a, b, we notice that at room temperature the spectrum taken from DN film is

broader and that the decrease in temperature does not cause an abrupt change in the

shape of the spectrum, contrary to the observation with the LC film.

The photoelectron signal as a function of the laser intensity was measured at two

temperatures for the LC film and is shown in Fig. 9. At room temperature the

photoemission signal depends linearly on the laser intensity, indicating a single

photon photoemission process. From the high energy cut-off in Fig. 9a we deduce

that the workfunction is about 3.9 eV, much lower than the workfunction of the bare

Fig. 6 Simulation of the

transmission spectrum

assuming a one dimensional

potential of –5 V at the gold

substrate side and zero

elsewhere, except for a

positive spike (0.1 Å, 7 V) at

50 Å away from the gold. The

spike represents the border

between the monolayer

material and vacuum.

Outgoing waves from the

monolayer boundary

conditions are presented
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gold (about 5 eV). The reduction in the workfunction indicates that the monolayer

has a dipole with positive pole pointing away from the surface.

The situation is different when the LC film is cooled to 250 K. At this tempera-

ture we notice that the slope increases with laser intensity and reaches a value of

two at higher laser intensity. This behavior indicates that no single photon emission
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Fig. 7 (a) IR spectra of an LC film measured at two temperatures, showing the amide-I and

amide-II vibrations. (b) IR spectra of an LC film measured at two temperatures, showing the

amide-III vibrations
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occurs at this temperature; hence the workfunction is much higher and the dipole

moment associated with the adsorbed molecules has flipped compared to the room

temperature; namely, the positive pole is pointing towards the surface.
IR as well as photoelectron spectroscopy prove that in the case of adsorbed

polyalanine the molecules are going through a structural change during cooling and

this change results in flipping the direction of the electric dipole.

3.3 Spin Selectivity in DNA

Figure 10a, b presents the energy distribution of the transmitted photoelectrons

when they are ejected from the gold by either a clockwise (cw) or counter-

clockwise (ccw) circularly polarized laser passing through a monolayer made either

from single strand (Fig. 10a) or double strand (Fig. 10b) DNA. Within our signal-

to-noise ratio, no spin selectivity could be observed in the single-stranded DNA

monolayers. In the case of monolayers made from double strand DNA, the trans-

mission is more intense for electrons ejected with a ccw polarized laser, namely

these electrons are polarized with their spin pointing anti-parallel relative to their

velocity. The transmission selectivity is, with very high confidence, positive. Its

exact value varies somewhat from sample to sample and is estimated as 8 � 2%.

The data is based on studying more than 20 samples. Assuming about 15% initial
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Fig. 8 Normalized temperature dependent photoelectron energy distribution spectra for

photoelectrons emitted from gold coated with monolayers of (a) LC polyalanine, and (b) DN

polyalanine. The laser wavelength was 266 nm (4.66 eV)
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polarization of the electrons, the transmission results indicate a spin selectivity of

at least 50%.

Figure 10c, d shows the magnetic moment as measured for DNA adsorbed on

99.999% polycrystalline gold foil after subtracting the diamagnetic contribution of

the gold. The foil is made as a ~20 mm2 disk with a mass of 52.4 mg. While the

signal for the ss DNA (Fig. 10c) is very weak, it is very pronounced for the ds DNA

monolayer (Fig. 10d). The magnitude of the signal, in this case, varies somewhat

from sample to sample, as indicated in the figure. The magnetic moment was

found to be temperature independent and showed no hysteresis. At a field of

1 Tesla the signal corresponds to about 90 Bohr magnetons per adsorbed DNA
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polarized laser. While in the first case the electrons are spin-polarized with the spin parallel to
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molecule,3 and for most of the samples the signal does not reach saturation at this

value. These observations are consistent with previous studies performed on layers

that were not necessarily chiral [39, 56].

It is important to realize that the spin selective electron transmission cannot be

affected by absorption dichroism of the DNA monolayer. This is because the light

passes through only a single monolayer resulting in less than 1% absorption of the

incident light by the layer [57, 58].4 Therefore, absorption cannot account for the

8% difference in the electrons signal observed. In addition, we performed CD

absorption experiments at 193 nm and found that, within our signal to noise ratio,

no dichroism exists at this wavelength. Hence, one has to conclude that the

observed effects are originating from other physical mechanisms.

Two effects were detected in the present study, the spin-selective electron

transmission through monolayers made from ds-DNA and the large magnetization

measured for these layers. In addition, it has been found that there is a clear

difference between monolayers made from ss-DNA and those made from ds-

DNA. This difference exists despite the fact that both types of molecules are chiral.

4 Discussion

The results presented above show that, when the dipolar chiral molecules are

adsorbed as self-assembled closed packed layer on gold, one obtains a surprising

phenomenon of selectively transmitted spin-polarized electrons through the mono-

layer [18, 26–28]. The photoelectrons ejected from a gold surface are known to

preserve about 10–15% of the photon helicity in this energy range [50]. Therefore,

if the measured asymmetry factor, |F|, is around 10–15%, the transmission selectiv-

ity for the electron polarization approaches unity, i.e., full transmission of one spin

orientation occurs while there is zero transmission of the other. Hence, the helicity

of the emitted photoelectrons from gold has the same sign as the helicity of the

impinging photons. The asymmetry factor turns out to be almost independent of

energy and, in what follows, only its energy average is quoted.

To understand the symmetry considerations that emerge from the results, we

defined a chirality pseudoscalar, c, to have the valueþ1 for right-handed molecules

and �1 for left-handed molecules. For preferred photoemission, the sign of the

3 For a gold foil of areaA ¼ 20mm2 and number of molecules per cm2N ¼ 1:1� 1013 adsorbed on

both sides of the foil, and with a magnetic moment of 4� 10�6emu at 1 T, the magnetic moment per

molecule is ¼ 4�10�6emu
2�ð1:1�1013Þð0:2Þ molecules

¼ 9:09� 10�19emu=molecules ¼ 98mB=molecule.
4 The density of the molecules in the monolayer (n ¼ 1.4 � 1013 molecules/cm2) is equivalent to

concentration of 7.3 � 10�2 mol/L. For DNA composed from 15 bases the molar extinction coeffi-

cient at l ¼ 260 nm, where the DNA has maximum absorption, is e ¼ 122:2� 103L mol cm= and

for a path length ‘ ¼ Monolayer thickness ¼ 3.2 nm, the absorbance A ¼ � log ðI I0Þ= ¼
e‘c ¼ 28405:1� 10�7 therefore the amount of light absorbed I0�I

I0
� 1%.
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photons’ helicity (þ for clockwise and � for counterclockwise circular polariza-

tion) must match the sign of the component of the axial vector E, when E is the

electric field, perpendicular to the surface. In the experiments, the electrons origi-

nate from the Au substrate and travel through the monolayer to the detector.

However, one can perform a “thought experiment” that is time-reversed; the

electrons travel from the detector through the monolayer to the Au substrate.

Because the dipole field direction will be reversed with respect to the component

of the electron spin in its propagation direction, the sign of F will change; i.e., in the

time-reversed thought experiment the LN layer will act as an LC layer and vice

versa. Time reversal symmetry is broken in this experiment, as it is when the spin is

transmitted through a magnetic layer. Thus, the special symmetry found in the table

is consistent with that of a magnetic field proportional to E.

The influence of the axial vector cE is shown clearly in Figs. 4 and 5. Specifi-

cally, Fig. 5 demonstrates the symmetry very clearly. Figure 5a shows how the

surface CPD between gold and a gold substrate covered with the organic monolayer

changes with temperature. For this assembly, the CPD changes from 0.3 V at room

temperature to �0.3 V at temperatures below 180 K, passing through zero at about

264 K. Thus the direction of the film’s electric field can be tuned by the tempera-

ture. Figure 5b–d shows the polarization-controlled low-energy photoelectron

spectra measured for these films at three different temperatures. These data show

that the asymmetry factor F changes its sign as the temperature changes the sign of

the CPD, and hence the sign of the postulated magnetic field. It is interesting to note

that the symmetry considerations that emerge from the spin-transmission experi-

ments are identical to those obtained based on the magneto-electric effect, which

predicts a coupling of the magnetic dipole and the electric field [8, 9].

Evidence that one needs a minimal electric field to create the spin selectivity is

clearly seen in Fig. 5c. There, in the vicinity where the contact potential approached

zero, the spectrum changed drastically from a broad resonance to a group of sharper

resonances and the asymmetry factor dropped to zero. The photoemission yield also

dropped. The lack of asymmetry is consistent with time reversal symmetry and the

drastic change in the spectrum character indicates that the mechanism governing

the electron transmission through the layer has changed. At almost any other

temperature the electric field across the layer is high enough to induce a magnetic

field in the layer. Consistently, the significant non-zero asymmetry factor indicates

the breakdown of time reversal symmetry. This accelerating magnetic field for

selected spin polarization is absent under the conditions presented in Fig. 5c. Its

absence explains the drastic change in the spectrum and the much lower yield of

photoelectrons transmitted through the layer.

Further studies confirmed the importance of having an organized monolayer film

for observing this polarization effect [34]. It is important to realize that, when a self-

assembled monolayer is formed, the monolayer consists of domains in which the

molecules are closely packed. The size of the domains are correlated with the

quality of the monolayer (see for example [59]) [60]. Therefore, when one relates to

cooperative effects within a self-assembled monolayer, one actually refers to the

effects induced by the organization within a domain.
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When single-stranded DNA molecules, which do not form a well-organized

layer, were adsorbed on a gold substrate, no asymmetry in the photoemission

yield for clockwise or counterclockwise circular polarized light could be observed.

However, when double-stranded DNA, which formed a well-ordered monolayer,

was adsorbed, a large asymmetry was observed.

The high spin selectivity discussed here is reminiscent of spin selectivity in the

transmission of electrons through magnetically saturated ferromagnetic thin films

such as a cobalt thin layer (for example [61]). There, Pauli exclusion was consid-

ered a factor when rationalizing the selectivity. While the magnetization of the

ferromagnetic thin layer is induced by an external field, perpendicular to the layer,

in the experiments described here, the magnetization in the monolayer is inherent

due to its dipolar layer nature and its chirality. The results presented here indicate

that the magnetism induced in the chiral organic monolayer must be of the same

order of magnitude as the magnetism in the ferromagnetic layers.

The magnetic order in the layer originates in the charge transfer and handedness.

Upon charge transfer and because of the molecules’ chirality, the spin of the

transferred charge is aligned in the direction dictated by the handedness of the

adsorbed molecules and the nature of the charge (electron or hole). Note that

the spin–orbit interaction responsible for this alignment is small for a single

molecule. However, because of the exchange interaction among the transferred

electrons, the barrier for flipping the spin to the other direction is given by

Dspin ¼ nVso

where n is the number of electrons in a domain and Vso is the spin–orbit splitting for

a single molecule. Vso has been estimated to be on the order of 4 meV, based on

recent theory [62] and experiments [63]; therefore, the barrier for spin flip is given

by Dspin � 0.1 eV, assuming that each domain contains about 50 molecules and that

the charge density is on the order of 0.5 electron per molecule. Hence, although the

alignment of the spin and orbital angular momentum occurs only during the transit

of the charge from the substrate into the layer, once all these magnetic moment are

co-aligned in the entire domain, the exchange interaction keeps them aligned

permanently. Hence the magnetic effect is based on two stages – the first includes

transit of charge through chiral molecules which creates a magnetic field that aligns

the magnetic dipole of the charge transferred. In the second stage, once the charge is

transferred the exchange interaction keeps it aligned in a steady state.

5 Summary

The special symmetry considerations that are associated with chirality are attracting

special attention these days, mainly in relation to inorganic interfaces (for a recent

review please see [64]). The importance of chirality in biology and its relation to
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magnetic properties is another major reason for the attention the subject is attract-

ing. In the present review we have focused on another property of chiral monolayers

that emerged unexpectedly. Their action as a “spin filter” is explained here very

schematically and no satisfactory microscopic theory for this effect exists, despite

numerous efforts to find one.

Nano-objects are becoming the focus of many technologies and research.

These objects are typically very sensitive to their surface properties. Therefore,

controlling interface properties has emerged as a way to control the electronic

and magnetic behavior of nano-objects. Organic self-assembled monolayers are

often used for this purpose since they can easily be prepared and controlled.

In addition, organic–inorganic interfaces are a key issue vis-a-vis the operation of

organic-based electronic devices. Therefore, it is important to realize what new

properties emerge from the formation of self-assembled organic monolayers and to

apply these new properties for widening the scope of nanotechnology. The new

electronic and magnetic properties discussed here offer a new way into production

of molecular based spin filters, with no need to apply an external magnetic field.

However, there is still a gap in our quantitative theoretical understanding of the

phenomena. This type of understanding is required for the field to develop beyond

its current stage.
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Chiral Control of Current Transfer

in Molecules

Vered Ben-Moshe, David N. Beratan, Abraham Nitzan,

and Spiros S. Skourtis

Abstract Electron transmission through chiral molecules induced by circularly

polarized light can be very different for mirror image structures. This behavior is

described in terms of current transfer: the transfer of both charge and momentum.

We review recent theoretical developments on the theory of current transfer

and discuss related experimental studies of electron transmission through chiral

molecular structures adsorbed on surfaces.
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1 Introduction

Charge transfer between donor and acceptor species mediated by a molecular

bridge is of wide interest in chemistry, physics, biology and nanoscience [1–9].

The manipulation of charge transfer, electric currents, and magnetic moments in

molecular junctions is of crucial importance in molecular electronics [10–12]

and the development of attosecond laser pulses enables exciting new opportu-

nities for the coherent control of electronic motion in atoms and molecules [13–

15]. Indeed, novel experiments use attosecond laser pulses to probe and control

ultrafast electronic dynamics in atoms and in small molecules [16–27]. Theo-

retical and computational studies indicate that an important application of

attosecond laser pulses will be the generation of currents and induced magnetic

moments in molecules. Circularly polarized attosecond laser pulses can be

tailored to induce electric currents in linear [28, 29] and ring-shaped molecules

such as benzene and Mg-porphyrins [30–32]. Importantly, the laser-generated

ring currents and their magnetic moments can be much larger than those

generated by static magnetic fields [30–35]. Therefore, the development of

theoretical and computational tools for the analysis of current propagation

through molecules is central to the fields of molecular electronics and quantum

control.

Experiments by Naaman, Waldeck and coworkers [36, 37] show that the

relative yield of electron transfer (ET) induced by circularly polarized light

(CPL) through helical molecular structures adsorbed on surfaces depends on the

relative handedness of the bridge and on the optical circular polarization, in spite

of the identical underlying electronic energy spectra. Reversing the direction of

the circular polarization or of the molecular handedness has similar effects on the

yields, while the transmission of electrons generated by unpolarized light is not

influenced by the handedness of the molecule.

Here, we review tight-binding models that account for the above-mentioned

ET yield asymmetries in the context of the more general phenomenon of current
transfer [38–40]. Current transfer is charge transfer where the transferred charge

carrier maintains at least some of its linear and/or angular momentum (phase).

A recent photoemission experiment [41] demonstrated current transfer: a biased

linear momentum distribution on a Cu (100) surface was established based on the

angular distribution of the photoemitted current.

As an application of current transfer theory, we examined bridge-mediated

electron transport through chiral bridges and we demonstrated that the through-

bridge transmission of an electronic state carrying angular momentum or

current is affected by the handedness of the bridge [38]. Our model explains

the main features of the experimental data in [36, 37] and provides a starting

point for understanding how to control through-bridge transmission of electron

phase, current, or angular momentum by manipulating the structure of the

bridge [38–40].
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2 The Transmission of Polarized Electrons Through Chiral

Molecular Layers

In [36], unpolarized and polarized photoelectrons are ejected from a Au substrate

through Langmuir–Blodgett thin films of chiral molecules, L- or D- stearoyl-lysine,

deposited on the substrate. The main observation of [36] is that the handedness of

the layer determines the transmission of the photoelectrons generated by right

(denoted þ ) vs left (denoted � ) circularly polarized light. The molecular handed-

ness does not affect the transmission of photoelectrons generated by unpolarized

light (0). If Y is the relative electron quantum yield scaled to unity for transmission

of unpolarized electrons through an enantiomer layer, i.e., Y½0; L� ¼ 1, then the

measured yields in [36] are Y½0;D� ¼ 1:07, Y½þ; L� ¼ 1:11, Y½þ;D� ¼ 0:92,
Y½�; L� ¼ 0:89, and Y½�;D� ¼ 1:21, with errors of 1–5%. Therefore, the average

asymmetry in transmission through the L layer is A½L� ¼ DY½L� �Y½L�= ¼ 0:11,
where DY½L� ¼ Y½þ; L� � Y½�; L� and �Y½L� ¼ �Y½þ; L� þ �Y½�; L�, and for the D
layer it is A½D� ¼ �0:14. The asymmetry is of the order of 10%, and the yield

asymmetry reverses sign when the handedness of the layer is switched.

In [37], monolayers of chirally substituted porphyrins are attached to Au elec-

trodes and are immersed in an electrochemical cell. The Cys end of the molecules is

attached to Au and the porphyrin group lies in solution. The porphyrin is excited

with right- or left-circularly-polarized light, creating a polarized excited state. The

porphyrin excited state is reduced by the Au. The observation in [37] is that the

photocurrent induced by right-circularly polarized light differs from the photocur-

rent induced by left-circularly-polarized light, and this photocurrent asymmetry

depends on the handedness of the molecular layer. In particular, for the L mono-

layer, the average photocurrent asymmetry is A½L� ¼ DJ½L� �J½L�= ¼ � 0:005�
0:001, and for the D monolayer it is A½D� ¼ 0:004� 0:002.

Although the transmission asymmetry in the porphyrin system [37] is much

lower than the asymmetry in the photoelectron transmission experiment [36], it is

surprising that both experiments produce a transmission asymmetry, and that the

effect on transmission of reversing the bridge handedness is equivalent to the effect

of reversing the polarization of the CPL.

Photoelectrons generated by CPL carry total angular momentum polarization.

We propose that the yield asymmetry obseved in [36] arises from the change in the

orbital angular momentum polarization of the photoelectrons induced by the rever-

sal of the exciting light’s polarization [38]. Similarly, the photocurrent asymmetry

observed in the porphyrin system [37] arises from the change in the orbital angular

momentum of the photogenerated hole.1 The difference in asymmetry magnitudes

1Au photoelectrons are spin polarized due to the high spin-orbit coupling of the metal. Therefore,

an alternative mechanism for the transmission asymmetry obseved in [36] could be based on

changes in the photoelectron spin angular momentum. We do not attribute the yield asymmetry to

spin polarization because the stearoyl-lysine monolayers in [36] contain only low atomic number

atoms that do not scatter spin.
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in the two experiments is attributed to a difference in bridge energetics relative to

the energy of the photoelectrons (the weak effect in [37] is due to electron

transmission via a tunneling mechanism).

3 Time Dependent Current Transport Analysis

A standard model for ET in donor (D)-bridge (B)-acceptor (A) systems describes

the donor, bridge, and acceptor species as tight-binding chains [2–9]. The

corresponding Hamiltonian is Ĥ ¼ ĤD þ ĤA þ ĤB þ V̂BA þ V̂BD, where

HK ¼
X
jK2K

EðKÞ
jK

jKj i jKh jþ
X
jK2K

V
ðKÞ
jK ; jKþ1

jKj i jK þ 1h j; K ¼ D;A;B (1)

and

VKK0 ¼
XX
jK2K; jK0 2K0

V
ðK;K0Þ
jK ;jK0

jKj i jK0h j; K;K0ð Þ ¼ D;Bð Þ or B;Að Þ: (2)

ĤD, ĤB, and ĤA are the Hamiltonians of D, B, andA. V̂BD and V̂BA describe the D–B

and B–A interactions. We will discuss models where each of the D, B, and A moieties

have identical site energies and inter-site couplings, and where allD–B, (A–B) site pairs
have identical couplings: aK ¼ EðKÞ

jK
; bK ¼ V

ðK;KÞ
jK ;jKþ1; VKK0 ¼ V

ðK;K0Þ
jK ;jK0

[38–40].

Consider a tight-binding model for a structure with a donor ring, a helical bridge,

and a model acceptor (Fig. 1a). In comparison to the system studied in [37], the ring

represents the porphyrin moiety, the helical bridge the peptidic linker, and the single

atom the gold contact electrode. The model in Fig. 1a is also applicable to the

photoelectron experiment [36] in the sense that it incorporates the handedness of the

stearoyl-lysine multilayer and the orbital polarization of the incoming (initial) electrons.

For the system in Fig. 1a, we assume that excitation induced by the circularly-

polarized light produces a Bloch-type state on the donor:

MDj i ¼ 1ffiffiffiffiffiffi
ND

p
XND

jD¼1

exp½iðjD � 1ÞkMD
a� jDj i; kMD

¼ 2pMD=ðaNDÞ; ðND ¼ 6Þ: (3)

Since coupling between D and B is assumed to be negligible among all but the

nearest two sites of D and B, the bridge-coupled fragment of the MDj i state is

1Dj i þ exp½ikMD
a� 2Dj ið Þ ffiffiffi

6
p�

for the right-handed helical bridge and

1Dj i þ exp½�ikMD
a� 6Dj ið Þ ffiffiffi

6
p�

for the left-handed bridge. Reversing the bridge

handedness is equivalent to reversing the current direction MD ! �MDð Þ. Indeed,
this equal footing for bridge handedness and for the polarization of the excited

states is consistent with the ET yields reported in [36, 37].
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We use a simplified version of the model in Fig. 1a to examine the effect of

donor-current direction reversal on the electron-transfer yield following initial

excitation of donor states MDj i [38] that captures the physics of the electron

transmission asymmetry reported in [36, 37] (Fig. 1b). We represent the opposite

initial circular currents on the donor by the initial states:

finj i ¼ 1ffiffiffi
2

p 1Dj i þ eiy 2Dj i� �
; f�

in

�� � ¼ 1ffiffiffi
2

p 1Dj i þ e�iy 2Dj i� �
: (4)

(The phase y can be thought of as kMD
a, but is not restricted to this value, and we

have changed the normalization of the state.) In addition, we assume that 1Dj i in
finj i is characterized by a finite lifetime �h=gD and that the electron-transfer signal is

associated with the decay of the acceptor state jAj i with rate �h=gA. These popula-
tion relaxations are described by replacing EjK by EjK � i ð1=2ÞgKð Þ in (1) for the

corresponding donor and acceptor sites, i.e., jKh jĤ jKj i ¼ E
ðKÞ
jK

� ið1=2ÞgK
K ¼ D;A.

Right handed helix Left handed helix
a

b
Donor sites

βbr1B 2B NB

jA acceptor

γD

γA

1D 2D

Bridge sites

6D

1D

2D 1B
2B

NB

1B

NB

jA
jA

2B

2D

1D

6D

Fig. 1 (a) Tight-binding donor–bridge–acceptor model where the donor moiety is a ring (sites jD),
the bridge is a right- or left-handed helical chain ( jB), and the acceptor ( jA) is an atom connected to

the end of the bridge. (b) Simplified representation of the model that emphasizes the different ring-

to-bridge tight-binding couplings for left- and right-handed helices. The arrows indicate popula-
tion relaxation rates for donor and acceptor sites
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Starting from a given initial statejfini, the probability that the acceptor state j jAi
is populated at time t is PjA;inðtÞ ¼ jh jAje�iĤt=�hjfinij2 (Ĥ is the (non-Hermitian)

Hamiltonian of (1). The Hamiltonian has site-energies Ej � iðð1=2ÞgjÞ). The

probability can be computed in terms of the right and left eigenvectors, jXðRÞ
q i and

hXðLÞ
q j of Ĥ, and the corresponding eigenvalues, eq ¼ eq � iGq 2= (Gq > 0):

h jAje�iĤt=�hjfini ¼
XN
q¼1

R
ðqÞ
jA;in

e�ieqt=�h ; R
ðqÞ
jA;in

¼ jAjXðRÞ
q

D E
XðLÞ
q jfin

D E
: (5)

(N is the total number of sites in the DBA system). The yield of the irreversible

flux out of the acceptor is

Y inð Þ ¼ gA

ð1
0

dt
X
jA

PjA;inðtÞ: (6)

The circularly polarized excitation ( MDj i vs �MDj i) produces asymmetry:

A � Y MDð Þ � Y �MDð Þ
Y MDð Þ þ Y �MDð Þ : (7)

Reversing the handedness of the bridge produces the same asymmetry. In the

model of Fig. 1b, MDj icorresponds to finj i in (4) and �MDj i to f�
in

�� �
.

3.1 Dephasing

The current transfer described here is a coherent phenomenon, sensitive to dephas-

ing. To investigate environmental dephasing effects, we incorporate additional

relaxation of coherences in the site representation of the Liouville equation for

the system’s density matrix (DM) r̂:

i�h
d

dt
rj;lðtÞ ¼

X
k

Hj;krk;lðtÞ � rj;kðtÞHkl

h i
� i gj=2þ gl=2

� �þ igjl
� 	

rj;lðtÞ: (8)

Here, as above, the population relaxation rates gj are nonzero only for donor and
acceptor states. The probability PjA;inðtÞ = rjA;jAðtÞ needed in (6) is obtained from

(8) using the initial condition r̂ t ¼ 0ð Þ ¼ finj i finh j:
In the model of Fig. 1b, all bridge site-energies are taken equal (E

ðBÞ
jB

¼ aB), and
similarly for the bridge nearest-neighbor couplings (V

ðB;BÞ
jB;jBþ1 ¼ bB), and for the

donor–bridge and acceptor–bridge couplings (V
D;Bð Þ
1D;1B

¼ V
D;Bð Þ
2D;2B

¼ V
B;Að Þ
NB;jA

� V).
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The complex energies of the donor sites (1D and 2D) and of the acceptor site (jA) are
taken to be aD � ið1=2ÞgD, aD, and aA � i 1=2ð ÞgA (where aD ¼ aA). Using (6) and

(7), this leads to

ð1
0

dt PjA;inðtÞ ¼ �h
XN
q¼1

R
ðqÞ
jA;in

��� ���2
2Gq

þ 2�h
XN
q>q0

Im
R
ðqÞ
jA;in

R
ðq0Þ
jA;in

n o�

ðeq � eq0 Þ � iðGq þ Gq0 Þ

8<
:

9=
;; (9)

where eq ¼ eq � iGq are the eigenenergies of the dissipative Hamiltonian, and

R
ðqÞ
fi;in¼hffijXðRÞ

q ihXðLÞ
q jfini. We solve (8) using r̂ðt ¼ 0Þ ¼ jfinihfinj or jfin

�i
hfin

�jwith gDðAÞ=2 > 0. Donor coherence relaxation is accounted for by taking

g12 > 0. We calculate the yield asymmetry using (6) and (7).

In Fig. 2, we show the computed asymmetry A, (7) vs the bridge length for

resonant (aB � aDðAÞ ¼ 0) and nonresonant (aB � aDðAÞ ¼ 3 eV) bridges, for differ-

ent donor and acceptor lifetimes, and in the absence of dephasing. The parameters

used (donor and acceptor lifetimes in the range 3–30 fs and tight-binding couplings

of order 1 eV) are reasonable for nonfluorescing excited electronic states with

covalent intersite bonding. It should be emphasized, however, that other values of

lifetimes and couplings will generate yield asymmetries. The yield asymmetry

Fig. 2 Yield asymmetry vs bridge length Nbr, for the model of Fig. 1b, for resonant

(aB � aDðAÞ ¼ 0, squares, solid lines), and off-resonant (aB � aDðAÞ ¼ 3 eV, circles, dashed
lines) bridges. Stars and circles correspond to gD ¼ gA ¼ 0:02 eV, and triangles and squares

correspond to gD ¼ gA ¼ 0:2 eV. The other parameters are bB ¼ 0:5 eV, V ¼ 1:0 eV, y ¼ p=4,
and gi;j ¼ 0 for i 6¼ j
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becomes independent of length for long bridges and is about an order of magnitude

larger in the resonant case compared to the off-resonant case. A increases with

decreasing donor and acceptor lifetimes in both resonant and off-resonant cases.

More detailed findings indicate that the donor lifetime effect is dominant in this

regard. For parameters in the range studied, and for sufficiently short donor life-

times, effects are found of the order observed in the experiments (~10% for a

resonant bridge [36] and < 1% in the off-resonant case [37]). The asymmetry

disappears for extremely short donor (acceptor) lifetimes.

Figure 3 shows the effect of dynamic interactions with the thermal environ-

ment, in particular the effect of decoherence arising from nuclear motion.

Figure 4 shows the effect of donor decoherence. The figure plots A vs g12 for

resonant and nonresonant bridges though increasing decoherence eventually

destroys the asymmetry, the loss of yield asymmetry arises only for unphysical

large g12 for the resonant-bridge case. Similar results are obtained in the presence

of bridge decoherence.

The simple model of Fig. 1b is not expected to reproduce the experimental

results of (6) and (7) quantitatively, but it does yield three distinctive and robust

features that characterize our model in a relatively large range of system para-

meters. These include an independence of bridge length for long molecular

bridges, an asymmetry that increases as donor lifetime shortens (within physically

Fig. 3 The yield asymmetry vs donor decoherence (model of Fig. 1b) for resonant and nonreso-

nant bridges of different lengths. Parameters used (except g12) are the same as in Fig. 2 with

gD ¼ gA ¼ 0:2 eV. The behavior of the asymmetry with respect to donor decoherence shown

above is obtained for a wide range of values of gDðAÞ
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reasonable values), and an asymmetry of yield that persists persists in the

presence of decoherence. For a reasonable range of system parameters, the calcu-

lated asymmetry is of the same order as that seen experimentally for reversed

circular polarization. Importantly, the resilience of this asymmetry to decoherence

rationalizes the observed behavior in condensed thermal environments. Introduc-

tion of site-energy and nearest-neighbor coupling disorder in the Hamiltonian can

reduce the magnitude of the asymmetry for resonant transport. Indeed, the

experiments of [36] find that the asymmetry disappears when, in a molecular

layer of a given handedness, as few as 1% of the molecules are substituted by

molecules of the opposite handedness.

The model of Fig. 1b does not rely on the bridge’s chiral structure, but rather on

the nature of the donor excitation and the proximity effects (derived from the chiral

structure) that determine the nature of the donor–bridge coupling. These proximity

effects are apparent in chiral molecules and nanostructures. We suggest that

electron donor–bridge–acceptor devices could carry electron phase information

by optically creating angular-momentum-polarized electron states and by mani-

pulating the bridge’s connectivity to the donor and acceptor. Semiconductor nano-

particles linked by DNA or helical polypeptides are particularly promising [42].

In many of these imagined device systems, the experiments involve generation and

observation of steady-state currents. It is thus important to extend current-transfer

theory to the steady-state regime, as we describe next [39, 40].

D

D

a

b

JD

NDA

1 2

1 2

543

543 87

109

6

A

B

A

JD

NDB NBANB

Fig. 4 Simple models of

current transfer. In both

models a driving current JD in

wire D is transferred to wire

A. In (a) the transfer is direct

while in (b) it is mediated by a

“bridge” wire B
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4 Steady-State Transport Analysis

In the previous section, we examined the time evolution that follows excitation of a

ring current in the donor (Fig. 1a). The ring state MDj i is an eigenstate of the donor
moiety with the eigenvalue E KMD

ð Þ ¼ aD þ 2b cos KMD
að Þ and with time evolution

MDj ie�iE KMDð Þt �h= , where KMD
¼ 2pMD aNDð Þ= is quantized. Hence, the injection

energy of the electron was determined by the energy of a photo-prepared donor

state. We now examine a case where the donor (D) is a wire that is coupled to an

acceptor (A) wire directly or through a bridging (B) wire. The D wire is restricted to

carry a constant current jD and we explore the steady state response of the rest of the

system. All charge carriers in the system originate from this wire. The injection

energy can now take any value within the D-wire energy band.

The models displayed in Fig. 4a, b that respectively represent the direct (DA)

and the bridge-mediated (DBA) systems correspond to a tight-binding Hamiltonian

with nearest neighbor couplings indicated by the arrows connecting different sites.

In the DA system we investigate current transfer from D to A through couplings

between NDA pairs of neighboring atoms on different wires. In the DBA system we

examine the charge transfer from D to A through B. In this case, NDB, NBA denote,

respectively, the number of site pairs connecting the wires D and B and NB denotes

the number of sites on B between these coupling regions.

As in the time-dependent case, the relevant sites on the driver wire are those

directly coupled to the A wire of the DA system or to the B wire of the DBA system

(e.g., sites 1 and 2 of Fig. 4a, b). The driving conditions on these sites are represented

by the Bloch wave:

cDðtÞj i ¼ c1ðtÞ 1j i þ c2ðtÞ 2j i ¼ �c1 1j i þ �c2 2j ið Þe� i=�hð ÞEt; (10a)

�c2 ¼ �c1e
ikDa; (10b)

where a is the lattice constant and kD is the wave vector of the D wire that is related

to the injected electron energy E by the dispersion relation

E ¼ aD þ 2bD cos kDað Þ: (11)

The time dependent Schrödinger equation for the Hamiltonian in (1), (2) of the

DBA system (or its equivalent for the DA system) in the site representation is

�h
dcn
dt

¼ �iEncn � i
X
a

Vn;aca; (12)

where a sums over all sites that couple with coupling element Vn;a to site n.
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The infinite extent of the bridge and acceptor wires in Fig. 4a, b provides an

effective dissipation mechanism. This mechanism allows the systems to reach a

steady state that yields solutions at long times of the form

cnðtÞ ¼ �cne
�iEt=�h (13)

for all the amplitudes of the A and B wires. Inserting (13) into (12) leads to a set of

equations for the steady-state amplitudes cn :

0 ¼ �i En � Eð Þ�cn � i
X
a

Vn;a�ca: (14)

Equation (14) defines the steady-state wavefunction of the DBA (or DA) system,

CðtÞj i¼Pn2B;A cnðtÞ nj i. Terms involving coefficients on the driving wire appear

in the inhomogeneous part of these equations.

In the time-dependent case (Sect. 3), we assigned (real and positive) population-

relaxation rates gj to some sites by replacing Ej by ðEj � 1=2ÞgjÞ
�

for these sites in

(1), (2), and (12). In the steady-state approach, the infinite set of (12) and (13)

becomes finite by separating the overall system into interior and exterior parts, and

accounting for the effect of the latter on the dynamics of the former by introducing

energy-dependent “self energy” terms. In particular, in Fig. 4a, the effect of an

exterior part defined as the infinite linear chain extending right to the cut-off site 5

on A is provided by modifying (14):

0 ¼ �i EA þ SAðEÞ � Eð Þ�c5 � ibA�c4 � iVAD�c2; (15)

where SAðEÞ is the self energy of a one-dimensional tight binding wire, with real

and imaginary parts LAðEÞ and � i gAðEÞ=2ð Þ respectively,

SKðEÞ ¼
E� EK �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E� EKð Þ2 � 4bK

2
q

2
� LKðEÞ � i

2
gKðEÞ:

K ¼ B;A

(16)

The finite set of steady-state equations for the model in Fig. 4b, for example, is

0 ¼ �i EB þ SBðEÞ � Eð Þ�c3 � ibB�c4 � iVBD�c1

0 ¼ �i EB � Eð Þ�c4 � ibB�c3 � ibB�c5 � iVBD�c2

0 ¼ �i EB � Eð Þ�c5 � ibB�c4 � ibB�c6
0 ¼ �i EB � Eð Þ�c6 � ibB�c5 � ibB�c7
0 ¼ �i EB � Eð Þ�c7 � ibB�c6 � ibB�c8 � iVBA�c9
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0 ¼ �i EB þ SBðEÞ � Eð Þ�c8 � ibB�c7 � iVBA�c10

0 ¼ �i EA þ SAðEÞ � Eð Þ�c9 � ibA�c10 � iVAB�c7

0 ¼ �i EA þ SAðEÞ � Eð Þ�c10 � ibA�c9 � iVAB�c8

(17)

or

Mc ¼ d; (18)

where c is the column vector transpose �c3; �c4; �c5; �c6; �c7; �c8; �c9; �c10ð Þ,M is the matrix

multiplying this vector in (17), and d is the driving vector

transpose iVBD�c1; iVBD�c2; 0; 0; 0; 0; 0; 0ð Þ.
InvertingM in (18) and using (13) produces all of the steady-state coefficients in

terms of the steady-state amplitude �c1. In the next section, we use these coefficients
to evaluate all of the currents in the system in terms of the driving current JD.

5 Steady-State Currents and Asymmetry Factors

The steady-state (SS) equation for the population on site n derived from (12)–(14)

with En þ SnðEÞ replacing En (when n is an edge site) is:

0 ¼ d cnðtÞj j2
dt

 !
SS

¼
X
a

2Vn;a

�h
Im cac

�
n

� �� gnðEÞ
�h

cnj j2dn;edge: (19)

The sum in (19) runs over all sites coupled to site n with coupling Vn;a(Vn;a ¼ bK if

n and a are nearest neighbors (NN) on the same wire K; Vn;a ¼ VK;K0 if these sites

are NN belonging to different wires K and K’). gnðEÞ ¼ �2ImSnðEÞ contributes
only if site n is an edge site on A (gn ¼ gA) or B (gn ¼ gB).

Equation (19) implies that the net current from site n� 1 to site n on wire K is

JK n�1!nð Þ ¼ 2bK
�h

Im cn�1c
�
n

� �
(20)

and the current out of the system at the edge site n on K is

JK n!outð Þ ¼ gKðEÞ
�h

cnj j2: (21)

We denote current from left to right as positive. In addition, positive assignments

are also chosen for the D ! A, D ! B; and B ! A directions.

The currents out of the A wire to the right and to the left in the DA system are
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JrightA ¼ 2bA
�h

Im ceright�1c
�
eright


 �
¼ GAðEÞ

�h
ceright
�� ��2; (22)

JleftA ¼ 2bA
�h

Im celeftþ1c
�
eleft


 �
¼ GAðEÞ

�h
celeft
�� ��2; (23)

where eleft and eright denote respectively the left and right edge sites in the interior
part of the A wire. Symmetry requires that J

right
A kDð Þ ¼ JleftA �kDð Þ. A nonzero

current asymmetry factor for the DA model of Fig. 4a denotes current transfer

from D to A:

A1 ¼ JleftA �JrightA

JleftA þJrightA

(24)

For the DBA model in Fig. 4b, we consider the total charge transmitted to the

A wire and measured by JtotalA � JleftA þ JrightA with regard to the direction of the

driving current. Hence, in the case of the DBA system, we examine the following

current asymmetric factor:

A2 ¼ JtotalA �kDð Þ � JtotalA kDð Þ
JtotalA �kDð Þ þ JtotalA kDð Þ (25)

that is directly related to the observations in [36, 37].

The following normalized differences are also of use:

A1 ¼ JleftA �JrightA

JDj j ; (26)

A2 � JtotalA �kDð Þ � JtotalA kDð Þ
JDj j ; (27)

where JD is the donor (driving) current.

The current distribution is shown in Fig. 5 for the A wire of the inset. Here, and

below, the coupling between the NN sites on each wire (bD; bB; and bA) are chosen
to be 0.1 and all other energy units are determined accordingly. The driving current

on the D wire induces left and right going currents at the left and right edge sites,

respectively, on the A wire. The current transfer character of the process is

expressed by the larger leftward current with respect to the rightward current on

A displayed in Fig. 5.

Figure 6 shows the current asymmetry factor A1 of (24), displayed vs the

number of links, NDA, connecting the D and A wires in a DA system of Fig. 4a.

The inset shows the same data, presented in terms of the normalized difference A1

of (26), plotted vs NDA. Figure 7 shows the corresponding property A2 of (25) for

the DBA system of Fig. 4b displayed vs. the number of links, NDB; connecting the

Chiral Control of Current Transfer in Molecules 271



Fig. 5 Wire A current distribution for the DA system shown in the inset, characterized by seven-

sites coupling between the D and A wires. Here, JDj j ¼ 1, ED ¼ EA ¼ 0, bD ¼ bA ¼ 0:1,
VDA ¼ 0:01; and the injection energy is E ¼ �0:17. The phase kDa ¼ arccos E� EDð Þ 2bD=½ � is
taken positive, implying that the driving current goes from left to right

Fig. 6 The current asymmetry factor A1 as a function of the number of links, NDA connecting the

D and A wires in the DA system displayed in Fig. 4a. The inset shows the same data, presented in

terms of A1 plotted as a function of NDA. Parameters are similar to those in Fig. 5
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D and B wires. The inset shows the same data, presented in terms of the normalized

difference A2 of (27), plotted against NDB. In the case that only one site couples

directly to the D wire, no information about the direction of the electrons on the D

wire is transferred to the A wire in either systems. Hence, in the case of the DA

systemA1 ¼ A1 ¼ 0:0 and in the case of the DBA system,A2 ¼ A2 ¼ 0:0. In both
systems, asymmetry increases and then saturates near 1 (when the response current

becomes nearly unidirectional) as the number of links to the D wire increases.

Substantial current transfer asymmetry is indicated by the large asymmetry

factors in Figs. 6 and 7 for both direct and bridge-assisted transfer. The calculated

asymmetry factors are much smaller for short bridges. The steady-state scenario is

different from the transient process considered in Sect. 3 where, for short pulses,

reflection does not set in appreciably during the process lifetime.

An important factor discussed in Sect. 3 [38] is the energy dependence of

current transfer. The results displayed in Figs 5–7 correspond to resonant trans-

mission in which site energies in all wires are equal ED ¼ EB ¼ EAð Þ. The

equivalent superexchange mechanism for nonresonant transfer would be the

DBA system where the site energies of the B (“bridge”) wire are different from

the site energies of the “donor” and “acceptor” wires, EB 6¼ ED ¼ EA. In the

calculation below, we take ED ¼ EA ¼ 0, bD ¼ bA ¼ bB ¼ 0:1, an injection

energy E ¼ �0:17, and display the current transfer dependence on the B wire

energy, EB. The energy bands in these tight-binding wires range within EK � 2bK

Fig. 7 Current asymmetry A2 as a function of the number of links NDB connecting the D and B

wires in the DBA system displayed in Fig. 4b. The system parameters are ED ¼ EB ¼ EA ¼ 0;
bD ¼ bB ¼ bA ¼ 0:1, VDB ¼ VBA ¼ 0:01, NBA = 2, and the injection energy is E ¼ �0:17. The
same data, presented as A2 vs NDB are shown in the inset
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(K ¼ D, B, A). Hence, the nonresonant transfer sets in as EB decreases below

EB ¼ �0:37 or increases above EB ¼ 0:03.
Figure 8 shows the current-transfer process in the DBA system for the off-

resonance regime, EB > 0:03. In Fig. 8 the current transfer property decays quickly
as we go into the off-resonance transfer regime. We find a strong exponential

damping of the current transfer property expressed by the asymmetry factor A2.

6 Steady-State Current Transfer with Dephasing

As discussed in Sect. 3, it is of interest to examine the effect of dephasing on the

efficiency of current transfer. We assume that the driving wire D remains coherent

[i.e., the Bloch wave persists, (10)], and study the effect of dephasing on the

“acceptor” (A) wire in the DA system and the “bridge” wire (B) in the DBA system.

For this purpose, we shift from the local-site representation of the steady-state

analysis to the DM representation and to the ensuing Liouville-space dynamics.

Within the DM framework, we can study effects of “pure” dephasing in which

nondiagonal elements of the DM are damped while the population (diagonal

elements) dynamics is not affected.

Fig. 8 The current asymmetry factor A2 as a function of the bridge site energy EB for the DBA

system in the off-resonance regime, EB > 0:03. The parameters used in this calculation are

ED ¼ EA ¼ 0, bD ¼ bB ¼ bA ¼ 0:1, VDB ¼ VBA ¼ 0:01, E ¼ �0:17, NDB ¼ 3, NB ¼ 2,

NBA ¼ 2. Coarse grained averaging was used to reduce numerical errors that results from comput-

ing small differences between relatively large numbers
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The transition from the Schrödinger equation description, i�hd Cj i dt= ¼ Ĥ Cj i, of
a closed quantum mechanical system to a Liouville space description,

i�hdr̂ dt= ¼ Ĥ; r̂
� 


; is useful. To explore dephasing effects in particular, the DM

elements rnm ¼ cnc
�
m of our tight-binding model in the site representation can be

obtained using (12). We use (13) to deduce that, at steady state, drnm dt ¼= 0.

Furthermore, population damping enters in the time evolution of diagonal density-

matrix elements as drnn dt ¼= ::: � gnrnn and in the corresponding equations for

nondiagonal elements as drnm dt ¼= ::: � ð1=2Þ gn þ gmð Þrnm(Sect. 3). This also

holds in steady-state situations involving infinite wire systems, where apparent

damping results from the imaginary part of the self energy of edge sites, as discussed

in Sect. 3, i.e., drnm dt ¼= 0 ¼ :::� ð1=2Þ gnðEÞ þ gmðEÞð Þrnm:
We follow the procedure of Segal and Nitzan [43, 44] to implement the driving

conditions on the D wire in these steady-state Liouville equations [39, 40]. We now

describe results that show the effect of dephasing on current-transfer processes. In

these results, we assigned dephasing rates gn ¼ g to the NDA sites of the A wire that

are linked to the D wire in the DA system (Fig. 4a) and to the NDB þ NB þ NBA sites

on the B wire that connect between the D and A wires in the DBA system (Fig. 4b).

Figure 9 shows the current transfer process in the presence of dephasing in the

case of the DA and DBA systems, respectively. As observed above (Sect. 3), while

Fig. 9 The current asymmetry factors A1 and A2 as a function of the dephasing rate g. The solid
line is A1 for a DA system (Fig. 4a) characterized by the parameters NDA ¼ 6, VDA ¼ 0:01. The
phase kDa ¼ arccos E�ED

2bD


 �
was taken positive, implying leftward driving current on the D wire.

The dashed line is A2 for a DBA system (Fig. 4b) characterized by the parameters NDB ¼ 6,

NB ¼ 3, NBA ¼ 1, EB ¼ 0, bB ¼ 0:1, VDB ¼ VBA ¼ 0:01. For both systems, ED ¼ EA ¼ 0,

bD ¼ bA ¼ 0:1; and E ¼ �0:17
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the current transfer efficiency drops with increasing g, the effect persists up to

relatively large values of the dephasing rate (of the order of other energetic

parameters in the system such as NN coupling in the wires).

7 Conclusions

Current transfer shifts both charge and momentum from donor to acceptor. We have

reviewed time-dependent [38] and steady-state [39, 40] descriptions of current

transfer through chiral bridges [36, 37]. In the tight-binding models, current transfer

arises from coherent interferences between resonant or tunneling paths. This kind

of interference has received attention in recent studies of molecular wires and

nanodots [45–50].

In the models reviewed here, one-dimensional chains represent the donor (D),

bridge (B), and acceptor (A) moieties. In the first model described here, this current

is time dependent, and the time evolution of the system is computed. In the second

model, this driving current is constant, and a steady-state current is computed.

In the time-dependent analysis, we address the yield asymmetry of the irrever-

sible flux from the acceptor (A) wire for opposite directions of currents on D. This

calculated yield-asymmetry peaks for short bridges and is independent of length for

the long bridges. Moreover, the asymmetry is larger in the resonant case, in which

the site energies of the D, B, and A wires are equal, compared to the off-resonant

case where the B wire site energy is different from the D and A site energies. These

results suggest that ET yield asymmetries may be used to distinguish between

resonant and superexchange charge-transfer mechanisms. Moreover, the time-

dependent calculations indicate that the yield asymmetry increases as the D wire

lifetime shortens.

In the steady-state analysis of a donor wire that is coupled directly to an acceptor

wire (the DA system), the direction of current on D is transferred to A. In this case,

we address the asymmetry in the left and right currents on the A wire. This

calculated asymmetry increases with the number of links between the D and A

wires and then saturates near 1. In the steady-state analysis of the indirect transfer

(the DBA system), we address the asymmetry in total charge transferred from D to

A with respect to the direction of the driving current on D. In a similar manner to the

case of direct transfer, this asymmetry increases with the number of links between

the D and B wires and then saturates near 1. These large asymmetry factors in the

steady-state approach indicate substantial current transfer in both the direct and the

bridge-assisted transfers. This calculated asymmetry in the total charge transfer in

the case of the DBA system damps exponentially with the site energy of the bridge

as transport enters the off-resonance regime.

For both time-dependent and steady-state models, coherent dephasing is taken

into account by phenomenological terms in the off diagonal time derivatives of the

DM elements that appear in the Liouville dynamics. In the time dependent model,

increasing the donor or bridge decoherences decreases the yield asymmetry and
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eventually destroys it only for unphysically large dephasing constants. In a similar

manner, in the steady-state analysis, both the asymmetry in the left and right

currents (in the DA system) and the asymmetry in the total charge transferred

from D to A (in the DBA system) drop with increasing dephasing. As in the time

dependent case, the effect of current transfer in the steady-state approach persists up

to relatively large values of dephasing rates.

The time-dependent and steady-state models reviewed here can also be used

to analyze the current transfer in a setup of a ring molecule attached to a current

carrying molecular wire. In this setup, the current in the linear wire would drive

a circular current in the ring molecule that may be detected by its magnetic

field [51].
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Spin-Polarized Electron Induced Asymmetric

Reactions in Chiral Molecules

Richard A. Rosenberg

Abstract Understanding the origin of chirality in nature has been an active area of

research since the time of Pasteur. In this chapter we examine one possible route by

which this asymmetry could have arisen, namely chiral-specific chemistry induced

by spin-polarized electrons. The various sources of spin-polarized electrons (parity

violation, photoemission, and secondary processes) are discussed. Experiments

aimed at exploring these interactions are reviewed starting with those based on

the Vester–Ulbricht hypothesis through recent studies of spin polarized secondary

electrons from a magnetic substrate. We will conclude with a discussion of possible

new avenues of research that could impact this area.

Keywords Asymmetry �Chemistry � Chirality � Enatiomeric excess � Spin-polarized
electrons
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1 Introduction

In 1874 Pasteur wrote

It is inescapable that asymmetric forces must be operative during the synthesis of the first

asymmetric natural products. What might these forces be? I, for my part, think that they are

cosmological. The universe is asymmetric and I am persuaded that life, as it is known to us,

is a direct result of the asymmetry of the universe or of its indirect consequences. The

universe is asymmetric [1].

This conclusion stemmed from his initial work on tartaric acid where he

observed that naturally occurring materials rotated the plane of polarized light

whereas synthetic materials did not. He noticed that the crystals of sodium ammo-

nium tartrate came in two asymmetric forms that were mirror images of one

another. By painstakingly sorting the crystals by hand he found that solutions of

one form rotated polarized light clockwise, while the other form rotated light

counterclockwise. Pasteur correctly deduced the molecule in question was asym-

metric and could exist in two forms that differed only by their “handedness” or

chirality.

Eighty years later Miller and Urey fascinated the general public with their

experiments that showed that an electrical discharge in a mixture of common

gases causes reactions leading to important biological molecules such as amino

acids [2, 3]. In more recent years the popular literature has showcased other

approaches to produce biological molecules such as irradiation of ices found on

interstellar dust grains [4, 5]. The great unanswered question, though, is how does

chirality arise and how does this process bear on the origin of life? Still, no

consensus has arisen as to what is the most likely scenario. In the 125th anniversary

issue of Science Magazine in 2005 the editors posed 125 of the most important

unanswered questions. Among these was

What is the origin of chirality in nature? Most biomolecules can be synthesized in mirror-

image shapes. Yet in organisms, amino acids are always left-handed, and sugars are always

right handed. The origins of this preference remain a mystery.

Much of the effort in this area has been summarized in a number of recent

reviews [6–12]. Theories may generally be classified as biotic or abiotic. The basic

premise of the former is that chiral selection and homogeneity were an inevitable

consequence of the evolution of living matter. Abiotic theories are based on the

premise that the development of chirality preceded the origin of life and, according

to Bonner [7], can be categorized as chance, determinate, and amplification

mechanisms. The first two deal with the origin of a small enantiomeric excess

(ee), enhancement of one chiral isomer (enantiomer) over the other, while ampli-

fication is concerned with the subsequent development of these ees into pure

compounds. Chance mechanisms hypothesize that symmetry breaking at the molec-

ular level occurred via a random process that had an equal probability of producing

an excess of a particular enantiomer, while determinate mechanisms presuppose

that interaction of a chiral physical force [6] with relevant organic molecules led to

280 R.A Rosenberg



an ee. The asymmetry could be induced by direct synthesis of a particular enantio-

mer or by preferential destruction of a particular isomer in an initially racemic

(equal quantities of both enantiomers) mixture.

This chapter deals with one possible determinate mechanism, i.e., the role spin-

polarized electrons might play in inducing an ee in chiral compounds. Of all

the determinate mechanisms, probably the most discussed is the application of

circularly polarized light (CPL) to induce asymmetry in a photolytic reaction. For a

detailed discussion of this area the interested reader is recommended to several

reviews in this area [13–17] and, in particular, the recent book by Meierhenrich

[18]. For comparative purposes we will briefly go over the salient points of

asymmetric chemistry induced by CPL.

Chiral-specific photochemistry using CPL depends on the circular dichroism

(D€ = €R � €L) of the reactants, i.e., the differences in the absorption coefficients

or right and left CPL. The rate of the reaction depends on the amount of light

absorbed so if D€ > 0, there will be a bias towards one of the enantiomers leading

either to its preferential enhancement or destruction and an ee The enantiomeric

purity of the chiral product is determined by the “anisotropy factor,” g, where
g = D€/€ and € = 0.5(€R+€L). For optically active compounds g values are fairly

small, ~0.01.

There have been four different types of asymmetric CPL induced reactions

discussed in the literature. They may be classified as photoequilibration, direct

synthesis, photoisomerization, and photolysis. The ee for the first two mechanisms

is limited to g/2 or less than 1%, while significantly higher ees are theoretically

obtainable for the latter two. Asymmetric photoequilibration results from the

different rates for photoconversion of D and L enantiomers if CPL is used. The

final equilibrium constant is determined by the enantiomer’s extinction coefficient

so [D]/[L] = €L/€D. In direct synthesis an optically active product is formed from an

inactive precursor [7, 19]. Photoisomerization involves the asymmetric CPL

induced conversion of an optically active precursor to an achiral isomer [15, 20].

Perhaps the most discussed mechanism is asymmetric photolysis where preferential

absorption of CPL by one enantiomer leads to its destruction, thus leading to an ee

in the other enantiomer. Depending on the extent of the reaction, relatively high ees

can be expected. Using 182-nm circularly polarized synchrotron radiation,

Meierenrich and coworkers obtained a 2.6% ee of D-leucine after irradiating a

racemic mixture for 3 h, resulting in decomposition of 70% of the starting mate-

rial [21].

Since longitudinally spin polarized electrons (SPEs) [6] are truly chiral particles

it is reasonable to expect that they could induce asymmetric reactions in chiral

molecules analogous to CPL. This chapter is devoted to reviewing this area with

emphasis on recent advances in the field. In the next section we will discuss natural

occurring sources of SPEs followed by a review of experiments aimed at discover-

ing their role in chiral-selective chemistry. The following section will address

possible mechanisms and we will conclude with a discussion of future research

in this area.
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2 Sources of Spin-Polarized Electrons

2.1 Parity Violation

In 1956 Lee and Yang suggested that the parity principle might be violated for weak

interactions like those involved in b decay of radioactive nuclei [22]. This predic-

tion, which resulted in a Nobel prize, was verified the following year by Wu et al.

who demonstrated that the electrons emitted from 60Co nuclei during b decay were

longitudinally spin polarized with the spins mainly antiparallel to the direction of

propagation (left handed) [23]. If parity is conserved there should be equal numbers

of left and right handed electrons produced during the b decay process. It is now

thought that parity is violated in all the weak interactions mediated by neutral or

charged bosons. Thus, all b decaying radioactive elements are a source of longitu-

dinally SPEs. Since there are numerous such elements in nature, this finding

stimulated a large research effort aimed at discovering if such electrons could

play a role in chiral-selective chemistry. The results of these studies will be

summarized in Sect. 3.1.

2.2 Photoemission

As originally observed by Hertz and later explained by Einstein, electron emission

occurs when photons with energy greater than a material’s work function irradiate

it. The application of this phenomenon led to the development of photoelectron

spectroscopy (PES), which is one of the principal methods used to understand

chemical and electronic properties of materials. Over the last 40 years advances

in technology have also made it possible to determine the spin of the electron and

advances in this area have been summarized in several books and reviews [24–28].

A detailed discussion of spin-resolved PES is beyond the scope of this review.

The following presents the rudimentary concepts and some illustrative examples.

The basic processes involved in photoemission from a solid are illustrated in

Fig. 1. The photon is absorbed by a valence electron (a) or core electron (c) of the

N-electron initial state, leading to ejection of that electron into the vacuum and an

(N�1) electron final state. By determining the intensity of the emitted electrons as a

function of their kinetic energy, one obtains a photoelectron spectrum. The binding

energies of the electrons are determined by

EF
B ¼ �ho� Ekin � f;

where EF
B is the electrons binding energy with respect to the Fermi level, �ho is the

photon energy, Ekin is the kinetic energy, and f is the work function. A PE spectrum

of a permalloy (Ni0.8Fe0.2) that had been Ar ion sputtered clean, cooled to 90 K, and
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then dosed with about three monolayers of 2-butanol is shown on the bottom.

Process (a) results in the small feature at 0–20 eV binding energy and core level

PEs from process (c) are illustrated by the Ni 2p electrons as well as the small C 1s
feature at 285 eV from the adsorbed 2-butanol. Figure 1b shows an Auger decay

where the hole in a core level is filled by a valence electron and the excess energy

is imparted to another valence electron, which is ejected. The features between

300 and 500 eV arise from such processes.

There are several ways that spin polarization can arise in photoemission of both

valence and core level electrons. For crystalline materials the degree of polarization

depends on both the energy and angle of observation, i.e., its momentum. Spin

polarization arises not only because of initial state effects but also due to spin-

dependent interactions among the N�1 final-state electrons, spin–orbit effects and

spin-dependent elastic exchange scattering. There may also be spin-dependent

inelastic scattering leading to spin-polarized secondary electrons, which will be

covered in the next section.

The following examples focus on valence level ionization by ultraviolet light,

since such processes would produce low energy electrons, which are the most

effective at inducing reactions in an adsorbed molecule. There are also many

examples of spin-polarized photoemission and Auger electron emission from core

levels of both magnetic and nonmagnetic materials [29–35].

The initial state valence electrons of a ferromagnet are unequally populated by

majority (") and minority (#) electrons, which result from electron exchange

interactions. This can result in fairly substantial spin polarization. For instance,

studies of the amorphous alloys Fe80B20 and Co77B23 reveal polarization as high as

20% when excited by 35-eV synchrotron radiation [36]. A recent report of Co(100)

Fig. 1 Top: Basic processes
involved in photoemission.

The photon is absorbed by a

valence electron (a) or core

electron (c). In (b) an Auger

decay occurs when the core

level hole is filled by a

valence electron leading to

ejection of another valence

electron. These processes are

illustrated in the XPS

spectrum of butanol-dosed

permalloy shown below
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films excited by 6.1-eV laser photons showed spin polarizations of up to 35% for

electrons with 0.4 eV binding energy [37].

Spin–orbit interactions, resulting from the coupling of the spin to the symmetry

of the lattice, can also result in valence level polarized electrons even when there is

no net magnetization. Perhaps the best-known example of this is GaAs excited with

CPL in the range 1.5–3.6 eV. For s+ polarized light only transitions with Dmj = +1

are allowed. At the G point in the Brillouin zone the sixfold degenerate p band

is split into a fourfold degenerate P3/2 and a twofold degenerate P1/2 band. For

light of energy near the bandgap (~1.5 eV) the only allowed transitions are from

mj =�3/2 (valence band) tomj =�1/2 (conduction band) and frommj =�1/2 to +1/2.

Polarization arises from the difference in the transition probabilities for these two

transitions and is ~40% at threshold (1.5 eV) [38]. This discovery led to the use of

GaAs as a source for SPEs for various types of measurements. Polarizations of

between 5 and 15% have been measured from gold using CPL in the range 6–9 eV

[39]. This property has enabled Naaman and coworkers to study the spin depen-

dence of the transmission of electrons through self-assembled monolayers adsorbed

on gold (see chapter by Ron Naaman and Zeev Vager). Spin polarization has also

been observed in the case of linear polarized light at normal incidence and normal

photoelectron emission for a centrosymmetric cubic crystal, Pt(111). Polarizations

of greater than 30% were found in the photon energy range 21–22.4 eV [40]. Spin

polarizations approaching 100% have been observed from the outer P3/2 levels of

adsorbed Kr and Xe excited with circularly polarized synchrotron radiation [41].

2.3 Secondary Electrons

When ionizing radiation interacts with a solid, electrons are produced. The radia-

tion may be in the form of photons, electrons or ions. If these electrons escape into

the vacuum without suffering inelastic collisions they are called primary electrons.

However, most of the electrons suffer numerous collisions and lose energy in the

process. These are the secondary electrons (SEs). The majority of these electrons

have very low energy, in the 0–10 eV range. For most materials these electrons are

unpolarized. However, if the material is ferromagnetic the SEs can achieve a high

degree of polarization. The basic process leading to this is illustrated in Fig. 2a and

a typical SE yield curve is shown in Fig. 2b. In a ferromagnet there is an imbalance

between the number of majority and minority valence level electrons. For the

system in Fig. 2a the majority band is totally filled while the minority band is

partially filled. As the electrons scatter in the material there is a higher density of

minority band states available for occupation than majority states. Essentially this

results in a longer mean free path for majority electrons than minority, which yields

a net spin polarization of the former. Although there are subtleties to this model this

appears to explain adequately most of the SE polarization results as illustrated in a

number of theoretical papers [42–46].
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There have been numerous experiments performed to measure the SE polariza-

tion on a variety of substrates using photons, electrons, or ions. Some results of

SE polarization measurements following irradiation of Fe(001) by multicharged

nitrogen ions and electrons are shown in Fig. 3 [47]. Note that at higher energies the

polarization approaches that of the bcc Fe conduction band electrons (27%) [47]

and increases substantially at lower energies as a result of the “spin filter” effect

[44]. For ions the polarizations are higher and increase as the charge of the ion

increases. As the charge increases more electrons are captured from the conduction

band in front of the surface which enhances their contribution to the yield of

SEs [47].

Fig. 2 (a) Schematic illustration of the way preferential scattering of minority electrons leads to a

net spin polarization of the majority electrons in the production of secondary electrons in a

ferromagnet. (b) Representative secondary electron yield curve from permalloy excited with

1,190 eV X-rays
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Fig. 3 Spin polarization of

the secondary electrons

emitted from an Fe(001)

surface following irradiation

with 150 keV nitrogen ions in

various charge states and

2 keV electrons. Reprinted

with permission from [47].
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It is beyond the scope of this chapter to delve into the details of previous

studies on SE polarizations. However, for comparative purposes it is worthwhile

to examine the range of experimental results using a variety of projectiles and

substrates, which are summarized in Table 1 where the maximum SE spin

polarization is presented for a variety of systems. The maximum polarization

always occurs at low energies, typically 1–2 eV. Most work has centered on Fe

(100) and Fe(110), with maximum polarizations ranging between 17 and 70%.

It is worth noting the effect of overlayers on the polarization. For metallic,

Table 1 Summary of experimental studies of secondary electron polarizations

Substrate Particle

(P = photon,

E = electron)

Energy (keV) Maximum SE polarization (%) Reference

Fe(100)

Co(1010)

P 0.06

0.058

43

35

[48]

Fe(100) P 0–10 17 [49]

Fe(100) N2+,N5+,N6+ 150 70 [47]

Fe(100) E 2 44 [47]

Fe(100) H+ 4–72 65 [50]

Fe(110) He+

Ar+

Xe+

0.5–4 32

30

27

[51]

Fe(110) E 0.05–2.5 30–50 [52]

Fe(110) E 0.1–1 30–42 [53]

Fe(110)

FeO

FeO+O2

E 4 50

13

15

[54]

FeO

FeO+O2

H+ 20 30

�25

[54]

Fe(110)

FeO(111)/Fe(110)

E 2 40

�12

[55]

Fe(100)

Fe(100) + Ta

E 2.5 44

20

[56]

Fe(100)+

Cr[1–7 ML]

E 4 50

38–20

[57]

Fe(100)+

Cr[1–7 ML]

H+ 25 38

30–22

[57]

Fe81.5B14.5Si4 E 0.5 25 [58]

Fe82B12Si6
Fe60Ni20B20

Fe44Ni37B19

E 0.4 44

44

35

[59]

Gd(0001) E 1 35 [60]

Gd(0001)

+0.2 L O2

+3.2 L O2

P 0.069 22

18

9

[61]

Ni(110) E 0.4 17 [62]

Permalloy E 3 17 [63]

Permalloy E 0.2–2 6–11 [64]
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nonmagnetic adsorbates the polarization goes down as expected [56, 57]. Oxygen

adsorption can result in a reduction of polarization or even a reversal of it as the

result of formation of an FeO layer whose magnetization direction is opposite to

that of the substrate [54, 55].

3 Experimental Studies

3.1 High Energy Electrons

3.1.1 The Vester–Ulbricht Hypothesis

Shortly after the discovery of parity violation in nuclear b decay [22, 23], Vester

and Ulbricht proposed that these high energy spin-polarized electrons could play

an indirect role in chiral-selective chemistry. They hypothesized that the circu-

larly polarized “Bremsstrahlen” photons, produced by impingement of the polar-

ized electrons on matter, could subsequently induce stereoselective synthesis or

degradation. Over the next 10–15 years there was a substantial amount of research

devoted towards proving whether the “V–U hypothesis” was a viable route for

producing chirality in chemical reactions. The general approach was to take a

naturally occurring b emitter and use it to irradiate racemic mixtures of chiral

molecules and then determine if there was an ee in the products. The activity in

this area was surveyed in Bonner’s 1991 review [7] and the overall message was

that no compelling evidence could be found to substantiate the V–U hypothesis.

Table 2 presents a summary of much of the work discussed by Bonner. For

additional details the interested reader should consult this review [7] or the

original papers.

Table 2 Summary of experimental work testing the Vester–Ulbricht hypothesis

Reactants Radioactive source Irradiation

time (years)

Enantiomeric

excess?

Reference

D-, L-Tyrosine 90SrCl2 1.5 Yes [65]

D-, L-Leucine

D-, L-Tyrosine

D-, L-Norvaline

D-, L-Proline

90Sr–90Y 0.3–10.9 No [66]

D-, L-Tryptophan 32P 0.23 Yes [67]

D-, L-Leucine

D-, L- Tryptophan

32P 0.25–0.34

0.23–1.14

No

No

[68]

D-, L-Amino acids 14C 12–24 No [69]

D-, L-Amino acids 14C 17–25 No [70]

D-, L-Leucine 14C 1 Yes [71]
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3.1.2 Direct Interactions of High-Energy Electrons

Although any irradiation with high energy electrons will produce Bremsstrahlen,

some experiments have been conducted which indicated that the electrons them-

selves could play a direct role in stereoselective chemistry. In research led

by Kovacs it was concluded that 32P could induce selective crystallization of

L(þ)-tartrate in mixtures of sodium ammonium DL-tartrate [72–74]. Akaboshi

et al. irradiated crystalline D-, L- and D,L-alanine with b rays/Bremsstrahlen from
90Y and found that radicals were produce at a 14–21% greater rate in D-alanine [75].

These results were confirmed by Conte et al. using 90Y and 90Sr b rays [76, 77].

Akaboshi et al. performed similar experiments using the internal b radiation from
3H-labeled alanine and also found that radical formation was greater in the

D-enantiomer [78].

The first effort to study the direct interaction of artificially produced longitudi-

nally polarized electrons was reported by Bonner et al. who used parallel and

antiparallel SPEs, produced in a linear accelerator to study selective degradation

in DL-leucine [79]. Although there was some indication of stereoselectivity in some

of the measurements, others showed none, so the overall outcome was inconclusive.

The effect of Bremsstrahlen radiation was thought not to be a factor [80, 81].

Subsequently Hodge et al. attempted to reproduce the earlier measurements

of Bonner, but found no evidence of preferential degradation despite a series of

rigorous measurements [82]. The possible reason for the negative results in

both sets of measurements was hypothesized to be radioracemization, i.e., the

racemization of optically active materials induced by ionizing radiation [83].

The possible role of SEs in conjunction with the above high energy polarized

electron experiments was first noted by Walker. He pointed out that any chiral

effects of the high energy electrons would be seriously diluted by the unpolarized

SEs produced in the samples [84]. Subsequent years saw the research into electron-

induced chiral-specific reactions shift to the use of low energy electrons.

3.2 Low-Energy Electrons

3.2.1 Unorganized (Gaseous) Chiral Molecules

In 1980 Farago predicted, on the basis of symmetry arguments, that there should be

an asymmetry in the scattering of low energy electrons from chiral molecules that is

not due to spin–orbit or exchange interactions [85]. An experimental study followed

in which 25 eV unpolarized electrons were scattered from camphor vapor. Spin

analysis of the scattered electrons showed no asymmetry within the detection limit

(~0.5%) [86]. Subsequent calculations indicated that the cross sections for such

scattering would be very small unless spin–orbit or exchange interactions were

included [87, 88]. The first successful demonstration of an asymmetry in polarized

electron scattering from a chiral molecule came as a result of experiments by
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Campbell and Farago [89, 90]. They reported ~0.5% asymmetry in the scattering of

5 eV polarized electrons from camphor. Calculations stimulated by these results

pointed out the importance of shape resonances [91] and temporary negative-ion

states [92] in the scattering process.

Over the next 15 years considerable theoretical effort was made on the treatment

of polarized electron scattering by Thomson, Blum, and coworkers [93–99]. Much

of this work is summarized in [100]. Among other things their work identified

contributions of true and false chirality for various observables. They predicted

large chiral effects (up to 25%) for resonant excitation of oriented molecules

containing at least one heavy atom. For randomly oriented molecules chiral effects

are on the order of magnitude of 10�4, increasing to 10�3 to 10�2 in resonance

regions. For certain orientations of H2S2 their calculations indicated asymmetry

parameters of >1% [96]. They also predicted chiral effects of ~10�5 in ionization

by polarized electrons.

Over the last 15 years considerable advances have been made in experimental

studies of low energy polarized electron scattering from chiral molecules. Work by

the Munster group [101] indicated that the asymmetry parameter for scattering of

0.9, 4.0, and 5.0 eV polarized electrons from camphor vapor was below their

detection limit and cast some doubt on the previous results of Campbell and Farago

[89, 90]. They were able find asymmetries of up to 1.5 � 10�4 in Yb(hfc) a

camphor-like molecule containing the heavy Yb atom and 1.7 � 10�4 in bromo-

camphor and indicated that excitation of temporary negative ion states was respon-

sible for resonances observed in their data [102]. Several years later additional

results on camphor, bromocamphor, and dibromocamphor were reported by a group

from Nebraska [103]. Their calculations indicated that helical densities were a

possible source of chiral asymmetry in the latter two molecules.

3.2.2 Organized (Adsorbed) Molecules

Background

When molecules are adsorbed on a surface their properties can be vastly different

from the gas phase. They can dissociate and/or have different geometries (bond

angles and bond lengths). Their electrical and magnetic properties can be signifi-

cantly affected by interaction with the substrate and each other. As shown by the

pioneering work of Naaman and coworkers, polarized electron transport through

chiral adsorbed layers can be significantly influenced depending on whether the

adlayers are organized or not [104–110]. Since this topic will be the subject of

several other chapters in this book it will not be pursued further here. In this section

we will focus on recent work [111] that showed that spin-polarized SEs can play a

significant role in chiral-selective chemistry.

It has long been recognized that electrons and, in particular, SEs can play a major

role in X-ray-induced surface chemistry [112]. Because of this, it is important to

understand their production, transport, and reactions with molecules. For more
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detailed discussion on the production and transport processes, the reader is referred

to standard treatments on PES [113–115] and photoyields [116]. For a deeper

discussion of electron–molecule reactions, the reader is referred to treatments that

deal with electron induced dissociation (EID) of molecules on surfaces and in the

gas phase [117–119].

In insulators and semiconductors, many electron–hole pairs are produced by a

single core ionization event and resulting cascade. In metals, any holes in the

conduction band quickly combine with electrons. For 100-eV photons incident on

Si, the number is ~50. Usually the hole–electron pair creation energy is about three

times the material’s band gap.

Electrons may interact with molecules and cause them to dissociate. These

processes are collectively termed EID. EID proceeds via two main pathways. The

first arises by the attachment of an electron, where it resides in one of the lowest

unoccupied ground state molecular orbitals and forms a negative ion. This state is

usually short lived. In many molecules, these temporary negative ion states are

dissociative, and produce a neutral and negatively charged fragment species.

A second possible EID process is due to inelastic impact. This occurs when a

fast electron, usually a primary or decay electron, collides with an electron in a

molecule, leaving the molecule in an excited electronic state. This process, how-

ever, is usually not dominant because of the low number of electrons having high

enough kinetic energy and because the impact cross section is lower, on the order of

the absorption cross section.

Electron attachment is often the dominant surface photochemistry mechanism.

The reason for this is a convergence of factors. First, dissociative electron attach-

ment (DEA) cross sections, typically 10�16 to 10�15 cm2, are about a factor of 100

or more higher than absorption cross sections in the soft and hard X-ray regimes.

Second, the attachment cross section is maximum for slow electrons having kinetic

energies less than 10 eV. The secondary electron distribution provides a large

number of these electrons, mainly because of inelastic scattering, which peaks the

distribution at low energy, but also because the mean free path is such that

secondary electrons can travel from within the substrate to an interface region

and react.

Transport processes involving electrons and fragments can play important roles

in surface photochemistry. Electron–electron scattering dominates the transport of

electrons through a solid system. The mean free path length, i.e., the average

distance an electron travels before undergoing an inelastic scattering event, is

almost material independent. The dependence of the mean free path on electron

kinetic energy exhibits a minimum around 20–70 eV, corresponding to path lengths

of 0.4–0.7 nm. Both low- and high-energy electrons on either side of the minimum,

however, can travel distances of tens of nanometers. The consequence is that there

can be a large flux of secondary electrons that is produced by photon absorption

relatively far away from the chemical center of interest at an interface.

In Sect. 2.3 we saw that if the substrate is magnetic the SEs may be longitu-

dinally spin polarized. Work by Naaman and coworkers has shown that spin-

polarized electrons produced by circularly polarized laser light illumination of an
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Au substrate show selectivity in their interaction with adsorbed chiral molecules

[104–109]. It is reasonable to expect that low energy spin-polarized SEs should

also show preferential scattering with adsorbed chiral molecules. If that scattering

leads to a reaction then the products should reflect this preference. The next

section shows the approach used in measurements aimed at identifying this

process.

Experimental Method

There are four requirements for these experiments: a magnetic substrate, adsorbed

chiral molecules, a source of ionizing radiation, and a technique to monitor the

reactions or products. If the products are emitted into the gas phase then mass

spectroscopy may be employed. However, detection of neutral desorbing species is

problematic, particularly if the species are a major component of the residual gas.

Detection of ions may be employed and often such photon-stimulated ion desorp-

tion measurements can reveal a great deal about the surface reactions [112].

To monitor the surface reaction directly requires a method that is sensitive to the

chemical state of the adsorbed molecule. Perhaps the two most sensitive approaches

are Fourier transform infrared spectroscopy (FTIR) and X-ray photoelectron spec-

troscopy (XPS). FTIR directly probes the bonds in the adsorbed molecule by their

vibrational signature. It is highly sensitive and has been employed to detect reac-

tions in a variety of laboratory-based experiments of astrochemical relevance. Its

main disadvantages for these experiments are that it uses a relatively large beam to

probe the reaction and does not directly monitor the region where the SEs are

causing the chemistry. XPS has good chemical sensitivity and, since the same

radiation is being used to create the SEs and monitor the chemistry, directly probes

the region where the reactions are occurring.

Valence level spectroscopy measures the bonding orbitals of a molecule and

serves as a fingerprint of intact or reacted molecules. Any changes in bonding are

always reflected in the valence spectrum because the valence electronic structure

will be altered. Core level photoemission is used to identify specific elements and to

distinguish differences in chemical environments for a particular atom. Core level

spectroscopy can be used for quantitative analysis because the signal is proportional

to the amount of atoms present. This property enables the following of fragmenta-

tion reactions species, since individual signals can often be separated and their

respective photolysis cross sections determined. The area of a core-level peak is

proportional to the number of species, and therefore yields a measure of surface

number density as a function of photon exposure. Lineshape analysis can be applied

to core electron peaks in photoemission data to give more detailed chemical shift

and hence bonding information. Chemical shifts distinguish chemically different

sites while the signal intensity for a given core-level component reflects the

population of that specific site. In Sect. 3.2.2 we will see how core-level photo-

emission can be used to distinguish quantitatively reaction rates for C–O bond

breaking as a function of chirality.
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The choice of substrates was dictated by the need to be able to change the

magnetization direction, and thus the secondary electron polarization, with a

modest magnetic field. XPS requires accurate measurements of the kinetic energies

of the emitted electrons. Any residual magnetic fields in the vicinity of the electron

energy analyzer will perturb the electrons trajectory, particularly for lower energy

electrons. Permalloy, an iron–nickel alloy, Fe0.2Ni0.8, has a coercive field of only a

few Oersted and thus its magnetization direction can be changed by application of

low magnetic fields. By using thin (<1 mm) films the resultant magnetic field from

the substrate is negligible. The surfaces of the films can be adequately cleaned, in

situ, by Ar ion sputtering which results in an oxygen-free surface and a small

amount (<1%) of residual carbon that is intrinsic to the film. The adsorbed chiral

molecule, 2-butanol, was chosen for its relatively simple structure and its high

vapor pressure (~20 Torr at room temperature). The latter property enables one to

dose the surface of the permalloy using a calibrated directional gas doser [120]

enabling precise and repeatable production of a given coverage. Previous studies

have shown that 2-butanol adsorbed on Pt(111) at 80 K remains intact and therefore

retains its chirality [121]. It was anticipated that this would also be the case for

adsorption on permalloy at 90 K, which was born out by subsequent measurements

(see below). The use of a relatively simple molecule was also driven by the need

that the chiral carbon should be distinguished from the other carbons by XPS.

Figure 4 shows a typical C 1sXPS spectrum of 2-butanol adsorbed on permalloy. In

(R)- and (S)-2-butanol, whose structures are shown in the inset in Fig. 4, the chiral

carbon is bound to the OH group so its C 1s core level XPS peak is shifted to higher

energies relative to carbons bound to H. By using standard curve fitting techniques

it is possible to extract the peak area of carbons bound to H and O. Any reaction that

results in C–O bond breaking will result in a decrease in the corresponding peak

area (the shaded, blue area in Fig. 4).

Fig. 4 C 1s XPS spectrum of

(R)-2-butanol adsorbed on

permalloy at 90 K obtained at

the start of a photolysis

series. The points are the raw

data; the dashed lines are the
individual fitted components,

and the solid line is the
synthesized curve. The filled
in region represents the C-O

peak, which directly probes

the chiral carbon. Also shown

are models of (S)- and (R)-2-
butanol
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The X-ray source was synchrotron radiation generated at the Advanced Photon

Source (APS) and transmitted by beamline 4-ID-C. A schematic diagram of the

beamline and experimental chamber is shown in Fig. 5. Note that in addition to the

electron energy analyzer the ultra-high vacuum (~2 � 10�10 Torr) chamber incor-

porates a microchannel plate detector to measure the total X-ray fluorescence

(XRF) and an isolated sample holder so that the restoring current, or total electron

yield (TEY), may be determined. Measurement of the XRF as a function of X-ray

energy yields a bulk-sensitive X-ray absorption spectrum, while TEY energy

dependence yields an absorption spectrum representative of the near surface

(<100 nm) region. Since the X-rays are pulsed with a nominal period of 153 ns it

is also possible to detect ions using time-of-flight (TOF) techniques. Use of a

specialized electromagnetic undulator insertion device results in a high X-ray flux

(3.5 � 1011 photons/s at 1,190 eV), and employment of postmonochromator focus-

ing optics yields a small X-ray spot size (~3 � 10�4 cm2) on the sample. A photon

energy of 1,190 eV was used for all XPS measurements. This energy is near the

peak of the beamline transmission and also allows C 1s XPS spectra to be obtained

without any interference from nearby Auger peaks.

The undulator on beamline 4-ID-C is a special, electromagnetic device, as

opposed to the permanent magnet ones used at most facilities. As a result it is

able to change the polarization of the X-rays between left and right circular as well

as linear. The ability to change the circular polarization rapidly enables one to

perform X-ray magnetic circular dichroism (XMCD), which is an elemental-

specific technique to measure the magnetic properties of materials [122]. For

these experiments XMCD was employed at the Ni L edge to insure that the sample

magnetization direction was switched after applying opposing magnetic fields.

A typical Ni L XMCD spectrum is shown in Fig. 6. The solid curve is the spectrum

with the magnetization direction aligned with the X-ray beam and the dashed curve

is the spectrum with the opposite magnetization. The two spectra are mirror images

of each other. Since the magnetization direction determines the polarization of the

Fig. 5 Schematic diagram of the experimental setup depicting the APS bunched synchrotron

radiation, the electromagnetic undulator on beamline 4-ID-C, the spherical grating monochroma-

tor and the XPS end station
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secondary electrons, these measurements were an indirect indication of the electron

polarization.

The overall approach relies on the determination of accurate rate constants for

the reaction of the chiral C–O carbon. The rate equation is dn/dt = �sfn, where the
reaction cross section is s (cm2). Straightforward integration yields n(x)/n(0) =
e�sx where x � R

f(t)dt is the photon exposure. Note that in general the photon flux

f(t) varies with time so the integral must be used. However, the APS operates in

“top-up” mode where the beam current of the stored electrons is kept nearly

constant by injection every few minutes. Thus f(t) = constant = f and the resulting

equation is n(x)/n(0) = e�sft, where f is the flux density and t is the time. The time

constant, t is defined as 1/sf, so by using the relationship n(t)/ = n(0)exp(-t/t),
where n(t) = C–O peak area, n(0) = initial C–O peak area, and t = time, we are able

to extract the time constant, t, of the reaction as a function of the chirality of the

adsorbed molecule and spin polarization of the substrate secondary electrons.

Previous studies have indicated that adsorption of 2-butanol on a cold metal

surface is molecular (there is no adsorption-induced dissociation). To insure that

this was the case for 2-butanol adsorbed on a sputter-cleaned permalloy surface,

XPS spectra were taken following adsorption on a thick Xe overlayer deposited at

~25 K. The inset in Fig. 7 shows a comparison of a C 1s core level spectrum of

2-butanol adsorbed on multilayer Xe and compared with a spectrum of the same

amount of 2-butanol adsorbed on permalloy. Other than a rigid shift of the binding

energies, due to the lower screening of the C 1s hole by Xe, the two spectra are very
similar. Since Xe is chemically inert it is reasonable to expect that 2-butanol

remains intact upon adsorption and, therefore, the same appears to be the case

following adsorption on permalloy at 90 K.

Fig. 6 XMCD spectra of a permalloy sample acquired with the magnetization direction parallel

(solid line) and opposite (dashed line) to the X-ray beam propagation vector
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The general procedure for performing these measurements consisted of the

following steps. (1) Prepare a clean permalloy surface by sputtering with 1-kV Ar

ions and characterize it with XPS. (2) Adsorb 3.2 � 1015 molecules/cm2 of (R)- or
(S)-2-butanol on the clean surface, cooled to 90 K and characterize by XPS. On the

basis of previous studies of 2-butanol adsorption on Pt(111) at 80 K [121], this

should correspond to around three monolayers. (3) Move to a different position on

the sample and photolyze with X-rays with the substrate magnetized in a particular

direction. Record ~30 XPS spectra sequentially. Following photolysis, record an

Ni L-edge XMCD spectrum to characterize the magnetic moment. Repeat 6–10

times at different positions on the sample. (4) Reverse the magnetization direction.

(5) Repeat step 3 at a new position. Steps 1–5 were repeated numerous times,

following additional sample cleaning steps and dosing. This was necessary to obtain

time constants with high accuracy and reproducibility. Note that the small X-ray spot

size (0.2 � 0.15 mm2) permits 10–15 measurements on the same substrate/adsorbate

system. This is critical for avoiding systematic errors.

A typical C 1s XPS spectrum obtained at the start of a photolysis series is shown

in Fig. 4. Using curve-fitting techniques, the spectrum in Fig. 4 can be decomposed

into three main peaks. The small one at ~282.5 eV is due to atomic carbon bound to

a substrate metal atom (C–M). Some of this intensity is due to residual carbon that

remained after sputter-cleaning the surface (<0.03 monolayer) and some is due to

carbon produced from butanol photolysis during the time it took to acquire the

spectrum. The most intense peak at ~284.9 eV is due to alkyl carbons (C–H), while

the peak at ~286.5 eV is due to the chiral C atom bound to the OH group [123].

A series of C 1s XPS spectra obtained during irradiation with 1,190 eV X-rays is

shown in Fig. 8. Photolysis results in a decrease in intensity of the C–H and C–O

peaks and an increase in the C–M intensity. The C–H peak also shifts to lower

binding energy. This shift is mainly due to C–O bond cleavage, which lowers the

Fig. 7 Area of the C-O peak

of 2-butanol adsorbed on

permalloy (filled circles) and
adsorbed on multilayer Xe

( filled squares) as a function
of irradiation time following

exposure to 1,190 eV X-rays.

The solid and dashed lines are
fits of an exponential function

to the experimental data. The

inset shows a C 1s XPS
spectrum of 2-butanol

adsorbed on permalloy (dots)
and on multilayer Xe (line).
The Xe data have been shifted

by �1 eV to account for the

different core-hole screening

properties of the two

substrates
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binding energy of the carbons in the resultant compound. This bond cleavage may

also produce additional compounds that contribute to the C–H intensity. Photolysis

may also cleave C–C bonds to produce gas phase and/or bound CHx byproducts.

These factors make analysis of the C–H peak complex. Therefore, we focus our

kinetic analysis on the C–O peak that directly probes the state of the chiral carbon

atom. During the fitting of a photolysis series such as that shown in Fig. 8, the peak

shape, width, and position were kept constant for the C–O and C–M structures,

while the width and position of the C–H peak was allowed to vary for the reasons

mentioned previously. The inset in Fig. 8 shows the C–O component as a function

of irradiation time.

A major premise upon which this work is based is that the secondary electrons

are responsible for the reaction. To test this hypothesis photolysis experiments were

performed for the same coverage of 2-butanol adsorbed on multilayer Xe

condensed on permalloy at 25 K. Due to its high bandgap condensed Xe has a

much higher electron yield than permalloy. Figure 7 shows the results of the decay

of the C–O peak area for 2-butanol adsorbed on the different substrates. By fitting
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Fig. 8 Series of C 1s XPS spectra of (R)-2-butanol adsorbed on permalloy obtained sequentially

while irradiating with 1,190-eV X-rays. The inset shows the area of the C–O peak component as a

function of irradiation time
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the results to a single exponential function, n(t) = n(0)exp(�t/t) + B, where B is

the background and t is the reaction time constant, the time constants for the two

systems are extracted. In the case of the permalloy substrate the time constant is

1,550 s and the corresponding TEY is 2.75 nA. For the Xe substrate the time

constant is 354 s and the TEY is 7.5 nA. The reduction in time constant is not

inversely proportional to the TEY because evidently a greater proportion of the

electrons emitted from the Xe substrate are involved in the reaction than those

coming from the Permalloy substrate.

Measurements of the reaction time constant were performed six to eight times

for each chirality and magnetization direction. The overall time constant results are

summarized in Fig. 9. The individual time constants, with error bars, for the various

photolysis series are shown by the data points, and the average value of t, for each
chirality and magnetization direction, are shown by the straight lines and tabulated

in Table 3. It was critical that all the data in Fig. 9 were obtained during a single

6-day “run” on the beamline. In between runs the optics are adjusted slightly for

other experiments. Thus, it would not be feasible to obtain the same beam profile for

a nonconsecutive run, making it impossible to obtain quantitative results. This figure

clearly indicates that a reversal of the secondary electron spin polarization results in

a dramatic change in the reaction rate for a given chirality. For (R)-2-butanol this

Fig. 9 Summary of the time

constant results. The squares
are the points for +

magnetization, and the circles
are the points for –

magnetization. The filled
points are for (R)-2-butanol
and the open points are for
(S)-2-butanol. The lines
represent the average values:

solid, (R)-2-butanol; dashed,
(S)-2-butanol. The solid line
in the inset shows the
enantiomeric excess (ee)

based on the time constant

difference (10%) as a function

of time in terms of the time

constant, t. The dashed line
shows the remaining

concentration

Table 3 Summary of the time

constant results

Molecule Magnetization Time constant (s)

(R)-2-Butanol Parallel 1,596 � 44

(R)-2-Butanol Antiparallel 1,431 � 37

(S)-2-Butanol Parallel 1,453 � 42

(S)-2-Butanol Antiparallel 1,589 � 50
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difference is 10.9 � 3.8%, while for (S)-2-butanol, it is 8.9 � 3.5%. The fact that the

results for each enantiomer are mirror images of the other is compelling evidence

of the validity of the proposed mechanism. It is also interesting to note that these

differences in the time constants are approximately the same as the degree of

secondary electron spin polarization observed for permalloy (10–15%) (Table 1).

To confirm these findings further, a racemic 2-butanol mixture (equal amounts of

both enantiomers) was employed. The results obtained indicated that changing the

magnetization direction (spin polarization) does not change the reaction time constant

of the racemic mixture.

The average difference between the time constants for the two enantiomers is

~10%. Using this value we have calculated the ee for an initial racemic mixture as a

function of reaction time (Fig. 9, inset). After the time spent acquiring the data in

Fig. 8, which equals 6,900 s and represents 4.3 time constants, the ee would be 25%

and 1.4% of the initial concentration would be left intact. After a time equivalent to

2 time constants the ee would be 12% with 14% of the initial population remaining.

To our knowledge these are the largest values for enantiomeric excesses as the

result of circularly polarized light or spin-polarized electron irradiation ever

reported. There are several important reasons for the success of the present

approach. First of all the measurements were performed under UHV conditions

with a well-characterized substrate and carefully controlled, reproducible adsorbate

overlayers. Second, the reaction rate constants and thus the ee were all determined

in situ. Prior approaches relied on removing the irradiated sample from the reaction

vessel and analyzing the chirality using chromatography techniques, which also

necessitated processing the sample for analysis. Finally, whereas previous work

determined only the ee after a given period of irradiation, our approach yields the

reaction time constant, which is a more fundamental value.

4 Mechanisms

Before discussing possible mechanisms that could explain these results, it is

worthwhile comparing the time constants to results from previous electron-induced

surface chemical reactions. The extracted time constant, t, equals 1/sf, where f is
the X-ray flux density and w is the photolysis cross section. Using approximate

values of the beam area (3 � 10�4 cm2) and X-ray flux (3.5 � 1011 ph/s), yields a

flux density of 1.7 � 1015 ph/s cm2 and a s of ~6 � 10�19 cm2. Our results show

that it is the secondary electrons that are inducing the chemical changes. Therefore,

it is more applicable to use the secondary electron flux to compute the cross section.

An upper bound to this is given by the TEY flux density. This is determined from

the measured sample current of 3.8 nA or 2.4 � 1010 e/s, which results in a cross

section of 9 � 10-18 cm2 (9 Mb) This value compares fairly well with reported

dissociative electron impact cross sections for CO production from condensed films

of acetone (9.6 Mb) [124] or methanol (4.2 Mb) [125] via a DEA mechanism. In the

present case a DEA mechanism, in which a temporary negative ion state is formed,
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is likely involved since the secondary electron energy distribution and their polari-

zation is highest at low kinetic energies, ~2 eV (Fig. 3).

Since there have been no previous studies of spin-polarized electron induced

reaction asymmetries in adsorbed chiral molecules, the exact manner by which the

enhancement occurs is unclear. If the orbital occupied during DEA is sufficiently

diffuse so as to “sample” the regions of the molecule responsible for the chiral

structure [92] then enantiomeric specific dissociation will result. On the other hand,

it has been theorized that two enantiomers will be ionized at different rates by

longitudinally spin-polarized electrons [126]. If there are sufficient numbers

of higher energy spin-polarized secondary electrons and the final state reached

following ionization is dissociative, then this could lead to chiral enhancement.

Experimental [107] and theoretical [96] studies have shown that relatively large

asymmetries exist in the scattering of longitudinally polarized electrons by

organized, adsorbed chiral molecules relative to isotropic species. Prior studies of

low temperature 2-butanol adsorption on single metal crystal surfaces have shown

that the adsorbate overlayer is ordered and the molecule is bound to the surface

through the oxygen atom [121, 127]. It is reasonable to assume a similar adsorption

behavior of 2-butanol on the polycrystalline metallic permalloy surface used in the

present study. Therefore, it is likely that some degree of ordering exists in the

first layer, as well as the overlayers (due to hydrogen bonding). Such ordering

would enhance the reactive scattering of the polarized electrons by the 2-butanol

molecules adsorbed on the permalloy surface.

In the case of organized self-assembled monolayers of DNA and other helical

molecules Naaman and coworkers proposed that the observed dichroism in

polarized electron scattering resulted from charge transfer from the Au substrate

to the adsorbate [104–108]. For dense, ordered chiral molecules the spins of

the transferred holes are aligned in the same direction for all domains and act as

a “spin filter.” Although such an effect cannot be ruled out in the present case it

seems unlikely since coupling of the spins of the transferred holes to the

magnetic substrate would tend to align them in the same direction regardless of

chirality.

In trying to explain the asymmetric scattering of polarized electrons through

organized chiral films, Ray et al. discussed several possibilities to explain their

results, which could also apply to the present case [107]. As we have pointed out,

the low energy secondary electrons responsible for the reaction are at energies close

to the resonant transitions responsible for DEA. Such resonances reflect the under-

lying chirality and should enhance the asymmetry factor. The alignment of the

adlayers restricts angular averaging and could enhance the effect. The most impor-

tant factor could be that the low energy electrons have a long wavelength and could

interact coherently with a large number of chiral centers.

In attempting to explain results from experiments that found positive results

for the Vester–Ulbricht Hypothesis [65] (Table 1), Garay et al. hypothesized that

the magnetic moment of the electron and the magnetic transition moment of the

electronically excited optically active molecules could interact [128]. Thus, the

Spin-Polarized Electron Induced Asymmetric Reactions in Chiral Molecules 299



magnetic transition dipole could influence the probability of the triplet state of the

optically active molecules, electron transport, and stereoselectivity.

Finally, in a recent paper, Yeganeh et al. suggest that the large asymmetries seen

in polarized electron transmission are partly due to a combination of the presence of

a molecule with axial chirality, surface orientation, and cooperative effects in the

monolayer [129]. They use scattering theory to show that differences in transmitted

intensity arise from the preferential transmission of electrons whose polarization is

oriented in the same direction as the sense of advance of the helix.

Whether any or parts of the aforementioned models apply to the results on

polarized secondary electron induced chiral reactions is difficult to say. The situa-

tion is considerably more complex since it involves reactive scattering and the

substrate itself is magnetic. Hopefully, additional experimental and theoretical

efforts will lead to a greater understanding of the processes involved.

5 Conclusion and Future Work

The past 50 years have produced a wide range of experimental and theoretical

work aimed at determining the possible role of spin-polarized electrons in chiral-

selective chemistry. Initial studies, based on the Vester–Ulbricht hypothesis, had

some success, but its efficacy is doubtful since most of the chemistry is probably

caused by secondary electrons. Subsequent work on low-energy polarized electron

scattering from gas-phase chiral molecules showed definite asymmetries which

indicated that spin–orbit coupling was an important factor in understanding the

results. Recent work in this area has concentrated on understanding the interaction

of spin-polarized electrons with adsorbed chiral systems, where collective effects

should be important. Many of the chapters in this volume are devoted to this

area, while this chapter has concentrated on the role of spin-polarized secondary

electrons in producing chiral-selective chemistry.

There is a wide range of research avenues that could be pursued to further

understanding in this area. The following list outlines a number of potential

areas, some of which we are currently pursuing:

l Other sources of spin-polarized electrons. Low-energy SPEs may be produced

in other ways such as circularly-polarized UV light irradiation of a surface, spin-

polarized electron guns, and spin-polarized tunneling from a magnetic tip.

Provided that these sources could be stabilized so that quantitative cross sections

could be determined, it should be possible to perform chiral-selective surface

chemistry measurements.
l Other detection methods. Besides XPS, other chemically sensitive techniques

are available to probe the reaction. Surface reflection absorption infrared spec-

troscopy [130] and electron-energy loss spectroscopy [131] give detailed infor-

mation on the vibrational states and thus the bonds of surface species. Gas-phase

mass spectroscopic techniques provide information about the desorbing species.
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In the experimental apparatus shown in Fig. 5 we have recently installed a time-

of-flight ion detector, which will be used to analyze anions and cations ejected

from the surface. Post-irradiation temperature programmed desorption [132]

yields insight into the reaction products and their bonding. If the reactants or

products fluoresce then optical spectroscopy could be employed to study them

and luminescence circular dichroism would yield information about changes in

chirality. If magnetism in the adsorbate layer plays a role then X-ray magnetic

circular dichroism [122] (Fig. 6) could determine the magnetic sites with

elemental specificity.
l Other systems. The 2-butanol adsorbate is one of the simplest chiral molecules.

More complex molecules ranging from amino acids to DNA would provide

further insight into the chemistry. It would also be beneficial to perform experi-

ments on more well-defined substrates, such as thin films, crystalline magnetic

overlayers grown in situ, or single crystal nonmagnetic substrates using other

sources of spin-polarized electrons (see above).
l Theory. Perhaps this is the one area that would provide the most impact.

Although modeling of spin-dependent reactive scattering is certainly challeng-

ing, we hope that current and future experimental results will provide motivation

for theorists to pursue it.
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