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EDITOR’S PREFACE

The Concise Encyclopedia of the Structure of Materials draws together in a single volume a range of articles
which appear in the Encyclopedia of Materials: Science and Technology (EMSAT). This very substantial work
appeared in 2001, the editors-in-chief being Jurgen Buschow, Robert Cahn, Mert Flemings, Bernhard Ilschner,
Ed Kramer and Subhash Mahajan; it has been kept up-to-date by its editors-in-chief in the form of periodic
updates loaded on to the internet version.

Materials Science and Technology is concerned with the relationship between the properties and structure of
materials. In this context ‘Structure’ may be defined on many scales, from the sub-atomic (in the case of
electrical and magnetic properties, for example), the atomic scale (in the case of crystalline materials), the
molecular scale (in polymers, for example), and of course also the microscopic and macroscopic scales. The wide
range of experimental techniques available for establishing material structure on these various scales are
thoroughly surveyed in The Concise Encyclopedia of Materials Characterization, two editions of which have
appeared under the editorship of Robert Cahn.

In the present volume, eighty articles have been selected from EMSAT which deal with metals, polymers,
ceramics and glasses, biomaterials, wood and paper, liquid crystals, as well as some more general features.
Contributions to EMSAT which dealt mainly with the ‘properties’ of materials (be they physical, mechanical,
chemical, and so on), and which made only cursory reference to their structure have of necessity been excluded
due to the constraints of the available space.

John W. Martin
Editor
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This Concise Encyclopedia is concerned with the
relationship between the properties and structure of
materials. Information is presented in a series of
alphabetically arranged articles which deal concisely
with individual topics in a self-contained manner.
This guide outlines the main features and organiza-
tion of the Encyclopedia, and is intended to help the
reader to locate the maximum amount of information
on a given topic.

Accessibility of material is of vital importance in a
reference work of this kind and article titles have
therefore been selected not only on the basis of article
content but also with the most probable needs of
the reader in mind. An alphabetical list of all the
articles contained in this Encyclopedia is to be found
on p. xi.

Articles are linked by an extensive cross-referen-
cing system. Cross-references to other articles in the
Encyclopedia are of two types: in text and end of text.
Those in the body of the text are designed to refer the
reader to articles that present in greater detail
material on the specific topic under discussion at
that point. For example:

The most widely produced steel product is sheet (see Sheet
Steel: Low Carbon)y

The cross-references listed at the end of an article
serve to identify broad background reading and to
direct the reader to articles that cover different
aspects of the same topic.

The nature of an encyclopedia demands a higher
degree of uniformity in terminology and notation
than many other scientific works. The widespread use
of the SI system of units has determined that such
units be used in this Encyclopedia. It has been
recognized, however, that in some fields Imperial
units are more generally used. Where this is the case,
Imperial units are given their SI equivalent quantity
unit following in parenthesis. Where possible, the
symbols defined in Quantities, Units, and Symbols,
published by the Royal Society of London, have been
used.

All articles in the Encyclopedia include a Biblio-
graphy giving sources of further information. Each
bibliography consists of general items for further
reading and/or references which cover specific aspects
of the text. Where appropriate, authors are cited in
the text using a name/date system as follows:

yanother recent review (Padlha et al. 2003).

ydiscovered by Zerr et al. (1999).y

The contributors’ names and the organizations to
which they are affiliated appear at the end of all
articles. All contributors can be found in the
alphabetical List of Contributors.

The most important information source for locat-
ing a particular topic in the Encyclopedia is the
multilevel Subject Index, which has been made as
complete and fully self-consistent as possible.

GUIDE TO USE OF THE ENCYCLOPEDIA
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Aluminum Alloys: Alloy, Heat Treatment,

and Temper Designation

The Aluminum Association of the United States uses
a four-digit numerical system to identify aluminum
alloys. The system used for wrought alloys is slightly
different from that used for cast alloys; however, the
digit that designates the alloy group is essentially the
same. The nomenclature for wrought alloys has been
accepted by most countries and is now called the
International Alloy Designation System (IADS). The
first digit indicates the alloy group and the last two
digits identify the aluminum alloy or indicate the
aluminum purity. The second digit indicates modifi-
cations of the original alloy or impurity limits. Ex-
perimental alloys are also identified in accordance
with this system, but they are indicated as experi-
mental by the prefix X. The designation system for
wrought and cast aluminum alloys is given in Table 1.

Although the first digit for cast alloys is essentially
the same as for wrought alloys, the second two digits
serve to identify a particular composition. The zero
after the decimal point identifies the product as a
casting. Other numerals are used to designate ingots.
The 3XX.X series is reserved for alloys that contain
silicon and/or additions of copper and magnesium;

A
Table 1
Aluminum alloy designation systems.

Alloy typea
Four-digit
designation

Wrought alloys
99.00% (min) aluminum 1XXX
Copper 2XXX
Manganese 3XXX
Silicon 4XXX
Magnesium 5XXX
Magnesium and silicon 6XXX
Zinc 7XXX
Others 8XXX

Casting alloys
99.00% (min) aluminum 1XX �X
Copper 2XX �X
Silicon with added copper
and/or magnesium

3XX �X

Silicon 4XX �X
Magnesium 5XX �X
Zinc 7XX �X
Tin 8XX �X
Others 9XX �X

aDesignations are based on aluminum content or main alloying
elements.

Table 2
Heat treatment and temper nomenclature for aluminum alloys.a

Suffix letter (indicates basic treatment
or condition) First suffix digit (indicates secondary treatment)

Second suffix digit
(indicates residual

hardening)

F, as fabricated
O, annealed/wrought products only
H, cold-worked/work-hardened 1, cold-worked only 2, 1/4 hard

2, cold-worked and partially annealed 4, 1/2 hard
3, cold-worked and stabilized 6, 3/4 hard

8, hard
9, extra hard

W, solution heat-treated
T, heat-treated/stable 1, partial solution plus natural aging

2, annealed cast products only
3, solution plus cold work
4, solution plus natural aging
5, artificially aged only
6, solution plus artificial aging
7, solution plus stabilizing
8, solution plus cold work and artificial aging
9, solution plus artificial, aging and cold work

aAdded as suffix letters and digits to the alloy number.
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the 6XX.X series is unused, and the 8XX.X series is
used for alloys containing tin as the major alloying
element. Often a letter prefix is used to denote either
an impurity level or the presence of a secondary-
alloying element. These letters are assigned in alpha-
betical sequence starting with A but omitting I, O, Q,
and X. X is reserved for experimental alloys. For
example A201.0 and A357.0 have higher purity than
the original 201.0 and 357.0.

The heat-treatment or temper-nomenclature sys-
tem developed by the Aluminum Association has also
been adopted as part of the IADS by most countries.
It is used for all forms of wrought and cast aluminum
alloys with the exception of ingot. The system is
based on the treatments used to develop the various
tempers and takes the form of letters added as suf-
fixes to the alloy number. One or more digits follow-
ing the letter indicate subdivisions of the tempers,
when they significantly influence the characteristics
of the alloy. Alloys supplied in the as-fabricated
or annealed condition are designated with the suf-
fixes F and O, respectively. The letter W designates
those supplied in the solution heat-treated condition.
Alloys supplied in the strain-hardened condition are
designated with the letter H and those in the heat-
treated condition with the letter T. Digits following H
represent the degree of strain hardening and those
following T the type of aging treatment. The number
5 following the first digit for the age-hardening tem-
pers indicate stress relieving. The temper-designation
system is given in Table 2.

See also: Aluminum: Alloying
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Aluminum: Alloying

Aluminum is light, ductile, has good electrical and
thermal conductivity, and can be made strong by al-
loying. An advantageous chemical property of alumi-
num is its reactivity with oxygen, which leads to the
formation of a dense layer of Al2O3 on the surface
that shields the base metal from further environmental

interaction. However, problems may be encountered if
the layer is disturbed, for example by second phases,
plastic deformation that fractures the protective layer,
or by friction (tribo-chemical reaction).

Aluminum alloys are classified as heat-treatable or
non-heat-treatable, depending on whether they precip-
itation-harden. However, the properties of both classes
of alloys depend on their structural characteristics and
can be associated with different levels of structure:

(i) The atom: the low density is due to the low
atomic mass (AAl¼ 27). By alloying with magnesium
(AMg¼ 24) or lithium (ALi¼ 7), for example, the den-
sity can be reduced still further. Other elements, e.g.,
silicon (ASi¼ 28), have little effect.

(ii) The phase: the ductility and formability of al-
uminum is due to the high symmetry, high stacking
fault energy, and thermodynamic stability of the face-
centered cubic lattice. Other phases of interest include
aluminum solid solutions, intermetallic compounds
(Al3Ti), nonmetallic compounds (AlN), quasicrystals,
and metallic glasses.

(iii) The microstructure: the high strength of pre-
cipitation-hardened alloys is associated with an
ultrafine dispersion of particles (do10 nm). Other
microstructural features, e.g., grain boundaries, may
have a beneficial effect on strength, but may have a
detrimental effect on fracture resistance.

1. Improving Strength

The strength of pure aluminum limits its commercial
usefulness and a major function of alloying is to im-
prove this property. For structural use, the strongest
alloy that meets the minimum requirements for other
properties such as corrosion resistance, ductility,
toughness, etc., is usually selected if it is cost effec-
tive. Consequently, composition is often first selected
for strength. The non-heat-treatable alloys obtain
their strength from solid-solution strengthening, in-
termetallic phases that form during solidification,
from the dislocation substructure produced by cold
or hot work in wrought alloys, and from a fine grain
structure in cast alloys. Additions of different solute
elements lead to varying degrees of strengthening of
the aluminum matrix and magnesium seems to be the
most potent solid-solution strengthener. Although
solid-solution strengthening can increase the yield
strength of pure aluminum several fold, the magni-
tude is usually below that required for most com-
mercial applications. Phases which form during
solidification may also contribute to the strength,
but most non-heat-treatable alloys are strengthened
through the work hardening that occurs during de-
formation of the alloys. The solute content, grain
size, and volume fraction and size of phases that form
during casting can have an effect on the strength in-
crease obtained by work hardening. Most alloys in
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the non-heat-treatable group contain manganese, sil-
icon, iron, and magnesium, either individually or in
various combinations.

The heat-treatable alloys obtain their strength
from a homogeneous distribution of fine precipitates
developed by solutionizing, quenching, and aging
treatments. The increase in strength over that of the
pure metal or solid-solution alloys is due to the in-
teraction of dislocations with precipitates and tran-
sition precipitates formed during aging. The strength
normally increases with the volume fraction of sec-
ond phases located in the matrix. The relationship
between strength and the size of the particles depends
on whether the particles are sheared or looped and
bypassed by dislocations during deformation. When
they are sheared strength increases with increasing
particle size and when they are looped and/or by-
passed strength increases with decreasing particle
size. During normal age hardening there is a decrease
in strength associated with a transition from shearing
to looping and this is referred to as ‘‘overaging.’’ The
most important alloying elements in age-hardenable
aluminum alloys have extensive solid solubility at
high temperatures and include copper, lithium, mag-
nesium, and zinc.

2. Non-heat-treatable Alloys

Magnesium is added to non-heat-treatable wrought
alloys for its solid-solution strengthening effect. In
general, solid-solution alloys are more resistant to
corrosion than two-phase alloys. Magnesium makes
aluminum more anodic and dilute aluminum–mag-
nesium alloys have a high resistance to corrosion,
particularly in seawater and alkaline solutions. How-
ever, when magnesium exceeds the solid solubility in
binary alloys it precipitates at grain boundaries as
Al8Mg5, which is strongly anodic and promotes in-
tergranular attack.

Aluminum combines readily with the transition
metals titanium, vanadium, chromium, manganese,
iron, cobalt, nickel, and zirconium to form interme-
tallic phases with little or no solubility in the alumi-
num matrix. Intermetallic phases increase strength
by enhancing work-hardening during working oper-
ations and by refining the grain structure. They
increase work-hardening since they are usually inco-
herent with the matrix, are nondeformable, and must
be looped or bypassed by moving dislocations. This
increases the dislocation density and blocks dynamic
recovery processes. However, intermetallic com-
pounds greater than 1mm in diameter, called constit-
uent phases in aluminum alloys, are detrimental since
they reduce ductility, fracture toughness, and fatigue-
crack-initiation and fatigue-crack-propagation resist-
ance. In addition, dense dislocation tangles develop
around these coarse particles during deformation
and act as nucleation sites for recrystallization if sub-
sequent annealing operations are required. A suitable

distribution of fine particles can prevent growth of
recrystallized grains formed at large particles. It is
customary to control both composition and cooling
rates in order to prevent large primary phases from
forming. For example, commercial aluminum–man-
ganese alloys most often contain less than 1.25wt.%
manganese, although as much as 1.82wt.% is soluble
in pure aluminum. The 1.25wt.% limit is imposed
because iron, present in most aluminum alloys as an
impurity, decreases the solubility of manganese in al-
uminum. This increases the probability of forming
large primary particles of Al6Mn, which can have a
deleterious effect on ductility.

As mentioned, aluminum has a high stacking-fault
energy that aids dynamic recovery and the formation
of well-defined subgrains during hot working, making
them amenable to substructure strengthening.
Strength increases as the subgrain size decreases and
the size is controlled by the temperature and strain
rate of the hot-working operation. Small intermetallic
particles less than 0.6mm in diameter, which form
from the addition of the transition metals previously
mentioned, aid in the development and stabilization
of the substructure. The intermetallic particles may
also add a component of dispersion strengthening,
although when concentrations are increased to the
point where this becomes a viable strengthening
mechanism, coarse primary phases form and ductil-
ity is reduced. Rapid solidification of particulate to-
gether with powder metallurgy consolidation is one
method of circumventing this problem.

Silicon is a principal addition to most aluminum
casting alloys because of the high fluidity associated
with the aluminum–silicon eutectic. The hard silicon
particles are the major strengthening constituents of
non-heat-treatable casting alloys. Additional improve-
ments in strength can be obtained by minor additions
of magnesium or by other alloy additions, such as so-
dium, that refine the cast microstructure. The latter
also minimizes porosity and increases ductility. The
exact mechanism associated with these modifications is
unclear, but sodium may depress the eutectic temper-
ature and thus increase the nucleation rate of silicon or
tie up phosphorus impurities that are associated with
coarse silicon particles. Sometimes, however, phos-
phorus is added deliberately to hypereutectic alumi-
num–silicon alloys to refine the size of the primary
silicon phases. Phosphorus reacts with the aluminum
to form small insoluble particles of AlP that serve as
nuclei for the precipitation of silicon. Strontium ad-
ditions have also been shown to refine the cast micro-
structure of aluminum–silicon alloys and suppress the
formation of primary silicon in hypereutectic alloys.
This improves both ductility and toughness.

3. Heat-treatable Alloys

Heat-treatable alloys contain elements that decrease
in solubility with decreasing temperature and in
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concentrations that exceed their equilibrium solid
solubility at room and moderately higher tempera-
tures. A normal heat-treatment cycle includes a so-
lutionizing soak at a high temperature to maximize
solubility, followed by rapid cooling or quenching to
a low temperature to obtain a solid solution super-
saturated with both solute and vacancies. High
strength is obtained by aging for convenient times
at one or two intermediate temperatures to form a
finely dispersed precipitate. This final step must be
accomplished not only below the equilibrium solvus
temperature, but also below a metastable miscibility
gap called the Guinier–Preston (GP) zone solvus line
(Fig. 1) in order to have uniform precipitation. As
noted in Fig. 1 the temperature of the line increases
with solute content. The critical temperature also in-
creases with vacancy concentration.

The supersaturation of vacancies allows diffusion
and clustering of solute atoms to occur much faster
than expected from equilibrium diffusion coefficients.
In precipitation-hardening alloys, three types of in-
terfaces may develop during nucleation and growth
of strengthening precipitates: coherent, semicoherent,
and incoherent interfaces. No significant difference in
atomic positions exists across a coherent interface,
although a slight difference in lattice parameter
may result in local elastic strains required to main-
tain coherency. If the coherency strains become ex-
cessive, which usually happens as aging proceeds, the

coherent interface may be replaced by a periodic ar-
ray of edge dislocations or structural ledges resulting
in a semicoherent interface. The coherent and semi-
coherent particles may form in a variety of shapes,
e.g., spheres, cubes, disks, and needles, depending on
the misfit between particles and the matrix and on the
interfacial energy. The shape that occurs generally
minimizes the total energy associated with the for-
mation of the particle. For example, when the atomic
misfit is very small, spherical particles are formed
because this shape has the lowest surface area-to-
volume ratio. However, when the atomic misfit is
large, the particles generally assume the shapes of
disks or needles in order to minimize the strain en-
ergy. Cubes are an intermediate shape. The third type
of interface, the incoherent interface, has a degree of
disorder comparable to that of a high-angle grain
boundary.

Precipitation normally follows the sequence: su-
persaturated solid solution-solute clusters-transi-
tion precipitate-equilibrium precipitate. Most
commercial aluminum alloys contain more than one
solute addition to form the strengthening precipi-
tates. Usually, if the atomic size of one solute were
larger than the atomic size of the aluminum atom, the
other solute addition would be selected to have a
smaller atomic size. This minimizes the internal strain
associated with clustering of solute atoms, reduces
the critical size for precipitation, and results in a more
uniform dispersion of strengthening precipitates.
Since strength is related to the volume fraction of
these particles (in addition to particle size), maximiz-
ing those elements that participate in the aging se-
quence and can be put into solution at the
solutionizing temperature, can optimize strength.
The solubility of these additions should not be ex-
ceeded at the solutionizing temperature since all ex-
cesses will form coarse precipitates that do not add
significantly to the strength and can adversely affect
the fracture toughness and fatigue-crack-initiation
and fatigue-crack-propagation resistance.

Often, precipitate-free zones (PFZ) form adjacent
to high-angle grain boundaries during the age hard-
ening process. The PFZ may be caused by two dif-
ferent phenomena. In the first, the aging temperature
is above the critical temperature determined by the
equilibrium concentration of vacancies, but below
that determined when excess vacancies are present
and vacancies have been lost to the grain boundary
prior to aging. Here the PFZ is called a vacancy-
depleted PFZ. In the second, normal nucleation and
growth of the equilibrium phase occurs at the grain
boundary, depleting the adjacent region of solute,
and thus producing a solute-depleted PFZ. Both
types of PFZs may be minimized by lowering the
aging temperature, which decreases the solute super-
saturation and thus the driving force for homogene-
ous decomposition. This also decreases diffusion
rates, which decreases the nucleation and growth of

Figure 1
Phase diagram of a hypothetical alloy system showing
the b solvus and the GP zone solvus. For composition
(a) DT1 is the temperature for solution heat treatment,
and DT2 is the temperature range for precipitation heat
treatment.
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the equilibrium precipitates. Consequently, age-hard-
ening alloys are frequently given double aging treat-
ments: a low-temperature age followed by a higher-
temperature age. The low-temperature age increases
the number of precipitates and minimizes the forma-
tion of PFZs and the higher-temperature age accel-
erates the growth of the precipitates. This allows the
desired strength level to be obtained in a minimum
amount of time. PFZs can have an adverse effect on
the resistance to stress-corrosion-cracking, fatigue-
crack-initiation resistance, and ductility and fracture
toughness in age-hardenable aluminum alloys.

In addition to the solute elements that are added
to form strengthening precipitates, most commercial
alloys are designed to have precipitates that control
the grain structure. As mentioned, aluminum com-
bines readily with the transition metals, chromium,
manganese, zirconium, etc., to form intermetallic
phases with little or no solubility in the aluminum
matrix. Because of their slow diffusivity in aluminum,
these alloying additions form very small precipitates,
less than one micron in size, either during solidifica-
tion or during ingot preheats. This fine distribution of
precipitates, called dispersoids, delays or prevents
static recrystallization during processing. Because
they are strung out in the working direction (a proc-
ess called mechanical fibering), they also aid in re-
taining the elongated or ‘‘pancake’’-shaped grains
that develop during working. The mean free path of
the dispersoids is greater in the working direction
than in directions perpendicular to it. Thus, recrys-
tallized grains can grow faster in the working direc-
tion. Such elongated grains impart anisotropic
behavior to the material. The effectiveness of a par-
ticular dispersoid in controlling the grain structure
depends on its size, spacing, and coherency.

The first heat-treatable aluminum alloy was based
on the aluminum–copper system and resulted from
the pioneering work of Alfred Wilm in 1906. After
quenching from high temperature and during aging at
room temperature, copper atoms cluster into
two-dimensional disk-shaped Guinier–Preston (GP)
zones on (100) matrix planes. These zones are usually
3–5nm in diameter. At temperatures of approxi-
mately 350K and higher, three-dimensional zones are
formed. Depending on aging time and temperature,
they may transform into the transition phaseY0 which
is only partially coherent with the matrix. The aging
sequence in Al–Cu alloys is usually described as: su-
persaturated a-GPI-GPII-Y0-Y(Al2Cu). The
addition of magnesium to aluminum–copper alloys
enhances both the rate and magnitude of natural ag-
ing (aging at room temperature). This enhancement
probably results from complex interactions between
solute elements and vacancies. For high magnesium
concentrations the decomposition process may be
modified and can be described as: supersaturated
a-GP zones-S0-S, where S0 is the semicoherent,
metastable, orthorhombic phase Al2CuMg and S is

the incoherent equilibrium orthorhombic phase. Man-
ganese is usually added to Al–Cu–Mg alloys to form
the dispersoid Al20Cu2Mn3. Aluminum–copper–
magnesium alloys are one of the three major heat-
treatable aluminum alloy systems.

Aluminum–magnesium binary alloys age-harden
following the sequence: supersaturated a-GP
zones-b0-b(Mg3Al2). However, most commercial
alloys contain additional alloying elements in order
to improve such properties as strength and weldabil-
ity. Medium-strength aluminum alloys, having good
weldability and corrosion resistance, can be obtained
by adding silicon in balanced amounts to form the
quasibinary Al–Mg2Si, or with an excess of silicon
above that needed to form Mg2Si. These alloys
strengthen appreciably during room-temperature ag-
ing and also comprise one of the three major heat-
treatable aluminum alloy systems. Artificial aging at
intermediate temperatures results in the formation of
needle-shaped zones. The aging sequence is: super-
saturated a-GP zones-b0-b(Mg2Si). Small addi-
tions of copper are sometimes added to improve
mechanical properties and chromium is added to
offset the adverse effect that copper usually has on
corrosion resistance. Manganese is usually added to
Al–Mg–Si alloys to form the dispersoid Al12Mn3Si
for grain structure control.

Alloys based on the Al–Zn–Mg system have a
greater response to age-hardening than either the Al–
Cu–Mg or the Al–Mg–Si systems. The alloys of com-
mercial interest form spherical GP zones after
quenching and during aging from room temperature
up to approximately 435K. Extended warm aging of
alloys with high zinc:magnesium ratios produces the
transition precipitate Z0, the precursor of the equilib-
rium MgZn2 Z phase. The basal planes of the hex-
agonal Z0 precipitate are coherent with the (111)
matrix planes, but the interface between the matrix
and the c direction of the precipitate is incoherent.
For low zinc:magnesium ratios the Al2Zn3Mg3, T,
phase may form. The decomposition process may be
described as: supersaturated a-GP zones-Z0-Z,
or supersaturated a-GP zones-T0-T, where T0 is
the semicoherent, metastable, hexagonal phase
Mg32(Al,Zn)49 and T is the incoherent equilibrium
cubic phase Mg32(Al,Zn)49.

Copper additions increase considerably the
strength of Al–Zn–Mg alloys. Concentrations up to
1 wt.% do not appear to alter the basic precipitation
mechanism, and in this range probably add a com-
ponent of solid-solution strengthening. Low copper-
containing alloys are readily weldable, but are not as
resistant to stress-corrosion cracking as the higher
copper alloys. When in excess of 1 wt.%, copper
participates in the precipitation process during aging
and decreases the coherency of the precipitate when
aged to peak strength. In the quaternary Al–Zn–Mg–
Cu system, the phases MgZn2 and AlMgCu form
an isomorphous series with aluminum and copper
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substituting for zinc in MgZn2. The improvement in
resistance to stress-corrosion cracking may be related
to a reduction in the electrochemical activity of the
precipitates as their copper content is increased.

Chromium was originally added to Al–Zn–Mg
alloys used for sheet product applications to improve
their resistance to stress-corrosion cracking. The
chromium-containing dispersoids, Al12Mg2Cr, aid
in retaining the directional grain structure developed
during processing of wrought products and also
prevent excessive growth or formation of recrystal-
lized grains during subsequent heat treatment. How-
ever, these incoherent dispersoids increase quench
sensitivity. A quenching medium may be forced
air, cold or boiling water, or some other liquid.
Quench sensitivity describes the tolerance of a par-
ticular alloy to the slower quenching media. During
slow cooling, some of the solute may precipitate out
as coarse particles, which reduces the degree of
supersaturation and adversely affects the alloy’s frac-
ture toughness and ductility. Normally, quench sen-
sitivity increases with increasing solute content.
Chromium-rich dispersoids in high-copper Al–Zn–
Mg alloys act as nucleating agents for solute-rich
precipitates during quenching. This process elimi-
nates some of the copper and magnesium from par-
ticipating in the low-temperature aging sequence, and
leads to a lower strength than would be predicted
from consideration of the alloy chemistry alone. Zir-
conium may be substituted for chromium, and offers
the advantage of forming a coherent dispersoid,
Al3Zr, which minimizes quench sensitivity. Zirco-
nium also seems to be the most effective addition for
inhibiting recrystallization.

4. Special Alloys

Aluminum-base–lithium ternary alloys, Al–Li–X, are
very attractive for applications that require low den-
sity and high modulus since each weight percent lith-
ium added to an aluminum-base alloy results in a
decrease in density of approximately 3% and an in-
crease in Young’s modulus of approximately 6% for
lithium additions up to the practical limit of 3 wt.%.
The beneficial effects of lithium are realized regard-
less of whether or not lithium is retained in solid so-
lution, but binary alloys containing in excess of 1%
lithium respond to age-hardening due to the precip-
itation of the metastable phase Al3Li. The precipi-
tates are ordered and coherent with the aluminum
matrix, similar to those in other age-hardenable al-
uminum systems. Magnesium is a potent solid-solu-
tion strengthener when added to aluminum–lithium
alloys and also decreases the solubility of lithium in
the aluminum matrix and thus enhances the age-
hardening response. There are a number of commer-
cial Al–Li–Mg alloys that, due to their low density,
are especially attractive for aerospace applications.

Copper has also been added to aluminum–lithium
alloys with and without magnesium and has a signif-
icant strengthening effect. In some alloys a number
of strengthening phases coprecipitate, e.g., Al2Cu,
Al2CuLi, and Al3Li. These alloys can have very high
strengths, sometimes exceeding those obtained in
Al–Zn–Mg alloys. As a class, the Al–Li–X alloys
appear to have the best overall fatigue-crack-growth
resistance of any of the age-hardenable aluminum
alloys and are being used in some fatigue-critical
structural components of aircraft, e.g., the US Lock-
heed F-16 fighter aircraft. Most Al–Li–X alloys
contain zirconium as the dispersoid-forming element
but some also have manganese, in addition to zirco-
nium, to form a dispersoid to minimize strain local-
ization, which is prevalent in this class of alloys.

Calcium additions also lower the density of alumi-
num and aluminum–calcium alloys are superplastic
at high temperatures and medium strain rates. The
aluminum-rich end of the aluminum–calcium phase
diagram has a eutectic that forms microduplex struc-
tures, with the Al4Ca phase precipitating as rods or
lamellae, depending on the solidification rate. The
term superplastic is used to describe alloys that may
be deformed by over 200% and exhibit large tensile
elongation without necking. Superplastic deforma-
tion is usually conducted at temperatures above one
half of the melting temperature of the alloy, at form-
ing stresses of approximately 4–6MPa and at strain
rates of approximately 10�4 s�1. Superplastic alloys
are of commercial interest because of the possibility
of forming complex shapes using simple manufactur-
ing operations. Many aluminum alloys having eutec-
tic and eutectoid reactions exhibit the phenomenon.
Alloys designed especially for superplastic forming
are commercially available and include eutectic alloys
of Al–Cu–Zn and Al–Cu–Zr. Some complex alumi-
num systems (e.g., Al–Zn–Mg–Cu and Al–Mg–Si)
can be made superplastic by thermomechanically
treating the material to achieve a very fine, equiaxed,
and stable grain size.

5. Trace Additions

Trace elements may often be present in aluminum
alloys, either as impurities or by design, and can have
both beneficial and adverse effects on the microstruc-
ture and properties of the aluminum alloys. Elements
such as bismuth, cadmium, and lead have limited
solubility in aluminum and may improve machina-
bility. Copper, magnesium, silicon, and zinc may also
improve machinability if the precipitates formed are
not too hard. Cadmium, in addition to indium, tin,
and silver among others, can modify the shape, size,
and distribution of second phases and thus affect the
characteristics of the alloy. These modifications arise
from the influence that trace elements have on: (i) the
critical temperature for uniform precipitation; (ii)
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vacancy concentration and diffusion rates; (iii) inter-
facial energies; and (iv) precipitate type.

Silicon normally increases fluidity, feedability, and
resistance to hot cracking. Iron reduces hot cracking in
aluminum–copper and aluminum–zinc alloys but both
iron and silicon can form coarse constituent phases
that reduce fracture toughness and fatigue-crack-
initiation and fatigue-crack-propagation resistance.
Consequently, when these properties are of prime
importance, iron and silicon contents must be kept to a
minimum. Small amounts of titanium, and titanium
plus boron, refines the cast structure of aluminum al-
loys and improves the resistance to hot cracking.
However, these additions also reduce fluidity. During
casting of some aluminum alloys, especially those
containing magnesium, deleterious oxides may be en-
trapped. This may be prevented by adding trace
amounts of beryllium, which forms a thin protective
oxide film over the surface of the molten metal and
also prevents the loss of magnesium from the melt.

See also: Aluminum Alloys: Alloy, Heat Treatment,
and Temper Designation
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Annealing Textures

During annealing of deformed materials three fun-
damental processes can take place: recovery, recrys-
tallization, and grain growth. These processes may
take place consecutively or simultaneously and are
differentiated by their driving forces. The crystallo-
graphic texture, i.e., the preferred crystallographic
orientations, may or may not change during these
processes.

(i) Recovery generally does not lead to very sig-
nificant texture changes and the deformation texture
(see Deformation Textures) is thus largely maintained
during this process. Measurable changes in the tex-
ture may be observed if subgrain coarsening occurs
during recovery. In this case, for example, some mi-
nority texture components can be eliminated.

(ii) During recrystallization new comparatively
strain-free nuclei form and grow at the expense of
the deformed material until it is consumed. Recrys-
tallization may be static or dynamic. Static recrystal-
lization occurs upon subsequent annealing of a
deformed sample, while dynamic recrystallization
refers to the occurrence of recrystallization during
deformation. Very large changes in texture may take
place during recrystallization. An example is shown
in Fig. 1. Here the deformation texture is completely
replaced by an entirely different texture. In other
cases, no texture change is observed during recrys-
tallization. This is, for example, often observed when
large volume fractions of second-phase particles
are present. Important parameters determining the
occurrence, or lack, of texture change during recrys-
tallization are materials parameters (e.g., initial grain
size, alloy composition, presence of precipitates) and
process parameters (e.g., deformation mode, strain,
deformation temperature). Parameters related to the
annealing, such as heating rate and temperature, may
also affect the texture development, but are generally
of less importance.

(iii) During grain growth the recrystallized grains
coarsen either by normal grain growth, where the
microstructure coarsens in a uniform way, or by ab-
normal grain growth, where only a few grains in the
recrystallized matrix grow very large at the expense
of the others, until these large grains impinge upon
each other. Significant texture changes may take
place during grain growth. Such changes are gener-
ally very pronounced after abnormal grain growth,
whereas normal grain growth may or may not lead to
texture changes. Parameters important for the tex-
ture change during grain growth are the presence of
solutes and second-phase particles, recrystallization
texture, and annealing temperature. If the sizes of the
grains become comparable to at least one of the
specimen dimensions the annealing atmosphere is
also important.
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1. Typical Examples of Annealing Textures in
Metals and Alloys

The number of measurements of annealing texture is
enormous. In this article some typical results for rolled
sheets and drawn wires of selected metals are reported.
For more information on these and other materials
see, for example, Wassermann and Grewen (1962),
Barrett and Massalski (1980), and (Wenk 1985).

1.1 Rolled Sheets, f.c.c.

In heavily rolled sheets of f.c.c. metals with medium
to high stacking fault energy (SFE), recrystallization

typically leads to development of the cube texture (see
Figs. 1 and 2) with a {100} plane parallel to the roll-
ing plane and a /100S direction along the rolling
direction. The lower the SFE the more cube twin
orientations are present in the recrystallization tex-
ture. The cube texture is often seen admixed with
rolling components (i.e., texture components present
in the deformation texture after rolling) and so-called
random components (i.e., other texture components
fairly randomly distributed in orientation space). The
development of the cube recrystallization texture de-
pends significantly on addition of alloying elements.
For example, no cube texture is observed in copper
when 5wt.% zinc, 0.5wt.% cadmium, or 0.0025 at.%
phosphorus is added. Technologically the cube tex-
ture is very important because it is associated with
strong anisotropy in the mechanical (e.g., earing) and
magnetic properties.

In sheets of f.c.c. metals or alloys of low SFE the
cube texture does not develop during recrystalliza-
tion. Instead a texture evolves with a main compo-
nent {236} /385S which is near {113} /211S.

Upon further annealing to grain growth, texture
sharpening is observed in many f.c.c. metal sheets of
both high and low SFE. A complete change of the
recrystallization texture may occur during abnormal
grain growth. For example, in copper sheets the cube
recrystallization texture is replace by new orientat-
ions generated by a 30–401 /111S rotation and in
silver and brass (30% zinc) the rolling texture com-
ponent {110} /112S returns during abnormal grain
growth.

1.2 Rolled Sheets, b.c.c.

In many b.c.c. metals including iron and several
steels, the deformation-type texture is maintained
during recrystallization but the concentrations of the
various texture components can be significantly
changed and depend on alloying as well as anneal-
ing parameters. The recrystallization texture typically
contains a whole range of components with {111}
planes almost parallel to the rolling plane and several
components with a /110S direction parallel to the
rolling direction. This texture is described as a fairly
complete {111} ND fiber texture and a partial /110S
fiber texture (ND¼normal direction). The {111} ND
fiber texture is generally the stronger of the two and
along this fiber the {111} /112S and/or {111} /110S
components are often most pronounced. An example
is shown in Fig. 3. The {111} ND fiber texture is
technically very important in order to obtain good,
deep drawability.

Grain growth generally leads to strengthening of
the {111} fiber texture. A special example is abnormal
grain growth in silicon steel sheets. During this proc-
ess, a strong Goss texture with a {110} plane parallel
to the rolling plane and a /100S direction along the

Figure 1
{111} pole figures for pure copper. Contour lines and
numbers are used to show the strength of the texture (a)
after rolling to 95% reduction in thickness and (b) after
recrystallization (after Schmidt and L .ucke 1979).
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rolling direction is developed. Silicon steels are used
for transformer cores and, as magnetization is easiest
in the /100S directions, great effort is devoted to
strengthening such texture components (e.g., the
Goss texture) to improve efficiency.

1.3 Rolled Sheets, c.p.h.

The recrystallization textures in hexagonal metal
sheets are in general retained rolling textures. There
are, however, also examples of texture changes during

recrystallization: annealing of titanium in the a-phase
gives a (02%25)[2%1%10] recrystallization texture which is
related to the main rolling component by a 301 [0001]
rotation; and zirconium annealed at 400–600 1C de-
velops new recrystallization components with the
[11%20] direction near the rolling direction.

1.4 Drawn Wires, f.c.c., b.c.c., c.p.h.

In wires of f.c.c., b.c.c., and c.p.h. metals the
deformation texture is generally retained during

Figure 2
Orientation distribution function for recrystallized pure copper showing a marked cube texture. The contour levels are
1, 2, 3yx random.
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recrystallization and during grain growth, but the
concentration of the main components may be
changed. In copper, for example, low-temperature
anneal leads to a relative strengthening of the [100]–
[112] part of the deformation texture, whereas it is
the [112]–[111] part that are the strongest after high-
temperature recrystallization.

A complete change in texture during recrystalliza-
tion is observed in titanium and zirconium wires.
Here the [10%10] deformation texture is replaced by the
[11%20] recrystallization texture.

A complete change in texture during grain growth
is sometimes observed in tungsten wires where grains
of the [320], [321], [531], or [421] orientations may
grow abnormally, thus replacing the [110] recrystal-
lization texture. However, these results vary accord-
ing to tests by different observers and seem to depend
critically upon alloy composition and presence of
precipitates.

2. Theories and Modeling Approaches to Simulate
Annealing Textures

2.1 Recrystallization

Two principally different mechanisms are generally
used as the basis for recrystallization simulations:
oriented nucleation and oriented growth. The ori-
ented nucleation mechanism was suggested in the
1930s by W.G. Burgers and co-workers (e.g., Burgers
and Louwerse 1931). According to this mechanism,
preferred nucleation of grains with particular
orientations occurs. Experimentally the importance
of the oriented nucleation mechanism is checked by
comparing the texture of an assembly of nuclei early

in the recrystallization process to the texture in the
fully recrystallized state. Often very good agreement
has been observed. A range of theories has been put
forward to explain and predict the orientation of
these nuclei. The general belief is that the majority of
the nuclei each have an orientation identical to that
of the local area in the deformed microstructure
where it forms. In metals with low to medium SFE
where annealing twinning is frequent, many nuclei
with orientations in twin relation (of order 1, 2, 3y)
to the deformed matrix orientations are typically
formed.

The orientated growth mechanism was suggested
by P.A. Beck and others in the 1950s (e.g., Beck
1954). According to this mechanism, nuclei with cer-
tain preferred orientation relationships to the sur-
rounding deformed matrix grow faster than other
nuclei and thus contribute more strongly to the re-
crystallization texture. The most frequently observed
preferential nucleus/matrix orientation relationships
are in f.c.c. materials of 30–401 rotation about a
common /111S direction, in b.c.c. materials 25–301
/110S, and in c.p.h. materials 301 /0001S. These
preferential growth relationships can be very pro-
nounced for tilt boundaries. The experimental veri-
fication for the oriented growth mechanism is
provided mostly by controlled single-crystal or
bicrystal experiments. For polycrystalline materials,
the approach has been to transform the deforma-
tion texture by a preferential growth relation—e.g.,
401 /111S including 1 to 8 of the eight possible
/111S axes—and then compare this transformation
texture to the recrystallization texture. Often very
good agreement has been observed.

The relative importance of the oriented nucleation
and oriented growth mechanisms has been a matter
of controversy, but it is broadly accepted that both
mechanisms can occur and that their relative impor-
tance depends on the specific material as well as
deformation and recrystallization parameters. Be-
sides this, a new trend in recrystallization modeling
is to include both microstructural and orientational
information. Challenges that are pursued are how
to incorporate realistic deformation microstructures,
including orientations, in the modeling and how to
predict the correct nucleation.

2.2 Grain Growth

In spite of the experimental and theoretical evidence
that texture and local orientation effects are impor-
tant, such effects were only incorporated in the 1980s
in grain-growth modeling. Both numerical and ana-
lytical models have been developed which can handle
misorientation-dependent grain boundary energies
and mobilities. Also drag effects of precipitates are
considered and thus the combined effect of orientat-
ions and particles can be modeled. The models have

Figure 3
The f2¼ 451 section of an orientation distribution
function for recrystallized decarburized steel cold rolled
70% and annealed (after Nes and Hutchinson 1989).
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been used for both normal and abnormal grain
growth and it has been shown that orientation factors
significantly affect the grain growth kinetics as well
as the evolving microstructure. For more detailed
information on texture and grain growth models see
Srolovitz et al. (1984), Abbruzzese and L .ucke (1986),
and Novikov (1979).

Bibliography

Abbruzzese G, L .ucke K 1986 A theory of texture controlled
grain growth: I. Derivation and general discussion of the
model. Acta Metall. 34, 905–14

Barrett C, Massalski T B 1980 Structure of Metals, 3rd edn.
Pergamon, Oxford, UK Chap. 21, pp. 568–83

Beck P A 1954 Annealing of cold worked metals. Adv. Phys. 3,
245–324

Burgers W G, Louwerse P C 1931 .Uber den Zusammenhang
zwischen Deformationsvorgang und Recrystallisationstextur
bei Aluminium. Zeit. Phys. 67, 605–17

Nes E, Hutchinson W B 1989 Texture and grain size control
during processing of metals. In: Bilde-S�rensen J B, Hansen
N, Juul Jensen D, Leffers T, Lilholt H, Pedersen O B
(eds.) Proc. 10th Risø Int. Symp. Materials Architecture. Ris�
National Laboratory, Roskilde, Denmark, pp. 233–49

Novikov V Yu 1979 On computer simulation of texture devel-
opment in grain growth. Acta Metall. 27, 1461–6

Schmidt U, L .ucke K 1979 Recrystallization textures of silver,
copper and a-brasses with different zinc contents as a
function of the rolling temperature. Textures Cryst. Solids
3, 85–112

Srolovitz D J, Anderson M P, Grest G S, Sahni P S 1984
Computer simulation of grain growth: III. Influence of
particle dispersion. Acta Metall. 32, 1429–38

Wassermann G, Grewen J 1962 Texturn Metallischer Werks-
toffe. Springer, Berlin

Wenk H-R (ed.) 1985 Preferred Orientation in Deformed Metals
and Rocks: An Introduction to Modern Texture Analysis.
Academic Press, Orlando, FL

D. J. Jensen
Risø National Laboratory, Roskilde, Denmark

Austenite Decomposition: Overall Kinetics

during Isothermal, and Continuous Cooling

Transformation

A detailed knowledge of the austenite decomposition
kinetics in iron and steel can be of critical significance
for the design or optimization of industrial processes
to produce consistently high-quality steel. For exam-
ple, the design of cooling regimes for hot strip, plate,
and rod products must take into consideration the
austenite decomposition since the resulting micro-
structure determines the mechanical properties of
the steel. Consequently, process models are increas-
ingly gaining attention in the steel industry with the

goal being to link quantitatively the operational
parameters of a mill with the properties of the steel
product via accurate modeling of the microstructural
evolution.

The austenite decomposition usually shows a
sequential transformation pattern which may include
the formation of the proeutectoid phase (either ferrite
or cementite) followed by other transformations
including pearlite, bainite, and martensite. Starting
with perhaps the simplest single transformation case,
the isothermal austenite-to-pearlite transformation in
eutectoid steels, the model approaches will then be
summarized for more complex multiphase situations
resulting from continuous cooling transformations;
the martensite transformation is not within the scope
of this article.

1. Isothermal Austenite-to-pearlite
Transformation

The effect of temperature on the austenite-to-pearlite
transformation kinetics is shown in Fig. 1 for a
eutectoid iron–carbon alloy containing 0.76wt.%C.
As the transformation temperature is decreased from
675 to 600 1C, the pearlite reaction is accelerated with
both nucleation and growth rates increasing. Al-
though many studies of the austenite-to-pearlite
transformation in eutectoid carbon steels have been
performed, significant variations in the kinetics due
to differences in composition and/or austenite grain
size preclude any absolute comparisons. For exam-
ple, decreasing the austenite grain size results in a
faster transformation reaction, the overall isothermal
transformation curve in all cases being sigmoidal in
shape. The Johnson–Mehl–Avrami–Kolmogorov
(JMAK) analysis has been applied successfully to
describe these transformation reactions on a semi-
empirical level. A generalized form of the JMAK
analysis was proposed by Avrami (1940) and is now

Figure 1
Kinetics of the isothermal austenite-to-pearlite
transformation for a eutectoid Fe–C alloy containing
0.76wt.%C (after Callister 1985).
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commonly known as the Avrami equation; i.e.,

f ¼ 1� expð�btnÞ ð1Þ

where f is the fraction transformed, t is the time at
temperature, and b and n are rate constants to be
determined from experimental data. The value of n
can usually be taken as being independent of tem-
perature. Umemoto et al. (1980) reported an n value
of 4 obtained by including the incubation time in the
isothermal transformation analysis.

Considering only the transformation time for 1%
to 99% completion, Hawbolt et al. (1983) determined
a value of approximately 2 for n. The parameter b
increases with decreasing temperature, T, and
TX600 1C because of increased transformation rates.
Umemoto et al. (1980) incorporated into the Avrami
equation the effect of austenite grain size on the
transformation kinetics by expressing b as a function
of the initial austenite grain size, dg, such that

b ¼ b0ðTÞ
dm
g

ð2Þ

where b0 is a function of temperature and m is the
grain size exponent. The value of m indicates the op-
erational nucleation mode with m¼ 1 for nucleation
at grain faces, m¼ 2 for nucleation at edges, and
m¼ 3 for nucleation at corners. For the pearlite re-
action, m¼ 1.76 was determined, indicating predom-
inant nucleation at grain edges. An n value of 2, as
obtained for the 1% to 99% transformation period, is
then consistent with nucleation site saturation.

The austenite-to-pearlite reaction, which occurs in
noneutectoid steels after the formation of the pro-
eutectoid phase, can be described in a very similar
way with the help of the Avrami equation by renor-
malizing the pearlite portion of the transformation to
unity. Campbell et al. (1991) analyzed the pearlite
reactions for different chemistries of hypoeutec-
toid steels with carbon concentrations in the range
0.2–0.7wt.%. Analogous to eutectoid steels, n varies
little with temperature, whereas b increases with
undercooling. Analyzing the 1 to 99% transforma-
tion period only, the n value decreases from approx-
imately 2 to 1 as the carbon concentration, C,
decreases from 0.8 to 0.2wt.%, such that

n ¼ 3:01C2 � 1:06C þ 0:5Mnþ 0:792 ð3Þ

where the concentrations for carbon and manganese
are in wt.%. The decrease in n with decreasing carbon
content can probably be attributed to the change in
location of pearlite nucleation from austenite grain
boundaries to ferrite–austenite (a–g) interfaces.

The Avrami equation is a powerful tool to describe
quantitatively the transformation kinetics, but gives
little insight into the actual transformation mecha-
nisms. The rate constants b or b0 are frequently

expressed as an empirical function of undercooling
(Campbell et al. 1991). Other researchers (Suehiro
et al. 1987, Umemoto et al. 1992) quantified these
rate constants by employing explicitly nucleation and
growth rates. The nucleation rate can be described
with classical nucleation theory. The pearlite growth
rate was assumed to be that proposed by Zener
(1946) and Hillert (1957) for volume diffusion con-
trolled by carbon in austenite.

2. Formation of Proeutectoid Phases

In steels which are not of eutectoid composition, the
pearlite transformation occurs after the formation
of the proeutectoid phase—ferrite or cementite. The
austenite-to-ferrite transformation has received much
more attention since the majority of steels are of
hypoeutectoid composition. As a result, modeling of
the overall transformation kinetics has concentrated
on the formation of proeutectoid ferrite.

The transformation curve of ferrite is quite different
from that of pearlite. There is a clear incubation time,
t0, for the initiation of ferrite formation and the trans-
formation rate exhibits its maximum at the beginning
of the reaction. However, by normalizing the ferrite
fraction to one, the Avrami equation can be applied
when the time, t, in Eqn. (1) is replaced by t�t0. Simi-
lar to the pearlite reaction, n may be taken as inde-
pendent of temperature and b can be expressed as a
function of temperature and austenite grain size in the
form of Eqn. (2). As a general rule, n¼ 1 and m¼ 1
may be taken assuming nucleation site saturation at
austenite grain boundaries. For low- and medium-
carbon steels, the experimentally determined n values
range from 0.88 to 1.33 (Campbell et al. 1991).
Umemoto et al. (1984) determined m to be approx-
imately 1.2–1.3, which is consistent with predominant
nucleation at grain faces at higher undercoolings
(Lange and Aaronson 1979, Enomoto et al. 1986).

Further, (Umemoto et al. 1984) found that the
Avrami equation predicted faster transformation
rates in the later transformation stages. This discrep-
ancy can be attributed to the overlapping of the dif-
fusion fields from adjacent ferrite grains. By
multiplying the transformation rate from the Avrami
equation by (1�X)p where p¼ 0.5, the following
equation for the normalized ferrite fraction trans-
formed was obtained

f ¼ 1� 1þ 0:5b0ðTÞ
dm
g

ft� t0ðTÞgn
" #�2

ð4Þ

to express better the overall transformation kinetics.
The incubation time is determined by the nucleation
rate of ferrite which can be described with classical
nucleation theory (see Precipitation from Austenite).
Vandermeer (1992) proposed a more sophisticated
consideration of the nucleation by incorporating a
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microstructural path function. This approach requi-
res the numerical solution of coupled equations for
the fraction transformed and the a–g interfacial area
per unit volume. In the limits of short and long
transformation times, Avrami-type equations are
obtained with n¼ 5/2 and n¼ 1/2, respectively.

In the models assuming nucleation site saturation,
the rate constant b is determined by subsequent fer-
rite growth. Empirical expressions have been pro-
posed representing b as a function of temperature
(Campbell et al. 1991). In the overall transformation
models of Suehiro et al. (1987) and Umemoto et al.
(1992), rate expressions are formulated based on fun-
damental growth theories. In Fe–C alloys, growth of
the ferrite allotriomorphs is controlled by volume
diffusion of carbon in austenite and their half thick-
ness, S, is given by

S ¼ a
ffiffi
t

p ð5Þ

where a is the parabolic growth constant which can
be determined from a solution of the one-dimensional
diffusion problem by assuming a weighted average
diffusivity of carbon in austenite (Atkinson et al.
1973). Umemoto et al. (1992) employed a simple ap-
proximation of a which is based on the linearized
concentration profile introduced by Zener (1949).
Suehiro et al. (1987) took a somewhat different ap-
proach, adopting the equation of Zener (1946) and
Hillert (1957) for volume diffusion-controlled plate
lengthening, applicable to the growth kinetics of
Widmanst.atten ferrite. Further, in alloys containing
substitutional alloying elements, solute drag-like ef-
fects (SDLE) may reduce growth rates, as shown by
Bradley and Aaronson (1981) for ternary alloys such
as Fe–C–Mn and Fe–C–Cr. In particular, the SDLE
of manganese are of practical importance since most
steels contain manganese; plain carbon steels are
essentially Fe–C–Mn alloys.

In addition to the Avrami-type overall transforma-
tion models, fundamental diffusion models were
developed for the austenite-to-ferrite transformation.
Ferrite growth is parabolic as long as overlapping of
diffusion fields from neighboring ferrite grains does
not affect the transformation rate. To account for the
overall transformation kinetics, numerical solutions
of the diffusion problem were proposed (Vandermeer
1990, Kamat et al. 1992, Silalahi et al. 1995). The
ferrite diffusional growth process is described by
assuming nucleation site saturation at austenite grain
boundaries, a–g interfacial equilibrium, a spherical
austenite grain having a diameter equal to the initial
austenite grain size, and no carbon flux at the center
of the spherical grain. Further, the model of Van-
dermeer (1990) incorporates a log-normal austenite
grain size distribution for polycrystalline material.
These diffusion models give good agreement with ex-
perimental observations of isothermal transformation

kinetics in Fe–C alloys and low-manganese, plain
carbon steels.

3. Formation of Bainite

From a kinetic point of view, bainite forms when the
steel is cooled well below the eutectoid temperature to
the upper limiting temperature, Bs, where sympa-
thetic nucleation (SN) of ferrite at the a–g interface
becomes significant. For the bainite transformation
kinetics, a number of theories has been proposed
ranging from displacive, diffusionless transformation
to ledgewise diffusional growth (see Bainite). Aside
from the controversy regarding the growth mecha-
nisms, the Avrami model has been applied to describe
empirically the bainite kinetics. However, different
rate constants were reported and the procedure ap-
pears to be limited since the variations in the rate
constants cannot be predicted. For example, Ume-
moto et al. (1982) determined n¼ 4.8 and m¼ 0.65
for a high-carbon steel containing 0.99wt.%C and
1.39wt.%Cr. These values for n and m are consistent
with the occurrence of SN; i.e., nucleation and
growth take place simultaneously at a–g boundaries
with nucleation occurring also in the grain interior
(mo1). In the overall transformation models of Sue-
hiro et al. (1987) and Umemoto et al. (1992), the rate
constant b is described by adopting a diffusional
transformation model for bainite. In contrast, Rees
and Bhadeshia (1992) developed an overall bainite
transformation model for steels with more than
1.5wt.%Si, where carbide precipitation is suppressed,
by assuming a diffusionless displacive mechanism in
which bainite grows through successive nucleation of
subunits. Minote et al. (1996) suggested for steels
containing approximately 0.2wt.%C, 1.5wt.%Mn,
and 1.5wt.%Si that the approach assuming a diffu-
sion mechanism gives more accurate predictions at
temperatures above 350 1C, whereas at temperatures
below 350 1C the model based on a displacive mech-
anism appears to be more suitable.

4. Continuous Cooling Transformation

Modeling the transformation kinetics can be extended
from the isothermal to nonisothermal conditions by
utilizing the additivity rule for individual transforma-
tion products as proposed by Cahn (1956). The addi-
tivity rule states that if t(f,T) is the time required to
reach the transformed fraction, f, at a constant tem-
perature, T, starting from f¼ 0, f is attained in an
anisothermal process after time, t, such thatZ t

0

dt0

t½ f ;Tðt0Þ� ¼ 1 ð6Þ

The transformation is called isokinetic when the
transformation rate can be written in a factorized
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form:

df

dt
¼ xð f ÞzðTÞ ð7Þ

An isokinetic transformation fulfils the additivity rule
(Lusk and Jou 1997). Further, Cahn (1956) stated that
the rule of additivity is valid for any rate-independent
transformation, i.e., where the transformation rate
only depends on the fraction transformed and tem-
perature. This is not true in general, as shown by Lusk
and Jou (1997). A nonfactorized, rate-independent
reaction may not exactly fulfil Eqn. (6), but the de-
viations appear to be comparatively minor. Further-
more, integration along the thermal path is always
possible for any rate-independent transformation.
The individual transformation products (e.g., ferrite,
pearlite, bainite) considered here can usually be de-
scribed with an Avrami model where n is temperature-
independent. Then the transformation rate fulfils Eqn.
(7) and the additivity rule can be applied.

The fraction transformed at temperature T can be
written as

f ¼ 1� exp � 1

dm
g

Z Te

T

b0ðTÞ1=n
fðTÞ dT

 !n( )
ð8Þ

where Te is the temperature below which there is a
driving force for the transformation and f¼ dT/dt is
the instantaneous cooling rate. Drawing on the add-
itivity concept, Suehiro et al. (1987) and Umemoto
et al. (1992) extended their overall transformation
models to continuous cooling. Furthermore, the
model of Umemoto et al. (1992) incorporates crite-
ria for the transition between the sequential forma-
tion of different transformation products, as well as
the transformation from work-hardened austenite,
which is relevant for niobium microalloyed steels.

Militzer et al. (2000) developed a process model for
the austenite-to-ferrite transformation during contin-
uous cooling of low-carbon steels including microal-
loyed steels. The model consists of three parts: (i)
prediction of the transformation start temperature,
TS; (ii) ferrite growth model; and (iii) ferrite grain size
prediction. Considering carbon diffusion controlled
early growth of ferrite nucleated at grain corners the
transformation start may be calculated from

c� � co ¼ 2ðcg � coÞ
f1=2dg

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ TN

TS

DC
cg � co

cg � ca
dT

s
ð9Þ

where co is the bulk carbon concentration, ca and cg
are the equilibrium carbon concentrations in the fer-
rite and austenite, respectively, DC is the carbon dif-
fusion coefficient in austenite, and f is the average
cooling rate between the nucleation temperature, TN,
and TS. The parameter c* denotes a critical carbon
concentration above which ferrite nucleation is

inhibited, with c* being approximately 1.3 co for
plain carbon steels.

Subsequent ferrite growth can be described either
with Eqn. (8), where Te is replaced by TS, and n¼ 0.9
is adopted or with a rigorous diffusion model.
Militzer et al. (1996) modified the carbon diffusion
model by incorporating the SDLE of manganese with
a phenomenological segregation factor

s ¼ expðGðTÞ=RTÞ ð10Þ

where G is an effective segregation energy which de-
creases with undercooling. Increasing the cooling rate
decreases the transformation temperature, as shown
for a 0.038wt.%C–0.3wt.%Mn plain carbon steel in
Fig. 2; the model predictions are in good agreement
with the experimental data.

For interstitial-free (IF) steels, the above diffusion
model is not applicable since the austenite-to-ferrite
transformation is interface-controlled. Manganese,
and possibly niobium, exert a similar SDLE at the
moving a–g interface, as discussed for low-carbon
steels. The growth rate of ferrite may then be calcu-
lated from the intrinsic velocity of the a–g interface in
iron which is reduced by an appropriate segregation
factor, s (Militzer 1999).

Early transformation stages determine the ferrite
grain size, da, which can be predicted as a function of
the transformation start temperature, such that

da ¼ BðdgÞexpð�E=TSÞF
� �1=3 ð11Þ

Figure 2
Continuous cooling transformation kinetics in a
0.038–0.30wt.%Mn plain carbon steel; symbols indicate
experimental results, solid lines give predictions from
carbon diffusion-controlled ferrite growth modified by
interfacial manganese segregation (after Militzer et al.
1996).
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where TS is in K and F is the final ferrite fraction.
The parameters B, which depends on the initial
austenite microstructure, and E, are determined
experimentally.

The prediction of the final ferrite fraction can be a
challenging task for the wide range of steel chemis-
tries and processing conditions which often results in
multiphase structures. For carbon–manganese steels,
the transition from ferrite to pearlite can be predicted
with a temperature-dependent critical velocity of the
moving a–g interface, below which the nucleation of
cementite occurs (Umemoto et al. 1992).

A more complex situation arises when two or more
transformation products form simultaneously. Jones
and Bhadeshia (1997) proposed an empirical descrip-
tion based on an extension of the Avrami model
where, in general, a system of coupled differential
equations for the rates of each individual transfor-
mation product has to be solved numerically. De-
tailed investigations of the complex phase
transformation kinetics in multiphase steels are an
area of current research with the goal being to design
processing routes for steels with enhanced properties
(Minote et al. 1996).
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Bainite

Bainite is a microstructural product of eutectoid de-
composition; it forms when a high-temperature phase
decomposes into two different phases on cooling. It
is distinguished from pearlite, another eutectoid de-
composition product, by its morphology. Bainite is a
nonlamellar mixture of the two product phases that
evolves when these phases grow at different rates.
Pearlite is a lamellar mixture that forms when the
product phases grow cooperatively. Bainitic micro-
structures have significant commercial value because
they can be produced economically with simple
processing, and they provide some alloy steels and
cast irons with an attractive combination of mechani-
cal properties.

Although bainite is found in many nonferrous
alloys, research on the subject since the early 1900s
has focused primarily on alloy steels. A brief descrip-
tion of some of the intriguing phenomena associated
with bainite in ferrous alloys is provided with an em-
phasis on the physical metallurgy of bainite. A more
complete introduction to the subject is available in
several publications (Bainite 1990, 1991, Pacific Rim
1994, Hillert 1995).

1. Introduction

The first systematic investigations of the intermediate
product, now called bainite in honor of Edgar C.
Bain, began with observations of steel microstructures
produced by isothermal decomposition of austenite
(Hultgren 1920, Robertson 1929, Davenport and Bain
1930). These workers used optical microscopy to
show bainite (i) has an acicular structure, (ii) contains
carbides, and (iii) appears mainly at temperatures be-
low the range for pearlite. Early work showed it is
found in many alloy steels and its appearance varies
considerably with temperature and composition
(Griffiths et al. 1939, Hultgren 1947).

The first data on the kinetics of bainite formation
came from Germany. Magnetization and dilatometry
measurements on alloy steels obtained during auste-
nite decomposition show bainite forms rapidly at first
but then stops well before the parent austenite is
completely consumed (Wever and Lange 1932, Wever
and Jellinghaus 1932). This behavior, which is limited
to the higher temperatures at which bainite forms, is
called the incomplete reaction phenomenon or trans-
formation stasis. The amount of bainite present when
transformation ceases increases from zero at the
uppermost temperature of bainite formation (desig-
nated the bainite start or Bs temperature) to nearly
100% as the transformation temperature decreases.

Based on the etching characteristics of bainite,
early workers speculated the ferritic component of
bainite incorporates an increasing amount of carbon
from austenite as the transformation temperature
decreases. However, it was also clear that bainite
formation kinetics exhibit characteristics of a nucle-
ation and growth process and differ drastically from
martensite formation kinetics.

2. Displacive Mechanism

Proposed mechanisms for the bainite reaction have
evolved along two lines of reasoning: the ‘‘displacive’’
hypothesis that emphasizes similarities between bai-
nite and martensite, and the ‘‘diffusional’’ hypothesis
that emphasizes commonalties between bainite and
proeutectoid ferrite. The displacive model, first artic-
ulated by Robertson and by Davenport and Bain and
later developed by others, envisioned bainite forma-
tion as a two-step process: an essentially martensitic
change of crystal structure that produces carbon su-
persaturated ferrite followed almost immediately by
carbide precipitation (Robertson 1929, Davenport
and Bain 1930). Early versions of this theory supposed
the ferrite forms in carbon-poor regions of austenite,
with the ferritic component inheriting the carbon con-
centration of the carbon-poor austenite. However,
carbon-poor regions in austenite on the size scale of
bainite crystals have not been observed experimen-
tally and they do not appear plausible on statistical
grounds, so this aspect of the theory was eventually
discarded.

Zener provided a thermodynamic basis for the dis-
placive hypothesis in a seminal paper on ferrous
transformations published in 1946. His model as-
sumed the ferritic component of bainite (i.e., bainite
before carbides appear) inherits the full carbon con-
centration of the parent austenite. This approach
identified the Bs temperature as the critical tempera-
ture below which it is possible to convert austenite to
ferrite without a composition change. The model dis-
tinguished bainitic ferrite from martensite by suppos-
ing bainite forms as a strain-free product while
martensite forms with accompanying strain energy.

Zener suggested transformation stasis could arise
from a loss of driving force for ferrite growth as
carbon leaks out of ferrite and into the surrounding
austenite. As was then noted in the published discus-
sion accompanying Zener’s paper (Troiano 1946),
this explanation for stasis is not satisfactory because
it requires a change in the ferrite composition during
growth, thereby violating Zener’s initial assumption
that ferrite and austenite have identical compositions.
It was also noted that the calculated Bs tempera-
tures did not agree with existing data. Predicted Bs
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temperatures in Fe–C–Mo and Fe–C–Cr alloys have
been shown to lie as much as 200 1C above actual
bainite start temperatures (Enomoto and Tsubakino
1991). More sophisticated displacive models for bai-
nite growth include strain energy contributions to
bainite and incorporate partial carbon supersatura-
tion in ferrite during growth (Hsu 1990, Bhadeshia
and Christian 1990, Olson et al. 1990). However,
these models remain to be tested against available
data from a series of alloys.

Attempts have also been made to determine the
carbon concentration in bainitic ferrite before car-
bides appear, but most have relied upon indirect
methods or yielded a wide range of concentrations
(Aaronson et al. 1990). This important question re-
mains to be resolved.

In 1952 Ko and Cottrell made observations of
polished surfaces subsequently transformed to bainite
to show bainite produces a surface relief similar to
that of martensite. They also employed hot-stage
microscopy to follow bainite formation in situ and
found bainite grows much more slowly than marten-
site. They reasoned bainitic ferrite grows by a mar-
tensitic mechanism but at a rate paced by the removal
of carbon from ferrite. Carbon removal was sug-
gested to occur by diffusion into austenite, by pre-
cipitation of carbides in ferrite, or both. In contrast
to Zener’s approach, Ko and Cottrell argued the
carbon had to be removed from ferrite during growth
(rather than after growth) in order to reduce the
dilatational strain when ferrite forms and to provide
sufficient driving force to overcome the shear strain
associated with a martensitic transformation mecha-
nism. The finding that bainite grows slowly was veri-
fied by bainite lengthening and thickening kinetics
measurements made later with other techniques—the
measured rates were often slower than rates calcu-
lated on the basis of carbon diffusion in austenite
(Aaronson and Hall 1994, Hillert 1995).

The suggestion that the bainite structure change
is essentially martensitic has not been supported by
experiment. Unlike martensite, whose interfacial
structure is glissile (Sandvik and Wayman 1983), car-
bide-free bainite has a sessile interfacial structure that
is incapable of moving in martensitic fashion (Rigs-
bee and Aaronson 1979, Li et al. 1988). In addition,
single-crystal plates of ferrite have been shown to
produce tent-shaped surface reliefs—a type of relief
wholly incompatible with a martensitic transforma-
tion mechanism (Hall and Aaronson 1994).

3. Diffusional Mechanism

Following a systematic investigation of microstruc-
tures in a series of alloy steels, Hultgren proposed a
diffusional hypothesis for bainite formation. He sug-
gested bainite evolved with the nucleation of pro-
bainitic (acicular) ferrite, then nucleation of cementite

particles on the ferrite/austenite boundaries, followed
by the cementite being surrounding by growing fer-
rite, and eventually nucleation of new cementite par-
ticles. In contrast to bainite, pearlite was suggested to
develop by nucleation of a cementite plate, followed
by an adjacent ferrite plate, and then coordinated
lengthening of the plates.

Electron microscopy observations of bainite and
pearlite have led to a mechanistic basis for this ap-
proach. The resulting, more detailed, model articulates
the circumstances under which bainite and pearlite
form during a general eutectoid reaction (Lee et al.
1988). This model relates the internal morphology of a
eutectoid product to two factors: (i) the relative
growth rates of the eutectoid phases, and (ii) the rate
at which the slower-growing phase renucleates on
the boundary between the faster-growing phase and
the parent (Fig. 1). An attractive feature of the model
is its ability to explain a variety of bainite morpho-
logies (Fig. 2) in terms of simple factors that, at least
in principle, can be measured or estimated. For ex-
ample, the model has been applied to interpret tran-
sitions in internal morphology and in aggregate shape
of evolving eutectoid structures (the external mor-
phology) as a function of transformation temperature
and carbon concentration in a series of Fe–C–2wt.%
Mn alloys (Spanos et al. 1990a, b). By considering
how the nucleation and growth rates of ferrite and
cementite change with temperature and carbon con-
centration, it is possible to explain the relatively sharp
transition between upper and lower bainite and the
more gradual changes from upper and lower bainite to
nodular bainite.

Hultgren’s original model of bainite formation also
proposed an explanation for transformation stasis

Figure 1
Variation in eutectoid microstructures with ratio of the
product growth rates, Ga/Gb, and nucleation rate of the
slower growing product, a–gJ*b, when the volume
fraction of the slower growing phase is small (after Lee
et al. 1988).
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(Hultgren 1947). Two types of ferrite were envisioned:
orthoferrite, which differs from austenite in carbon
concentration and in the concentrations of substitu-
tional alloying elements, and paraferrite (paraequilib-
rium ferrite), which differs from austenite in carbon
concentration but not in alloy content. It was sug-
gested that the Bs temperature is the temperature be-
low which paraferrite appears, and transformation
stasis just below the Bs temperature is caused by a slow
reaction rate associated with the upper portion of the
‘‘C’’ curve of paraferrite on the TTT diagram. This
explanation for the Bs temperature and transformation
stasis does not explain subsequent experimental results.
Partitioning data and measured growth kinetics from a
variety of Fe–C–X alloys indicate the transition to
paraferrite occurs at temperatures well above the range
of observed Bs temperatures (Aaronson et al. 1988).
Also, the amount of ferrite found during transforma-
tion stasis in Fe–C–Cr and Fe–C–Mo alloys is well
below the metastable fraction expected to form under
paraequilibrium (Enomoto and Tsubakino 1991).

A promising framework for understanding trans-
formation stasis was built on the effects of alloying
elements on ferrite growth. Measured transformation

kinetics in ternary alloys (e.g., Reynolds et al. 1990a, b)
have shown transformation stasis is not a general
property of bainite, but rather a characteristic of par-
ticular alloying elements and concentrations. In gen-
eral, alloys that exhibit transformation stasis also tend
to be those in which ferrite growth is significantly
slower than predicted under paraequilibrium (Shiflet
and Aaronson 1990). The ability of specific solute
species to slow ferrite growth is widely attributed to a
solute drag effect, or solute drag-like effect, depending
on how one describes the origin of the drag force
(Reynolds et al. 1990a, Purdy and Brechet 1995, Eno-
moto 1999). Efforts to ascertain the degree of solute
adsorption at ferrite/austenite boundaries have yielded
somewhat mixed results, although the presence of
molybdenum accumulations at these boundaries in
Fe–C–Mo alloys now appears certain (Aaronson et al.
1990, Aaronson et al. in press). There is, however, a
large body of microstructural and kinetic evidence for
the solute drag effect in steels, and investigations into
interactions between solutes and growth interfaces are
likely to be a productive area for research.

The central assumption needed to explain transfor-
mation stasis below Bs is that the solute drag effect

Figure 2
Schematic illustrations of various bainite morphologies. The white constituent represents the majority eutectoid phase
(e.g., ferrite) and the dark constituent represents the minority phase (e.g., cementite). (a) Nodular bainite, (b)
columnar bainite along a prior matrix grain boundary, (c) a sheaf of upper bainite laths, (d) lower bainite, (e) grain
boundary allotriomorphic bainite, and (f) inverse bainite (after Spanos et al. 1990b).
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must be strong enough to slow markedly or stop fer-
rite growth. This is feasible when sufficient concentra-
tions of carbon and of an effective solute are present,
the reaction temperature is relatively low, and ferrite
boundaries have migrated far enough to pick up the
dragging solute. Under these circumstances, renuclea-
tion of ferrite on immobilized ferrite/austenite bound-
aries (sympathetic nucleation) becomes feasible if
sufficient undercooling is available. The temperature
below which copious sympathetic nucleation begins
corresponds to the kinetic Bs temperature. The de-
generate ferrite morphology found below the bay tem-
perature results from a change from relatively smooth,
ledgewise migration of ferrite boundaries to irregular
‘‘start–stop’’ migration during which ferrite nucleates,
grows until stopped by solute drag, and is then forced
to renucleate again (Reynolds et al. 1990a).

4. Summary

Hypotheses for the mechanism of bainite formation
in steels have been discussed in the context of avail-
able experimental evidence. Single-crystal ferrite
plates often exhibit complex surface reliefs that are
inconsistent with a displacive transformation mech-
anism. The interfacial structure found on ferrite
plates formed at low temperatures is sessile and must
migrate in a nonconservative fashion. Also, Bs tem-
peratures calculated assuming a displacive growth
mechanism for ferrite are in poor agreement with the
Bs temperatures of many steels. These circumstances
indicate the ferrite component of bainite does not
form by a displacive transformation mechanism.

Features of the internal and external morphologies
of bainite can be explained by considering the relative
nucleation rates and ledgewise, diffusional growth
rates of the product phases. Measured ferrite growth
kinetics significantly slower than those calculated
assuming paraequilibrium are found in alloys that
exhibit transformation stasis. Slow ferrite growth in
these alloys is ascribed to a solute drag effect. When
potent, the solute drag effect is believed to be respon-
sible for the appearance of copious sympathetic ferrite
nucleation below Bs. If this initially takes place with-
out significant interphase boundary carbide precipi-
tation, transformation stasis appears.

See also: Pearlite
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Binary Oxide Ceramics: Al2O3, ZrO2,

Structure and Properties of

The structure of a material can, of course, be defined
at multiple length scales ranging from subatomic to
macroscopic. However, when considering what is
usually meant by the term material properties, two
levels of structure are of central interest—crystal
structure (1–10 (A) and microstructure (1–100 mm).
In addition, for oxide materials characterized by ionic
interatomic bonding, defect structure (i.e., concen-
tration and type of point defects) also frequently
plays an important role.

When used in the engineering sense, ‘‘alumina’’ and
‘‘zirconia’’ really refer to nonmetallic alloys. Alumina
is sometimes used as a single-phase pure material but
zirconia never is, due to an inherent phase instability
that takes place between normal processing and serv-
ice temperatures. In both material systems, engineer-
ing control over structure is routinely accomplished
through the introduction of intentional impurities.
Furthermore, in most situations, the material is not
allowed to adopt a fully equilibrated structure, but
is used in a metastable, but kinetically persistent
state. The consequence is that at the conclusion of
processing, the material often reflects some of the

characteristics of the raw material. Some specific
examples are discussed in the following. As a result of
this flexibility, both alumina and zirconia can be en-
gineered to exhibit a wide range of properties.

Lastly, materials such as alumina and zirconia can
be used as dense monolithic materials or a loose
granular material. Often, but not always, in the latter
situation, the material is treated as a consumable.

1. Aluminum Oxide

Alumina is the most widely utilized oxide ceramic. It
is the only oxide ceramic widely used in single crys-
tal form. Single crystal alumina, often incorrectly
referred to as sapphire rather than corundum, is used
for both its structural and optical properties. The
only other significant uses of bulk single crystal oxi-
des are artificial gemstones and laser hosts. The over-
whelming majority of alumina products, however,
use the polycrystalline form. The major markets for
alumina-based materials on a weight basis are re-
fractories (50%), abrasives (20%), whitewares and
spark plugs (15%), and engineering ceramics (10%).

There is only one thermodynamically stable phase
of aluminum oxide, a-alumina, which has the corun-
dum structure, see Fig. 1. The crystal structure is
often described as having O2� anions in an approxi-
mately hexagonal close packed arrangement with
Al3þ cations occupying two-thirds of the octahedral
interstices. Although this idealized model of the crys-
tal structure correctly predicts many of the properties,
such as anisotropy of optical and elastic constants, it
has been pointed out recently that the crystal struc-
ture deviates from this ideal, due primarily to elec-
trostatic repulsion between aluminum ions, and that
this loss of symmetry restricts plastic deformation at
high temperature in important ways. The engineering
properties of single-crystal a-alumina are given in
Table 1. Of particular note are: the high possible use
temperatures; the high values for hardness, stiffness,
and strength; the moderate thermal expansion and
density relative to structural metals; the low optical
absorption of visible light; and the excellent electrical
resistivity and corrosion resistance.

1.1 Single Crystal Alumina

Bulk single crystal alumina is exploited in a number of
commercial applications. Historically, the first com-
mercial uses of synthetic sapphires and rubies (a solid
solution of chromium oxide in alumina) were as jew-
elry, abrasion resistant thread guides, components in
the clockwork mechanism in watches, and draw plates
for wire drawing (Belyaev 1980). In such applica-
tions the high hardness and excellent wear resistance,
both at room and elevated temperatures, are the key
properties. Optical properties dominate in another,
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perhaps more familiar, application of chromium-
doped single-crystal alumina: as the active optical
element for an important class of solid-state lasers.
The crystal structure of the alumina host modifies the
electron energy levels of the partially filled d-shell
electrons in the chromium, which gives rise to the
characteristic red color in contrast to the green color
normally associated chromium ions.

The most flexible process for producing single
crystal alumina from a melt is a modified Czochralski
method, termed edge-defined film-fed growth (EFG),
developed by LaBelle (1980). In this process the melt
is shaped by extraction through a refractory metal
tool as solidification takes place. Variants of the EFG
process have led to the exploitation of the unique
combination of properties offered by single crystal
alumina in diverse applications. These include: subst-
rates for silicon-on-sapphire integrated circuits, arc
tubes for lighting applications, hollow fibers as
optical waveguides for medical applications of
lasers, and (one of the most important commercial

applications) as abrasion resistant windows for super-
market laser scanners.

1.2 Alumina Ceramics and their Application

The vast majority of aluminum oxide is used as a po-
lycrystalline solid. High density, high-alumina ceram-
ics can be categorized as:

(i) those densified with the aid of a liquid by vis-
cous flow; and

(ii) those where there is essentially no liquid phase
and sintering is via the solid state.

The microstructures formed in such commercial
aluminas are closely related to the macroscopic prop-
erties. Morrell (1985) subdivides commercial alumi-
nas into six categories in terms of the wt.% alumina
content. Compositions of greater than 99.7wt.% alu-
mina are referred to as solid-state sintered, and five
distinct liquid-phase sintered composition ranges are

Figure 1
Top, front, and side views of a unit cell of the corundum structure showing the actual and commonly used idealized-
structure on the right and left side of each view, respectively. The idealized description has hexagonal close-packed
oxygen with two-thirds of the interstitial sites filled with aluminum. It conveys the correct general impression, but
overestimates the symmetry displayed by Al2O3. The idealized cell has a c/a ratio ofO8 and a volume equal to the true
cell. Oxygen is depicted with the larger diameter.
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identified: 88.9–99.7%, 96.5–99.0%, 94.5–96.5%,
86.0–94.5%, and 80.0–86.0%.

Solid-state sintering of polycrystalline alumina
developed from a commercial need (see, for example,

Bennison and Harmer 1990). In the late 1950s
researchers at the General Electric Company labora-
tories in the USA required a translucent material that
was resistant to alkali attack at high temperatures for

Table 1
Properties of single crystal alumina.

General
Chemical formula Al2O3 (aluminum oxide)
Names corundum, sapphire, a-alumina
Crystal system rhombohedral
Space group R%3c

Thermal
Melting point 2053 1C
Maximum useful temperature B2000 1C
Specific heat 757 Jkg�1K�1 (25 1C), 1255 Jkg�1K�1 (1000 1C)
Thermal conductivity 40Wm�1K�1 (25 1C), 10Wm�1K�1 (1000 1C)

Thermal expansion coefficient (25–1000 1C) 8.8� 10�6K�1 (parallel to c-axis)
7.9� 10�6K�1 (perpendicular to c-axis)

Physical/mechanical
Density 3960 kgm�3 (25 1C)
Young’s modulus 435GPa (25 1C)
(parallel to c-axis) 386GPa (1000 1C)
Shear Modulus 175GPa (25 1C)
Poisson ratio 0.27–0.30 (orientation dependent)
Flexural strength (25 1C) 1035MPa (parallel to c-axis)

760MPa (perpendicular to c-axis)
Compressive strength B2GPa (25 1C)
Hardness 9Moh

1900Knoop (parallel to c-axis)
2200Knoop (perpendicular to c-axis)

Optical
Refractive index 1.768 (ordinary ray, parallel to c-axis)

1.760 (extraordinary ray)
Birefringence 0.008
Temperature coefficient of refractive index 13� 10�6K�1 (visible range)
Spectral emittance 0.1 (1600 1C)
Spectral absorption coefficient 0.1–0.2 cm�1 (l¼ 0.66mm, 1600 1C)

Electrical
Volume resistivity 1018Om�1 (25 1C)

1013Om�1 (500 1C)
108Om�1 (1000 1C)

Dielectric strength 48MVm�1 (1200Vmil�1)
Dielectric constant 11.5 (parallel to c-axis, u¼ 103�109Hz, 25 1C)

9.3 (perpendicular to c-axis)
Magnetic susceptibility 0.21� 10�6 (parallel to c-axis)

�0.25� 10�6 (perpendicular to c-axis)
Chemical
Acid resistance insoluble in inorganic acids at room temperature

attacked by boiling hydrofluoric acid
slowly dissolved in molten salts and oxides at high temperature
(41000 1C)

Weathering resistance unaffected by atmospheric exposure
Sea water resistance unaffected by marine exposure
Biological resistance unaffected by in vivo exposure

nonthrombogenic and nonreactive with body fluids
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use in envelopes in sodium-vapor discharge lamps,
the sort now used extensively for street lighting. The
primary problem was the inherent opacity in sintered
material due to the presence of pores that efficiently
scatter visible light. It was determined that the addi-
tion of 0.25wt.% MgO enabled alumina to be sin-
tered to a fine-grained, low porosity, translucent state
after firing at 1900 1C in a hydrogen atmosphere
(Coble 1961).

For many other applications, optical transmission
of visible light is not a critical property and formu-
lations are prepared that are lower cost and offer
other attributes such as flatness and smoothness
after firing and ease of metallization. Liquid-phase
sintered, LPS, aluminas remain two-phase even after
cooling to room temperature; the material that was
liquid at the processing temperature, nearly always a
silicate, converts to a glass or partially crystalline
solid during cooling.

Pure a-Al2O3 is denser, harder, stiffer and more re-
fractory than most silicate ceramics, so that increasing
the proportion of second phase in an alumina ceramic
tends in general to decrease the density, Young’s
modulus, strength, hardness, and refractoriness. How-
ever, fabricating products with the higher alumina
contents is expensive, requiring pure starting materials
and high firing temperatures. Intentional additions are
made to alumina for a number of reasons including:
lowering the firing temperature, allowing cheaper, less
pure starting materials to be used, improving rheology
in shape forming, and modifying the properties of the
product (Morrell 1987). A broad range of materials
is commercially available with a concomitant broad
range of properties. Trends in data given in the fol-
lowing sections are meant as a general guide. Other
microstructural variables such as porosity, grain size
and second phase composition may also have impor-
tant effects on properties such as strength and thermal
conductivity.

Solid-state sintered alumina is produced from high
purity powders, which densify to give single-phase
ceramics with uniform grain size. Products fired in air
at 1600–1700 1C may contain some residual porosity.
The reason for the persistence of B5% porosity is
simply that in the last stages of sintering all of the
pores are isolated within the oxide matrix. Therefore,
further shrinkage of the pore requires the gas within
the pore to dissolve in the oxide and diffuse to the
external surface. Nitrogen is not soluble in alumina at
the sintering temperature and therefore the pores
cannot be completely removed.

Coarse-grained translucent alumina, used for
sodium vapor lamp envelopes, is fired at 1700–1800
1C in hydrogen, which has a relatively large solubility
and high diffusivity, to improve the rate of elimina-
tion of porosity. It is fired at high temperatures to
increase the average grain size. Since alumina has an
index of refraction that is anisotropic, some light
scattering occurs at each grain boundary. The large

grain size reduces the linear density of grain bound-
aries and thereby increases the total transmission for
visible light. When 99.8% Al2O3 is used in very high
temperature refractory applications, for example as
crucibles, MgO cannot be used since it is prone to
evaporation at high temperature. As a result, alumi-
nas used in these applications typically have coarse-
grained microstructures. These ‘‘recrystallized’’ alu-
mina refractories are relatively weak as a result of the
large mean grain size. When small amounts of MgO,
even as low as 0.5%, are added to control grain
growth, the resultant LPS alumina is much stronger
and can be used in applications requiring high-
temperature insulating ability, i.e., in kiln furniture
and thermocouple insulation and for small section
and thin walled components, e.g., rods or tubes.

Many engineering alumina ceramics contain
99–99.7% alumina and so have a significant glass
content. Grain sizes in the range 2–25mm are typical
and the products can be particularly strong. The fine
grain sized 99% aluminas may be used in demanding
applications such as hip prostheses, whereas coarser
grained materials are preferred for electrical insulation.

Aluminas with 94.5–99% Al2O3 have a large pro-
portion of grain boundary glass that must be of care-
fully controlled composition to confer the required
densification behavior and final state properties. The
grain boundary glass is usually an aluminosilicate
containing additional oxide such as CaO or MgO.
Microstructures in aluminas where the glass is used
simply as a densification aid show a uniform distri-
bution of alumina crystals completely separated by
glass. In other aluminas that are fired to higher tem-
peratures, some recrystallization of the alumina may
occur to give an interconnected network. In these
materials pores are usually located at the interface
between the alumina and the glass. Typical properties
are given in Table 2.

Although these aluminas cannot be used in appli-
cations requiring very high temperature stability, they
can be tailored for use in many electrical applications.
The second phases present depend in general on the
composition used, the firing temperature, and the
cooling rate (more glass being present with faster
cooling). The ease of crystallization was observed to
be strongly dependent on the ratio of MgO to CaO in
the intergranular phase (Powell-Dogan and Heuer
1990a, 1990b, 1990c). The mechanical properties of
glass-containing alumina ceramics depend on the
thermal expansion coefficient of the glass and the ex-
tent of crystallization as the volume change associ-
ated with crystallization causes microcracking, which
degrades the fracture strength.

The presence of a grain boundary glass is not, how-
ever, necessarily deleterious. For example, the metal-
lization of a substrate is often necessary to allow
brazing or soldering and to provide a conducting
surface. Procedures such as the molymanganese pro-
cess (Kohl 1967) or thick-film circuitry (Harris and

24

Binary Oxide Ceramics: Al2O3, ZrO2, Structure and Properties of



Lall 1991) rely on interactions during firing between
the powder particles, which are painted on, and pre-
existing intergranular glass. For example, in thick-
film metallization, a mixture of desired metals or
conductors and a low temperature melting glass frit
is painted on the desired region and the substrate.
During subsequent firing, the metal particles fuse to-
gether to provide the conduction path while the glass
particles fuse and begin to dissolve the more refrac-
tory glass in the ceramic substrate. The result is a
strong bond with graded properties.

Aluminas with 80–94.5% Al2O3 are generally used
as electrical insulators, low-temperature mechanical
components, or refractories. The glass-bonded insu-
lators and mechanical components are fired at greater
than 1500 1C and may suffer viscous flow of the glass
at comparatively low temperatures. If nonequiaxed
alumina particles are used, the fluid nature of the
glass during processing may allow their reorientation,
leading to anisotropic grain structures and properties.

1.3 Other Applications of Alumina

In addition to its use as a densified ceramic, alumina
also is used in other forms such as powders or fibers.
In some applications, they are used as a freely flowing
granular material, and in others they are partially sin-
tered, usually just enough to develop some strength.

One such application employing a-alumina is as
an abrasive. Both grinding wheels and coated abra-
sive paper (emery) are used in addition to free abra-
sive. One situation in which alumina grinding wheels
are preferred to, say, silicon carbide is when working
materials that have a high sensitivity to heat. The
high thermal conductivity and high heat capacity
coupled with the friable nature of the wheel allow
most of the heat produced during to grinding to be
carried away from the work-piece.

Despite the fact that there is only one equilibrium
phase, many processes such as the oxidation of al-
uminum metal and the thermal decomposition of
gibbsite or vapor-deposited amorphous alumina thin
films involve the formation of intermediate metastable
alumina phases. These so-called transition phases are
denoted as g, w, Z, i, e, d, f, and k. The most important
commercially is g, which is used both as a polishing
compound and as a catalyst substrate because of its
fine particle size and acicular, or needlelike, shape.

Aluminosilicate ceramic fibers based on alumina
have been commercially available for many years.
The largest use for high-alumina aluminosilicate re-
fractory fibers (containing less than 28wt.% silica) is
as high-temperature low-thermal-mass furnace insu-
lation. The noncontinuous or wool-like fibers are
used as loose wool, blankets, felts, paper, and board.
The loose wool is made by melt spinning or air jet
blowing of kaolin-based materials. Fibers with 52%
alumina can be used as insulation up to 1250 1C
and those containing 65% Al2O3 can be used up to
1450 1C. Materials with higher percentages of alumi-
na are capable of extended service at temperatures in
excess of 1700 1C. The advent of such low thermal-
mass furnace insulation played an important role in
re-engineering furnaces to increase energy efficiency
during the last two decades of the twentieth century.

2. Zirconium Dioxide

Zirconia is also a refractory oxide and shares with
alumina the ability to serve some high-temperature
applications. However, zirconia exists as three poly-
morphs (see Fig. 2), depending on temperature, and
this richness offers the possibility of greater engineer-
ing of properties. Point defect chemistry, also, is more
readily engineered in zirconia-based systems. The
traditional applications of ZrO2 and ZrO2-containing

Table 2
Properties of sintered high-purity and debased alumina.

Al2O3wt. % 499.9 99.9 99.7–99.9 99.0–99.7 96.5–99.0 94.5–96.5 86.0–94.5 80.0–86.0

Density 3.98 3.6–3.8 3.6–3.8 3.7–3.8 3.9–3.96 3.7–3.9 3.4–3.7 3.3–3.4
Hardness (Gpa)

(Vickers 500 g)
19.3 16.3 15–16 15–16 12.8–15 12–15.6 9.7–12

Fracture toughness,
KIC(RT, MPa m1/2)

2.8–4.5 5.6–6

Young’s modulus
(GPa)

366–410 300–380 300–380 330–400 300–380 300 250–300 200–240

Bend strength (MPa) 550–600 160–300 245–412 550 230–350 310–330 250–330 200–300
Thermal expansion coefficient
(� 10�6 1C�1)

6.5–8.9 5.4–8.4 5.4–8.4 6.4–8.2 8–8.1 7.6–8 7–7.6

Thermal conductivity
(W m�1K�1)

38.9 28–30 30 30.4 24–26 20–24 15–20

Firing range (1C) 41800 41750 41750 41700 1520–1600 1440–1600
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materials are foundry sands and flours, refractories,
ceramic and paint pigments, and abrasives. These ap-
plications account for most of the tonnage used.
However, the thermomechanical and electrical prop-
erties of zirconia-based ceramics have led to a wide
range of advanced and engineering ceramic applica-
tions. Tough, wear resistant and refractory, ZrO2 is
being developed for applications such as extrusion
dies, machinery wear parts, and piston caps. Com-
posites containing ZrO2 as a toughening agent such as
ZTA (zirconia toughening alumina) also show prom-
ise in applications such as cutting tools. Ionically-
conducting ZrO2 can be used as a solid electrolyte in
oxygen sensors, fuel cells, and furnace elements.

2.1 Crystallography of Zirconia

Zirconia occurs in three well-established polymorphs:
monoclinic (m), cubic (c), and tetragonal (t). Table 3
lists some typical properties of single-crystal zirconia.
In pure ZrO2 the monoclinic phase is stable up to
1170 1C; above this temperature it transforms to te-
tragonal symmetry and then to cubic symmetry at
2370 1C before melting at 2680 1C. The transforma-
tion from monoclinic to tetragonal exhibits a hyster-
esis; the transformation on cooling occurring 100 1C
below 1170 1C. The transformation to monoclinic is
martensitic, and during cooling results in a volume
increase of the order of 3–4%. This volume change is
sufficient to exceed the elastic limit of the ZrO2 grains
and cause cracking.

2.2 Stabilized Zirconias

Most applications of zirconia therefore require that
the structure be fully- or partially-stabilized through

alloying with alkaline earth or rare earth oxides. The
term ‘‘stabilized’’ refers to a kinetic stabilization of a
solid solution in the cubic polymorph to room tem-
perature. Full stabilization refers to compositions
that exhibit single-phase behavior from absolute zero
to the solidus. Even with such alloys, thermal shock
resistance is still an important issue. This is due to
their high thermal expansion coefficient and low
thermal conductivity. The low thermal conductivity
tends to cause steep thermal gradients during heating
or cooling and the high thermal-expansion coefficient
results in large thermal strains or high stresses. The
discovery that thermal shock resistance was improved
by only adding enough of the alloying element to
partially stabilize the cubic phase led to the use of the
partially stabilized zirconia (PSZ) as a refractory and
its later development as an engineering ceramic due
to its high toughness arising from transformation
toughening, a development pioneered by Garvie et al.
(1975). High toughness is achieved when a micro-
structure is developed that contain metastable te-
tragonal particles constrained in a cubic matrix. The
precipitates transform to monoclinic symmetry when
a propagating crack relieves the constraint. The vol-
ume change and shear strain associated with the
martensitic reaction oppose the opening of the crack,
so increasing the resistance of the ceramic to crack
propagation, i.e., increasing its toughness (Green
et al. 1989, Evans 1984, Claussen 1984).

In addition to the most commonly used stabilizers
(the oxides of calcium, magnesium, cerium, and yt-
trium), virtually all the rare earth elements form solid
solutions with zirconia. In general, where the zirco-
nium ion is in eight fold coordination (i.e., tetragonal
or cubic), ions will stabilize the zirconia phase
provided that the ionic radius is within approxi-
mately 40% of that of Zr4þ . In addition, many alloy

Figure 2
Perspective drawings of the shapes of the unit cells associated with the polymorphs of zirconia, drawn to scale. From
left to right, the cells correspond to cubic, tetragonal, and monoclinic polymorphs. The cubic to tetragonal cells are
very similar, but the monoclinic cell differs significantly in both shape and volume (Vm4Vt). Cell parameters used to
create the figure are: for cubic a¼ b¼ c¼ 0.5113 nm and a¼ b¼ g¼ 901; for tetragonal a¼ b¼ 0.5082 nm,
c¼ 0.5185 nm, a¼ b¼ g¼ 901; and for monoclinic a¼ 0.5147 nm, b¼ 0.5206, c¼ 5.135, a¼ g¼ 901 and b¼ 99.231.
(Precise values depend on both stabilizer type and content as well as temperature.)
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additions promote anion ordering (the cations remain
disordered) rendering a more stable lattice.

The processing of partially stabilized zirconias to
tailor the microstructure is, similar to metals such as
steel, primarily one of controlling the heat treatment
in order to effect a particular solid state transforma-
tion sequence.

For example, a typical composition for a magnesia-
partially stabilized zirconia, Mg-PSZ, may be around
8mol.% MgO. The first step in processing involves a
solution heat treatment in the cubic single phase field
(2–4 h at about 1800 1C depending on composition),
followed by a rapid cool. This quench is too rapid to
allow the equilibrium amount of tetragonal phase to
precipitate out, but it does promote homogeneous
nucleation of very fine tetragonal precipitates. The
maximum cooling rate must, however, be limited to
avoid thermal shock. Reheating to 1400 1C and hold-
ing isothermally (aging) leads to coarsening of the
tetragonal particles by rejection of MgO into the cubic
matrix. If overaging is avoided, the resultant micro-
structure is one of finely divided precipitates in a cubic
matrix. Small tetragonal particles, 0.2mm, may be
metastably retained upon cooling due to the presence
of the cubic matrix. Coarser particles spontaneously
transform to monoclinic symmetry during cooling.

If the tetragonal precipitates are above a critical size
they will transform to monoclinic symmetry either
spontaneously or as a result of applied stress. It
should be noted that this critical size depends on
many factors including the degree of constraint
(whether particles are in a bulk matrix or powder
form), temperature, and composition.

Commercial Mg-PSZ often undergoes a further
subeutectoid aging treatment at 1100 1C to improve
the room-temperature properties. The microstructure
of commercial PSZ is rarely optimized; more usually
it is that produced by a furnace cool after sintering
in the single cubic phase field, or possibly a rapid
cool from the sintering temperature to an isothermal
hold temperature. This heat treatment schedule al-
lows more heterogeneous nucleation of tetragonal
particles to take place. Consequently, a thicker grain
boundary tetragonal film is produced which sponta-
neously transforms to monoclinic on cooling. In ad-
dition, heterogeneously nucleated precipitates form
within the grains. Such precipitates grow rapidly
during a subsequent isothermal hold at 1400 1C. The
precipitates thus formed, are also large enough to
transform to monoclinic on cooling, thereby reducing
the total amount of residual metastable tetragonal
phase available for transformation toughening.

Table 3
Properties of single crystal zirconia and zirconia-based alloys.

General
Chemical formula ZrO2 (zirconium oxide)
Names baddeleyite
Crystal systems and space groups monoclinic, P21/c (up to 1170 1C)

tetragonal, P42/nmc (1170–2370 1C)
cubic, Fm3m (2370–2680 1C)

Thermal
Melting point 2680 1C
Maximum useful temperature B2400 1C
Thermal conductivity 1.5Wm�1K�1 (25 1C), 2Wm�1K�1 (1000 1C)

Thermal expansion coefficient (25–1000 1C)
Monoclinic 7� 10�6 1C�1 (parallel to a-axis)

2� 10�6 1C�1 (parallel to b-axis)
13� 10�6 1C�1 (parallel to c-axis)

Tetragonal 9� 10�6 1C�1 (parallel to a-axis)
12� 10�6 1C�1 (parallel to c-axis)

Cubic 7.5–13� 10�6 1C�1 (dependent on stabilizer type and amount)

Physical/mechanical density
Monoclinic 5830 kgm�3

Tetragonal 5860 kgm�3

Cubic 5640 kgm�3 (stabilizer type and amount can alter density)

Optical (stabilized cubic form)
Refractive index 2.15–2.18
Birefringence none
Dispersion 0.058–0.060
Spectral emittance 0.2 (visible wavelengths)
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There are strong analogies between Y-PSZ,
Ca-PSZ, and Mg-PSZ; similar heat treatments are
used to develop optimal microstructures in all three.
Representative mechanical and thermal properties
for commercial PSZs are given in Table 4. While a
useful guide, the data should be treated with caution
since the particular values obtained depend on the
test method, especially for KIC. Further, these general
values are of course, affected by material variables in
the ceramic microstructure (stabilizer content, grain
size, etc.) and external variables such as atmosphere
and temperature.

2.3 Fully Tetragonal Zirconias

In the case of Y2O3–ZrO2, however, there is extensive
solubility for Y2O3 in the terminal tetragonal solid
solution. Up to approximately 2.5mol.% Y2O3 will be
taken into solid solution, which in conjunction with
the low eutectoid temperature, allows a fully tetrago-
nal ceramic to be obtained (so-called tetragonal zir-
conia polycrystals or TZP) first reported by Rieth et al
(1976). Fine grain sizes are obtained by using ultrafine
powders and sintering in the range 1400–1500 1C
where the coarsening rate can be controlled. Similar to
the critical precipitate size in PSZ materials, TZP ce-
ramics exhibit a critical grain size (about 0.3mm),
above which spontaneous transformation occurs lead-
ing to low strength and toughness. The critical size
depends on the composition (being about 0.2mm for

2mol.% Y2O3 and 1.0mm for 3mol.% Y2O3 ) and the
degree of mechanical constraint.

TZPs have a significant advantage over Mg-PSZs
because sintering can be carried out at comparatively
low temperatures (1400–1500 1C compared to 1800 1C)
bringing the production of TZPs within the scope of
existing furnaces in ceramic manufacturing plants. The
bulk of commercial TZPs contain 2–3mol.% Y2O3

and mainly consist of fine equiaxed tetragonal grains
of a diameter typically in the range 0.2–2mm.

TZPs also can be formed with cerium as the sta-
bilizer and there are many similarities between the Ce
and Y-TZPs although a fully tetragonal structure can
be obtained in Ce-TZP for CeO2 additions between
12 and 20mol.%, representing a much wider range
than with Y-TZPs (Tsukuma and Shimada 1985).

For an equivalent fracture toughness, the grain
size is larger in Ce-TZP compared to Y-TZPs. For
example, a KIC of 12MPa m1/2 could be achieved in a
Y-TZP with a grain size of 2mm compared to 8 mm in
a Ce-TZP (Tsukuma and Shimada 1985). Very high
toughness values can be achieved in these mate-
rials, with nominal values of up to 30MPa m1/2 being
reported, although the absolute value depends
strongly on the test method used.

Typical mechanical and thermal properties for
commercial TZPs are given in Table 5. The exact
yttria content in Y-TZP plays an important role in
the transformability of the tetragonal phase and
therefore the toughness. Toughness is also a strong
function of grain size.

Table 4
Properties of partially-stabilized zirconia-based alloys.

Mg-PSZ Ca-PSZ Y-PSZ

Stabilizer (wt. %) 2.5–3.5 3–4.5 5–12.5
Hardness (GPa) 14.4 17.1 13.6
Fracture toughness, KIC(RT, MPa m1/2) 7–15 6–9 6
Young’s modulus (GPa) 200 200–217 210–238
Bend strength (MPa) 430–720 400–690 650–1400
Thermal expansion coefficient (� 10�6 1C�1) 9.2 9.2 10.2
Thermal conductivity(W m�1K�1) 1–2 1–2 1–2

Table 5
Properties of tetragonal zirconia polycrystals.

Y-ZP Ce-TZP

Stabilizer (mol.%) 2–3 12–15
Hardness (GPa) 10–12 7–10
Fracture toughness, KIC (RT, MPam1/2) 6–15 6–30
Young’s modulus (GPa) 140–200 140–200
Bend strength (MPa) 800–1300 500–800
Thermal expansion coefficient (� 10�6 1C�1) 9.6–10.4
Thermal conductivity(W m�1K�1) 2–3.3
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2.4 Applications of Zirconia

Zirconia ceramics have the highest toughness of
any ceramic, which, combined with high strength,
hardness and chemical resistance, should allow their
application in harsh environments under severe
loading conditions. Wear-resistant applications of
Mg-PSZ as drawing dies, bearings, seals, and bone-
replacement devices (mostly ball and socket joints)
have been developed. The low thermal conductivity
of ZrO2 can be used to advantage in automotive
engines in piston crowns, head face plates, and piston
liners so that heat loss from the combustion chamber
can be reduced and flame temperature increased
resulting in higher efficiency. Wear resistant applica-
tions in engines include those in the valve train as
cams, cam followers, tappets, and exhaust valves. The
thermal expansion coefficient of zirconia closely
matches that of cast iron so that these materials can
be joined (typically by an active substrate process
with a titanium-based bond) to give relatively inex-
pensive automotive components.

PSZ refractory crucibles, shaped by slip casting or
isostatic pressing are used in vacuum induction or
air melting of refractory metals such as cobalt-base
alloys or precious metals such at platinum, palla-
dium, or rhodium. The relatively high cost of ZrO2

compared to other refractories limits its use to special
applications where it has particularly desirable prop-
erties. PSZ is comparatively stable to both acidic and
basic slags and molten steel. This amphoteric be-
havior, combined with its superior erosion and ther-
mal shock resistance, enables its use for submerged
entry tundish nozzles in continuous casting of steel.
PSZ inserts are also used in alumina–graphite sliding
and rotary gate valves when high oxygen or calcium-
bearing steels are used and increased corrosion/ero-
sion resistance is required. Zirconias are also used in a
number of cutting applications for difficult materials
such as glass fibers, magnetic tape, plastic film and
paper items such as cigarette filters (Stevens 1986).

2.5 Ionic Conductivity of Stabilized Zirconia

The same stabilizing process that permits the engi-
neering of mechanical properties also changes the
point defect chemistry producing a material that is
an excellent ionic conductor, e.g., yttria-stabilized
zirconia system. One way of describing the process is
as a dissolution process, according to the following
chemical reaction, written in Kroger–Vink notation
(Kroger 1974) as:

Y2O3 -
ZrO2

2Y
0
Zr þ 3Ox

O þ V��
O

That is, because the yttria is dissolving to form a solid
solution with a well defined crystal structure it must
form anion and cation sites in the correct ratio; in this

case 2:1. Since the stabilizer does not supply enough
anions, relative to the number of cations it supplies,
its presence produces oxygen vacancies (indicated
above as VO). Relatively high concentrations of va-
cancies can be readily produced in stabilized zirconias,
with up to 10% or 15% of the oxygen sites vacant.
Another aspect of the zirconia crystal structure is that
the mobility of oxygen vacancies is relatively high.

The consequence of this is that there is a relatively
wide temperature regime, approximately 500–1000 1C,
over which stabilized zirconias exhibit ionic conduc-
tivity, but essentially no electronic conductivity. That
is, all of the electrical current that flows through the
solid is the result of the movement of oxygen ions not
electrons.

This property combined with the high refractori-
ness and chemical durability of the material leads to
its application in a wide array of devices. PSZ is
used as oxygen sensors, both in automobile combus-
tion feedback systems and industrial process control.
One emerging application likely to grow in impor-
tance is the use of PSZ as the solid electrolyte in
fuel cell applications. Finally, ionic conductors such
as PSZ can be used as selective membranes for
selective oxygen enrichment systems used in medical
applications.

2.6 Zirconia-toughened Ceramics

Zirconia has been added to a variety of other oxide
matrices such as mullite, spinel, cordierite, zircon, and
MgO in order to improve their toughness. The first
system was zirconia-toughened alumina (ZTA), devel-
oped simultaneously with the PSZ systems (Claussen
1976). This material demonstrated that the inclusion
of unstabilized zirconia can lead to retention of t-ZrO2

in the sintered product if the particle size is small
enough. The toughening mechanism primarily in-
volves transformation and microcrack formation al-
though dispersion strengthening is also active in this
system. Less than 20vol.% unstabilized zirconia par-
ticles are typically used although subsequent work
has attempted to increase the ZrO2 content by partial
stabilization of the zirconia with Y2O3, CeO2, or TiO2

(Lange 1982). Unstabilized ZTAs can have strengths
of 1200MPa and toughnesses of 16MPam1/2 with
about 15 vol.% ZrO2 compared to values of 600MPa
and 4MPa m1/2 respectively for typical dense alumina.

ZTA was first used as a toughened abrasive for
industrial grinding wheels where large improvements
in grinding efficiency were detected over conventional
materials. Other applications are found in metal cut-
ting tools and engine components.

3. Summary

Al2O3 and ZrO2 are both ‘‘workhorse’’ ceramics used
in a wide variety of applications that exploit different
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properties: mechanical, optical, thermal, and electrical.
Both are high-temperature materials used in refrac-
tory applications. Both are hard and wear-resistant
and are used in applications involving sliding and
wear. Alumina has only stable phase, whereas zirconia
has three polymorphs. This leads to different strategies
for tailoring the microstructure in each case.

With ZrO2, proper chemistry and careful micro-
structural control allow phase transformations to be
exploited to yield ceramics with outstanding strength
and toughness. Zirconia is being applied to uses
previously thought to be outside the realm of ceram-
ics, notably in engine components. Furthermore, its
unique electrical properties lead to a wide variety of
applications in sensors. Microstructural tailoring
of alumina involves the inclusion of additives to
regularize the grain structure and the inclusion of a
second phase silicate.
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Block Copolymer Phase Behavior

This article provides an overview of the microphase
behavior of block copolymers and block copolymers
blended with solvent or homopolymer, and the ther-
modynamics controlling them. The block copolymers
can be amorphous or semicrystalline. The article cov-
ers microphase separation, and some aspects of the
interplay of microphase and macrophase separation.
Specific topics include the microphase diagrams of
conformationally symmetric and asymmetric copoly-
mers, the microphase diagrams of copolymer/solvent
blends, induced microphase formation, micelle for-
mation, and the scaling behavior of domain sizes in
amorphous and semicrystallizable copolymers.

1. Introduction

Homopolymer blends normally phase separate. This
macrophase separation occurs because of the un-
favorable interactions between unlike monomers.
Block copolymers are composed of distinct chemical
species which are chemically bonded together within
the individual molecules, such as poly(styrene)-b-
poly(isoprene) (PS-b-PI). Copolymers cannot phase
separate into macroscopic regions of different species
because of their chemical bonds. Instead, they can
microphase separate, forming domains whose dimen-
sions are limited by the sizes of the constituent
blocks. In copolymer/homopolymer or copolymer/
solvent mixtures, both microphase and macrophase
separation can occur.
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The transition from a disordered phase (D) to a
microphase is generally referred to as the microphase
separation transition (MST). Various domain struc-
tures occur, which can form either ordered or dis-
ordered arrays. In most cases, the material within
each domain is amorphous, but in some systems one
or more of the blocks can crystallize. The simplest
structure consists of alternating layers, or lamellas. It
is shown schematically for both amorphous and
semicrystallizable copolymers in Fig. 1.

PS-b-PI is a diblock copolymer, generically label-
ed A-b-B, or simply A–B. There are also triblock
copolymers, of the form A–B–A or A–B–C, linear

multiblocks, e.g., A–B–A–B–, and more complicated
architectures such as starblocks or graft copolymers.
These are illustrated in Fig. 2.

The goal here is to introduce the current experi-
mental and theoretical pictures of the equilibrium
phases and domain sizes of systems containing co-
polymers. An important point is that the equilibrium
microphase diagrams of all copolymers are very sim-
ilar in structure, with only small differences that
depend on molecular architecture and species. The
theoretical understanding is presented in terms of
numerical self-consistent field theory. This theory is
also compared briefly with earlier theories introduced
to treat weak and strong segregation regimes, and
with experiments. This latter comparison is compli-
cated by the fact that nonequilibrium effects are very
common in experimental systems.

2. Amorphous Block Copolymers

2.1 Microphase Diagrams

The existence of the MST can be easily understood
from simple thermodynamics. In the disordered phase
of a system of neat A-b-B copolymers, each monomer
interacts with like and unlike monomers. The effec-
tive interaction of two unlike monomers is normally
repulsive, and these interactions tend to induce phase
separation. The number of repulsive contacts per

Figure 1
Schematic diagram of layered structures of microphase-
separated, diblock copolymers. The upper and lower
panels illustrate amorphous and semicrystallizable
copolymers, respectively. Both panels correspond to
strong segregation, with each block segregated into its
respective subdomains, and the copolymer joints
localized within narrow interphase regions between the
subdomains. The layer repeat distance is d. As indicated
near the center of the lower panel, the crystallizable
block is generally semicrystalline, and the chain folding

Figure 2
Schematic diagram of common copolymer architectures:
(a) diblock A–B copolymers; (b) linear triblock A–B–A
copolymers; (c) linear triblock A–B–C copolymers; (d)
linear multiblock A–B–A–B– y copolymers, which can
terminate with either an A or a B block; (e) graft
copolymer, illustrated with B side chains grafted to an A
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molecule, and hence the repulsive energy per mole-
cule, increase with the molecular weight of the poly-
mer. The phase separation is accompanied by a
decrease in entropy, but the associated change in free
energy per molecule is essentially independent of
molecular weight. This entropic contribution in-
creases with temperature, and the net result is that
the disordered phase is stable for sufficiently high
temperature and low molecular weight. However, the
system microphase separates for decreased tempera-
ture and/or increased molecular weight. Leibler
(1980) predicted that the MST for perfectly symmet-
ric copolymers occurs at

wZc ¼ 10:5 ð1Þ

where w is the Flory-Huggins A–B interaction para-
meter, Zc is the polymer degree of polymerization,
and the layer thickness at the MST is independent of
w and scales as

dpZ1=2
c ð2Þ

The system is disordered for wZco10.5, and or-
dered for wZc410.5. As shown in Fig. 3, the MST
moves to higher wZc for compositionally asym-
metric copolymers since, for a given Zc, the number

of unlike contacts per molecule varies as fAfB, where
fA and fB¼ 1�fA are the volume fractions of the A
and B blocks.

Mean field theories, including Leibler’s, predict the
MST to be second order at fA¼ 0.5, and first order
otherwise. Hence, the point fA¼ 0.5 and wZc¼ 10.5 is
a mean field critical point. Microphase-separated sys-
tems in the vicinity of this point are weakly segre-
gated, with significant intermixing of the different
components.

There are a number of microphases that can form
(Bates 1991, Matsen and Bates 1997, Bates and Fred-
rickson 1999). The simplest one is the alternating
layer structure of Fig. 1, in which each layer is rel-
atively rich in one of the components, e.g., A–B–
A–B– y. We will denote this phase simply as L.
Another consists of parallel cylinders, each rich in
one of the components, arranged on a hexagonal
lattice. We denote these by C, or by CA and CB where
the subscript labels the primary component of the
interiors of the cylinders. A third consists of A or B
rich spheres, which can be arranged on a body-cen-
tered cubic (b.c.c.-S) or a close packed (c.p.-S) lattice,
or can be disordered. The L, C, and b.c.c.-S phases
have traditionally been labeled as the ‘‘classical’’
phases. The best understood ‘‘exotic’’ structure is the
bicontinuous gyroid phase, G, in which the minority
component forms two interweaving, three-fold coor-
dinated lattices. A perforated lamellar, or PL phase,
has also been observed. It is lamellar, but with the
minority-component layers perforated by ‘‘holes’’
that are filled by the majority component. The bicon-
tinuous double-diamond structure has also been re-
ported in the literature, but it is now believed that
these systems were actually in G phases (Hajduk et al.
1995).

Nonlinear self-consistent field (NSCF) theory has
been used to understand the equilibrium microphase
diagrams and domain structures of neat and blended
copolymers, and for a spectrum of molecular archi-
tectures (Vavasour and Whitmore 1992, 1993, Matsen
and Schick 1994a, Whitmore and Vavasour 1995,
Matsen and Bates 1997). In this approach, each
amorphous polymer or polymer block is modeled as a
Gaussian chain, with degree of polymerization Zk,
statistical segment length bk, and pure component
density rok which is in units of monomers per unit
volume. Interactions are generally described by Flory
w parameters: finite range interactions have been in-
corporated in some work, but they have very little
effect on the microphase diagram (Vavasour and
Whitmore 1992). It is assumed that the volume of the
system is independent of the degree of mixing, which
is equivalent to assuming the system is incompressible.

The theory produces a set of self-consistent equa-
tions for the equilibrium density distribution of each
component, and the effective field experienced by a
unit at each point. For a given system, these equa-
tions are solved for each possible structure and lattice

Figure 3
Microphase diagram for conformationally symmetric,
diblock copolymers calculated by Matsen and Bates
(1997) using numerical self-consistent field theory. The
MST separates the disordered phase (D) from the
microphases. The labeled microphases are lamellas (L),
gyroid (G), A- and B-centered cylinders on a hexagonal
lattice (CA and CB, respectively), and A- and B-centered
spheres on a b.c.c. lattice (SA and SB, respectively). The
narrow regions adjacent to the MST are the close-
packed spheres (courtesy of Dr M. Matsen).
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parameter (domain size), and the free energy is
calculated from each self-consistent solution. By ex-
amining different structures, and a range of lattice
parameters for each one, the equilibrium structure
and domain size are identified.

Although experimentally all copolymer phase dia-
grams are qualitatively similar, they vary quantita-
tively from copolymer to copolymer, and they are
generally not perfectly symmetric about fA¼ 0.5. The
asymmetries, and the small differences in phase
diagrams for different systems for molecules of simi-
lar architectures, e.g., diblock PS-b-PI vs. PS-b-PB
(polybutadiene), are largely understood in terms of a
characteristic known as conformational asymmetry
(Vavasour and Whitmore 1992, 1993). It represents
the degree of mismatch between the volume fractions
of each block and their corresponding unperturbed
radii of gyration, Rk,g. The asymmetry parameter can
be defined as

e ¼ fA

fB

� �
=

R2
A;g

R2
B;g

" #
ð3Þ

For conformationally symmetric polymers, e¼ 1
and the phase diagram should be symmetric about
fA¼ 0.5. The range of e is from about one-third to
three. In defining e, either block can be identified as
the A or B block. If the choice is made so that eo1,
then each microphase boundary is shifted towards
higher values of fA. This choice corresponds to the A
block being the stiffer one.

A general result of the NSCF theory is that, as long
as each phase of interest can be described by a single
independent lattice parameter, then the entire equi-
librium microphase diagram of a system of diblock
copolymers depends on only three parameters, which
are wZeff, fA, and e. Zeff is an effective degree of
polymerization, defined by

Zeff ¼ r0
ZA

r0A
þ ZB

r0B

� �
ð4Þ

where r0 is the reference density used in defining the
Flory w parameter. If the two reference densities are
chosen to be equal, then Zeff¼Zc.

An example of a microphase diagram calculated
from NSCF theory is shown in Fig. 3 (Matsen and
Bates 1997). It is for a conformationally symmetric,
diblock copolymer, and so is symmetric about
fA¼ 0.5. In strong segregation, the order–order phase
boundaries depend primarily on the volume fraction
of each component, i.e., fA or fB. In the limit of very
strong segregation, it is believed that only the three
classical phases are stable, and the S/C and C/L phase
boundaries are at limiting values of fA¼ 0.105 and
0.310, respectively (and corresponding values at
1�fA) (Matsen and Whitmore 1996). At intermedi-
ate segregation, as shown in Fig. 3, the G phase be-
comes stable between the L and C phases, and the

c.p.-S phase appears in narrow regions between the
b.c.c.-S phase and the MST. In this regime, the G
phase exists over a composition range of a few per-
cent on each side of the diagram. No other ordered
phase becomes stable. With decreasing wZc, all phase
boundaries curve towards fA¼ 0.5. The G phase ter-
minates at triple points at wZc¼ 11.14 and fA¼ 0.452
and 0.548 where it coexists with the L and C phases,
but the L, C, and S phases all extend to the critical
point where the D/S, S/C, and C/L boundaries all
merge, as predicted by Leibler.

The effects of conformational asymmetry have also
been examined with NSCF theory. Expressed as a
phase diagram labeled by wZeff and fA, the primary
effect is shifting the microphase boundaries, with very
little change to the MST itself, and no change in the
topology of the phase diagram. The first calculation
(Vavasour and Whitmore 1993) treated the classical
phases and the case of e¼ 0.6. In strong segregation
at wZeff¼ 80, the SA/CA, CA/L, and L/CB boundaries
were all shifted by 0.07, and the CB/SB by 0.05. As a
consequence, the width of the SA region was approxi-
mately doubled while that of the SB was approxi-
mately halved, whereas the others were shifted but
with little changed in size. Matsen, Schick, and Bates
have investigated other values of e and the other
phases (Matsen and Schick 1994b, 1994c, Matsen and
Bates 1997).

They obtained similar results, with shifts in the
C/G and G/L boundaries similar to those of the other
microphase boundaries. The L, C, and S phases ex-
tend to the critical point, and the only direct D2L
transition occurs at this point. However, the critical
point is shifted away from fA¼ 0.5 in the same di-
rection as the phase boundaries and upwards to
wZeff410.5, and it no longer occurs at the minimum
in the MST curve. The PL phase is nearly stable in
the calculations, and Matsen and Bates suggest that it
might become stable for high conformational asym-
metry and wZc\35.

Matsen and Schick (1994b, 1994c) have also pub-
lished phase diagrams for conformationally sym-
metric and asymmetric multiblock copolymers in the
limit of very many blocks, conformationally sym-
metric starblocks with up to nine arms, and confor-
mationally asymmetric starblocks with five arms. All
these phase diagrams were topologically the same.

The current experimental picture of the microphase
behavior of amorphous block copolymers has been
summarized in a number of references (Bates 1991,
Matsen and Bates 1997, Bates and Fredrickson 1999).
As predicted by the NSCF theory, the phase bound-
aries are vertical in strong segregation, but they ap-
pear to remain approximately vertical right to the
MST so that the phase boundaries do not merge and
there are transitions directly from the disordered
phase to each of the S, C, G, and L phases. The G
phase appears between the C and L phases, over a
composition range of a few percent, as predicted by
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the NSCF theory. However, it has not been observed
beyond wZcE30; instead, the PL phase is observed
there. However, this phase is now thought to be me-
tastable; whether it is stable or metastable, these ob-
servations are consistent with the NSCF result that
the G and PL phases have nearly equal free energies
in this region. A general conclusion is that there is
very good overall NSCF/experimental agreement,
except very near the MST, where the theory predicts
only D/S transitions.

Since the NSCF theory can be applied from the
MST to very strongly segregated systems, it is illus-
trative to compare it with other mean field theories
which apply to either the strong or weak segregation
limits. This comparison is made in Fig. 4. The right-
hand side of this figure compares the NSCF results
with the strong segregation theory of Helfand and
Wasserman (1982), which is a numerical SCF theory
but with the explicit assumption that the A–B inter-
phase is narrow, the ‘‘narrow interphase approxima-
tion.’’ For wZcX80, the L/C and S/C boundaries
agree almost perfectly, but there is still some differ-
ence in the predicted MST even here. At intermediate
segregation, 20twZct45, there is a qualitative dif-
ference: the MST is predicted to be D2C or D2S
in the Helfand work. In very strong segregation,
the NSCF results also agree well with the theory of
Semenov (1985), although there may remain a very
small unexplained discrepancy (Matsen and Whit-
more 1996).

Weak segregation theories have often been used to
interpret microphase separated systems near the MST,
even when this is at large wZc. The left-hand side of
Fig. 4 compares the NSCF results with Leibler’s weak
segregation theory (Leibler 1980). There is complete
agreement as fA-0.5 and wZc-10.5, but the domain
of agreement is restricted to about 0.45tfAt0.55,
and wZct15. For wZc\15, the NSCF microphase
boundaries turn upwards more quickly, resulting in
much broader C and S regions and a narrower L re-
gion. Even near the MST, there are important differ-
ences for asymmetric polymers. The S regions are
much larger in the NSCF results, and the MST is
shifted. For example, at fA¼ 0.1 (or 0.9), NSCF the-
ory predicts the MST at wZcE50, whereas the Leibler
theory predicts it at wZcE80.

All mean field theories of weak segregation predict
the MST to be from the disordered phase to spheres,
except at the critical point. This disagreement with
experimental results is thought to be due to the effects
of fluctuations (Fredrickson and Helfand 1987). How-
ever, quantitative agreement between theory and ex-
periment has yet to be achieved in this part of the
phase diagram.

2.2 Domain Sizes and Density Distributions

In weak segregation, each density profile can be ex-
pressed as a sinusoidal variation about the mean
density, containing wave vectors of only one magni-
tude. In the other extreme of strong segregation, each
species is present in only one subdomain, and the
density profiles are flat except for a smooth but nar-
row interphase region. Between these two limits, the
profiles evolve from one shape to the other.

The NSCF theory provides a detailed account of
the density profiles without making a priori assump-
tions about their shape. The results show that, for
wZct15, each density profile is approximately a sine-
like variation about its mean, with the amplitude of
the variation increasing with increasing wZc. Beyond
this point, the maxima and minima in each profile
reach their limiting values, and the profiles begin to
flatten in each subdomain. As wZc is progressively
increased, the interphase sharpens, the profiles be-
come more step-like, and the plateau-like regions in
each subdomain extend over larger distances.

Leibler predicted that the domain size at the MST
is approximately equal to the unperturbed radius of
gyration, Eqn. (2). Once a microphase forms, the
molecules stretch and d increases. The NSCF theory
predicts that if the dependence is expressed as a
power law then d scales as

dpðwZcÞpZ1=2
c ð5Þ

throughout the phase diagram (Vavasour and Whit-
more 1992). The variation of d with both w and Zc is

Figure 4
Comparison of the NSCF phase diagram (solid lines)
with limiting theories, for conformationally symmetric,
diblock copolymers (Vavasour and Whitmore 1992,
1993). For fAo0.5, the dashed curves are calculated
using the weak segregation theory of Leibler (1980), with
the arrows showing the corresponding phase boundaries
in two approaches. For fA40.5, the dashed curves are
calculated using the narrow interphase approximation of
Helfand and Wasserman (1982).
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actually strongest in weak segregation near the mean
field critical point. This form agrees with the very
strong segregation theory of Semenov (1985), which
predicts dpw1/6Z2/3

c . As elaborated elsewhere (Whit-
more and Vavasour 1995), a variety of NSCF calcu-
lations on diblocks, triblocks, multiblocks, and blends
are all consistent with this result, with numerically
calculated values of p ranging from about 1/6 in
strong segregation to 0.5 at the critical point. It should
be noted that Eqn. (5) applies within each structure;
small discontinuities can occur at each order–order
phase boundary (Matsen and Bates 1997).

The variations in the scaling of the domain size
with w and Zc can be correlated with the density
profiles. In the part of the phase diagram where the
density profiles are step-like, the scaling is relatively
weak, with the value of p of the order of 1/6. In
regions where the profiles are sine-wave-like with
smaller amplitudes, the dependence strengthens. As
the MST is approached, it appears to reach a limiting
effective value of P¼ 1/2 at the mean field critical
point for symmetric copolymers. It does not reach
this high for asymmetric copolymers because of the
intervening, first order transition to the disordered
phase.

These considerations also offer insight into the na-
ture of the MST and the applicability of weak segre-
gation theories. For fAt0.2 or fA\0.8, microphases
exist only for wZc\15. For these highly asymmetric
copolymers, the density profiles are non-sinusoidal
and have large amplitudes even at the MST. This
contrasts with the assumptions of the weak segrega-
tion theories, and explains why the Leibler and NSCF
microphase diagrams agree only for relatively sym-
metric copolymers near the MST.

As is often the case in polymer systems, much of
the interesting behavior can be understood on the
basis of a simple physical picture. In the present case,
we consider a conformationally symmetric system
with equal monomer reference volumes, r0, and sta-
tistical segment lengths, b. In strong segregation,
there are three main contributions to the free energy
of a microphase separated system state relative to the
homogeneous reference state,

DfEDfint þ fI þ fel ð6Þ

where this is the free energy per unit volume in units
of kBTr0, where kB is the Boltzmann constant and
T is temperature (in kelvin). The first contribution is
the change in interaction energy resulting from the
reduction in A–B contacts. In the limit of strong
segregation,

DfintE� wfAfB ð7Þ

This term is the driving force for the MST to occur,
but it is independent of the resulting domain size. The
second is the energy associated with the interfacial

tension at each A–B interphase. It can be approxi-
mated as

fIEg
2

d
ð8Þ

where the interfacial tension can be approximated in
these units by (Helfand and Tagami 1971):

gE
w
6

	 
1=2
b ð9Þ

This contribution decreases with increasing d, and
so favors large domain sizes. However, large domain
sizes cause stretching of the polymer blocks. The
third term, fel, is the elastic free energy owing to this
stretching. It can be approximated as

felE
1

2Zc
a2 þ 2

a
� 3

� �
ð10Þ

where

a ¼ d

Z
1=2
c b

ð11Þ

is a measure of the stretching of the polymer. Using
Eqns. (7) to (11) in Eqn. (6), and minimizing Eqn. (6)
with respect to d, yields

dpw1=6Z2=3
c b ð12Þ

DfEw �fAfB þ 2

3wZc

� �2=3
" #

ð13Þ

Equation (13) implies that the MST should be gov-
erned by two factors, wZc and fAfB, and should occur
at approximately

wZcE
3

2

1

fAfB

� �3=2

ð14Þ

which implies that, for a given wZc, the MST should
occur at

fA ¼ 0:57
1

2
1� 12

wZc

� �2=3
" #1=2

ð15Þ

These simple equations are very accurate in strong
segregation. Equation (12) agrees with the numerical
results, with P¼ 1/6. For all wZc\20, Eqn. (15) pre-
dicts the MST at values of fA that agree with the
full NSCF result to within 3%. Even in weak segre-
gation the MST is qualitatively correct: it is predicted
to occur at wZc¼ 12, instead of 10.5, for fA¼ 0.5.
This accuracy supports the picture of a balance of
the three physical factors identified above as control-
ling the transition and domain sizes, except for wZct
15. However, the free energy differences between
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different microphases are too small for this simple
picture to discriminate between them.

3. Amorphous Copolymer/Solvent Blends

Copolymers are often dissolved in solvent or blended
with one or more types of homopolymer. Broadly
speaking, there are three general problems related to
the phase behavior of these blends: the overall micro-
phase behavior; the interplay between microphase
and macrophase separation; and micelle formation at
low copolymer concentration. Copolymer can also be
used as surfactant in homopolymer/homopolymer
blends, but that is not discussed here.

3.1 Nonselective Solvent

It is useful to consider first the ideal case in which the
solvent/polymer Flory parameters are exactly equal
for each block, wSA¼ wSB. An important concept for
this system is the dilution approximation, which as-
sumes that the only role of the solvent is to screen
the A–B interactions, and that the solvent density
remains uniform throughout the system. With this
approximation, the microphase diagram and domain
size behavior for concentrated solutions are the same
as for neat copolymer, except that the A–B Flory
parameter is replaced by an effective parameter,

weff ¼ fCwAB ð16Þ

where fC is the overall copolymer volume fraction.
This implies that the added solvent shifts the MST to
higher wABZc; for example, to

wABZc ¼ 10:5

fC

ð17Þ

for fA¼ 0.5. Furthermore, it implies that the domain
size scales as

dpðweffZCÞpZ1=2
C pðfCwABÞpZpþ1=2

C ð18Þ

so that d varies with polymer concentration in the
same way that it does with wAB, and that the de-
pendence is strongest in weak segregation. Notice
that this implies that the addition of nonselective sol-
vent causes the equilibrium domain size to decrease.

The full NSCF calculations give nearly uniform
solvent density profiles, as assumed in the dilution
approximation. The calculations indicate only a very
small solvent excess in the A–B interphase region,
even in strong segregation where the polymer densities
vary sharply through the interphase (Whitmore and
Vavasour 1995). When expressed in terms of weff, the
microphase diagrams are essentially identical with
that for neat copolymer. The layer thickness scaling
was found to be qualitatively consistent with Eqn. (18)
although there were small quantitative differences.

In the semidilute regime, chain swelling must be
included. For conformationally symmetric polymers
with fA¼ 0.5 in nonselective, good solvents in this
regime, the MST is predicted to obey (Fredrickson
and Liebler 1989, Olvera de la Cruz 1989):

wABZcE
10:5

f1:61
C

ð19Þ

and the layer thickness at the MST is predicted to
scale as

dpZ
1=2
C f�0:115

C ð20Þ

In the limit of very strong segregation, the order–order
microphase boundaries are predicted to be unchanged
in these systems (Birshtein and Zhulina 1990).

Turning to experiment, Hashimoto et al. (1983) and
Lodge et al. (1995) studied PS-b-PI in dioctyl phtha-
late (DOP) and toluene, which are neutral, good sol-
vents for PS and PI. For systems in equilibrium, the
layer thickness (Hashimoto et al. 1983) scaled as

dpf1=3
C

1

T

� �1=3

Z2=3 ð21Þ

These exponents were determined without distin-
guishing between strong and weak segregation, and
the concentration dependence approximately followed
a 1/3 power all the way to the MST; in fact, the results
are consistent with a slight strengthening of the power
in the neighborhood of the MST. These results are
consistent with the NSCF predictions for the concen-
trated regime, assuming that the interaction param-
eters are independent of composition and inversely
proportional to temperature. However, the copolymer
volume fraction at the MST scaled as jCpZ�0.62

c ,
from jC¼ 0.14 all the way up to the melt, i.e., it
obeyed the scaling predicted for the semidilute regime,
Eqn. (19).

3.2 Selective Solvent

The behavior of systems with slightly selective sol-
vents is similar to that of the idealized, perfectly
nonselective solvent cases just described (Banaszak
and Whitmore 1992, Lodge et al. 1997). The solvent
is partially partitioned between subdomains, but it
is approximately uniform within each subdomain,
and the variation between layers is relatively small.
Nonetheless, even a slight difference can be sufficient
to eliminate the small local maximum in each inter-
phase, so that the solvent density decreases mono-
tonically from one subdomain to the other. The
scaling of the layer thickness with polymer concen-
tration was calculated to be weaker for the selective
solvents than for the nonselective case, but its de-
pendence on wAB and Zc was little changed (Banaszak
and Whitmore 1992).
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Huang and Lodge (1998) carried out an extensive
NSCF study of the effects of solvent selectivity on
the microphase diagram, for the classical structures.
In general, the MST is lowered to smaller values of
wABZc as the solvent selectivity is increased. Put an-
other way, the selective solvent has a weaker ten-
dency to destabilize the microphase than does the
nonselective one, and the difference can be very signi-
ficant (Banaszak and Whitmore 1992). For a strongly
selective solvent, the predicted order of phases with
increasing polymer concentration can become com-
plex, and the predicted sequence of phases can be
SA-CA-L-CB-SB.

4. Amorphous Copolymer/Homopolymer Blends

Other interesting effects can occur in binary, ternary,
or multicomponent copolymer/homopolymer blends.
The copolymer itself may or may not microphase
separate, and the blends can macrophase separate.
Each phase can be microphase separated, or disor-
dered. If the homopolymer is solubilized within a
microdomain, it can modify the domain sizes. A full
understanding of these systems requires a construc-
tion of the global phase diagram (Zin and Roe 1984,
Roe and Zin 1984) and the characterization of each
phase; we limit the discussion here to the MST of
copolymer/homopolymer blends, and some under-
standing of the weak segregation regime.

The addition of low molecular weight homopoly-
mer has similar effects as solvent: it tends to desta-
bilize the microphase and reduce the domain sizes.
However, high molecular weight homopolymer has
opposite effects: when added to disordered copoly-
mer near the MST it can cause the system to micro-
phase separate with the homopolymer solubilized
within the domain structure. This is called induced
microphase formation (Noolandi and Hong 1983,
Cohen and Torradas 1984).

Not only do low and high molecular weight ho-
mopolymer have opposite effects on the stability of
the microphase, they can also have opposite effects
on the domain size. Experimentally (Quan et al. 1987,
Hashimoto et al. 1990, Tanaka and Hashimoto 1991,
Tanaka et al. 1991, Winey et al. 1991), the sol-
ubilization of very low molecular weight homopoly-
mer causes either a decrease or very slight increase in
the domain size. The addition of high molecular
weight homopolymer causes an increase in domain
size, up to the solubilization limit of the homo-
polymer.

A detailed analysis based on weak segregation the-
ory provides a qualitative, physical picture of the be-
havior of these blends. It predicts two threshold
effects associated with homopolymer added to neat
copolymer systems. For A-b-B/A binary blends with
symmetric copolymers, the threshold for homopoly-
mer-induced microphase formation should occur near

Zh

Zc
E
1

4
ð22Þ

where Zh and Zc are the degrees of polymerization of
the homopolymer and copolymer, respectively. Added
homopolymer with ZhtZc/4 tends to destabilize a
microphase, whereas if Zh\Zc/4, it tends to stabi-
lize, or induce, the microphase. The threshold effect
associated with the layer thickness for these blends
occurs at

Zh

Zc
E
1

5
ð23aÞ

The work on the effects of solubilized homopolymer
on weakly segregated copolymer has now been gener-
alized to all segregation regimes (Vavasour and Whit-
more 2001). The threshold associated with an increase
or decrease in layer thickness, Eqn. (23a), becomes

Zh

Zc
E

1

wZc
ð1:39fc þ 0:68Þ ð23bÞ

where fc is the copolymer volume fraction to which
the homopolymer is added. As implied by Eqn. (23b),
the threshold decreases with increasingly strong co-
polymer segregation. This result is in good agreement
with experiments, and reduces to Eqn. (23a) when
fc¼ 1 and wZc¼ 10.5.

Added homopolymer with ZhtZc/5 causes the
layer thickness to decrease, whereas it increases if
Zh\Zc/5. These results are in qualitative agreement
with the experiments described above. For ternary
A-b-B/A/B blends, this theory predicts homopolymer-
induced microphase separation, with the same thresh-
old as for binary blends, Eqn. (22), independent of
the relative volume fractions of A and B homo-
polymer.

The similarity of these two thresholds, and the cal-
culated density profiles, provides an overall picture
of the effects of these additives. Adding solvent or
low molecular weight homopolymer tends to destabi-
lize the microphase, reduce the domain thickness, and
move the system towards weaker segregation with
density profiles becoming more sinusoidal with smaller
amplitudes. High molecular weight homopolymer
tends to stabilize the microphase, cause d to increase,
and drive the system towards stronger segregation and
more step-like profiles. This is ultimately limited by
the solubilization limit of the homopolymer.

5. Block Copolymer Micelles

Another form of microphase separation of block co-
polymers is the formation of micelles when low con-
centration copolymer (a few percent or less) is added
to a selective solvent or homopolymer, such that one
block of the copolymer is compatible with the host,
but the other is not. The micelles are usually approxi-
mately spherical, and of the order of 10–30 nm in size.
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Each core consists primarily of the incompatible
copolymer blocks, while the compatible blocks form
a corona extending into the host.

Interesting questions in these systems include the
conditions under which micelles form, i.e., the critical
micelle concentration (cmc), and the size and number
density of the micelles. Although nonequilibrium ef-
fects can, again, be very important, simple equilibrium
theories provide insight into the physics governing
these systems, and good descriptions of systems which
are thought to be in equilibrium (Leibler et al. 1983,
Whitmore and Noolandi 1985). These models are
similar in essence to the physical model introduced at
the end of Sect. 2.

As in Eqn. (6), we consider the free energy of a
system of micelles relative to a reference state of co-
polymer dissolved in the host. We can express the
important contributions as

DfEDfint þ fI þ fel þ floc ð24Þ

The first three terms are similar to those in Eqn. (6).
The first, Dfint, is the reduction in interaction energy
when the incompatible copolymer blocks avoid con-
tact with the host by forming the micelle cores. The
second term, fI, is the interfacial energy, in this case
arising from the core-corona interface. The third, fel,
is the stretching term, which differs for the core and
corona blocks but has the same functional form for
each one. The final term, floc, is due to the reduc-
tion in entropy that occurs when the copolymers are
localized to micelles.

As in the copolymer model of the MST, Dfint is the
driving force for forming micelles, but it does not
control the micelle sizes. These are, again, controlled
primarily by the balance between the interfacial ten-
sion and stretching, but this time the stretching of the
core block. As a result, for a simplified model system
consisting of A-b-B copolymer in an A-homopolymer
or A-block compatible solvent, such that a single w
parameter describes all unfavorable interactions, the
equilibrium core radius is predicted to scale approxi-
mately as

lcoreEw1=6Z2=3
cB b ð25Þ

This is similar scaling behavior as for microphase
separated copolymers. The main difference is that the
micelle core radius scales with the degree of poly-
merization of the corresponding copolymer block,
ZcB. The cmc behaves approximately as

fcmc
C p

wABZc

ðwABZcÞ2=3
ef�wABZcþ ?g ð26Þ

This expression indicates that the onset of micellizat-
ion is dominated by the exponential dependence on
wZcB, a rather different condition to Eqn. (1) for co-
polymer phase separation. It should be noted that

although Eqns. (25) and (26) capture the dominant
physical effects; more quantitative results are avail-
able in the literature (Leibler et al. 1983, Whitmore
and Noolandi 1985).

6. Semicrystallizable Diblock Copolymers

Semicrystallizable diblock copolymers have one crys-
tallizable and one amorphous block. These systems
tend to form equilibrium lamellar structures, in which
one sublayer consists of folded, semicrystalline blocks,
and the other one is amorphous. The structure is illus-
trated schematically in the lower panel of Fig. 1. An
example is PS-b-PEO, in which the PEO block is the
semicrystalline one.

As with amorphous copolymers, the equilibrium
layer thickness is governed by a balance of thermo-
dynamic driving forces. However, the underlying
physics differs. It, too, can be understood on the basis
of an NSCF theory (Whitmore and Vavasour 1995).
In this theory, each layer of thickness d contains
amorphous and semicrystalline subdomains of thick-
ness dA and dB, respectively. All the A–B joints are
assumed to be localized within a narrow interphase of
thickness a and, except for this interphase, all A and
B monomers are assumed to be in their respective
subdomains. The amorphous A blocks are treated
in the usual way. However, for the B blocks, the
energetics associated with crystallization and chain
folding are explicitly included instead. These blocks
are characterized by the heat of fusion per unit vol-
ume, DHf, the degree of crystallinity of the B block,
tc, and the energy of each fold, Efold.

The free energy density, relative to a hypothetical
uniform melt, can be expressed as

Df ¼ fint þ floc þ fcr þ fam ð27Þ

The first term, fint, is the difference in the interaction
energy, and is taken to be the same as for amorphous
copolymers. The next term, floc, is due to the change
in entropy associated with the localization of the
joints. The third term, fcr, is the crystallization energy
of the B block. Invoking the chain folding model, it
can be expressed

fcr ¼ fB

kBT
�tc

DHf

r0B
þ nf

ZcB
Efold

� �
ð28Þ

where nf is the number of folds per molecule. This
expression, and others in this section, assume that the
reference densities of both components are equal. The
general case is considered elsewhere (Whitmore and
Vavasour 1995).

The final term in Eqn. (27), fam, is that part of Df
which can be associated solely with the amorphous
region, and it is calculated via an NSCF calculation.
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The result can be expressed as

fam ¼ 1

Zc
ggðaÞ ð29Þ

where gg(a) is the free energy associated with the
amorphous region per molecule. It is a function of
only two variables:

a ¼ 3

ZcA

� �1=2
dA

bA
ð30Þ

which is a measure of the thickness of the amorphous
region relative to unstretched A blocks, and

g ¼ 1

ZcA

� �1=2
a

bA
ð31Þ

which is a measure of the thickness of the interphase
region relative to unstretched A blocks.

This function g can be used for the amorphous
block of any semicrystallizable copolymer. For a
given value of g, it is large both for small a, which
corresponds to compressed chains, and for large a,
which corresponds to stretched chains. In between,
there is a minimum that occurs when the root mean
squared thickness of the amorphous block is compa-
rable with its unperturbed end-to-end distance. For a
given degree of stretching, g increases with decreasing
g, which can be understood as a result of the confor-
mational constraints imposed on the molecules by a
narrower interphase. The calculated values of g can
be fitted to

gE
Affiffiffi
g

p am þ B

ag
þ C ð32Þ

where the constant C is small. The calculated values
of m vary from mE2.34 for g¼ 0.2 to mE2.11 for
m¼ 0.05. A simple extrapolation to g-0, which is
equivalent to ZcA-N for a fixed interphase width,
gives mE2.0, in agreement with limiting theories
(Semenov 1985).

The equilibrium layer thickness, d, is obtained by
minimizing the free energy (Eqn. (27)). All four of the
contributions to Df depend on d, but the dependence
of two of them, floc and fint, is very weak. Accord-
ingly, the equilibrium thickness is determined prima-
rily by a balance between fcr and fam.

The variation of fcr with d can occur through two
mechanisms. The first would be any systematic be-
havior of the degree of crystallinity. This would be
straightforward to include, but experiments have not
indicated any such systematics, so we neglect it here.
The second mechanism is the chain folding. Folding
occurs at the amorphous/crystalline interphases, and
can occur in the interiors of the crystalline sublayers.
However, these interior folds result in higher free
energy, and so should not occur in equilibrium. In

either case, the number of times the crystalline block
traverses the subdomain scales as

np
ZcB

dB
ð33Þ

The number of folds per molecule is nf¼ n�1.
Returning to Eqns. (28) and (29) for fcr and fam and

assuming tc is constant, the dominant contributions
to the free energy density that depend on d can be
written

f ðdÞE 1

Zc
nf

Efold

kBT

� �
þ ggðaÞ

� �
ð34Þ

This expression illustrates the essential physics of the
problem. The number of folds, and hence the free
energy of the semicrystalline block, are reduced if
the layer thickness increases, but this tendency is op-
posed by the associated reduction in entropy of the
stretched amorphous blocks.

Since the amorphous blocks are stretched at equi-
librium, it is reasonable to approximate g by the lead-
ing term, gpam=

ffiffiffi
g

p
. Using this in Eqn. (34) and

minimizing, yields a scaling relation for the equilibrium
domain thickness. In the limit of m-2, it becomes

deqp
Efold

kBT

� �1=3
Zc

Z
5=12
cA

ð35Þ

This result is quite different from the corresponding
prediction for amorphous polymers. Also, the equilib-
rium number of folds scales as

nf ;eqp
kBT

Efold

� �1=3

Z
5=12
cA ð36Þ

This implies that the equilibrium number of folds
of the crystalline block depends on the degree of po-
lymerization of the amorphous block, ZcA, and is in-
dependent of ZcB.

Birshtein and Zhulina (1990) developed an analytic
theory of semicrystallizable copolymers for large ZcA,
based on the Semenov approach. They also predicted
that the number of folds depends only on ZcA but,
because their free energy for the amorphous block is
gpa2, independent of g, they obtained a value for the
power of 1/3 instead of 5/12.

Turning to experiment, Douzinas et al. (1991)
studied eight (ethylene-co-butylene)-ethylethylene co-
polymers with total and amorphous block degrees of
polymerization ranging from about 760 to 2900, and
110 to 1600, respectively. They found that the equi-
librium thickness scaled as Zc/Z

n
cA, with a best fit

value for the power of n¼ 0.4270.02, agreeing
with the theoretical value of 5/12E0.417 to within
experimental accuracy. Rangarajan and Register per-
formed a similar study of seven ethylene-(ethylene-
alt-propylene) copolymers (Rangarajan et al. 1993).
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Their best fit gave a slightly stronger inverse depend-
ence, dpZc/Z

0.45
cA . They speculated that the small

difference might be owing to the presence of ethyl
branches in the E block.

7. Concluding Remarks

Our understanding of the equilibrium microphase
behavior of block copolymers, and certain aspects
of block copolymer blends, is well advanced. The
formation of a microphase can be understood on the
basis of simple physical pictures and thermodynamic
arguments. In the case of amorphous polymers,
and amorphous copolymer micelles, the effective
interaction between unlike monomers is the driving
force for the transition. The transition is opposed
by the resulting reduction in entropy. In the case
of semicrystallizable copolymers, the driving force
is the heat of crystallization of the corresponding
block.

The domain sizes can also be understood by simple
arguments. In the case of strongly segregated amor-
phous polymers, they are controlled by the balance
of interfacial energy at the A–B interphases, and the
stretching free energy of the blocks. In the micelle
case, it is the stretching of the core-forming block
which is important in this balance. In the semi-
crystallizable copolymers, it is predominantly a bal-
ance between the stretching of the amorphous block
and the energy of the folds in the crystallizable block.

In copolymer/homopolymer blends, these balances
introduce new phenomena. Addition of low molecu-
lar weight homopolymer tends to destabilize a mi-
crophase, whereas relatively high molecular weight
has the opposite effect. Theoretical predictions of the
threshold for these effects are in qualitative agree-
ment with experimental.

The free energy differences between different mi-
crophases are small, and it is difficult to understand
them on the basis of simple physical pictures. Nu-
merical self-consistent field theory does well, except
near the MST. It is likely that the incorporation of
fluctuation effects into a full numerical SCF theory
will be necessary for a full understanding of this
complex region of the phase diagram.
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Block Copolymers, Structural

Characterization of

In the morphological characterization of block co-
polymers, one is typically interested in obtaining the
following types of basic information: (i) the geometry
of the microphase-separated domains (i.e., spheres,
cylinders, lamellae, perforated lamellae, bicontinuous
structure); (ii) the lattice type and crystallographic
space group if the structure has long-range order; and
(iii) the dimensions of the lattice and of the domains
ordered on the lattice. In addition to this basic in-
formation, one may also be interested in obtaining
information on the mechanism and kinetics of micro-
phase separation or order–order transitions, or on
defects in the lattice structure.

Whenever possible, it is important to obtain both
real space (microscopy) and reciprocal space (scat-
tering) information with which to evaluate the micro-
phase-separated block copolymer structure. The most
common microscopy technique used with block co-
polymers is transmission electron microscopy (TEM).
Small-angle x-ray scattering (SAXS) and small-angle
neutron scattering (SANS) are the reciprocal space
methods of choice. This article will focus on the ap-
plication of these characterization techniques. TEM
and scattering techniques provide complementary in-
formation. TEM provides direct visual clues to the
geometry of the structure: but its sampling statistics
are poor, it is not an accurate means of measuring
dimensions, and it is subject to artifacts as a result
of thin sectioning and the projection mechanism of
image formation. In contrast, scattering techniques
yield excellent statistics and accurate structural di-
mensions, but may be difficult to interpret without
visual clues from TEM images.

1. Transmission Electron Microscopy

TEM has the advantage of producing real space im-
ages which may be directly interpretable, provided one
keeps in mind the mechanism by which contrast arises,
as well as how thin sectioning and projection of elec-
trons through the sample generate the image. Figure 1
shows a TEM image of a poly(styrene-b-butadiene)
block copolymer which has been stained with OsO4,
rendering the polybutadiene domains dark.

Due to the extremely strong interaction between
electrons and matter, samples for TEM observation
must be very thin, typically 1000 (A or less for block
copolymers. The total areas of thin sample typically
observed in the magnification range commonly em-
ployed (about �5k to �50k) are minuscule. Thus the
data are representative of only a very small volume of
the sample, and should be trusted only when consist-
ent with scattering data (obtained by sam-
pling a much larger volume). Scattering techniques
can provide some information about defect struc-
tures in block copolymer materials, specifically grain
size information. However, detailed studies of defect
morphology require TEM imaging without the pos-
sibility of corroborating information from scattering,
since the structures of interest represent only a tiny
fraction of the material. In this case, special care
should be used to employ a ‘‘tilt series,’’ in which a
number of images of the same area of sample are
taken from different projection directions and com-
pared to simulation results.

Bombarding an organic material with electrons
is inherently very destructive, breaking bonds and
producing free radicals. The effect of these processes
on the morphology observed in the microscope varies
based on the block materials present and on the
staining procedures used. Some materials, such as
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Figure 1
TEM micrograph of a multigrained lamellar structure in a poly(styrene-b-butadiene) diblock copolymer: PS
81000 gmol�1; PB 74400 gmol�1. Microphase-separated PB lamellae appear dark due to staining with OsO4. The
larger length scale diffuse banding in the image is the result of sample thickness variations due to microtome chatter.
The inset schematically illustrates the three-dimensional grain structure of the material.
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polymethylmethacrylate (PMMA), depolymerize
under electron beam irradiation, producing volatile
fragments. If PMMA forms the microphase-separated
spheres, cylinders or bicontinuous channels, its dis-
appearance in the TEM provides a convenient con-
trast mechanism, whereas if it forms the matrix phase,
its degradation may result in loss of sample integrity.
Polystyrene (PS), one of the most common block
materials, is quite stable in the electron beam, due to
the radical stabilizing effect of the phenyl rings. Die-
ne-containing block materials (e.g., polyisoprene (PI)
and polybutadiene (PB)) are usually stained with
OsO4, which reacts with the double bonds in the
backbone cross-linking the chains. This staining pro-
vides mass thickness contrast that renders the diene
blocks dark, relative to other block materials in TEM
images. The staining reaction is known to be very
efficient; essentially, every diene double bond in a thin
section of block copolymer is involved in a cross-link
after about four hours’ exposure to OsO4 vapors. This
heavy cross-linking has the added advantage that it
greatly enhances the stability of the sample in the
electron beam. Thin sections of PS–PI block copol-
ymers stained with OsO4 are stable enough to be
exposed continuously to an electron beam for hours.
Such long observations of the same area may be nec-
essary when collecting a number of different projec-
tions of the same area as in electron tomography.

Samples for TEM must be ultrathin, and thus
sample preparation frequently involves ultramicro-
tome sectioning of block copolymers with a diamond
knife, often at cryogenic temperatures. Thin samples
may also be prepared by direct casting of ultrathin
films from solution. The interior of the TEM column
is under high vacuum, and thus samples must be free
of liquid/volatile solvents. For these reasons, TEM is
not well-suited to in situ observations of structures or
to time-resolved observations of dynamics. One can
only do time-resolved studies when the sample is
quenched or immobilized at various stages of a pro-
cess, and then observed after the fact in the TEM. It
is possible to cryogenically quench samples that con-
tain certain solvents, such as water, and then observe
these vitrified samples in the TEM. This technique is
common in biological applications, but has only been
used in rare instances to observe block copolymer
micellar structures in solution.

A central problem in the electron microscopy of
polymers is obtaining contrast between different re-
gions of the sample, i.e., between the microphase-
separated domain materials in block copolymers. In
typical block copolymers in which both blocks are
amorphous, the only possible mechanism is mass-
thickness contrast. Most electron scattering by the
atoms is in the forward direction or at very small
angles. As the masses of the scattering atoms increase,
the probability of scattering at higher angles increases.
Additionally, increasing the path of the electrons
through the sample increases the probability of higher

angle scattering. Use of an objective aperture to block
out higher angle electron scattering from regions of
the sample which are either thicker, or contain heavier
elements than other regions, results in a lack of elec-
tron intensity reaching the parts of the magnified im-
age corresponding to the highly scattering material.
Thus, these regions appear darker in TEM images. In
mass thickness contrast the intensity, I, at a given
point in the image is given by I¼ Ioexp(�Srt), where
Io is the intensity of the incident electron beam on the
sample, and rt is the product of average density and
sample thickness along a ray tracing a path through
the region of the sample corresponding to the point
on the image. S is a sample-specific constant of sec-
ondary importance to the relative contrast between
regions of the sample. The relationship between a
block copolymer morphology and its image in the
TEM can be understood by ray tracing, in which the
thickness and average density along many paths
through a sample are evaluated and used to plot a
simulated image. In doing this calculation in a block
copolymer with two domain materials, it is helpful to
approximate the equation for intensity by its series
expansion: IEIo (1–Sr1t1–Sr2t2þy), where the
effects on contrast of the densities and path lengths
in the two different block materials are clearly delin-
eated in the first order approximation. Sophisticated
software has been developed for building models
of block copolymer structures and simulating differ-
ent projected TEM images by ray tracing (Anderson
et al. 1992).

In Fig. 1 some thickness contrast occurs, due to
a phenomenon known as microtome chatter, which
produces long-wavelength, micron-size undulations
in the thickness of microtomed sections. This results
in large diffuse bands in the image. At a much
smaller, nanometer-length scale, distinctive lamellar
stripes are visible. These result from the higher av-
erage density of the PI domains, which contain heavy
osmium metal atoms—due to staining—relative to
the unstained PS. The lamellar bands visible in the
image appear to have a range of thicknesses, even
though the lamellar repeat distance of a near-mono-
disperse block copolymer material is constant. This
is a projection artifact due to the orientation of the
lamellar layers within the thin microtomed section.
When the lamellar layers are exactly perpendicular to
the thin section, the image shows their true thickness
and contrast is at a maximum. As the lamellae be-
come tilted in the film, the repeat spacing of banding
in the image increases and image contrast decreases.
Contrast disappears entirely when the lamellae are
lying parallel to the surfaces of the thin section and
thus perpendicular to the electron beam.

TEM images of other morphologies such as b.c.c.
spheres, hexagonally-packed cylinders, and cubic
bicontinuous gyroid structures are much more com-
plex, but can be understood by keeping the principles
of ray tracing in mind. Cylinders produce images that
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look like a hexagonal arrangement of circles if the
projection direction is down the cylinder axis, and
images which look like alternating stripes if the pro-
jection is perpendicular to the cylinder axis. This can
be confusing, since the stripe projection of cylinders
could be mistaken for lamellae, and the circle pro-
jection could be mistaken for spheres. Cubic packings
of spheres look like a hexagonal arrangement of
circles if the projection direction is down the body
diagonal of the cubic unit cell. Projections parallel
to the edge of the cubic sphere unit cell produce an
image with a square arrangement of circles. More
irregular projections of these structures are often very
difficult to interpret, and care must be taken in
assigning a morphology to a sample based on TEM
images. In a multigrained sample, different regions of
a thin section contain domains oriented in different
directions, and thus a number of different projections
should be visible in a single sample. This allows more
accurate interpretation of the structure. Additionally,
the sample may be tilted relative to the electron beam,
thus changing the projection geometry. The maxi-
mum sample tilt possible is generally about 7601,
but is considerably less on some TEM instruments.
With a high-tilt instrument one can actually obtain,
for instance, both hexagonal and square projections
of the same volume of b.c.c. spherical morphology by
tilting the sample 551 between the [111] direction and
the [100] direction.

Staining increases contrast by depositing a heavy-
element-containing species in one block domain pre-
ferentially over others. OsO4 has already been
mentioned as a stain for diene-based block materi-
als. OsO4 oxidizes the main chain double bonds of PI
and PB, but it is not sufficiently reactive to appre-
ciably stain the aromatic rings of PS blocks. Thus
OsO4 is an ideal stain for PS–PI and PS–PB block
copolymers. RuO4 is a stronger oxidizing agent that
can also react with the aromatic unsaturation of PS.
It is not a selective stain for PS–PI or PS–PB, since it
stains both blocks, but it is used to selectively stain
PS in block copolymers with other block materials.
Poly(vinylpyridine) blocks may be selectively stained
with methyl iodide. Staining can produce a modest
change in domain dimensions (of the order of 5%)
due to extensive chemical cross-linking. Along with
the poor sampling statistics of TEM, this is another
reason why scattering should be used to obtain ac-
curate structural dimensions.

Block copolymer materials have been produced
which contain significantly heavier elements in one
block, such as poly(ferrocenyldimethylsilane) blocks
and silicon-containing blocks. The difference between
row two silicon and row one carbon, nitrogen, and
oxygen is sufficient to provide useable imaging con-
trast in TEM. In block copolymers in which one block
can crystallize within its domain structure as the tem-
perature is lowered, the greater density and scattering
power (diffraction contrast) of the crystalline material

can also be used to obtain contrast between domains.
This contrast will disappear in about one minute,
however, as electron beam damage destroys the crys-
tallinity. The difference in transport properties bet-
ween amorphous and semicrystalline block materials
has also been used to obtain contrast in polyolefin-
based block copolymers by staining with RuO4.

The incident electrons in TEM interact more
strongly with the sample at lower accelerating volt-
ages than at higher accelerating voltages. This pro-
duces greater image contrast at lower accelerating
voltages. Generally, the best TEM images of block
copolymer morphologies are obtained with accelerat-
ing voltages between 80 and 120kV. Many laborato-
ries are equipped with instruments capable of 200kV
or even greater accelerating voltages; these instru-
ments have the advantages of greater ultimate resolu-
tion, lower beam damage, and greater ability to
penetrate thicker samples. However, the advantages
are of little value in block copolymer work, where the
main issue is imaging contrast. The nanometer-length
scale of block copolymer structure does not require
high resolution, most samples are moderately to very
beam stable, and thin sections can be readily prepared.

Although it is not recommended to use TEM as a
means of measuring block copolymer structural di-
mensions, one would still like to know the scale in a
TEM image as accurately as possible. In order to
determine length scales in a TEM image, various size
standards can be employed. The best approach is to
use an internal standard such as colloidal polystyrene
nanospheres. A low concentration of these commer-
cially available particles of a very uniform, known
size can be deposited on sample grids prior to imag-
ing. The particles are available in sizes ranging from
20 nm to 10mm. The spheres are then visible in the
TEM images, and their known dimensions can be
used to calibrate the magnification. Because the
calibration spheres are directly in the image, they
continue to provide a calibration when photographic
or digital enlargements of images are produced. An-
other magnification calibration approach is to use
commercially available TEM samples with litho-
graphically etched grid patterns of a known size.
These size standards can be put into the instrument
immediately after a polymer sample and images re-
corded at the same magnification.

2. Small-angle Scattering

The volume of material that contributes to the signal
in a typical small-angle x-ray (SAXS) or neutron
(SANS) scattering experiment on block copolymer
materials is one million or more times larger than
the volume of material observed in a typical TEM
image. Thus for the purposes of establishing structural
symmetry or obtaining domain dimensions, the results
of small-angle scattering are much more reliable than
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TEM. Additionally, the staining procedures which
can alter domain dimensions in TEM are not required
for small-angle scattering. However, SANS contrast
is greatly improved by selectively deuterating one of
the block materials. The electron beam irradiation in
TEM induces chemical changes such as chain scission
or cross-linking; such damage generally does not oc-
cur in x-ray or neutron beams. Thus small-angle scat-
tering techniques may be used in time-resolved or
temperature-resolved experiments to observe struc-
tural changes, such as the order–disorder transition
and order–order transitions in situ (see Block Copoly-
mer Phase Behavior).

The main drawback of small-angle scattering techni-
ques is that interpretation of the data is model-
dependent; one must propose a structure and compare
the expected scattering from that structure to the
experimental data. This procedure is fairly straight-
forward for simple block copolymer morphologies
(spheres, cylinders, lamellae) on well-ordered lattices,
but it becomes extremely difficult when a new struc-
ture is encountered, as was the case with the cubic
bicontinuous morphology. Initially, the ordered bicon-
tinuous double diamond (OBDD) structure was pro-
posed, but subsequently it was found that improved
SAXS data could be better explained by the cubic
gyroid morphology with Ia%3d symmetry.

The structure of a material which is ordered on a
lattice can be efficiently described by specifying a
lattice symmetry which indicates how unit cells of the
structure are repeated throughout space, and then by
specifying how material is arranged within the unit
cell. Mathematically, the structure is the convolution
of the lattice with the unit cell. The resulting experi-
mental scattering intensity is proportional to the
squared amplitude of the Fourier transform of the
material structure (electron density distribution). By
the convolution theorem, this is equivalent to the
product of the squares of the Fourier transforms,
taken separately, of the lattice and the structure of
the unit cell. The Fourier transform of the lattice re-
sults in the reciprocal lattice that gives the Bragg
scattering peaks. The transform of the unit cell struc-
ture gives the structure factor or form factor. This
contribution modulates the intensity of the observed
Bragg peaks, and can also yield diffuse maxima (form
factor maxima) in the observed scattering. The use of
the term ‘‘form factor’’ with block copolymers comes
from the more general field of small-angle scattering,
where many problems involve trying to determine
the size and shape of heterogeneous particles such
as platelets or needles randomly distributed in a me-
dium. In this case, the single-particle scattering de-
pends on the shape or form of these particles. In
block copolymers with long-range lattice order, the
appropriate ‘‘form factor’’ contribution is the Fourier
transform of the contents of the unit cell, essentially
the same as the structure factor used in atomic length
scale crystallography.

When analyzing a block copolymer small-angle
scattering pattern, for example as shown in Fig. 2, the
first step is to compute the series of scattering vector
ratios for the Bragg peaks in the pattern. This is done
by dividing the scattering vector, qn, at each peak by
the scattering vector q* of the lowest scattering angle,
primary peak. This series of ratios is characteristic of
the specific relationship between Bragg planes in a
particular type of lattice:
lamellar (one-dimensional lattice):

qn=q� ¼ 1; 2; 3; 4; 5; 6y

simple cubic (sc):

qn=q� ¼ 1; O2; O3; O4; O5; O6; O8; O9y

body centered cubic (b.c.c.):

qn=q� ¼ 1; O2; O3; O4; O5; O6; O7; O8y

hexagonal:

qn=q� ¼ 1; O3; O4; O7; O9; O11y

cubic OBDD (Pm%3n):

qn=q� ¼ 1; Oð3=2Þ; O2; O3; O4; Oð9=2Þy

cubic gyroid (Ia%3d):

qn=q� ¼ 1; Oð8=6Þ; Oð14=6Þ; Oð16=6Þ;
Oð20=6Þ; Oð22=6Þ; Oð24=6Þy

Figure 2
Plot of SAXS data as log (intensity) vs. q for a lamellar
forming (PI)PS miktoarm star block copolymer.
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Often these ratios allow for straightforward iden-
tification of different block copolymer morphologies.
For instance, the integral peak ratios in Fig. 2 indi-
cate a lamellar morphology. However, a number of
complications can arise. A minimum in the form fac-
tor scattering which occurs at the same q value as a
Bragg peak of the lattice can cause that peak to be
attenuated or completely absent in the scattering
data. This can confuse the use of the scattering vector
ratios to identify the structure. The precise locations
of form factor maxima and minima depend on the
domain shape (spheres, cylinders, lamellae, bicontin-
uous struts), on the component volume fractions (i.e.,
the size of the domains relative to the size of the unit
cell), and on the overall scale of the structure. Thus
some samples of a given morphology may show all
the expected Bragg peaks, while others with slightly
different volume fractions may not. Form factor-
induced absences in Bragg scattering are a good rea-
son why SAXS data should, as far as possible, be
accompanied by TEM imaging. When a scattering
pattern is ambiguous due to a peak absence, TEM
can provide real space clues as to the identity of the
morphology. This then allows the calculation of the
form factor scattering, which confirms that the Bragg
peak absence results from a form factor minimum.
Additionally, broad form factor maxima may appear
in the scattering data, and if they are mistaken for
Bragg reflections confusion can result.

The preceding discussion has ignored effects such
as limited grain size, lattice imperfections, thickness
of the interphase between domains, domain size poly-
dispersity, and thermal fluctuations of the lattice.
These factors, while not changing the location of
Bragg peaks, tend to broaden the scattering maxima,
resulting in less distinct patterns. It is possible to cal-
culate the effects of all of these types of structural
disorder on the observed scattering intensity profile.
However, since different types of structural disorder
are superimposed and produce roughly similar peak-
broadening effects, and since experimental data is
of limited quality, it is generally not practical to try
to estimate structural parameters such as average
grain size or interfacial thickness by fitting the broad-
ening of Bragg reflections in small-angle scattering
data. One can, however, use grain size data and
interfacial thicknesses estimated by other techniques
(TEM, light scattering, reflectivity, Porod analysis),
along with Bragg’s law and an appropriate form fac-
tor, to simulate scattering data for comparison to
experimental results. In this way the plausibility of a
given structural interpretation of the data may be
demonstrated.

Recently, block copolymer materials have been
encountered in which a specific domain shape such as
spheres or cylinders is formed, but the domains are
not ordered on a lattice. Rather, they form a liquid-
like packing, random, yet densely filling space. In this

case, the scattering is the product of form factor
scattering from the well-defined domain shapes and
diffuse, liquid-like interparticle scattering; sharp
Bragg reflections are absent. The broad scattering
maxima in small-angle scattering data from such a
material arise from maxima in the square of the form
factor. The TEM images of such materials are diffi-
cult to interpret, since the randomly ordered domains
produce a confusing projected image. By comparing
experimental data to form factor scattering calculated
for different domain shapes, it may be possible to
determine the morphology.

3. Other Techniques

Although TEM and small-angle scattering are the
workhorse techniques for morphological study of
block copolymers, other techniques have been uti-
lized. When stained with OsO4, it has been possible to
use field emission gun scanning electron microscopy
(FEGSEM) to image diene-containing block copoly-
mer domains at a free surface. In this case, a back
scattered electron detector is used to differentiate
the stronger back scattered signal from the stained
diene domains. The images produced by back scat-
tered FEGSEM have the opposite contrast to TEM
images of similarly stained diene-containing block
copolymers. In TEM the stained domains are dark,
while in FEGSEM they are bright. This technique
requires the high-resolution capability of FEGSEM;
it cannot be performed with conventional therm-
ionic SEM. One can contemplate using a similar ap-
proach to looking at other block copolymer surfaces,
so long as one domain can be preferentially stained
with a heavy-element-containing compound. It is also
possible to use atomic force microscopy (AFM) to
observe the morphology of free block copolymer
surfaces. The domain structure at the surface pro-
vides both topographic contrast and modulated force
contrast.
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Bone Mineralization

Bones can be considered as an assemblage of struc-
tural units designed to meet multiple requirements of
a specific higher organism. Bones are formed with
optimal shapes for enclosing and protecting soft or-
gans and other soft tissues, and for isolating the
marrow cavity. The long dimensions, strength, and
stiffness of bone are essential mechanical properties
for maintaining shape and for locomotion—muscles,
which anchor to bones through tendons, move them
as levers. The complex nanocomposite material of
which bones are formed is also multifunctional. It
provides the requirements of stiffness, strength, and
elasticity, yet it is readily resorbable, thereby provid-
ing important ion storage capacity. Engineering ma-
terials designed to have the variety of features found
in natural materials, such as bone, might find many
applications.

Bone material is a composite material with a com-
plicated arrangement of microscale subunits formed
from nanoscale crystals embedded in a biopolymer
matrix (Fig. 1). The basic components are calcium
phosphate crystals (65wt.%), collagenous proteins,

cells and other macromolecules (lipids, sugars, etc.)
(25wt.%), and water (10%). The unique capabilities
of bone derive from a combination of the properties
of the crystal/biopolymer material and the layered
arrangement of these subunits. Not surprisingly, the
synthesis and maintenance of such a complex living
material is quite intricate.

Bone formation is accomplished by coordinated
multicellular activity. Populations of cells are re-
cruited to a future bony site and are given biochemical
signals to produce bone. As will be described in this
article, the mineralization of bone is a cell-mediated
process involving the specific, highly ordered deposi-
tion of a unique form of calcium phosphate confined
to precise locations within the organic matrix. Precise
assembly of the highly ordered collagenous matrix
having specific mineralization sites, and mineral dep-
osition confined to the matrix sites, are essential for
bone to meet its multifunctional property require-
ments. To provide insight into potential biomimetic
materials processing strategies, this article presents a
review of how bones are formed with a focus on the
biology and material science aspects of the minerali-
zation process.

Figure 1
Bone material is a composite material composed of a complicated arrangement of microscale subunits formed from
nanoscale crystals embedded in a collagen matrix. The mineralized staggered array of collagen molecules is assembled
hierarchically to form collagen fibrils which are clustered together to form collagen fibers that are packed in parallel
arrangements to form layers of lamellae. Cortical bone contains osteons that are composed of concentric rings of
lamellae that are oriented relative to each other in a twisted plywood fashion. The unique capabilities of bone derive
from a combination of the properties of the crystal/collagen material and the layered arrangement of these subunits.
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1. Bone Formation and Remodeling

Bone formation, or osteogenesis, is initiated during
embryonic development by cells that create a non-
mineralized fibrous or cartilaginous model in the
same shape as the bone to be formed. This model
serves as a boundary for skeletal development and
provides a scaffold for the skeletal cells to build upon.
Cell interactions with the scaffold are very important
and play a vital function in cell migration and dif-
ferentiation. The scaffold is turned into bone by one
of two distinct mechanisms: endochondral ossification
or intramembraneous ossification (Marieb 1989, Hall
1994, Bilezikian et al. 1996, Raisz and Rodan 1998,
Buckwalter et al. 1998). The process known as endo-
chondral ossification produces long bones, such as
the femur of the thigh, that bear weight and are
linked together at joints (Fig. 1). In contrast to long
bones, the process termed direct intramembranous
ossification forms flat bones, including the bones of
the skull (Fig. 1).

1.1 Endochondral Ossification

During embryonic development, precursor chondro-
progenitor cells condense in a specific area and
become cartilage-forming cells known as chondro-
cytes, which form the cartilage model of the bone
(Fig. 2). Other undifferentiated cells in the area sur-
rounding this cartilage zone differentiate into bone-
forming cells, called osteoblasts, which form a bony
collar around the center portion of the cartilaginous
long bone model. Osteoblasts are plump cuboidal
cells organized in continuous layers adjacent to bony
sites that produce osteoid, the nonmineralized, colla-
gen-rich bone matrix (Fig. 2). The bony collar starves
the cells within and degradation of the cartilage
model begins. Blood vessels that have formed within
the rigid collar of bone invade the cartilage model
bringing resorptive cells and marrow elements.

The blood vessels also provide a conduit for the
removal of the degradation products. Eventually the
central canal is emptied of cartilage cells and refilled
with bone-forming cells and marrow. Osteoblasts
within the central canal deposit osteoid around the
remaining, very minimal, calcified cartilage to form a
network of porous, spongy bone on the cartilage
spicules. The bone-covered spicules become the po-
rous trabecular bone structures that support the com-
pact bone collar. Trabecular bone, also known as
cancellous bone is composed of small, flat sections of
bone (trabeculae) connected by cylindrical struts of
bone and is found primarily in the wide ends of long
bones (Fig. 1) (Kaplan et al. 1994).

The wide ends of long bones are formed and miner-
alized after the midsection collar of cortical bone is
formed. Before the midsection process reaches the
ends, secondary centers of ossification are initiated

within both ends of the cartilage model. Collar forma-
tion and resorption of the central canal occurs in the
secondary centers as in the midsection of the bone.
However, at the location where the secondary collar
meets the primary collar, an active cartilagenous bone
growth area remains until skeletal maturity. This

Figure 2
Long bones such as the femur are formed by
endochondral bone formation. (a) The cartilage model
of the bone is surrounded by osteoblasts, which form a
bony collar around the center portion (diaphysis) of the
cartilage model. (b) The bony collar starves the cells
within and degradation of the cartilage model begins.
Blood vessels provide a conduit for the removal of the
degradation products and marrow influx. (c) Secondary
ossification centers initiate at the epiphyses. The
junction of the secondary collar and the primary collar
(growth plate) remains an active bone growth area until
skeletal maturity and allows the bone to grow in length
by essentially the same endochondral process. The ends
of the bone become covered with articular hyaline
cartilage through the localized differentiation and
activity of a population of cells within the cartilage
model that did not participate in the mineralization
process.
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area is known as the epiphyseal growth center or
growth plate, and is a three-dimensional zone, which
allows the bone to grow in length by essentially the
same endochondral process (Buckwalter et al. 1998
pp. 183–374). As long bones mature, the distal ends of
the bone widen to accommodate future joint stresses.
The ends of the bone are finished off with layers of
articular hyaline cartilage through the localized dif-
ferentiation and activity of a population of cells
within the cartilage model that did not participate in
the mineralization process.

While forming bone, osteoblasts secreting the
osteoid bone matrix maintain contact with one
another by tentacle-like cytoplasmic projections.
Then, as the matrix hardens and the cells become
trapped within it, the osteoblasts become the main-
tenance cells of bone, known as osteocytes, which
remain connected by extensive cell processes now
called canuliculi. It is through the canuliculi that
communications regarding ion homeostasis and
mechanical strain and stress signals are passed.

1.2 Intramembranous Ossification

In intramembranous bone formation mesenchymal
progenitor cells form fibrous connective tissue mem-
branes, which serve as the initial supporting structure
or scaffold. Cartilage cells are not a component of
intramembranous bone formation. The transforma-
tion of the initially formed organic scaffold involves
the secretion of unmineralized osteoid matrix around
the fibrils of the connective tissue membranes by
osteoblasts. The accumulations of osteoid eventually
are mineralized and become a network of porous,
trabecular bone.

A multilayered connective tissue, the periosteum,
which contains fibroblasts, loose connective tissue
with nerve fibers, blood vessels, and osteoblasts,
forms to enclose the trabecular bone. With time,
new bone fills the spaces beneath the periosteum and
within the outer portion of the trabecular bone,
thereby forming a compact bone shell that encloses
the inner remaining trabecular bone in a sandwich
construction. The shape of the bone remains that of
the initial fibrous tissue model.

1.3 Remodeling

Immediately following initial bone formation by
either endochondral or intramembranous ossification
mechanisms a process known as remodeling com-
mences performed by osteoclasts (Bilezikian et al.
1996, Kaplan et al. 1994). Osteoclasts are derived
from a macrophage–monocyte lineage and are the
major resorptive cells of bone. They are large (20–100
microns in diameter) and have multiple nuclei.
Osteoclasts bind to the bone surface through cell
attachment proteins called integrins and resorb bone

by first lowering the pH of the local environment
below them by a release of Hþ protons. The low pH
dissolves the bone crystals, and the organic compo-
nents of the matrix are removed by acidic proteolytic
digestion. Osteoblasts reform the bone but with a
new microstructure. Unlike the relatively unorgan-
ized woven structure of rapidly formed first bone,
the bone formed after remodeling is precisely ordered
lamellar bone. Lamellar bone consists of layered
structures at many length scales as shown schemat-
ically in Fig. 1.

Additional remodeling occurs during skeletal mat-
uration to effect growth in diameter of long bones.
Growth in diameter of long bones occurs by a process
known as appositional growth. A new deposition of
bone by the direct intermembraneous route occurs on
the outer surfaces of the shafts with concurrent re-
sorption of the interior by osteoclasts, which results
in a growth in bone diameter without a thickening of
the cortical bone. The growth in length is accom-
plished through the growth plate.

Even following skeletal maturity, bone continues
to remodel throughout life to adapt its material
properties to best meet the mechanical and meta-
bolic demands placed on it. All bone surfaces are
lined by resting osteoblasts and undifferentiated stem
cells that respond to biomechanical and chemical
stimuli. The bone matrix probably influences cell be-
havior by deforming under mechanical loads and
transmitting this information to the cells. Both osteo-
blasts and osteoclasts and osteocytes within the
bone can respond by increasing the rates of bone
formation or resorption, respectively. The communi-
cation between osteoblasts and osteoclasts controls
the net turnover of bone. When osteoblasts are stim-
ulated by the biochemical or mechanical signals they
receive, they communicate to osteoclasts to modulate
the rate of bone resorption to maintain the total bone
mass.

Normal, healthy remodeling occurs under close bi-
ochemical control and results in no net change in
bone mass. Osteoporosis is an example of a diseased
state of bone, inevitable in the elderly, where os-
teoclastic bone resorption exceeds that of osteoblast
bone formation resulting in a net loss of bone.
Trabecular bone is mainly lost, and unfortunately
cannot be regenerated after a certain stage of con-
nectivity is lost (Kaplan et al. 1994).

2. The Mineralization of Bone

In summary, mineralization occurs by: (i) primary
heterogeneous nucleation within the hole zones of
collagen fibrils; (ii) crystal growth within and beyond
the hole zones; and (iii) secondary nucleation induced
by previously formed crystals to reach a final mineral
density of 65wt.%, 25wt.% organic matrix, and
10wt.% water.
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2.1 Collagen Matrix Organization

Bone mineralization, the process by which the organic
bone matrix becomes filled with calcium phosphate
nanocrystals, occurs in a specific, highly ordered proc-
ess. The process is mediated by osteoblasts and con-
fined to the organic osteoid matrix produced by
osteoblasts. Osteoid is primarily composed of Type I
collagen fibrils arranged as shown in Fig. 1 to create
the macro- and microstructures of bone. Each colla-
gen molecule is constructed of three polypeptide
chains composed of approximately 1000 amino acids
each that are helically wound around each other and
cross-linked by hydrogen and covalent bonds, result-
ing in a fairly rigid, rod-like molecule approximately
300nm long (Fig. 3). These molecules are assembled
into fibrillar structures by a process of axial and radial
aggregation, which results in a specific tertiary struc-
ture having a 67nm axial periodicity and 40nm gaps
or hole zones between the ends of the collagen mole-
cules (Fig. 3) (Glimcher 1998). The hole zones align in
channels through the fibrils.

2.2 Initiation of Mineralization

While several theories on the initiation of minerali-
zation have been proposed after years of intensive
study, electron microscopy studies on nonaqueously

prepared specimens have repeatedly confirmed that
initial deposition of the bone crystals occurs prima-
rily within the collagen fibril hole zones shown in
Fig. 3 (Glimcher 1998). The periodic deposition of
mineral crystals within the collagen fibrils is demon-
strated in the electron micrograph of tendon (Fig. 4),
which has a similar periodic structure to bone, but is
more easily visualized because it is less dense and has
a more aligned organic matrix. Studies of fish bone
have also conclusively demonstrated that initial min-
eralization occurs within the collagen hole zones
(Glimcher 1998). While there are some similarities
between bone and tooth mineralization, those readers
interested in enamel and dentine mineralization can
find specific information elsewhere (Robinson et al.
1995).

Bone mineralization is thought to commence het-
erogeneously within the supersaturated hole zones.
However, the small size of the hole zones precludes
actual testing of the microchemistry and protein con-
tent within them. A schematic of what is believed to
occur chemically within a hole zone at the moment of
mineralization is shown in Fig. 3 (Glimcher 1998).
Ions of calcium and phosphate are shown loose and
bound to localized matrix proteins arranged with a
molecular periodicity that may serve to nucleate the
mineral phase heterogeneously. It is known that in-
itiation of mineralization requires a combination of

Figure 3
An illustration of the arrangement of collagen molecules within a collagen fibril with a 67 nm periodic structure that
provides hole zones for nucleation and growth of the bone mineral. The schematic of the chemistry within the
microenvironment of a collagen hole zone illustrates the probable nucleation processes involving free and bound
mineral components and bound side chain groups with a molecular periodicity that serves to heterogeneously nucleate
the mineral component.
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events, including increases in the local concentration
of precipitating ions, formation or exposure of min-
eral nucleators, and removal or modification of min-
eralization inhibitors. It is the osteoblasts located
adjacent to the osteoid which take ions from the
capillaries and directionally secrete the mineral com-
ponents into the matrix, where mineralization occurs.

Mineralization does not occur on the cells because
the mineralization is governed by heterogeneous
nucleation factors. In addition to collagen, the
organic matrix contains proteoglycans and noncolla-
genous proteins including growth factors, cytokines,
bone inductive proteins, osteocalcin, osteopontin,
bone sialaprotein, and glycosolated phosphoproteins,
which govern and regulate various aspects of miner-
alization (Kaplan et al. 1994, Bilezikian et al. 1996).
Many of the phosphoproteins are believed to be lo-
calized in the hole zones of the collagen fibrils and
participate directly in mineralization. These bound
proteins are phosphorylated enzymically prior to
mineralization and are therefore postulated to assist
in the heterogeneous nucleation of bone crystals.

While the phosphoproteins play a positive role in
matrix mineralization, proteoglycans appear to inhi-
bit mineralization, and are theorized, for example,
to prevent the mineralization of the cartilage on
articular joint surfaces. Proteoglycans consist of a

protein core and one or more glycosaminoglycans,
chains of negatively charged polysaccharides that
vary considerably in size and number. The high den-
sity of negative charges from the side chains are
postulated to bind calcium, repel phosphate, and
sequester mineral clusters, thereby preventing mineral
calcification (Buckwalter et al. 1998).

In very early embryonic bone, initial mineral depo-
sits also occur to a small extent in cell structures
called vesicles, which are small extracellular mem-
brane compartments pinched off from a cellular
membrane protrusion. The concurrent appearance
of the vesicles with the initiation of mineral deposition
has led many to postulate that the matrix vesicles
were mineralization catalysts (Landis 1986). How-
ever, matrix vesicles are not required for mineraliza-
tion of bone as evidenced by the vesicle-free rapid
remodeling of all first formed embryonic bone that
occurs within hours of initial mineralization and the
mineralization of many species of fish bone (Glimcher
1998). New bone tissue is routinely synthesized during
embryogenesis and postnatally at a time when matrix
vesicles are absent or near absent from the tissue.

2.3 Primary and Secondary Nucleation

Further mineralization of the collagen occurs by
additional primary nucleation and secondary nuclea-
tion by the crystals already formed within the hole
zone. Eventually after the available hole zone is filled,
crystals grow and extend beyond the hole zones into
the pore space between the molecules of the collagen
fibrils (Fig. 3). During the early stages of minerali-
zation, the mineral phase has an axial periodicity of
B700 (A, which reflects the initial mineralization po-
sition within the hole zones of the collagen fibrils that
also have an axial repeat of B700 (A. When mineral-
ization of the collagen is completed, this periodicity is
lost due to the deposition of crystals throughout the
available spaces. The secondary growth of crystals
into the interfibrillar space greatly stiffens the bone.

2.4 Bone Inductive Factors

Bone inductive factors (e.g., bone morphogenetic
proteins (BMPs)) and other cytokines found localized
in skeletal tissues are not directly involved in the
physics of nucleation of bone mineral, but function
indirectly as potent cell-signaling molecules. These
molecules regulate cell proliferation, differentiation,
migration, and activity (Bilezikian et al. 1996, Hall
1994, Buckwalter et al. 1998, pp. 87–98). BMPs
belong to a large family of secreted signaling mole-
cules originally named for their remarkable ability to
induce the formation of new cartilage and bone when
implanted at non-bony sites. Since the first discovery
of BMPs as a component of demineralized bone
matrix, a material that is routinely used to heal bone

Figure 4
A region of calcified turkey leg tendon showing the
highly ordered, repeating pattern of mineral deposition
with a collagen fibril (micrograph kindly supplied by Dr
W J Landis).
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defects, a large family of related proteins has been
defined that appear to control many developmental
events in different organisms (Buckwalter et al. 1998).

Structurally, BMPs are classified as belonging to
the transforming growth factor beta (TGF-b) super-
family that mediates key events in growth and devel-
opment. Several BMPs are expressed in bone tissue
implying multiple BMPs are involved in mediating
skeletal patterning and bone cell differentiation. Sev-
eral BMP products are being developed for clinical
applications; for example, to stimulate either bone
formation (fracture repair, dental extraction, cranio-
facial reconstruction, and spinal fusions) or cartilage
or tendon and ligament formation. The BMPs must
be used with a scaffold material of some kind in order
to generate tissue. Skeletal cells are also added to
improve the regeneration rate. The design, specifica-
tion and fabrication of cells, biomaterials and bio-
molecules which directly replace or stimulate the
organism to synthesize specific tissues or organs is
known as tissue engineering.

3. The Chemical and Physical Structure of
Bone Mineral

It has been known since 1926 that bone mineral is
calcium phosphate, with an apatite-like structure con-
taining carbonate. However, more than 75 years later,
scientists are still striving to identify the chemical
and physical structure of bone mineral conclusively
(Glimcher 1998). The characterization of the exact
size, shape, and chemical composition of bone crystals
is hampered by the poorly crystalline nature of bone
mineral and the organic component. Both aspects
contribute to a reduction or broadening of the signals
emitted from the mineral phase during the various
characterization methods that have been applied.

All calcium phosphate (CaP) apatites have the same
formula Ca5(PO4)3X where X can be for example an
OH� ion (hydroxyapatite) or a CO2�

3 ion (carbonated
apatite). The basic CaP apatite structure is hexagonal
with space group P63/m and approximate lattice pa-
rameters a¼ 9.4 and c¼ 6.9 (A with two formula units
per cell. The apatite structure is very tolerant of ionic
substitutions. It is therefore not surprising that bone
mineral formed in the presence of a bloodstream con-
taining a variety of metals and ions contains small, but
significant, amounts of impurities such as HPO4 ion,
CO3 ion, Al, Pb, citrate, and others whose positions
and configuration are not completely known. Naþ ,
Mg2þ , and Kþ may also be associated with bone ap-
atite as surface-adsorbed ions. Chemical analysis has
shown that bone mineral contains about 5% CO3 and
about 5–10%HPO4. With time the Ca/P ratio increases
to values approaching that of pure apatite (1.67), how-
ever in general bone apatite is calcium deficient.

X-ray diffraction spectra of bone apatite show only
broad overlapping peaks that correspond to those of

apatite. No crystalline phases other than apatite have
been detected in any bone samples that were prepared
non-aqueously. The poorly crystalline, nanocrystal-
line nature of the mineral makes it very susceptible to
alteration during specimen preparation involving wa-
ter or heat. Hence the literature contains a sizeable
portion of articles not actually reporting on bone
mineral, but on some altered form of bone mineral.
For example, several precursor phases have been re-
ported to exist within bone samples that were pre-
pared with water exposure or high temperatures
(Termine 1972). Later studies have disproved these
hypotheses (Glimcher 1998). The high initial con-
tent of organic matrix relative to bone mineral led
several investigators to believe that bone mineral
was first deposited as an amorphous calcium phos-
phate because the x-ray diffraction pattern was so
obscured by the organic content. Studies that use a
low-temperature, nonaqueous technique to obtain
organic-free crystals of bone have shown that even
the very earliest mineral deposited in bone and cell
culture matrices is carbonated apatite of the same
basic structure and chemistry as the mineral in
mature bone (Glimcher 1998).

Electron micrographic observations of isolated
bone crystals and tomographic three-dimensional
computer reconstruction analyses of calcified and os-
sified turkey tendon have vividly and conclusively
established that bone crystals exist as small, thin
plates with approximate dimensions of 35–100 nm�
50–25 nm� 1–3 nm (Glimcher 1998). There is a clear
variability in the size distribution of the plate-like
crystals that is a function of species. For example,
mineral crystal size decreases in the following order:
herring bone crystals 4cow bone crystals 4chicken
bone crystals 4mouse bone crystals. A sample of
crystals isolated from the organic matrix of cow bone
is shown in Fig. 5. No rod- or needle-like crystals
have been obtained in the crystals isolated from the
organic phase, however the plate-like crystals appear
needle-like when viewed on edge within a section of
bone and have resulted in several inaccurate reports
of needle-like bone crystals in the literature.

The structural aspects of bone mineral are best de-
termined by the vibrational spectroscopies, which
have been extensively used to determine the location
of the carbonate and HPO4 ions and the surprising
absence of OH groups. From resolution enhanced
FTIR studies the mineral crystals of bone have
been determined to be Type AB carbonated apatite
without detectable OH groups (Glimcher 1998).
While the x-ray diffraction pattern of bone apatite
is nearly identical to that of hydroxyapatite there are
several chemical and structural differences between
bone apatite and synthetic hydroxyapatites contain-
ing carbonate. The most obvious features are non-
apatitic carbonate positions, in addition to crystalline
Type A and B carbonate locations, and non-apatitic
phosphates.
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31P NMR spectroscopy has shown that the HPO4

ion has a unique configuration in bone quite distinct
from all other CaP phases which contain HPO4 ions
such as brushite, monetite, and octacalcium phos-
phate. However, the PO4 spectra are conclusively
apatite although some of the PO4 in very young bone
is in an unstable environment. Most importantly, a
significant chemical difference between bone apatite
and other CaPs is the near-absence or absence of
hydroxyl groups in the bone apatite which been
proven repeatedly by chemical methods and FTIR
and NMR spectroscopy (Glimcher 1998). Calcium
deficiencies and carbonate ion substitutions are nec-
essary to maintain charge neutrality.

The complex crystal chemistry and structure of
bone apatite is not very stable and has been observed
to change with time in vivo during a process known
as maturation. Maturation is manifested through
changes in the short-range order of the crystals and
the concentration and location of highly labile, reac-
tive CO3 and HPO4 groups. Distinctive markers of
bone mineral maturation are an increase with time of
stable carbonate and a decrease of labile CO3 and
HPO4 ions. Mature bone crystals are more crystal-
line, more stable and less reactive than young, newly
formed crystals.

The unique chemical and physical features of bone
apatite impart important biological properties that
are critical to normal bone function, including the ion
substitutions that increase solubility to increase the

accessibility of the ions stored in bone mineral. Vital
ion storage of nearly 99% of the body calcium, about
90% of the body phosphorus, and from 90% to 50%,
respectively, of the total body sodium and magne-
sium are associated with bone mineral. The small size
and large surface area of the crystals permit very
rapid and extensive exchange, addition and dissolu-
tion of the mineral mass and the constituent ions and
atoms in the lattice. The highly ordered location and
orientation of the very small nanocrystals located
within the collagen fibrils also contribute significantly
to the structural rigidity and strength of bone while
allowing for flexibility without fracture of the bone.

4. Summary

Bone formation involves the coordination of a vari-
ety of cellular activities in specific locations. Multi-
functional property requirements are met by a
tailored formation process and variation of material
architecture among bones and even within a single
bone. Skeletal cells build a mineralized tissue through
the use of an organic scaffold and maintain it through
remodeling during the lifetime of the organism. The
cell activities and the mineralization of the organic
matrix are governed by organic macromolecules
found both locally and systemically. The mineraliza-
tion is confined to specific locations within the col-
lagen matrix and the mineral formed has a unique
chemical composition and physical structure. The
complexities of bone cell microenvironments cannot
be reproduced in vitro, however recent advances in
cellular and molecular biology have made it possible
to use cell signaling molecules and/or cells in com-
bination with an inert porous scaffold material to
regenerate bone tissue in vivo. The fact that a simple
mixture of collagen fibrils with precipitated apatite
prepared in vitro does not produce a substance with
mechanical properties even close to that of bone,
demonstrates that the hierarchical arrangement and
precise cell-mediated construction of bone is of the
utmost importance.
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Calamitic Liquid Crystals

The current state of the art can be found in the
handbooks by Demus et al. (1998) and Collings and
Patel (1997). Many details concerning phase types
and structures are presented in Demus and Richter
(1978), Gray and Goodby (1984), Goodby (1998),
and Seddon (1998).

1. Position of Liquid Crystals Between the Solid
State and the Isotropic Liquid State

In solid molecular crystals there is three-dimensional
long-range order of the positions and long-range
order of the orientations of the molecules. The
molecules exist in one or just a few preferred confor-
mations. In ordinary materials, at the melting tem-
perature the solid crystal transforms to the isotropic
liquid, which has random (or short-range) order of
the positions and orientations of the molecules. If
the molecules are flexible, they exist in a large number
of different conformations following a Boltzmann
distribution.

Liquid crystals, also called mesophases, are inter-
mediate between these two states. That is, the
positions of the molecules possess less than three-
dimensional long-range order, the orientations may
be short- or long-range ordered, and the molecules
(when they are flexible) can exist in several confor-
mations. The molecules have several degrees of free-
dom of mobility, that is, rotations around the long
and short molecular axes, fluctuations around the
direction of the orientation, and relatively high trans-
lational mobility. Therefore liquid crystals possess
weak elastic constants and are liquid-like as far as
their viscous properties are concerned.

There are structures with three-dimensional order,
in which the globular molecules have rotational free-
dom. These are called ‘‘plastic crystals’’ and have
cubic structures.

Also in the case of non-globular or elongated mol-
ecules degrees of rotational freedom about a pre-
ferred axis may be excited in crystals while still
retaining three-dimensional positional order. Such
structures are called ‘‘hexagonal plastic crystals’’; the
structures formerly called ‘‘ordered smectics’’ belong
to this category. Since the latter are closely related to
liquid crystals, they are designated as ‘‘soft crystals.’’

In crystals built up of molecules with flexible
groups, the latter may exist in several conformations,
causing some disorder in the crystals, termed ‘‘condis
crystals’’ (conformationally disordered crystals). Con-
dis crystals often occur with mesogenic molecules. It
should be mentioned that in some cases the exact

distinction between liquid crystals and solid crystals
is difficult.

2. Molecular Structure and Phase Structure

Molecules forming liquid crystals can have quite
different chemical structures and different shapes.
Table 1 shows some representative examples. Among
the classical rod-like (calamitic) molecules liquid
crystals were discovered in the late nineteenth cen-
tury. They consist of more or less stiff moieties, dif-
ferent in chemical nature, but providing the necessary
elongated shape. Because in most cases the molecules
have rotational freedom around their long axes, they
are represented symbolically by rotational cylinders.
On the other hand, disk-like molecules that form liq-
uid crystals have been discovered more recently (see
Chandrasekhar 1998). Intermediate mesogenic mo-
lecular structures with branches or lathlike shape
(‘‘sanidic liquid crystals’’), dimers, oligomers, and
polymers have also been found.

The present chapter is devoted to calamitic liquid
crystals. In the liquid crystalline state the rod-like
molecules are generally oriented with their long axes
parallel to one another. Obeying this condition, there
are many possible ways of packing the molecules, and
a large number of phase structures are possible.

3. Classification of Liquid Crystals

There are about 80000 compounds with liquid crys-
talline phases. This vast number of phases can be
reduced to a limited number of phase types.

In early studies the phase types were classified into
nematic, smectic, and cholesteric phases. At present
more than 20 different smectic phase types are
known.

The basis of modern classification initially has been
the selective miscibility of liquid crystalline phases
(Sackmann and Demus 1966, 1973). That is, com-
pletely miscible phases were labeled as belonging to

C

Table 1
Molecular structures.

Rod-like¼ calamite Disk-like¼ discotic
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the same phase type. Incomplete miscibility does not
allow a classification. The phase types obtained by
this procedure showed typical textures when seen
under the microscope using polarized light. In fortu-
nate cases the classification is possible simply on the
basis of texture observation only, and in fact this is
the most widespread method for a first characteriza-
tion of liquid crystals after synthesis.

After applying x-ray methods more extensively to
liquid crystals, it was found that the phase classifica-
tion based on miscibility and textures corresponds to
the classification according to structural features. In all
more complicated cases, methods allowing the charac-
terization of phase structures (x-ray, electron and neu-
tron scattering, NMR, ESR, and other spectroscopic
methods) are applied. These methods also allow the
detection of subtypes of the classical phase types.

The general phase types of calamitic liquid crystals
are:

* nematic: orientational order of the molecular
long axes

* smectic: layer structures, several possibilities of
the state of order inside the layers and several pos-
sibilities of mutual arrangement of the layers, orien-
tational order, and eventual positional order

* soft crystals: formerly called ‘‘ordered smectics,’’
layer structures with three-dimensional orienta-
tional and positional order, lower order than ordi-
nary crystals

* cubic: structures with micellar lattice units or
complicated interwoven networks, three- dimensional

order of the lattice units, liquid-like on the molecular
level.

4. Phase Types of Non-chiral Compounds

The main phase types of non-chiral compounds are
compiled in Table 2 and displayed in Fig. 1.

4.1 Nematic Liquid Crystals

In the nematic (N) phase the molecules are oriented
parallel one to another (Fig. 1). They have transla-
tional freedom, and rotation about the long and short
axes is possible. When the molecules are flexible, they
exist in all possible conformers in a Boltzmann distri-
bution. The main difference between the nematic and
ordinary isotropic liquids is the preferred orientation
of the molecular long axes (director of the N phase).

In many compounds nematic/smectic phase tran-
sitions occur. In the weakly first-order nature of these
phase transitions there are strong fluctuations near
the transitions, which can be observed in N phases as
‘‘cybotactic groups,’’ that is, microscopic clusters of
smectic layers within the nematic structure. The
cybotactic groups substantially influence the proper-
ties of nematic phases.

Because their structure is closely related to those of
isotropic liquids, nematics have physical properties
similar to them, especially the low viscosity. In con-
trast they possess optical birefringence, anisotropy of

Table 2
Main phase types of non-chiral calamitic liquid crystal compounds.

Phase type

Positional order Bond
orientational

order Molecular orientationWithin planes Between planes

Nematic
N – – s

Smectics
A s s s orthogonal
C s s s tilted
O (Calt) s s s alternating tilt
M s, hexatic s l tilted
B (hexatic) s, hexatic s l orthogonal
I s, hexatic s l tilt to apex of hexagon
F s, hexatic s l tilt to side of hexagon

Soft crystals
L (B cryst) l, hexagonal l l orthogonal
J (G0) l, pseudo-hexagonal l l tilt to apex of hexagon
G l, pseudo-hexagonal l l tilt to side of hexagon
E l, orthorhombic l l orthogonal
K (H0) l, monoclinic l l tilt to side a
H l, monoclinic l l tilt to side b

s¼ short-range order; l¼ long-range order.
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the electric and magnetic suceptibility, and aniso-
tropic elastic properties. The combination of aniso-
tropy and fluidity makes them useful as materials for
electrooptic displays.

4.2 Smectic Liquid Crystals

In general, smectic (Sm) liquid crystals have layer
structures.

Within the layers Sm A phases have liquid-like
(random) order of the molecular centers with the
molecules oriented orthogonal with respect to the
layer planes (see Fig. 1). The molecules have high
mobility, for example rotation about long and short
axes, and relatively high translational freedom. The
rotation around the long axes, which is hindered by
only a very small potential, averages their properties
in the lateral directions and causes uniaxial physical
anisotropic properties. As exceptional cases, biaxial
Sm A phases have recently been detected.

Sm C phases can be considered as tilted variants of
the Sm A phases (Fig. 1). Due to the tilt they are
biaxial, and they show characteristic optical textures
different to those of A phases. There is one variant

Sm Calt (also called Sm O phase), in which the tilt
directions of adjacent layers alternate. Because the
molecules possess some polarity, this phase is an
example of an antiferroelectric structure.

In the group of the ‘‘hexatic’’ phases Sm B, I, F, M,
the local cross-sectional packing of the molecules
within the layers is hexagonal and has a correlation
length of about 15–60 nm, indicating the relatively
large lateral positional order within the layers, which,
however, formally is short-range. The coherence be-
tween adjacent layers is weak and short-range. In
the Sm B phases the molecules are oriented perpen-
dicularly to the layer planes (Fig. 1). In the F and
I phases the molecules are tilted (Fig. 1), in a direc-
tion towards the side of the hexagon in the F phases
and towards the apex of the hexagon in the I phases.
The SmM phases also belong to this group of hexatic
phases; however, details of their structure are not yet
known. Because the molecules are not biased in their
rotation around the long axes, the effective molecular
shapes can be described by rotational cylinders.

Figure 1 shows the most commonly occurring
‘‘normal’’ structures of the respective phase types. In
fact especially in Sm A and C there are additional
variants, explained in Fig. 2. In the intercalated

Figure 1
Main phase types of calamitic compounds (reproduced by permission of Wiley-VCH from ‘Handbook of Liquid
Crystals’, 1998).
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phases the molecules of adjacent layers overlap one
another up to half of their length L. Intercalated
phases have been found in compounds with lateral
aromatic branches, diols, and dimers. The interdigi-
tated phases frequently occur in compounds with
endstanding polar groups (cyano, nitro, and others)
due to association into dimers. The polar compounds
also can form double layers having double the
molecular length. The polar groups in adjacent lay-
ers are oriented antiparallel, producing a structure
with antiferroelectric character. The corresponding
phases with orthogonally oriented molecules are sub-
types of SmA phases, those with tilted molecules are
subtypes of SmC phases.

Among the Sm A2 and C2 phases modulated
phases (also called crenellated phases) may occur,
that is, blocks of the double layers are shifted in lon-
gitudinal direction by L/2 and modulate the phase to
give a ribbon structure.

In twist grain boundary (TGB) phases, which
occur in Sm A and C, blocks of the layer structure are
turned around by a certain angle to give helical dis-
locations. TGB phases have frequently been found in
the phases of chiral compounds.

4.3 Soft Crystal Phases

When there is long-range correlation between the lay-
ers with ordered molecules, the structures have three-
dimensional order. There are several phases of this
type (Table 2 and Fig. 1) which have certain similarity

to Sm B, F, and I phases, and were formerly called
‘‘ordered smectic phases.’’ Because of their three-
dimensional state of order, in the actual nomenclature
they are designated ‘‘soft crystal phases.’’ From the
chemical standpoint, they occur in calamitic com-
pounds as ‘‘low-temperature’’ phases, relative to the
nematic and smectic phases.

The soft crystal B phases (also called L phases) are
three-dimensional smectic B phases, sometimes exist-
ing in the same compound and divided by a phase
transition with quite small transition effects. There
are several variants with different stacking sequences
of the layers. The soft crystal G and J phases are the
three-dimensional variants of the smectic F and I
phases.

In addition to these soft crystals, which are related
to the hexatic smectics, there are phases with ‘‘her-
ringbone’’ order within the layers, which is due to a
biasing of the rotation of the molecules around their
long axes. In the soft crystal E the molecules are
orthogonal to the layers. The molecules within the
layers are arranged in a monoclinic packing, with a
zig-zag orientation of the preferred lateral molecular
axes, looking from above like a herringbone. The soft
crystal K and H phases possess herringbone order
within the layers and the molecules are tilted towards
the different sides of the monoclinic unit cell.

The soft crystal phases are usually investigated
within the area of liquid crystals, because the high
mobility and the chemical nature of the molecules,
the defect and layer structure of the soft crystals, and

Figure 2
Subtypes of smectic A and C phases.
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the small transition effects between them and real
liquid crystals point to many similarities with liquid
crystals.

It should be mentioned that in single compounds
quite a lot of phases have been found whose struc-
tural features cannot be clarified in detail, and whose
classification into one of the known phase types re-
mains open. In several cases the features point to
phases with structures different from the known
phase types.

5. Phase Types of Chiral Calamitic Molecules

All the above mentioned phase types occurring in
non-chiral compounds exist as chiral variants in com-
pounds with chiral molecules (Table 3). They have the
same basic structures, but most of them in addition
possess a helical arrangement, which is the reason for
their extraordinary optical and electrooptical proper-
ties. The chiral character of the phases is indicated by
a star in the short designation, e.g. N*, Sm C*.

Despite differences in the phase structures, phases
of the corresponding types of non-chiral and chiral
compounds show complete miscibility.

5.1 Chiral Nematic Phase

Figure 3(a) displays a sketch of the chiral nematic
phase, often called ‘‘cholesteric’’ phase because it was
discovered first in cholesterol derivatives. The quasi-
layers have nematic character, but the preferred di-
rections of adjacent layers are turned around a small
angle producing a helical or screw-like structure. This
helical structure has a characteristic pitch p with a
magnitude of a few micrometers in most cases. De-
pending on the sense of the chirality of the molecules,
the structure corresponds to a right or left screw in
character. Racemic mixtures of the chiral molecules
produce ordinary nematic phases.

The helicity of the structure is the reason for the
selective reflection of circularly polarized light, strong
optical activity, and special textures of chiral nematic

Table 3
Main phase types of chiral calamitic liquid crystal compounds.

Phase type

Positional order Bond
orientational

order
Molecular
orientationWithin planes Between planes

Nematic
N* — — s helix
Smectics
A* s s s orthogonal no helix,

electroclinic
C* s s s tilted helix,

ferroelectric
C*
A s s s alternating tilt helix, anti-

ferroelectric
C*
a, C

*
g s s s alternating tilt helix,

ferrielectric
B* s, hexatic s l orthogonal no helix
I* s, hexatic s l tilted to apex of

hexagon
helix,
ferroelectric

I*A s, hexatic s l alternating tilt to
apex of hexagon,

helix, anti-
ferroelectric

F* s, hexatic s l tilted to face of
hexagon

helix,
ferroelectric

F*
A s, hexatic s l alternating tilt to

face of hexagon,
helix, anti-
ferroelectric

Soft crystals
B* l, hexagonal l l orthogonal no helix
J* l, hexagonal l l tilted to apex of

hexagon
no helix,
ferroelectric

G* l, hexagonal l l tilted to face of
hexagon

no helix,
ferroelectric

K* l, monoclinic l l tilted to side a no helix
H* l, monoclinic l l tilted to side b no helix

s¼ short-range order; l¼ long-range order.
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phases. By mechanical twisting of nematic layers
made from non-chiral compounds, stabilized by sup-
porting substrates, the layers have properties similar
to low-twisted chiral nematics. They are the basis of
the widely used electrooptic displays with twisted
structure (TN-displays, STN-displays).

5.2 Smectic Phases of Chiral Compounds

The structures of the chiral smectic A and B phases
are equal to those of the non-chiral variants, but due
to the chirality of the molecules the phases possess
additional features like very weak optical activity and
the electroclinic effect.

Smectic C phases derived from chiral compounds
possess unique properties. In addition to the tilted C
phase structure, in adjacent layers the projection of the
tilt of the layer plane is turned by a small angle, thus
producing a twisted structure (Fig. 3(b)). This twist
causes properties similar to those of twisted nematics,
that is, strong optical activity and selective reflection
of circularly polarized light, and special textures are
also formed. When the compounds possess a lateral
electric dipole component (which is the normal case),
spontaneous polarization (PS in Fig. 3(b)) develops
within the surface layer. Because the orientation of
this spontaneous polarization follows the twist of the
structure, the spontaneous polarization is cancelled
(helielectricity). By external fields or by interaction
with supporting walls, the twist of the structure can be
unwound and the structure shows ferroelectric pro-
perties. The direction of the macroscopic spontaneous
polarization depends on the sense of the chirality of
the molecules. These ferroelectric properties are the
basis for fast switching displays (surface-stabilized
ferroelectric liquid crystal (SSFLC) displays). It was in
Sm C* phases that ferroelectric properties of liquid
crystals were first predicted and detected.

There are also twisted variants of smectic I, F, and
M phases occurring in chiral compounds Sm I*, F*,
and M*. In the untwisted form these phases are
ferroelectric.

In some chiral compounds the adjacent layers of
Sm C* phases are tilted in the opposite direction,
forming Sm C*

A phases comparable to Sm Calt phases.
In addition the tilted layer pairs are in a twisted ar-
rangement. The Sm C*

A phases are antiferroelectric
and using electric fields they can be switched to
ferroelectric C* phases. They can be used for the
construction of antiferroelectric liquid crystal dis-
plays (AFLCDs). There are also phases, in which the
layers alternate between ferroelectric and antiferro-
electric arrangement, which produce Sm C*(ferri)
phases with ferrielectric character (often designated
Sm Cg* phases). Because different mutual arrange-
ments of the layers are possible, different types of
ferrielectric phases exist.

Antiferroelectric properties have been found also
in Sm I*A and Sm F*

A phases, which possess alternat-
ing directions of tilt in adjacent layers.

5.3 Soft Crystal Phases of Chiral Compounds

In chiral compounds all known phase types of soft
crystals can exist. Not all these phases possess the
helical structure. The tilted phases J*, G*, K*, and
H* are ferroelectric. Because it is very difficult to
achieve homogeneous orientation of these phases, the
investigation of their structures is still incomplete.

6. Liquid Crystals with Cubic Structure

6.1 Blue Phases

In a small temperature region between the chiral ne-
matic and isotropic liquid phases in chiral calamitic
compounds up to three different blue phases (BP
I–III) can appear. They are called blue phases because
of scattering of visible light in the blue or green region.

The blue phases have the following symmetries: BP
I body centered cubic; BP II simple cubic; BP III
amorphous. The blue phases only occur in compounds
with strong chirality, and their structure is based on
defect systems containing twist in two directions (Col-
lings and Patel 1997). From the optical standpoint,
they do not show birefringence. In electric fields sev-
eral additional blue phases have been observed.

6.2 Cubic Phases

There are a considerable number of calamitic com-
pounds that exhibit different cubic phases with liquid
crystalline character (Diele and G .oring 1998). These
phases possess liquid-like molecular packing with
high mobility of the molecules, and a three-dimen-
sional periodicity of the lattice units consisting of
associations of molecules.

Figure 3
Helically twisted structures: (a) chiral nematic phase, (b)
chiral smectic C* phase.
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The commonly occurring space groups of these
phases are Ia3d, Pn3m, and Im3m. It is not easy to
find a space filling model for these cubic structures,
which consist of rod-like elongated molecules. In
most cases the cubic lattice parameter is larger than
the molecule length, and the unit cells contain many
molecules, in some cases up to several hundred. For
the simplest form of the lattice units, bundles of
molecules with effectively spherical shape are as-
sumed. On the other hand, for cubic lyotropic liquid
crystals several models with complicated three-
dimensional interwoven networks of cylinders have
been developed, which have been applied to thermo-
tropic cubic phases as well. Figure 4 shows the model
for the space group Ia3d, containing two interwoven
labyrinths, each of which consists of rods linked
three-by-three. It is still a matter for discussion how
this network can be formed by the elongated mole-
cules in a reasonable and space-filling manner.

7. Rule of the Phase Sequences and Reentrant
Behavior

For the liquid crystalline and soft crystal phases a
rule of the sequence of the different phase types can
be derived from the observation of a large number
of examples (Sackmann and Demus 1966, 1973).
Starting from the solid crystalline state, a stepwise
decrease of the order during heating is connected with
the occurrence of the phases in a regular sequence

crystalj H;K;E;G; Jj F;B; ðI;BhexÞj
crystalj soft crystalj Sm hexaticj

jNj isotropicj Calt;C Aj
jNj isotropicj Smj

In the second line the groups of phases are indi-
cated, which clearly show the stepwise decrease of
order according to the rule of the phase sequences. It
should be emphasized that the reverse sequence ap-
pears with decreasing temperature.

Substances can have a high degree of polymorph-
ism: up to six liquid crystalline and soft crystal phases
have been found in the same compound. But there is
no compound with the complete general phase se-
quence. Despite gaps with respect to the general
phase sequence, the mutual sequence of the phases
generally is maintained.

The cubic phases do not fit in this rule, in most cases
they appear below or above Sm C as adjacent phases.

In exceptional cases the phase sequences can be
partly reversed, and certain phase types may exist in
two or more separate temperature regions divided by
regions of another phase type. This phenomenon
mainly occurs with nematic and Sm A phases and is
called ‘‘reentrant’’ (Cladis 1998). In simple reentrant
cases the phase sequence solid–Nre–Sm A–N–iso-
tropic has been found. But there are also cases of
double or even triple reentrance, e.g., solid–Sm Are–
Nre–Sm Are–Nre–Sm A–N–isotropic.

Reentrance relatively often occurs in compounds
with strongly polar groups and in these cases it is
explained by the temperature-dependent effective
molecule shape of the constituent compounds. In
other cases temperature-dependent steric effects seem
to cause reentrance. In chiral compounds the rule of
the phase sequence is also valid, and there are reen-
trant cases here as well.

8. Concluding Remarks

The system of phase types of liquid crystals is not
complete or theoretically exact. The research in this
area is still very active, and new phase types and sub-
types of known phase types are expected to be found.

More recently, compounds have been synthesized
that are on the boundary between rod-like and dis-
cotic shape. Some of these compounds can exhibit
typical phases of calamitic compounds as well as
typical columnar phases of discotic compounds, and
in intermediate regions they also show cubic phases
(Nguyen et al. 1998).

Another new field of research is banana-shaped
(bent) molecules, which exhibit smectic-like phases
different from those of ordinary calamitic molecules.
Seven types of banana-phases are known (Pelzl et al.
1999).

There are molecules with board-like (sanidic)
molecular shape. In such compounds biaxial nema-
tic and biaxial Sm A phases have been claimed.

Other compounds with molecules deviating from
the classical rod-like shape can also exhibit liquid
crystalline phases of different structures (Demus
1998).

Figure 4
Model for the cubic structure of the space group Ia3d.
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Carbon Mesophase

Carbon materials have important roles both domes-
tically and industrially (Marsh et al. 1997). The com-
mon pencil has a graphitic point. The daily
newspaper is printed with a carbon black ink. The
common torch battery has a centrally placed carbon
electrode. The lithium cell of the mobile phone
operates with lithium intercalated into carbon elec-
trodes (Chang et al. 1999). Sports equipment is

constructed around carbon/carbon fiber composites
and a modern passenger jet has structural compo-
nents made of carbon/carbon fiber systems. High-
purity graphite electrodes are used in the steel
industry. Carbon anodes, made from delayed cokes
from petroleum, are central to the aluminum indus-
try, for the Hall–H!eroult electrolysis cell. Part of nu-
clear energy generation is based on neutron graphite-
moderated systems. Microporous carbons, with their
immense adsorption capacities, have important puri-
fication roles. Metallurgical coke, from coal, is
central to iron and steel production. The application
of a particular carbon is determined, absolutely, by
its structure. Carbon materials fall into two catego-
ries, the graphitizable, anisotropic carbons and the
nongraphitizable, isotropic carbons. This article
concentrates on the creation of structure in the
graphitizable, anisotropic carbons.

1. Structure in Carbons

Single-crystal graphite has a structure of sheets or
graphene layers of carbon atoms arranged in hexa-
gons, the graphene layers being stacked below and
above each other, as shown in Fig. 1. Defect-free,
single-crystal graphite does not exist, industrial
graphitic materials being defective derivatives of the
perfect crystal. That is, the graphene layers possess
defective hexagonal arrangements with, for example,
atomic vacancies within the layer. In graphitizable,
anisotropic carbons, i.e., those carbons which exhibit
three-dimensional crystallinity based on the graphite
lattice on heat treatment to above 2000 1C, the grap-
hene layers (sized 410 nm) are approximately paral-
lel to each other. In nongraphitizable, isotropic
carbons the graphene layers are much smaller
(1.0 nm), and they are also quite defective, the grap-
hene layers being arranged relative to each other in a
random way. This is the structure of the isotropic
microporous carbons. So how is it that carbons can
exhibit such a wide range of structure? The answer
lies in the carbonization procedures.

2. Carbonizations

It is an everyday experience that almost all naturally
occurring organic materials, such as wood, nut shells,
corn husks, and low- and high-rank coals, are trans-
formed on heating in an inert atmosphere to about
800 1C into chars, charcoals, or carbons. No melting
occurs in such systems and the resulting carbon
structures are distorted copies of the structure of the
parent organic material. Such carbons are the iso-
tropic carbons. For the graphitizable, anisotropic
carbons, the situation is completely different. The
starting materials are petroleum pitch, coal-tar pitch,
coal, and polynuclear aromatic chemicals such as
naphthalene. During carbonization these starting
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materials pass through a fluid/liquid phase, the vis-
cosity decreasing rapidly with increasing temperature
(as is normal for liquids) until, quite suddenly, the
system solidifies to a coke, anisotropic in structure,
with a parallelism of graphene layers ensuring graph-
itization on further heat treatment above 2000 1C.
What is happening here? The understanding of these
phenomena was a major breakthrough for carbon
science, and the story goes back to 1964 in Australia
(Brooks and Taylor 1968). These authors introduced
the concept of mesophase to carbon science and with
it an understanding of properties of ‘‘liquid crystal
systems.’’ The carbonization chemistry of petroleum
pitch, etc., produced growth of constituent polynu-
clear hydrocarbons to sizes of 42000 amu, which
then ‘‘self-assembled’’ to create the anisotropy of the
solid coke product. Thus, the carbonization system
was one of synthesis of mesogens (liquid-crystal-
forming molecules) which, once formed, imparted the
properties of bulk liquid crystals to the carbonizing
system.

3. Liquid Crystals

Liquid crystals have been recognized since 1888 (see
Liquid Crystal: Overview). They possess much more
order than is found in normal Newtonian liquids
(Demus 1994, Khoo 1995). This is because mesogens
possess sufficient polarity for cohesion to be main-
tained between molecules when in the fluid phase.
Polarity can result from nitrogen and oxygen groups
in synthesized rod-like (rodic) molecules, or from
the p–p interactions between disk-shaped (discotic)
polynuclear aromatic mesogens. As for a solid, with
increasing temperature a liquid-crystal compound

has a well-defined transition temperature from a solid
to a liquid crystal. The cohesion between molecules is
sufficiently strong to resist the forces of separation
associated with the kinetic energies of the molecules.
With increasing temperature the viscosity decreases
until a second transition occurs from the liquid-crys-
tal phase to an isotropic Newtonian liquid. This is the
behavior of nematic liquid crystals where mesogens
are organized within parallel planes, but with no
organization above and below the planes. On the
other hand, there exist smectic liquid crystals in which
there is order between molecules both within planes
and above and below the planes. As for a solid, with
increasing temperature the smectic liquid crystals
exhibit three transition temperatures, from solid to a
smectic phase, from smectic to a nematic phase,
and from the nematic phase to the isotropic New-
tonian liquid phase. The liquid-crystal systems from
pitch carbonizations are of the discotic, aromatic,
nematic type, with transient smectic behavior (Fig. 2)
(Greinke 1994, Lewis and Singer 1980, Oberlin et al.
1999).

4. Liquid Crystals from Pitch Materials

There are three principal differences between carbon-
aceous discotic, aromatic, nematic liquid crystals
(mesophase) and conventional rodic nematics (Marsh
and Diez 1993, Marsh et al. 1999).

(i) Conventional liquid crystals are chemically sta-
ble whereas carbonaceous discotic, aromatic nematic
liquid crystals (mesophase) are chemically reactive.
Once formed, the polymerization processes of mo-
lecular growth, within carbonizing pitch, continue
within planes and between planes.

Figure 1
Diagram of the hexagonal unit cell of graphite.

63

Carbon Mesophase



(ii) If the temperature of newly formed mesophase
is very rapidly increased, over a 50 1C interval, then
the liquid crystal/isotropic liquid transition is
observed. On cooling, the liquid crystal reappears.
With a subsequent re-heat, again the liquid crystal/
isotropic liquid transition is observed, but at a higher
temperature, as a result of continuous increases in the
molecular weight of constituent mesogens. That is,
there are no constant transition temperatures associ-
ated with mesophase.

(iii) During carbonizations, with increasing tem-
perature mesophase formation is always running
ahead of the mesophase/isotropic phase transition

temperature. As a result, irrespective of heating rates,
the end product is an anisotropic carbon and not a
disorganized carbon.

Care needs to be taken when describing mesophase
growth processes. It is not a process of crystallization,
nor is it a precipitation process. Correctly, it is a proc-
ess of molecular self-assembly, an important property
of macromolecules (see Fig. 3) (Marsh et al. 1999).

5. Observations of Mesophase

The first observations of mesophase were made by
Brooks and Taylor (1968) in a coal seam which had

Figure 2
Optical micrograph of mesophase spheres from anthracene, 550 1C, 310MPa.

Figure 3
Model of self-assembly of mesogens in carbonizing pitch.
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been heated over a period of months by a dyke of
magma at about 1000 1C. Direct observation of pol-
ished surfaces of the coal samples by polarized light
microscopy revealed reflecting spheres, 1mm in diam-
eter, within the coal matrix. Within the laboratory,
using polarized light optical microscopy equipped
with a hot-stage, a carbonization of a petroleum
pitch could be observed directly at heat treatment
temperatures 4375 1C. Initially, anisotropic spheres,
B1.0mm diameter, were observed (Fig. 2). These grew
in size to about 10mm diameter when a process of
coalescence rapidly increased the sizes of the aniso-
tropic growth units until all of the sample became
anisotropic (bulk mesophase) (Fig. 4). It soon became
apparent that not all pitch samples—various petro-
leum residues, coal-tar pitches, and model aromatic
compounds—behaved similarly. For some, coales-
cence was complete, producing a continuous single
mesophase system. For others, the spheres would
grow, but on contact there was no coalescence; they
simply adhered together to produce a multicrystalline
mesophase. The implications of these observations for
the carbon industry were considerable. Graphitization
of a single mesophase system would produce a better
graphite than a multicrystalline mesophase. It was
also appreciated that a mesophase behaves viscoelas-
tically, that the shapes of single- and multicrystalline
mesophases could be changed by physical deforma-
tion. Thus, the science of mesophase growth, size, and
shape opened up methods of producing graphites with
specialized applications, such as ‘‘isotropic’’ graphites
for the nuclear industry.

6. Structure of Mesophase

Structure within the growth spheres of mesophase
controls the important property of coalescence. X-ray
diffraction studies of the spheres indicated that the
discotic mesogens were stacked parallel to each other,
the stacking being parallel to an equatorial plane. As
result of this, the edges of the mesogens are located
on the surface of the spheres. An alternative is where
the mesogens wrap themselves around the surface of
the sphere in an onion-like way. The phenomenon of
equatorial stacking facilitates coalescence of spheres
on physical contact, the mesogens of each sphere
sliding into each other to create a larger sphere
but with the same equatorial stacking. Spheres with
onion-like assemblies of mesogens could possibly not
have coalesced so easily. The entire process of the
formation of graphitic carbons thus depends upon
coalescence of mesophase growth units.

The optical microscope has a resolution of about
1mm, and this factor raises the question of whether or
not mesophase exists before it can be seen by optical
microscopy. Phase-contrast, high-resolution electron
microscopy helped to answer this problem (Oberlin
1989, Oberlin et al. 1999). This technique is powerful
enough to resolve individual mesogen molecules as
fringes (Fig. 5). From lattice-fringe micrographs the
lengths of the fringes (relatable to mesogen size) as
well as the number of fringes in a stack can be meas-
ured. Using a laser-beam optical-bench the relative
misorientation of fringes and the interfringe spacings
can be measured.

Figure 4
Optical micrograph of coalesced mesophase from a petroleum pitch.
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Three results of importance are derived from these
studies. First, the mesogens could be resolved as
fringes at a stage in the carbonization system when no
anisotropy was visible by optical microscopy. Sec-
ond, columnar stacking of mesogens existed in the
single noncoalesced sphere, this arrangement being
reminiscent of smectic properties. This columnar
stacking degenerated on coalescence of spheres to
that of a nematic system. Third, as the mesophase
crystallinity (seen in optical microscopy as optical
texture) decreased in size, so the fringes became more
distorted (less planar) resulting in larger interplanar
fringe (mesogen) distances caused by out-of-plane
defects. These combined microscopy techniques con-
firm totally the mechanisms of conversion of pitch-
like substances to the liquid-crystal mesophase to the
graphitizable carbon.

7. The Chemistry of Mesophase Formation

The viscosity/temperature curves for the pyrolysis of
feedstocks, e.g., petroleum pitches, coal-tar pitches,
polyvinyl chloride, and model aromatic compounds,
indicate significant differences (Marsh et al. 1999,
Marsh and Walker 1978). The most ordered of me-
sophases, showing optimum coalescence and provid-
ing the most graphitizable of carbons, had the lowest
viscosities (highest fluidities) over the widest ranges of
carbonization temperatures. The opposite effects
were true—high minimum viscosities, over short tem-
perature intervals, provided the least graphitizable

carbons. Clearly, the graphitizability of a resultant
carbon, this being an indication of the commercial
value of the feedstock, is a function of the viscosity
of the system. Viscosity is a function of molecular
size and molecular cohesion, and these in turn are
controlled by the chemistry occurring within a sys-
tem, and are a function of chemical composition.
Thus, there is established, via mesophase theory, a
direct correlation between chemical composition of a
feedstock and the graphitizability of the resultant
carbon/coke.

Electron spin resonance studies indicate the pres-
ence of unpaired electrons in carbonization systems,
and involve the formation of free radicals. The higher
the ‘‘reactivity’’ of these radicals, the earlier will
molecular growth occur. However, early molecular
growth is associated with lower temperatures and
higher viscosities, resulting in an inability of the
highly viscous mesophase spheres to coalesce, thus
producing carbons with a lower ability to graphitize.
The presence of hydrogen-donor molecules promotes
graphitizability. The hydrogen-donor molecule, such
as a dihydronaphthalene, transfers a hydrogen atom
to a reactive free radical, stabilizes the system to
enable higher temperatures and lower viscosities to be
reached, thus promoting mesophase coalescence and
graphitizability of resultant carbons.

Heteroatoms, such as sulfur, oxygen, and nitrogen,
and functional groups of molecules in the carboniza-
tion system enhance chemical reactivity and conse-
quently lower the abilities of resultant carbons to
graphitize. Metals catalyze carbonization reactions

Figure 5
Phase-contrast, high-resolution, transmission electron micrograph of a thin section of a single noncoalesced
mesophase sphere, showing fringe-images relating to mesogen locations, and inset, columnar stacking of mesogens as
found in smectic liquid crystals (after Oberlin 1989).
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and so influence the development of optical texture (a
measure of macrocrystallinity as seen in the optical
microscope). The alkali metals inhibit the develop-
ment of mesophase by enhancing reactivity too much.
On the other hand, systems that are so unreactive
that no formation of mesophase is possible, can be
catalyzed to produce mesophase. Some effective cat-
alysts include AlCl3, ferrocene, and HF/BF3.

8. Industrial Relevance of Mesophase

The awareness that structure in the many forms of
commercial graphitizable carbons is a consequence of
different development modes of the mesophase made a
tremendous impact on the carbon/graphite-producing
industries. Not only was the scientific control of estab-
lished procedures improved, but new processes were
also created.

8.1 The Delayed Coker

The piece of equipment used in industry to convert
feedstocks to a graphitizable carbon (green coke) is the
delayed coker (Mochida et al. 1994). This consists ba-
sically of a drum which is charged with several hundred
tonnes of preheated petroleum feedstock (4300 1C),
subsequently heated further to 450–475 1C, and kept at
this temperature for about 24 hours to produce the
green coke. The quality of this green coke, in terms of
optical texture, is of critical importance. The larger the
size of the optical texture, the higher its commercial
value. There exist two qualities of commercial green
coke: regular or sponge coke with optical textures of
10mm in diameter (coarse-grained mosaics) and me-
dium-flow anisotropy (o30mm in length); and needle
coke with acicular flow domain anisotropy (460mm in
length). The calcined regular cokes are the filler cokes
in anode production for use in the Hall–H!eroult cell to
produce aluminum from the electrolytic reduction of
aluminum oxide. Calcined needle cokes act as filler
cokes in the manufacture of high-performance graphite
electrodes used to transmit electrical power to crucibles
for steel production.

8.2 Metallurgical Coke

Metallurgical coke is used in blast furnaces. Its role
there is threefold: to support the iron ore burden
(high strength); to act as the carbon source for the
reduction of iron oxide ores (suitably low reactivity);
and to provide thermal energy. Metallurgical coke
must have an optical texture of fine-grained mosaics
(1.5 mm in diameter). The theory of carbonization of
coals, including the use of coal blends and of addi-
tives (hydrogen donors), has benefited the coal-
coking industry considerably.

8.3 Carbon Fibers

The concept of spinning mesophase into carbon fibers,
to take advantage of the prealignment of molecules in
the liquid-crystal structure to obtain high-strength,
high-modulus fibers, has been actively pursued,
mainly in Japan. Initially, mixtures of pitch with
mesophase were spun, but spinning conditions were
extremely difficult to control (Greinke 1994, Blanco
et al. 1999). A pitch-like material, a mesophase pitch,
completely anisotropic by optical microscopy, has
been synthesized from the pure aromatic hydrocar-
bons naphthalene and methylnaphthalene with the aid
of HF/BF3. These synthesized mesophase pitches have
many advantages, such as low softening point and
viscosity, when compared with such conventional
pitches as petroleum pitches and coal-tar pitch,
prepared by pyrolysis processes. Mitsubishi Gas
Chemical Co. constructed a semicommercial facility
(1000 tonnes per year) at their Mizushima plant using
HF/BF3. The spinning of mesophase pitch has many
advantages over conventional pitches. The shape and
size of the spinneret nozzles and spinning rate all in-
fluence structure within the fiber (Hong et al. 1999).
Complex morphologies resulting from such spinning,
perhaps unexpected but beneficial, can be seen in SEM
micrographs of fracture surfaces of such fibers. A new
dimension has been added to carbon fiber technology.

8.4 Carbon Blacks

These soot-like particles are formed by the vapor-
phase pyrolysis/partial combustion of hydrocarbons
(Marsh et al. 1997). The mechanism of formation
involves the generation of liquid droplets (clusters of
molecules). For some carbon blacks, the establish-
ment of the concentric, onion-like arrangement of
constituent molecules within the droplet, with paral-
lelism of the structure to the surface of the droplet,
occurs most probably via a liquid-crystal mechanism.
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Carbon Nanotubes

In the history of chemistry, the landmark events have
doubtless been the discovery of various elements, and
subsequently the various allotropes of some of these
elements. The 1985 discovery of fullerenes (the third
ordered allotrope of carbon after graphite and dia-
mond) by Kroto et al. (1985) was in itself an historic
event considering that it was the only allotrope of any
element to have been discovered in the twentieth
century. The level of excitement that these new
materials generated in the chemistry, physics, and
materials science communities was, needless to say,
extremely significant. Another key milestone in
fullerenes research was the production of experimen-
tal quantities of C60 and C70 by the evaporation of
graphitic electrodes in a direct current (DC) arc-
discharge environment by Kr.atschmer et al. (1990).
The discovery of carbon nanotubes by Iijima (1991)
was in turn intimately tied in with the use of the DC
arc-discharge for fullerene synthesis. While the con-
ventional fullerenes were formed in the vapor phase
of the arc-discharge process and are mixed with the
amorphous carbon deposited on the arc chamber
walls, Iijima demonstrated that the core of the cylin-
drical growth on the face of the cathode contained
some exotic nanostructures of carbon. The most
striking among these structures were the carbon
nanotubes—which were long hollow fibers with mul-
tiple layer planes on either side of the core, easily
imaged by high-resolution transmission electron
microscopy (TEM). Such an electron micrograph of
a defect-free, multiwalled carbon nanotube is shown
in Fig. 1.

1. Multiwalled Carbon Nanotubes

In reality, the existence of hollow multilayered fila-
ments of carbon with diameters in the nanometer scale
had been known for several decades prior to Iijima’s
discovery. Such filaments were formed by the catalytic
action of nanometer-sized metal particles interacting
with hydrocarbon gases inside reactors, and deposited
in copious quantities on the reactor walls or tubes.
Typically, such vapor-phase grown filaments were
extremely defect-laden and they were viewed more as
nuisance materials that affected the thermal and mass
transport mechanisms inside the reactors and furnaces
than as useful materials. On a comparative basis, the
carbon nanotubes synthesized by Iijima by DC arc-
discharge were finer and relatively free of imperfec-
tions. In fact, they can be considered analogous to
miniaturized versions of the famous graphite whiskers
discovered by Bacon in 1960, a schematic of which is
shown in Fig. 2. It might be worthwhile to point out
that the graphite whiskers synthesized by Bacon
(whose diameters were typically in the 2–5mm range)
consisted of scrolls extending continuously along
the length of the filament, the graphitic c-axis being
exactly normal to the filament axis. Mechanical
property measurements indicated that these whiskers
possessed tensile strengths and modulus values of
B20GPa and 1000GPa, respectively.

In order to study these new materials in greater
detail, the key first step was to be able to make them
in macroscopic amounts. The manipulation of the
conditions inside the arc chamber, such as current,
electric field, and particularly the inert gas pressure
was the key factor in achieving this step, as demon-
strated by Ebbesen and Ajayan in 1992. However, the
DC arc-discharge method of synthesizing carbon
nanotubes also produced a plethora of side-products,
such as multiwalled polyhedral particles, sheets of
graphite, as well as small amounts of disordered car-
bon. A typical low-magnification, bright-field TEM
image of the material obtained from the core of the
cathode growth following an arc-discharge experi-
ment is shown in Fig. 3—all of the different structures
of carbon produced are illustrated in this image. If
one desired to study the properties of pure carbon
nanotubes, a purification step was essential. Among
various methods used, one of the more successful
routes to such a purification from the arc process was
the preferential oxidation of the other forms of car-
bon to leave behind a sample that was composed only
of nanotubes. The major drawback of this process
was that more than 99% of the material was lost be-
fore one obtained a sample of pure nanotubes. A
second approach, which results in higher yields of re-
tained carbon nanotubes, involves the intercalation of
the cathode product (which contains the nanotubes,
nanopolyhedra, graphite, and disordered carbon)
with materials such as copper chloride and their sub-
sequent reduction and use of the resultant copper as
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an oxidation catalyst. Since the accompanying mate-
rials have a more open structure, they intercalate
more easily and subsequent reduction of the chloride
results in the preferential oxidation of the other forms
of carbon. Other techniques such as the use of surfact-
ants followed by filtration, chromatography, or cen-
trifugation have also been attempted; it suffices to

note that a technique where the process variables are
difficult to control, such as arc-discharge, is nowhere
near ideal for large-scale synthesis of nanotubes.

The microstructure of these newly discovered car-
bon nanotubes was clearly a very fascinating topic
and characterizing them at the atomic level was of
paramount importance to scientists the world over.

Figure 1
High-resolution TEM image of a relatively perfect region of a multiwalled carbon nanotube. The dark lines on either
side of the core correspond to the basal plane of graphite.
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Initially observed by high-resolution TEM, they were
thought to be composed of seamless arrays of cylin-
drical sheets of graphene, which is defined as layer of
graphite one atom thick and which corresponds to the
basal 0002 plane of graphite, with aspect ratios gen-
erally 4100 and with outer diameters mostly in the
tens of nanometers. In other words, they could be
essentially considered as single-dimensional objects
with potentially exciting and hitherto unknown prop-
erties. Various analytical techniques have been em-
ployed by numerous investigators to understand how
these tubes are constructed at the atomic or molecular
level. Diffraction techniques using x-ray or electron
sources, while not straightforward to interpret, have
been invaluable in developing an understanding of the
crystallographic details on a layer-to-layer basis, and
scanning probe microscopy has also been helpful in
studying the surface topography at the atomic level.
However, high-resolution TEM has clearly been the
technique of choice for several investigators to anal-
yze various structural details such as tube stacking,
defects, and internal and external closures associated
with multiwalled carbon nanotubes.

Visual inspection of a large number of high-reso-
lution TEM images of multiwalled carbon nanotubes
clearly indicates that these materials have rather
complex structures that are fraught with numerous
defects. It is believed that the chaotic environment
associated with the evaporation of graphite electrodes
in an arc leads to these complex structures. An illus-
tration of a ‘‘complex’’ structure is that of a multi-
walled carbon nanotube with a uniform layer spacing
on one wall and a variable layer spacing on the op-
posite wall (an eccentric rather than a concentric
multiwalled nanotube), a high resolution TEM image
of which is shown in Fig. 4. The most basic question
regarding the structure of carbon nanotubes is
whether the layer planes are all part of a single scroll
(scroll type structure), or whether the multiwalled
tube is composed of several discrete single-walled
tubes nested one inside the next (nested structure).
Structural analysis by several sets of investigators
appears to indicate that most individual tubes consist
of hybrid structures of scroll-like and nested features.
These two types of structures are likely to co-exist
either in the lateral sense or in the axial sense, and
they would be typically separated from each other by
crystallographic defects such as edge dislocations
running parallel to the tube axis. Variable layer spac-
ing, such as those illustrated for the ‘‘eccentric tube’’
in Fig. 4, are typically associated with nested tubes
(such features would be difficult to reconcile with a
scroll type structure). A high-resolution TEM image
of a multiwalled carbon nanotube with numerous
defects such as internal closures and pentagonal and
heptagonal disclinations leading to asymmetric struc-
tures is illustrated in Fig. 5.

Based on the assumption that the in-plane Young’s
modulus of graphite is 1000GPa, it was natural for

Figure 2
Schematic representation of a scroll-type graphite whisker
(reproduced by permission of the American Institute of
Physics from J. Appl. Phys., 1960, 31, 283–90).
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researchers to believe that the newly discovered
carbon nanotubes would have extremely remarkable
mechanical properties. Considering that they had
a hollow core, the mechanical property-to-weight
ratio of carbon nanotubes was also considered to be
extremely impressive as well. While micrometer-sized
carbon fibers are relatively easy to handle for the

direct measurement of their mechanical properties
using conventional laboratory equipment, the situa-
tion is quite the opposite with carbon nanotubes.
Serendipity has played a significant role in offering
some glimpses of the mechanical properties of carbon
nanotubes when they were being examined by
electron microscopy—their walls can be deformed

Figure 3
Bright-field TEM image of the material obtained from the cathode of a DC arc-discharge experiment showing carbon
nanotubes, nanopolyhedra, graphitic sheets, and disordered carbon.
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laterally by van der Waals forces generated by an-
other tube lying side-by-side. On other occasions,
tubes that were bent accidentally during sample prep-
aration for TEM exhibited more damage on the
compressive side than the tensile side. While direct
measurement of the mechanical properties is by no
means an easy and straightforward experiment, Yu
et al. (2000b) have recently demonstrated that mul-
tiwalled carbon nanotubes could indeed be loaded in
tension under in situ conditions inside a scanning
electron microscope equipped with a custom designed

tensile stage. While the degree of control in such ex-
periments is far from ideal, their work has demon-
strated that multiwalled carbon nanotubes typically
fail by a ‘‘sword-in-sheath’’-type fracture mechanism,
similar to that observed in some carbon fibers. While
the scatter in their data was rather significant, the
observations of Yu et al. (2000a) suggest that the
tensile strength of multiwalled tubes is typically on
the order of several tens of gigapascals and that the
Young’s modulus is typically on the order of several
hundreds of gigapascals.

Figure 4
High-resolution TEM image of a multiwalled carbon nanotube showing variable interplanar spacing on one of its
walls.
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Theoretical predictions regarding the electronic
properties of carbon nanotubes were being made by
several groups of researchers even prior to Iijima’s
spectacular discovery of multiwalled tubes in 1991.

These predictions were typically made using elon-
gated fullerenes as models, and hence they could be
considered more analogous to single-walled tubes
rather than multiwalled tubes. In these theoretical

Figure 5
High-resolution TEM image of a multiwalled carbon nanotube showing features such as internal closures, pentagonal
and heptagonal disclinations, and variable interplanar spacings.
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calculations, the helicity and diameter of the tubes
were considered as the key factors controlling the
electronic properties of nanotubes, such as whether
they behaved as conductors or semiconductors. How-
ever, based on rather sophisticated lithographic tech-
niques at the submicrometer level, Olk and Heremans
(1994) have demonstrated that multiwalled carbon
nanotubes behave similar to nanowires, with a den-
sity of states and an energy gap that are inversely
proportional to the tube diameter. While these pre-
liminary experiments appear to indicate that multi-
walled tubes exhibit electrical resistance behavior
similar to semiconductors, a major challenge involv-
ing the attachment of four nanoprobes to a single
nanotube for more precise measurement of electronic
properties has not been achieved to date.

2. Single-walled Carbon Nanotubes

As stated in the past section, several theoretical pre-
dictions were made regarding the unique electronic
and mechanical properties of one-dimensional, tube-
shaped fullerenes at or about the time of the discov-
ery of multiwalled carbon nanotubes. In 1993, the
excitement over the discovery of multiwalled nano-
tubes two years earlier was significantly eclipsed by
the almost simultaneous discoveries at NEC in Japan
(Iijima and Ichihashi, 1993) and at IBM in the USA
(Bethune et al. 1993) of single-walled variants of the
carbon nanotubes. Contrary to their multiwalled
counterparts, these tubes were more similar to con-
ventional fullerenes in the sense that they are formed
in the vapor phase of the DC arc-discharge process.
When transition metal catalysts were incorporated
into the anode, the carbon that deposited on the
chamber walls and other surfaces had a rubbery or
web-like texture contrary to the conventional pow-
dery texture one obtained when no catalysts were
used in the anode. Examination of this odd-textured
soot by TEM subsequently led to the discovery of the
single-walled carbon nanotubes. The single-walled
tubes typically grew as bundles (referred to by
the research community as ropes), and individual
tube diameters generally varied between 1.3 nm and
1.6 nm. A typical electron micrograph of single-
walled carbon nanotubes is shown in Fig. 6.

The discovery of the single-walled carbon nano-
tube was extremely fascinating to the research com-
munity for several reasons. For one, they offered a
possible route to experimentally verify several of the
theoretical studies based on single-walled tubes as
models. Secondly, the arc-discharge produced single-
walled tubes that were extremely uniform in diameter
compared to their multiwalled counterparts, and they
were relatively free of defects as well. While the role
of the transition metal catalyst in the formation of
single-walled nanotubes was not immediately clear,
follow-up research demonstrated that the content of

single-walled nanotubes could be substantially en-
hanced in the soot by using mixtures of rather than
single transition metals as catalysts. Finally, alternate
methods such as the use of double-laser vaporization
technique using transition metal mixtures as catalysts
were also found to be capable of producing single-
walled carbon nanotubes in abundant quantities.

Considering that single-walled carbon nanotubes
were the quintessential single-dimensional objects,
the structure and diameter of individual tubes are
paramount in determining their physical properties.
The structure of a single-walled carbon nanotube
could be classified as either armchair, zigzag, or
chiral, and these three structures are clearly depicted
in the schematic diagram, reprinted from the work of
Dresselhaus et al. (1995b), shown in Fig. 7. Subse-
quent analysis of the structure of these materials by
techniques such as high-resolution TEM has shown
that individual tubes are far from perfect, and, de-
pending on the technique used in their processing,
defect structures have been observed on tube walls as
well as on their caps. Electron nano-diffraction stud-
ies on ropes of single-walled carbon nanotubes pro-
duced by arc-discharge or by laser ablation have also
been carried out with the intent of determining the
relative amounts of tubes of different chiralities. The
overall assessment by various groups appears to in-
dicate that individual ropes are typically composed of
tubes ranging from zigzag to chiral to the (10, 10)
armchair structure.

Theoretical analysis predicts that ideal single-
walled carbon nanotubes would have extremely
impressive mechanical properties such as tensile
strengths of the order of several hundred gigapas-
cals, assuming a strain-to-failure of 30% and
Young’s modulus of about 1000GPa. Yu et al.
(2000a) have extended their experimental treatment
to ropes of single-walled nanotubes stressed under in
situ conditions inside a scanning electron microscope
equipped with a custom-designed tensile stage.
Although the scatter in the data was fairly signif-
icant, they concluded that most single-walled tubes
failed at strain values of 5.3% or lower, and corre-
spondingly their tensile strength was on the order of
tens of gigapascals, with an average value of about
30GPa. Their experiments also indicated that the
Young’s modulus of the single-walled tubes was typ-
ically on the order of several hundred gigapascals,
with an average value of about 1000GPa.

One of the key measurements of electronic prop-
erties involving single-walled carbon nanotubes was
the electrical resistivity of ropes produced by laser
ablation. This was achieved by the more precise
approach of using a four-probe technique employed
by Thess et al. (1996), utilizing multiwalled carbon
nanotubes as the probes to measure the voltage drop
across a short length of a rope of single-walled tubes.
Their results indicated that the single-walled tubes
were the most conductive form of carbon fiber ever,
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with resistivities probably an order of magnitude
lower than their multiwalled counterparts. The con-
ductivity of single-walled nanotubes, in conjunction
with their nanoscale dimensions, would render them
as ideal quantum wires, where currents would in-
crease or decrease in stepwise mode rather than in a
continuous mode.

3. Large-scale Synthesis of Carbon Nanotubes

In the latter half of the 1990s, the euphoria of the
discovery of various forms of nanocarbons such as the
multiwalled and single-walled variants of carbon
nanotubes and the development of a detailed under-
standing of their structure and properties was slowly

Figure 6
High-resolution TEM image of single-walled carbon nanotubes illustrating single tubes and ropes of several tubes.
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giving way to the need to develop real-life applications
for these unique materials. Carbon nanotubes for
research had been synthesized by the evaporation of
carbon either in a DC arc-discharge or by laser ab-
lation. Hand-in-hand with the need to explore real-
life applications was the need to process them in
substantially higher quantities and in specific config-
urations at costs commensurate with those of com-
mercially available materials for specific applications,
as well as the need to demonstrate specific applications
where nanotubes performed better than any compet-
ing material. A very diverse portfolio of applications
ranging from molecular composites to microelectron-
ics to nanoprobes for chemical and/or biological ap-
plications to storage devices for fuels such as hydrogen
were envisaged by Yakobson and Smalley (1997).

Carbon nanotubes are clearly very interesting ma-
terials considering their unique microstructure, their
low density, and the fact that they possess extremely
attractive mechanical and electronic properties. In or-
der to harness them to exploit their full potential, the
development of controlled synthesis methods to proc-
ess nanotubes in bulk quantities and/or in ordered
layouts are significant needs. In the electronics indus-
try, materials in specific patterns and arrays are
extremely critical as well. The major drawback of
vaporization techniques such as DC arc-discharge and
laser ablation is that both of them are extremely un-
controlled in terms of process parameters, resulting in
tubes that contain significant fractions of unwanted
material and that are difficult to manipulate and
assemble in specific designs. Recently, a significant

amount of research has been directed towards the de-
velopment of techniques for the controlled architecture
synthesis of both variants of carbon nanotubes, with
the ultimate goal of gaining control over tube orien-
tation, location, and individual tube characteristics.

The relatively old-fashioned technique of chemical
vapor deposition (CVD) was the technique of choice
for several investigators seeking to process nanotubes
in significantly larger quantities than achievable by
DC arc-discharge. The key parameters for the suc-
cessful synthesis of carbon nanotubes via CVD are the
catalyst type and size, and the role of the support on
which the catalyst is placed. Li et al. (1996) reported
the first documented synthesis of large quantities of
aligned carbon nanotubes by CVD of acetylene in
nitrogen gas over mesoporous silica containing iron
nanoparticles at above 700 1C. Subsequently, Ren
et al. (1998) demonstrated that aligned carbon nano-
tubes could be synthesized over areas up to several
square centimeters using plasma-enhanced hot fila-
ment CVD with sputter-deposited nickel foils as cat-
alysts over glass substrates at temperatures lower than
666 1C. In both cases, the aligned carbon nanotubes
were determined by subsequent TEM to be of the
multiwalled type. A scanning electron micrograph of
the aligned multiwalled carbon nanotubes obtained
by Ren et al. (1998) following plasma-enhanced CVD
is shown in Fig. 8. The self-aligning of these carbon
nanotubes which contain little to no second phase is
ascribed to the van der Waals interaction between
each tube and its nearest neighbors. Subsequently the
same technique was modified to deposit well-
patterned and regularly spaced arrays of carbon
nanotubes on islands of transition metal catalytic
films obtained by evaporating the desired metal cat-
alyst itself in patterned arrays through a shadow
mask.

While CVD appears to be a commonly used tech-
nique for the processing of carbon filaments and mul-
tiwalled tubes, it was only in 1998 that CVD was
employed for the synthesis of ropes of single-walled
tubes using methane as the feedstock and iron oxide
nanoparticles as the catalyst (Kong et al. 1998). The
synthesis of single-walled carbon nanotubes using
well-controlled steps is a very important require-
ment for this technology, considering that their
dimensions and electrical conductivity render single-
walled nanotubes as quantum wires. The key to
effectively processing single-walled tubes by CVD ap-
pears to be the very effective dispersion of the catalyst
nanoparticles on the surface of a suitable high area
support, such as alumina. Subsequent work by the
same group demonstrated that the catalyst (iron/mo-
lybdenum compared to iron) and the support (hybrid
alumina/silica compared to alumina) also played very
significant roles in determining the yield of single-
walled tubes produced by CVD. However, the major
challenge with respect to the controlled synthesis of
single-walled nanotubes appears to be obtaining

Figure 7
Schematic representation of different conformations of
single-walled carbon nanotubes: (a) armchair, (b) zigzag,
(c) chiral (reproduced by permission of Elsevier Science
from Carbon, 1995, 33, 883–91).
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Figure 8
Scanning electron microscopy image of arrays of multiwalled carbon nanotubes grown on a glass substrate by plasma-
enhanced hot filament CVD. The arrow in (b) indicates a nanotube from which the catalyst particle has been removed
(reproduced by permission of the American Association for the Advancement of Science from Science, 1998, 282,
1105–7).
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specific aligned orientations. There appears to be
substantial room for optimizing various conditions to
overcome this and other potential obstacles. The ul-
timate goal with patterned growth of nanotubes is the
direct fabrication of devices that would benefit im-
mensely from the unique properties of these materials.

4. Applications and Potential Applications of
Carbon Nanotubes

The unique combination of the physical structure
(high aspect ratio and nanometer-scale radius of cur-
vature of the tip), mechanical properties such as stiff-
ness and strength, and the chemical stability of the
graphene plane that constitutes its surface makes the
carbon nanotube the consummate field-emitting
device. This was initially demonstrated for a multi-
walled carbon nanotube by Rinzler et al. (1995) using
an isolated single multiwalled nanotube. Subse-
quently, several research groups have demonstrated
that thin ropes of single-walled nanotubes are superb
field-emitting sources that show higher emission
properties (lower turn-on voltage and higher emis-
sivity) than their multiwalled counterparts. The heart
of such devices is the cathode, where the nanotubes
serve as emission sources following appropriate fab-
rication techniques. Typically, single-walled tubes
show better emission uniformity than multiwalled
tubes. In prototype demonstrations using an 11.25 cm
diode-based flat panel display with ropes of single-
walled tubes serving as emitting sources, Choi et al.
(1999) have shown that the device can be turned on at
low voltages (o1Vmm�1) and the brightness meas-
ured on the green phosphor (ZnS:Cu, Al) of the
screen was of the order of 1800 candelam�2 at
4Vmm�1. The combination of unique properties pos-
sessed by carbon nanotubes also renders them as
possible candidates for ultra-fine probes for tech-
niques such as scanning probe microscopy. Dai et al.
(1996) have demonstrated that multiwalled carbon
nanotubes constitute well-defined tips for scanning
probe microscopy when they are attached to the sil-
icon cantilevers of conventional atomic force micro-
scopes (AFM). Due to their flexibility, the MWNT
tips were found to be resistant to damage from tip
crashes, while their ultra fine diameters enable them
to probe recesses in the specimen surfaces more
effectively than conventional silicon tips. The excel-
lent electrical conductivity of nanotubes could also be
potentially exploited to utilize them for scanning
tunneling microscopy (STM).

The dependence of the electrical properties of single-
walled carbon nanotubes with the structure (specifi-
cally, the chirality) can be exploited for their use in
some very important and unique applications. Several
researchers have shown that single-walled tubes
exhibit metallic conductivity either if they have the
arm-chair like (m, m) configuration (Fig. 7) or if they

have a chiral structure (m, n) where m–n¼ 3X integer.
Alternatively, they exhibit semiconducting character-
istics when m–na3X integer. The semiconducting type
of single-walled carbon nanotubes is observed to be
particularly suitable for the very important application
of serving as a sensor for different gases. This is a key
requirement for several environmental and chemical
process control issues. Work by Kong et al. (2000) has
demonstrated that the conductance of the semicon-
ducting variety of single-walled carbon nanotubes can
be significantly changed when exposed to gases such as
NOx and ammonia. Noticeable differences in the con-
ductivity of mats (containing both semiconducting and
metallic varieties) of single-walled carbon nanotubes
were also observed during the course of these exper-
iments. Other potential applications involving one or
multiple single-walled carbon nanotubes with specific
conductivities include nanoelectronic devices and mo-
lecular-scale mechanical actuators.

A very significant potential application with sub-
stantial commercial importance is the possible use of
single-walled carbon nanotubes as a safe hydrogen
storage medium for hydrogen-fueled transportation
systems. Work by Dillon et al. (1997) through the use
of temperature-programmed desorption measure-
ments has shown that about 4wt.% of hydrogen
can be stored in the capillaries of the single-walled
tubes at room temperature and under a pressure of
500 torr of hydrogen. This may be attributable to the
quantum mechanical behavior exhibited by single-
walled carbon nanotubes, behavior shared by no
other form of carbon. In more recent experiments
using single-walled carbon nanotubes doped with
alkaline metals, the results appear to suggest sub-
stantially higher amounts of adsorbed hydrogen at
elevated temperatures (200–400 1C) at ambient pres-
sures. However, concerns such as whether the hydro-
gen is incorporated into the nanotubes in the
molecular or protonated forms, or whether the gas
can be released for use as fuels under conventional
conditions, are issues that have not yet been ad-
dressed adequately.

5. Concluding Remarks

In summary, the discovery of the multiwalled and
single-walled variants of the carbon nanotube, their
structure and properties, and potential applications
have been discussed in this chapter. In conclusion, it
suffices to note that while several concepts and very
exciting potential applications for carbon nanotubes
have been demonstrated, significant amounts of fur-
ther R&D are necessary for any of these discoveries
to become commercial realities.
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Cast Irons

Cast irons have played an important role in the
development of the human species. They have been
produced in various compositions for thousands of
years. Most often they have been used in the as-cast
form to satisfy structural and shape requirements.
The mechanical and physical properties of cast irons
have been enhanced through understanding of the
fundamental relationships between microstructure
(phases, microconstituents, and the distribution of
those constituents) and the process variables of iron
composition, heat treatment, and the introduction
of significant additives in molten metal processing.
The interested reader is referred to compilations of
micrographs of all of the many different types of cast
iron (Davis 1996, pp. 356–81). This article examines
the relationships between microstructure, processing,
and properties of graphitic cast irons. Abrasion-,
corrosion-, and heat-resistant irons are specialty
grades which are not discussed here. Information
about these grades can be found in specialty hand-
books (e.g., Davis 1996).

1. Metallurgy of Cast Iron

Cast irons, alloys of iron, carbon, and silicon, contain
carbon as graphite (pure carbon), as carbide (Fe3C), or
in solid solution in austenite (austempered ductile iron
(ADI), matrix austenite with 1.7–2.1% carbon). Cast
irons represent the largest tonnage of cast-to-shape
products produced worldwide, 46.8million tonnes in
1997, not including that produced in the countries of
the former Soviet Union; this compares to cast alumi-
num products at 6.3million tonnes and cast steel at
5.5million tonnes (Kanicki 1998). Table 1 lists com-
positions and distinctive microstructural features for
common cast irons. Ferrite and pearlite are defined
identically to steel, and ausferrite is a two-phase, high-
carbon austenite matrix with embedded ferrite lathes.

The composition of cast irons is defined by the
carbon equivalent, CE¼% carbon þ 1/3% silicon,
where CE¼ 4.3 is the eutectic composition (Walton
and Opar 1981). The usual composition, hypo- or
hypereutectic, is given in Table 1 for each iron. Car-
bon and silicon largely determine the microstructure
of cast products immediately after solidification.
Figure 1 is a schematic vertical section through the
stable and metastable Fe–C–Si phase diagrams (iso-
pleth), where solid lines represent the stable iron–
graphite phase diagram and dashed lines represent
the metastable iron–cementite phase diagram.

2. Solidification of a Hypoeutectic Gray Iron
Alloy With CE¼ 4.0

Solidification begins at the austenite liquidus, TL,
proeutectic austenite dendrites growing into the
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liquid, enriching it in carbon until the stable eutectic
reaction temperature, TG, is reached (Merchant 1968).
Cooling below TG may result in the equilibrium
eutectic reaction L-gþGr, a microstructure consist-
ing of austenite dendrites surrounded by a eutectic
product (cells) of gþGr, a gray iron structure which
would be represented by a cooling curve shown in
Fig. 1. However, for higher cooling rates (see the more
rapid cooling rate curve in Fig. 1), and/or a faulty
processing history, the iron may supercool below TG

and satisfy metastable equilibrium between the phases
a, g, L and cementite, Fe3C. The resulting structure
would then be austenite dendrites surrounded by
eutectic g þ Fe3C, or white iron. The metastable
phase diagram is shifted to lower temperatures than
the stable diagram by an amount proportional to the
amount of silicon. Adding 2% silicon increases the
temperature difference, DT, between the stable and
metastable eutectics from 4 1C to 30 1C. Similar effects
are recorded in the eutectoid reaction range. These DT

Table 1
Cast iron composition ranges and microstructures.

Type
C range
(wt.%)

Si range
(wt.%)

CE
range

Usual
composition

Eutectic
product

Graphite
shape

Common RT
matrix

microconstituents

Gray 2.5–4.0 1.0–3.0 2.8–5 Hypo g þ graphite Platelets Ferrite, pearlite
Ductile 3.0–4.0 1.8–2.8 3.6–4.9 Hyper g þ graphite Spheres Ferrite, pearlite, ausferrite
Malleable 2.0–2.6 1.1–1.6 2.4–3.2 Hypo g þ carbide ‘‘Popcorn’’ Ferrite, pearlite
White 1.8–3.6 0.5–1.9 2–4.3 Hypo g þ carbide Ferrite, pearlite
Compacted 3.0–4.0 1.8–2.8 3.6–4.9 Eutectic g þ graphite Rods Ferrite, pearlite

Figure 1
Schematic isopleth showing stable (graphite) and metastable equilibrium (Fe3C) in Fe–C–Si alloys. Cooling curves for
an alloy of CE¼ 4.0 are also shown.
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values are exaggerated in Fig. 1 for illustration. Thus,
each iron melted selects either stable or metastable
transformation products during solidification. The
tendency for iron to solidify white (defined as ‘‘chill’’)
in practice is monitored with a ‘‘chill’’ wedge-shaped
casting (a standard wedge block, ASTM A367, with
thickness varying from zero to 25mm (Davis 1996,
pp. 45–6)), where the tendency to form white iron
increases as the tip of the wedge casting is approached.
Clearly, if the chill wedge has white iron up to and
including the 1 cm width, then castings poured from
the same iron with section sizes less than 1 cm would
also be expected to have white iron present.

The possibility of white iron forming in the fast-
cooling sections is cause for concern for foundries
producing gray iron castings because of the negative
effects of the hard iron carbide. One of the advantages
of gray cast iron is its excellent machinability because
of its graphite content, but if iron carbide is present it
will quickly dull cutting tools. It is necessary to do
everything possible to ensure that white iron does not
form at any point in the gray iron casting.

Inoculation is a processing step where an addition
(inoculant) is made to the melt just prior to pouring
the castings to minimize the possibility of ‘‘chill.’’
Inoculants usually contain reactive elements (cal-
cium, aluminum, barium, strontium) in small
amounts (B1%) which react with oxygen and sulfur
to form the nuclei for graphite and therefore the
graphite–austenite eutectic cells. The most direct re-
sult of inoculation is to reduce the amount of carbide
in more rapidly cooling sections and to increase the
number of eutectic cells (Lownie 1957).

3. Matrix Microstructures in Graphitic Cast
Irons—Cooling Below the Eutectic

Matrix microstructures in graphitic irons are deter-
mined in a complex way by graphite size and shape,
CE, section size, processing history, alloy content,
and cooling rate. On cooling below the eutectic tem-
perature (Fig. 1), austenite carbon content decreases
until below the upper critical temperature, where au-
stenite can begin to transform to stable ferriteþ
graphite. Ferrite will nucleate on graphite, deposit-
ing carbon from austenite that cannot be accepted
by the b.c.c. ferrite (see the gray iron microstructure

depicted in Fig. 2). In a slowly cooling casting, ferrite
nuclei can continue to grow into the austenite. The
final structure could be ferrite and graphite as pre-
dicted by the stable phase diagram. If the casting was
cooled more rapidly, or in the presence of certain
alloying elements, the austenite may transform to
pearlite. This latter scenario is illustrated in Fig. 2
and in the cooling curve of Fig. 1.

Factors which favor the formation of ferrite include:

(i) high graphite surface to volume ratio—giving a
high density of nucleation sites for ferrite;

(ii) high silicon content—silicon raises the upper
critical temperature for g-a, giving more rapid car-
bon diffusion and thereby making the growth of fer-
rite easier; and

(iii) slower cooling rates—annealing is used to
produce ferritic structures.

Factors favoring the formation of pearlite would be
the opposite. In addition certain alloy elements other
than silicon would kinetically favor pearlite by low-
ering the equilibrium phase boundary temperatures.

4. Microstructure and Mechanical Properties of
Gray Cast Iron

Gray cast irons have low tensile strengths and almost
nonexistent ductilities (and impact strengths) due
primarily to the nearly continuous nature (breaks
at cell boundaries and at prior austenite dendrites) of
the graphite flakes (see Fig. 3). Tensile stresses pro-
pagate cracks along the graphite plates internally.
Tensile fracture stresses in gray cast irons are in
the range 100–500MPa (Schneidewind and McElwee
1950, Krause 1969). Attempts to determine the frac-
ture toughness of gray irons by fracture mechanics
methods yield conservative KIC measurements in
the range 16–22MPam1/2 (Bradley and Srinivasan
1990).

Figure 2
Nucleation and growth of ferrite below the upper critical
temperature, TUC, and pearlite below the lower critical
temperature, TLC.

Figure 3
Schematic illustrating tensile stress fracture along
graphite interfaces in gray iron. Schematic relationship
is shown between UTS, BHN, and CE for different
matrix microstructures.
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5. Effect of Carbon Equivalent

The carbon equivalence of a gray cast iron affects the
strength primarily because of its direct affect upon
the amount of the proeutectic austenite dendrites
present. This relationship (with a sketch illustrating a
dendrite and the eutectic cell) and estimates of tensile
strength are given in Fig. 3. The tensile strength of a
eutectic iron (CE¼ 4.3) is typically around 160MPa.
As the amount of the proeutectic austenite increases
with decreasing CE the tensile strength increases in
the manner shown. The dendrites act as strengthen-
ing entities in much the same manner as adding stiff-
eners in a composite.

6. Effect of Matrix Microstructure

Ferritic irons have lesser strengths than pearlitic
irons, which are in turn less than ausferritic irons (see
Fig. 3). Clearly, the strength of pearlitic irons is
greater because of the presence of the fine lamellar
plates of iron carbide, which impede crack propaga-
tion, and the ausferritic matrix is stronger still be-
cause of an even finer dispersion of ferrite in a
carbon-stabilized austenite matrix.

7. Effect of Alloying Elements

Alloying elements increase the strength of cast irons
through their effect on the matrix. Common alloy
elements include manganese, copper, nickel, moly-
bdenum, and chromium, elements added primarily to
control the matrix microstructure, having only a
small effect upon the solidification microstructure.
Two important mechanisms contribute to strength-
ening by alloying in the as-cast grades of gray iron,
pearlite refinement (pearlite spacing gets smaller as a
result of the alloy depressing the pearlite reaction to
lower temperatures) and solid solution strengthening
of the ferrite. As an example, an addition of 0.5%
molybdenum to gray cast iron will increase the tensile
strength by about 35–50MPa for all values of CE.
Transformation to pearlite or ferrite during cooling
after casting is observed with cooling curves in much
the same way as is done during solidification. A
thermal arrest resulting from the latent heat given off
during the transformation of austenite is shown in
Fig. 1 for a gray iron with CE¼ 4.0.

8. Classes of Gray Cast Irons and Brinell
Hardness

Gray irons are specified by their minimum tensile
strength, i.e., a class 20 iron has a minimum tensile
strength of 20ksi (140MPa), a class 30 iron has a
minimum tensile strength of 30ksi (210MPa), etc. In
most instances the chemical composition is not
specified; rather it is the tensile strength and Brinell

hardness which are written into specifications for cer-
tain applications. For example, automotive disk
brake rotors and brake drums are produced from a
class 30 gray iron with a Brinell hardness range of
179–229kgmm�2. It is usually true that alloy ele-
ments are not specified, only as needed to meet the
minimum tensile specifications and the Brinell hard-
ness range. The Brinell hardness of gray cast irons
depends almost entirely upon the microstructure of
the matrix material: ferrite (B100 kgmm�2), pear-
lite (B250–kgmm�2), and ausferrite (B250–
350 kgmm�2). Most specifications of matrix
microstructures in gray irons call for pearlite, and it
is highly desirable for the pearlite to be produced in
the as-cast condition.

9. Ductile Cast Iron

Ductile cast iron was discovered in the late 1940s. In
the period 1986–1997 the annual tonnage of ductile
iron produced in the USA increased from 2.3million
tonnes to 4.1million tonnes (Kanicki 1998). This
growth is due to the microstructurally important fact
that graphite in ductile iron is spheroidal, thereby
making the iron-rich matrix constituent continuous.
Cracks have no convenient weak path (as in flake
graphite iron) through which to propagate, and the
material takes on the properties of the ductile matrix,
thus giving the name.

10. Production of Ductile Iron

Ductile iron (usually hypereutectic) is produced by
‘‘treatment’’ with magnesium immediately prior to
pouring castings (see Fig. 4), followed by inoculation
in much the same way as for the production of gray
cast iron. Magnesium is added to the melt in the form
of a master alloy (B46% silicon, 5% magnesium,
balance iron). Dilution of magnesium reduces the
violence of the subsequent reaction with molten iron.
The castings must be poured within a short time after
treatment, usually less than 10 minutes, because of
the high vapor pressure of magnesium.

The reaction produces bubbles of magnesium vapor
which rise through the molten iron bath. Successful
treatment results when a significant portion of the
magnesium dissolves in the molten iron (giving a com-
position of B0.03–0.05% magnesium), so that the
correct conditions for graphite nodule formation are
met in the solidifying melt. Magnesium contents
o0.03% will result in vermicular or flake graphite,
and contents 40.05% result in the appearance of
exploded graphites. Shapes other than spherical con-
tribute to a degradation in ductility. Typical ‘‘recov-
eries’’ of magnesium for Tundish treatment are in the
range 50–60%. It is necessary that the sulfur content
be kept o0.01% for successful treatment, because of
the affinity of sulfur for magnesium (forming Mg2S),
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thus removing elemental magnesium from the melt
(Spengler 1982).

11. Solidification and Microstructures of
Hypereutectic Ductile Cast Irons

Microstructural evolution during casting of magne-
sium-treated and properly inoculated irons with
CE 44.3 is illustrated in Fig. 5. The events shown
in Fig. 5 are listed below:

1 and 2. Nucleation and growth of graphite nod-
ules, liquid composition following arrow A.

3. As the temperature drops below TG, austenite
nucleates on graphite enclosing the graphite in a shell.
Simultaneously, conditions are met for the nucleation
of austenite dendrites whose subsequent rejection
of carbon moves the liquidus composition along
arrow B.

4. Supersaturation of carbon in the liquid adjacent
to the dendrites can provide conditions allowing nu-
cleation of new graphite nodules, which in turn grow
and are enveloped in austenite.

This is a simplified view of a rather complex so-
lidification event. This atypical eutectic reaction is
called a neoeutectic, where growth of the graphite
occurs by diffusion of carbon across the austenite
shell into the graphite. The final as-cast microstruc-
ture depends upon the combination of section size,
alloy content, and processing history. Measurements
made on the plane of polish to characterize the
graphite in ductile irons include determining the nod-
ule count and the percentage nodularity.

A typical as-cast microstructure consists of a
‘‘bull’s-eye’’ structure of ferrite surrounding graphite
which in turn is surrounded by pearlite. The relative
amount of ferrite present depends upon alloy content,
nodule count, and the rate at which the casting is
cooled through the transformation where ferrite and
pearlite can form and grow, i.e., the same factors as
those promoting ferrite in gray cast iron.

12. Mechanical Properties of Ductile Cast Iron

The mechanical properties of ductile cast iron depend
almost completely upon the microstructure of the
continuous matrix, a microstructure which can be
controlled by heat treatment. An overview of the
tensile properties (UTS vs. % elongation (EL) of
ductile iron is given in Fig. 6. Impact properties of
ductile irons are far superior to gray cast irons,
again because of the continuous nature of the matrix.
Upper shelf fracture toughness values of
90–100MPam1/2 have been reported for ferriticFigure 4

Schematic illustration of the Tundish method to produce
ductile iron.

Figure 5
Phase diagram, cooling curve, and steps describing
solidification of ductile cast iron.

Figure 6
A summary of the tensile properties of various grades of
ductile cast iron.
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ductile irons and 60–70MPam1/2 for pearlitic matri-
ces (Bradley and Srinivasan 1990).

13. As-cast and Quenched and Tempered Grades
of Ductile Iron

The UTS vs. % EL diagram of Fig. 6 illustrates the
range of properties available in the as-cast and
quenched and tempered conditions (Fuller et al.
1980, Davis 1996, pp. 63–76). Grade 60-40-18, with
the highest percentage elongation, has a 100% ferritic
matrix. Increasing pearlite means increasing strength,
with a corresponding decrease in EL, until grade 100-
70-3 contains 100% pearlite. The four as-cast grades
shown are used in specifications as minimums for
design purposes. The actual grade achieved will
depend upon alloy content and section size. Grade
120-90-2 is heat treated where the iron has been au-
stenitized, quenched to martensite, and tempered.
Note in Table 2 that ferritic grades specify a maxi-
mum of the alloy elements copper and manganese,
both of which promote the formation of pearlite
when the casting is cooling. However, the grades with
pearlite commonly have a specification with a min-
imum of copper. The elements manganese and chro-
mium come from the steel component of the charge.
Usually they are not present in quantities too large
for the pearlitic grades, but it is becoming increas-
ingly difficult to obtain steel with low enough ‘‘re-
siduals’’ of manganese and chromium to allow the
production of ferritic grades of iron in the as-cast
condition. Many ferritic matrix castings are obtained
by annealing, a heat treatment where the casting is
austenitized and then slowly cooled, giving a large
amount of time for the formation of ferrite. This heat
treatment adds significantly to the cost of production
and is not usually desired. Low residuals of manga-
nese and chromium can be achieved by melting larger
quantities of pig iron, a charge material which is
usually more expensive than scrap steel.

Applications of ductile iron include numerous
automotive and construction equipment castings;
e.g., ferritic ductile cast iron is used to produce
impact-resistant spindles (steering knuckles) for wheel

applications, and pearlitic grades of ductile iron are a
material of choice for automotive crankshafts.

14. Malleable Cast Iron, Processing,
Microstructure, and Mechanical Properties

Malleable cast iron has lower CE (Table 1) than gray
cast iron, solidifying white. The phase diagram and
the cooling curve characteristic of white cast iron
are illustrated in Fig. 1. It can be seen in the cooling
curve that the temperature reached TC before nucle-
ation of graphite, thus resulting in white iron. The
white iron castings are heated slowly into the
gþFe3C two-phase field (Fig. 1) to a temperature
in the range 800–1000 1C, and held for up to 24 hours
allowing graphite (spheroidal ‘‘popcorn’’-shaped) to
nucleate and grow at the expense of the eutectic iron
carbide. The final microstructure will be quite similar
to ductile cast iron. Like ductile cast iron the matrix
is the continuous phase and so the final structure will
have similar properties to ductile cast iron, excellent
strength, ductility, and toughness. The strength and
ductility of malleable irons would overlap the as-cast
properties of ductile iron shown in Fig. 6. Pearlitic
malleable irons would be stronger but less ductile
than ferritic malleable cast irons for the same reasons
as for ductile iron. Fracture toughness values in the
range 60–70MPam1/2 have been reported (Bradley
and Srinivasan 1990) for ferritic grades, values some-
what less than for a similar ferritic ductile iron.
Ferritic malleable iron is produced by slow cooling
through the upper critical temperature, TUC, and
pearlitic malleable iron by more rapid cooling, even
cooling in air, after the malleablizing treatment
(Gilbert 1968, Davis 1996, pp. 94–106).

Malleable cast iron has been produced for thou-
sands of years, but it is slowly being replaced by
ductile cast iron. Two important reasons why malle-
able iron is decreasing in favor is cost and limitations
on section size that can be produced in the malleable
state. Clearly it is less costly to produce nodules in the
as-cast condition than to require an additional
lengthy heat-treatment step. In addition ductile cast
iron can be produced in very large section sizes, while

Table 2
Typical chemical composition (wt.%), matrix microstructure, and Brinell hardness.

Element Grade 60-40-18 Grade 65-45-12 Grade 80-55-6 Grade 100-70-3 Grade 120-90-2

Carbon 3.5–3.9 3.5–3.9 3.5–3.9 3.5–3.8 3.5–3.8
Silicon 2.2–3.0 2.5–2.8 2.2–2.7 2.2–2.7 2.2–2.7
Manganese 0.30 max. 0.40 max. 0.2–0.5 0.6 max. 0.6 max.
Chromium 0.06 max. 0.10 max. 0.10 max. 0.10 max. 0.10 max.
Copper 0.2–0.4 0.2–0.5 0.2–0.5
Microstructure Ferrite Mostly ferrite Mostly pearlite Pearlite Tempered martensite
Brinell hardness 130–170 150–220 170–250 241–300 270–550
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the requirement to start with white iron limits mal-
leable iron to practical section sizes of the order of
25–50mm. Malleable iron section sizes larger than
this will solidify with graphite flakes and would
therefore have severely reduced ductility. Automotive
applications for malleable iron continue to make
large use of this material, including driveline yokes,
connecting rods, and diesel pistons.

15. Compacted Graphite Iron

Compacted graphite (CG) irons are a form of cast
iron recognized since the 1960s (Shellang 1965) as
having unique mechanical and physical properties
determined in large part by the shape of the graphite.
These irons are produced in much the same way as
ductile cast iron, except the objective is to have the
molten iron dissolve a lesser amount of magnesium,
usually B0.01–0.015wt.%. This amount of magne-
sium is enough to guarantee that no flakes are
formed, yet not high enough to allow full nodularity
(Davis 1996, pp. 80–93). A typical CG iron might
contain 25% nodularity, the rest of the graphite hav-
ing a twisted rod-shaped structure typical of CG iron.

The mechanical and physical properties of CG
iron, for a given matrix microstructure, will reside
between the properties of flake graphite iron and
spheroidal graphite iron as shown schematically in
Fig. 7. The more continuous nature of the compacted
flakes will have physical properties closer to that of
flakes (higher thermal conductivity and damping
capacity), yet having tensile properties which are
significantly superior to flake graphite irons.

16. Austempered Ductile Cast Iron

All as-cast and quenched and tempered grades of
ductile iron have a b.c.c. matrix, with properties de-
termined by the distribution of iron carbide within the
ferrite matrix. Austempered ductile iron (ADI) has an
austenitic matrix produced by heat treatment which is

stable at room temperature (Johansson 1977). This
austenitic matrix is responsible for the attainment of
unique mechanical properties. Figure 6 shows ASTM
grades of ADI having higher strengths than the as-
cast grades, yet retaining excellent ductility, a result of
the f.c.c. matrix together with a fine-scale dispersion
of ferrite. The ASTM grades represent guaranteed
minimums in tensile strength and ductility; the cross-
hatched region at higher strengths and ductilities than
the ASTM grades represents more typical ADI tensile
properties. Clearly, ADI offers an entirely new
opportunity for applications of ductile cast iron.
Indeed ADI, with comparable strengths and ductili-
ties, is making inroads into markets once dominated
by steel forgings and steel castings.

17. The Metastable Phase Diagram and Stabilized
Austenite

Consider the schematic low-temperature portion of
the Fe–C–2.4 Si phase diagram in Fig. 8 together with
an isothermal transformation diagram for a ductile
cast iron austenitized at Tg and austempered at TA.
Note that this diagram includes the martensite start
temperature (MS) and the metastable extension of the
(a þ g)/g phase boundary. The heat treatment used
to produce ADI is illustrated in Fig. 8 and described
as follows:

(i) Casting heated to and held at Tg until fully au-
stenitized with the matrix at 0.8 wt.% carbon.

(ii) Cooled to TA, the austempering temperature,
holding for 1–4 h, allowing the reaction g (0.8 C) - a
(0 C) þ g (2.0 C) (ausferrite).

(iii) Held at TA until the ausferrite reaction is
complete. Cooled to room temperature before the
high-carbon austenite transforms to stable bainite.

Figure 7
Variation of physical and mechanical properties of cast
irons a function of the percentage nodularity of the iron.

Figure 8
Isopleth at 2.4% silicon illustrating the metastable g/a
þ g phase boundary. Isothermal transformation
diagram for ADI is also shown.
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With the high carbon content present in the austenite,
the martensite start temperature has been reduced to
near absolute zero kelvin. This allows ADI to be
austenitic at room temperature, an accomplishment
made in commercial grades of cast iron only by add-
ing large quantities of nickel or manganese (Davis
1996, pp. 192–204), or in steel by adding large quan-
tities of nickel (austenitic stainless steel) or manga-
nese (Hadfield steel).

Production of ADI to mechanical property spec-
ifications requires first producing quality ductile cast
iron, and second, careful control of the heat treat-
ment parameters necessary to convert austenite to
ausferrite. Clearly, heat-treated products cannot
overcome basic deficiencies in the cast state, includ-
ing porosity (shrinkage and gas), slag, sand, inclu-
sions from impurities, low nodularity, low nodule
count, etc. These extrinsic defects can be minimized
by good foundry practice and adhering to tight
processing schedules. Some ‘‘deficiencies’’ cannot be
overcome by good foundry practice which are intrin-
sic to the process of solidification. These include
microsegregation in the casting and limitations in the
nodule count that is attainable, a limitation defined
primarily by the cooling rate (section size) of the
casting. It has been shown that these intrinsic defi-
ciencies can be minimized by proper selection of heat
treatment and even a controlled amount of deforma-
tion at the austempering temperature before the
ausferrite reaction commences (Rundman 1997).

18. Control of Mechanical Properties of ADI

ASTM grades of ADI illustrated in Fig. 6 can be
created from the same alloy. The major factor con-
trolling these tensile properties in ADI is the choice of
the austempering temperature, the parameter prima-
rily responsible for defining the scale (size and
number of ferrite particles in the austenite matrix).
High austempering temperatures (400–425 1C) give
coarse microstructures (ASTM grade 1 ADI) with
relatively low strengths but higher ductility, while low
austempering temperatures (275–300 1C) give very
fine microstructures (ASTM grades 4 and 5) with
high strengths but lower ductility. Fracture toughness
values for these materials give results in the range
60–90MPam1/2 (Warda 1990).

Examples of potential applications for ADI include
gears, automotive crankshafts, digger teeth for front-
end loader applications, automotive camshafts, rail-
road car wheels, etc. Many applications require
resistance to sliding wear, a property enhanced by
the presence of the austenite which transforms to
martensite in service.

19. Conclusion

This article briefly discusses the development of the
microstructure and mechanical properties of cast

irons containing graphite as a desired microconstit-
uent. Phase diagrams and cooling curves are used to
describe the fundamentals of solidification in gray
and ductile cast irons. Important processing steps
(inoculation in gray and ductile iron and magnesium
treatment in ductile iron) required to produce quality
gray and ductile cast irons are discussed. The me-
chanical properties (primarily tensile properties) of
these irons are described in relationship to their
microstructures. Malleable and CG irons are briefly
noted and ADI is treated in detail.

See also: Austenite Decomposition, Overall Kinetics
during Isothermal, and Continuous Cooling Trans-
formation; Stainless Steels: Cast
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Ceramic-modified High-temperature

Polymers

Property enhancement through hybridization in the
area of thermally stable polymers and ceramics is
important for many applications in the electronics
and aerospace industries. Preparation of such cer-
amers through the sol–gel process (Brinker 1988)
allows systems to be designed that combine superior
thermal stability, high refractive index, low thermal
expansion coefficient, and a wide range of permittiv-
ity for ceramics, and to provide the toughness and
crack deflection properties of polymers (Mark et al.
1995, Mark 1996). One of the challenges to obtaining
significant improvements in these classes of polymers,
however, is due to the fact that many of these pol-
ymers either possess superb thermal and mechanical
properties to begin with or they are insoluble and
infusible in organic solvents.

The unreactivity of such polymers that qualifies
them as high-temperature, high-performance materials
generally causes poor interfacial bonding between the
polymers and the ceramic phases. As a consequence
the molecular level combination of the two different
components necessary to optimize the property com-
bination may be difficult to achieve. Relatively few of
the materials synthesized using these polymers have
been exploited commercially. A brief account of the
different strategies that have been used to combine
thermally resistant polymers and ceramic phases using
this process shall be discussed in this review.

The progress in heat-resistant polymers has been
governed by the opposing requirements of thermal
stability and processability. The structural require-
ment needed to attain high thermal stability means
using the strongest chemical bonds in the polymer
chain and resonance stabilization, and ensuring that
these are no easy paths for rearrangement reactions.
Polybonding is often utilized. Ring structures that
have normal bond angles are preferred but to ease
processability, thermally less stable flexible linking
groups often have to be introduced between rings.
Those having the least effect on stability are –COO–,
–CONH–S–, –SO2–, –O–, –CF2–, and –C(CF3)2–.

Many thermally stable polymers, for example,
polyesters, polyphosphazenes, aramids, and those
containing heterocyclic rings: polyimides, poly-
benzoxazoles, polybenzobisthiazoles, and poly-
benzimidazoles have been used to combine with the
inorganic components via the sol gel process. Silica is
the ceramic phase most commonly generated in this
sol–gel route to composites, but other ceramics such
as titania (TiO2), alumina (Al2O3), and zirconia
(ZrO2) have also been used. A combination of two
or more oxides may also be used, as one type of oxide
may improve one set of properties while the other
improves different ones.

Morphology and phase separation control is crit-
ical in the generation of such hybrid materials. This
problem has been solved by adding a coupling agent,
functionalizing the oligomer or polymer chain ends,
selecting polymers with appropriate backbone struc-
tures, or by using copolymers possessing functional
groups that can interact with the growing inorganic
oxide network. The relation between the structure of
multiphase materials and their properties has been
reviewed by many authors although there are severe
limitations to theoretical models describing these pa-
rameters. In general the deformational behavior in
such systems depends on the nature of the compo-
nents, the volume fraction, size, shape, and orienta-
tion of the filler, and the state of adhesion between
the filler and polymer matrix.

Radiation scattering, NMR, and other state-of-
the-art techniques have been used to characterize
these parameters. Generally these materials exhibit
greater stiffness and hardness, although toughness
is reduced. Highly transparent films, coatings and
membranes have been produced using different
means to control morphology. Preparation and prop-
erties of ceramers from some thermally resistant pol-
ymers are now described. Additional information is
given in Polymer–Ceramic Nanocomposites: Polymer
Overview.

1. Polyimides

The polyimides (PI) have become widely used as high
performance polymers owing to their excellent ther-
mal stability and toughness. However the thermal
expansion coefficient (TCE), mechanical and dielec-
tric properties, and so on, need to be strictly con-
trolled for their application as circuit-printing films
and semiconductor-coating materials in the microe-
lectronics industry, and as adhesives in the aerospace
industry. Several studies (Chujo 1996, Mascia 1995)
have been carried out on the preparation of pol-
yimide–metal oxide hybrid materials for this purpose
through the sol–gel process. These materials have
usually been produced by mixing solutions of pyro-
mellitic dianhydride (PMDA), oxydianiline (ODA),
and a metal oxide precursor, for example, tetra-
ethoxysilane (TEOS), carrying out the hydrolysis and
polycondensation of TEOS followed by an imidizat-
ion process at high temperatures. Thin films were
found to be transparent at low silica levels but were
opaque at higher ones.

Despite the expected strong interactions through
hydrogen bonds between the polyamic acid, the pre-
cursor for the PI, and hydroxyl groups from the silica
phase, it was rather difficult to prevent phase separa-
tion. These systems have been compatiblized (Wang
et al. 1994) with the selective use of thermally stable
organically substituted alkoxysilanes, for example,
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aminophenyltrimethoxysilane, (aminoethylaminome-
thyl)-phenethyltrimethoxysilane, or 1-trimethoxysilyl-
2-(m,p-chloromethyl)phenylethane, which undergo
hydrolysis and polycondensation along with TEOS to
form silica or polymeric silicates, while the groups at
their other ends (such as the amino or chloro) provide
secondary bonds with the PI chain.

Mascia and Kioul (1995) and Menoyo et al. (1998)
have reported the use of glycidyl and isocyanate-type
trialkoxysilanes to ‘‘couple’’ a polyamic acid to the
silicate network prior to the condensation reactions
for the formation of ceramer. By partial replacement
of TEOS with dimethyldiethoxysilane and by varying
the mixing conditions, morphologies ranging from
interpenetrating networks to finely dispersed particles
were obtained.

These results illustrate the role of the intercon-
nected silica-rich particle within the polyimide-rich
matrix in depressing the a-relaxations and reducing
the TCE accordingly by an extent substantially
greater than expected from the usual additivity rule.

Nandi et al. (1991) used the concept of ‘‘site
isolation’’ to reduce the silica particle size. Constrain-
ing phase separation between the polymer and inor-
ganic clusters to a smaller scale provides optically
transparent materials with improved properties.
Masa-aki et al. (1992) introduced functional groups
into the polymer backbone using ethoxysilylated dia-
mines in place of ODA which provided bonding sites
for the silica. The silica particle size was found to
decrease and the modulus to increase as the number
of bonding sites increased. Habib (2000) partially re-
placed ODA with 2,2-bis(3-amino-4-hydroxyphe-
nyl)methane, a diamine monomer that has two
pendant hydroxyl groups to develop extensive bond-
ing between the PI and the silica network. Transpar-
ent hybrid films containing 70wt.% of silica were
obtained.

The relationships between various mechanical
properties and the silica content are given in Fig. 1
The tensile modulus increased with an increase in
silica content. Unlike the unbonded system where the
tensile strength decreases with an increase in silica
level these ceramers show slight increases and then
retention of tensile strength up-to much higher
(25 .wt%) silica content. Extensive chemical bonding
between the inorganic network and the polymer
backbone solves the stress transfer problem thus re-
inforcing the hybrid films. The dynamical mechanical
behavior of hybrid films also indicates (Fig. 2) the
role of the bonded silica network in increasing
the storage modulus and depressing substantially
the a-relaxations. The SEM (scanning electron mi-
croscopy) micrograph of the unbonded ceramers
(Fig. 3) shows sharp boundaries between the com-
ponent phases, which become diffused in bonded
ceramers (Fig. 4) showing interconnectivity between
the phases. The thermal decomposition temperatures
exhibited by these ceramers were at B550 1C.

Ree et al. (1995) prepared PI nanocomposite films
for use in fabrication of microelectronic devices by
solution blending of polyamic acid and silica aero-
gels, and subsequently processing the PI film by con-
ventional methods. The optical and dielectric
properties were improved, whereas the interfacial
stress and thermal expansion coefficient were signif-
icantly degraded by a large disturbance in the poly-
mer chain in-plane orientation caused by silica
aerogels despite their low thermal expansivity. This
indicates that in the rigid type of polymer composites,

Figure 1
Comparison of the tensile properties as a function of the
silica content in chemically bonded polyimide-silica
ceramers. � stress, m strain

Figure 2
Temperature dependence of storage modulus and loss
modulus for chemically bonded polyimide ceramers with
silica wt%; ——, 0; –––, 10; � � � � � , 15; – � – � , 20; – � � –,
25; – � � � –, 30.
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the orientation of polymer chains still has an impor-
tant effect on the physical properties. Nano-compos-
ite membranes based on PI and titania, and silica
components with a higher permeability coefficient
and significant improvement in preselectivity, have
also been prepared using the sol–gel process. The
dielectric constant was lowered substantially.

The sorption and permeation data for gases such as
O2, CO2, H2 and CH4 have been correlated (Hu et al.
1997) to the morphology of the composite structure.
Transparent PI films with large nonlinear optical
(NLO) coefficient moieties have also been prepared
(Jeng et al. 1992) where the linked alkoxysilane dyes
and the polyimide form a semi-interpenetrating poly-
mer network resulting in a substantial increase in the

a-relaxation temperature and superb thermal stability
of the poled order. The poled film of this PI-inorganic
composite showed a large second-order NLO effect
and excellent temporal stability, over 168 h at 120 1C.

2. Polyaramids

Ahmad and co-workers, (Ahmad and Mark 1998,
Ahmad et al. 1997a, 1997b, 1998) have synthesized
various types of aramid–silica composites. These ar-
amids have been prepared from a terephthaloyl chlo-
ride and a mixture of para- and meta-phenylene
diamines, with the former acting to stiffen the chains
and the latter to provide some flexibility and tracta-
bility. In those hybrid materials where the aramid
chains were not chemically bonded to the silica net-
work, no significant increase in the mechanical
strength of the polymer was observed. In another
system, end-capping the aramid chains with amino-
phenyltrimethoxysilane developed chemical bonding
between the aramid chains and the silica network. By
end-linking the polymer chains with the silica net-
work, transparency of the films improved greatly.
The tensile strength was found to go through a max-
imum, whereas the elongation at break decreased and
the tensile modulus increased with increasing silica
content.

Interconnectivity of the two phases is thought to be
the reason for improvements in mechanical proper-
ties. Increases in silica content beyond 10wt.% in the
matrix, however, caused a decrease in the tensile
strength. Interfacial bonding through end-linking of
the polymer chain can be achieved only up to a limit
in linear polymers, because the higher the molecular
weight of the polymer, the fewer the chain ends
and the more limited the bonding capabilities of the
chain. In some related materials, the average func-
tionality of the monomer was increased in the
synthesis simultaneously of linear–nonlinear polyar-
amid chains, which could be bonded into the inor-
ganic network at more than just the two ends. Such
chains have been prepared by the addition of ben-
zenetricarbonyl chloride and terephthaloyl chloride
(TPC) in a two-step process in which the TPC was
first reacted with the diamines, with addition of the
trifunctional monomer delayed until near the end of
the reaction.

The linear parts of the chains give the desired
strong intermolecular bonding, while the nonlinear
chain ends provide more bonding points and thus
better adhesion with the inorganic network. The
introduction of silica raises the modulus, but
the toughness and elongation to break are greatly
reduced. The bonding between such polymers and
in situ generated silica significantly reduce water
absorption, and this improves the mechanical and
dielectric properties of the matrix, particularly under
humid conditions.

Figure 3
SEM micrograph showing discrete inorganic particles in
nonbonded polyimide-silica ceramers.

Figure 4
SEM micrograph showing diffused boundaries between
the phases in chemically bonded polyimide-silica
ceramers.
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3. Polybenzoxazoles

The successful use of pendant functional groups in
benzoxazole copolymers to provide chemical bonding
between the polymer chain and the silica network has
been made to produce thermally stable transparent
ceramers. The copolymers were prepared by the po-
lycondensation reaction of 4,40-(2,2,2-trifluoro-1-(tri-
fluoromethyl)ethylidene)bis(2-aminophenol) with a
mixture of 4,40-dicarboxybiphenyl ether and 5 hy-
droxyisophthalic acid or 5-phosphonoisophthalic
acid. The tensile strength was found to depend on
the nature of copolymer and the number of segments
containing pendant functional groups in the chain; it
increased with initial increase in the silica content and
then decreased. The mechanical strength of the co-
polymer containing phospho acid groups was lower
than those containing the hydroxyl groups (Chen
et al. 1995).

4. Polyphosphazenes

The sol–gel synthesis of hybrid materials ba-
sed on poly[bis((methoxyethoxy)ethoxy)phospha-
zene] (MEEP) and silica has been reported. MEEP
bears ethylene oxide oligomers as phosphorus side
groups, which impart metal coordination ability to
the polymer thus making it an ionic conductor. The
low Tg of �71 1C, has however limited the industrial
development of MEEP. Chemical bonding of MEEP
to a rigid inorganic network through the sol–gel
process has been carried out (Guglielmi et al. 1996).
Investigations on the thermal, mechanical, and elect-
roconductive properties of the composite materials
showed that these matrices presented improved me-
chanical and thermal features with respect to those of
the original phosphazene. Abrasion-resistant trans-
parent and antistatic MEEP–silica coatings have also
been reported. Those prepared by the sol–gel process
have been spin-coated on substrates and cured at
ambient temperature or with moderate heating. The
coating exhibits relatively steady conductivity with
change in humidity, good transparency, toughness,
hardness, and flexibility (Coltrain et al. 1990).

5. Polyesters

Transparent protective coatings from hydroxy-termi-
nated polyesters and silica hybrids via the sol–gel
process have been synthesized and evaluated for
their performance on prefinish construction steel and
aluminum. The interaction between the inorganic and
organic domains occurs via hydroxyl end groups of
polyesters and hydroxyl groups of silanols. These
coatings combine flexibility, that is, upon deforma-
tion of the metal substrate after coating, with
increased scratch resistance. The composition and
molecular weight of the organic polymer, the ratio
of the organic versus inorganic components, the

cross-link density of the phases, solvents, catalysts,
and curing conditions are some of the important
parameters that control protein resistance of such
coatings. Increases in Konig hardness and Tg was
observed as the amount of inorganic component was
increased (Frings et al. 1997).

6. Concluding Remarks

The inherent advantage of the sol–gel process and
compatiblization of the organic and inorganic phases
using organically substituted alkoxysilanes allows
tailoring and improvement in materials properties.
Many applications are still in the early stage of de-
velopment, but transparent films, coatings, and mem-
branes with high performance properties have been
prepared and are being used in industry.

See also: High-temperature Stable Polymers
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Chalcogenide Glasses

A chalcogenide glass is one containing a large
amount of chalcogen atoms, sulfur, selenium, and
tellurium. More widely, oxide glasses may be
included in this category, but they are treated sepa-
rately in the present article. A variety of stable glasses
can be prepared in bulk, fiber, thin film, and multi-
layer forms using melt-quenching, vacuum deposi-
tion, and other less common techniques.

The atomic bonding structure is, in general, more
rigid than that of organic polymers and more flexible
than that of oxide glasses. Accordingly, the glass-
transition temperatures and elastic properties lie in
between those of these materials. Some chalcogenide
glasses containing silver and so forth behave as
(super-) ionic conductors.

These glasses also behave as semiconductors
or, more strictly, they are a kind of amorphous

semiconductor with bandgap energies of 1–3 eV.
Electronic properties, which are governed by the spe-
cies of chalcogen atoms, are modified by disordered
structures, while the relationship between the struc-
ture and electronic properties remains to be studied.

Since several articles and texts have provided re-
views on chalcogenide glasses, this section attempts
to be an introduction to those publications, mainly
emphasizing the nature of chalcogenide glasses in
comparison with other materials. In addition, new
insights are properly referred to wherever possible.

1. Structural

Glass formation of chalcogenide materials is rela-
tively easy, and many kinds of glasses have been
prepared by means of melt quenching, vacuum dep-
osition, and other less common methods such as spin
coating and mechanical amorphization (Borisova
1981; Elliott 1991; Feltz 1993; Kokorina 1996).
Among the glasses, only selenium vitrifies as an el-
emental glass which is fairly stable at room temper-
ature. Most of the stable binary glasses are
compounds of a chalcogen atom and a group IV or
V atom, such as Ge-Se and As-S, where atomic ratios
can be varied widely. Ternary and more complicated
glasses are of various kinds; these can probably be
prepared by alloying with any kind of atom, includ-
ing cations such as sodium and metallic atoms such
as erbium, although the concentration may be lim-
ited. Oxychalcogenide and chalcohalide glasses can
also be synthesized.

Thermal stability depends upon the glass. When
heated, stable glasses such as As2S3 exhibit only the
glass transition, some glasses such as selenium un-
dergo glass transition and crystallization, and tellu-
rium glasses are likely to crystallize directly.

As shown by the horizontal sequence in Fig. 1,
chalcogenide glasses tend to possess properties inter-
mediate between those of organic polymers and oxide
glasses. Table 1 lists examples of elastic and thermal

Figure 1
Characterization of chalcogenide glasses as glasses and
semiconductors in comparison with other materials.
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properties. On the other hand, chalcogenide glasses
are denser than polymers and oxide glasses, since they
are composed of heavier elements (S, Se, Te) than
those (H, C, Si, O) in the others.

Chalcogenide glasses bear some similarity to oxide
glasses, since both oxygen and chalcogens belong to
group VI in the periodic table. The valence-electron
configuration of all these elements is s2p4, and two
p-electrons form atomic bonds with two neighboring
atoms (Figs. 2 and 3). An exception is cation-chalco-
gen glass, which will be mentioned later.

However, in more detail, there exist marked dif-
ferences between chalcogenide and oxide glasses,
among which the most essential may be the ionicity
of atomic bonds. For instance, according to Pauling’s
scale, As-Se and Si-O possess bond ionicities of
0.4 and 1.7. Taking the ionicity of Na-Cl of 2.1 into
account, we can regard chalcogenide glasses as being
covalent and oxides as ionic.

The difference in the ionicity causes different bond-
ing angles (Elliott 1991, Feltz 1993). In the chalco-
genide glass, for example in As2Se3, As-Se-As forms
an angle of about 1001, which seems to be governed
by covalent p-electron orbitals (Fig. 3). In contrast, in
SiO2 the Si-O-Si bond angle is distributed around
1501, which may be substantially influenced by Cou-
lombic repulsive forces between positively charged
silicon atoms. Hence, in As2Se3, AsSe3 pyramidal
units can be edge-shared (Fig. 2(b)), while in SiO2

only corner-sharing of SiO4 tetrahedral units is per-
mitted (Fig. 2(c)). The coordination number, bond
length, and bond angle specify the short-range struc-
ture up to the second-nearest neighbor atoms, which
is nearly the same as that in the corresponding crystal.

The structure beyond the third-nearest neighbors,
the so-called medium-range structure, remains con-
troversial (Andriesh and Bertolotti 1997, Elliott 1991,
Feltz 1993, Tanaka 1998). We may envisage distorted
quasicrystalline structures (Fig. 2(b)), or otherwise,
we may assume three-dimensional continuous ran-
dom network structures, which were originally pro-
posed for SiO2 glass (Fig. 2(c)). In other words, the
former emphasizes a structural similarity to the cor-
responding crystal, and the latter a universality in
glass structures.

The structural controversy may be less serious for
selenium (Elliott 1991, Feltz 1993). The material is

known to be composed of entangled chains and/or
ring molecules (Fig. 2(a)), depending upon the prep-
aration conditions. Such structures are typical of or-
ganic polymers such as polyethylene and, because of
this resemblance, amorphous selenium can be re-
ferred to as an ‘‘inorganic polymer.’’

In covalent chalcogenide glasses, as illustrated in
Fig. 4, it has been argued that there exist some tran-
sitions at /NS¼ 2 � 4 and 2 � 67 (Elliott 1991, Phillips
1999). Here, /NS is the average coordination
number of atoms, which is defined as /NS¼SxiNi,
where xi is the atomic fraction (Sxi¼ 1) of constituent
elements and Ni is the atomic coordination number,
which is 2 for chalcogens (Figs. 2 and 3).

Phillips and Thorpe have interpreted the transition
at 2 � 4 as follows (Phillips 1999): In a glass with
/NSo2 � 4, the structure is floppy, and there exist
so-called zero-frequency vibrational modes. That is,
supposing only the bond length and the bond angle
provide structural constraints, there remain free
(zero-frequency) vibrational modes. At /NS¼ 2 � 4,
the structure becomes just rigid, and stable glasses
can be prepared. Above this point, the structure
is overconstrained, and glass formation becomes
difficult.

However, the compositional dependence of some
physical properties such as the density and the optical
energy gap manifest extrema and/or thresholds
also at /NS¼ 2 � 67 (Phillips 1999). Tanaka assumes
that this is a signature of a topological phase tran-
sition from two-dimensional (o2 � 67) to three-
dimensional (42 � 67) structures. As illustrated in
Fig. 4, however, some physical properties such as the
glass-transition temperature increase monotonically
with /NS. Further compositional studies are needed
to obtain universal insights. It should be noted that
such /NS dependence studies are inherent to cova-
lent glasses, which can be varied continuously in
atomic compositions.

On the other hand, with the vertical change in the
periodic table from sulfur to selenium and tellurium,
the atomic bond becomes more metallic (Borisova
1981, Feltz 1993). Directional bonding character
changes to fairly isotropic in tellurium alloys, which
are then likely to undergo crystallization relatively
easily. The glass becomes darker in color, and the
electrical conductivity becomes higher.

Table 1
Comparison of the density r, the bulk modulus B, the glass-transition temperature Tg, thermal conductivity k, and the
linear thermal-expansion coefficient b in polyethylene, As2S3, and SiO2. The thermal conductivity of As2S3 differs
among reports.

Material r(gcm�3) B (1010Nm�2) Tg (K) k (Wm�1K�1) b (10�5K�1)

Polyethylene 0.95 B0.2 150 0.4 15
As2S3 3.2 1.25 460 0.2–0.5 2.5
SiO2 2.2 3.65 1450 1.4 0.055
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Figure 2
Illustrations of atomic structures in (a) Se, (b) As2Se3, and (c) SiO2. In (a), atoms are shown only for one chain. In (b),
the threefold and the twofold coordinated circles represent As and Se atoms, and the distorted layers consist of atomic
clusters. In (c), the tetrahedra represent SiO4/2 units. The bond length denoted by solid lines is typically 0 � 2 nm, and
the interchain and interlayer distance in (a) and (b) is assumed to be 0.5 nm.
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Chalcogenide glasses containing group I–III atoms
are exceptional from the above descriptions (Feltz
1993). These atoms are likely to behave as cations,
which add some specific features. For instance, in
Cu–As–Se, it has been demonstrated that the coor-
dination number of selenium increases from 2 to 4. It
is also known that in the Cu–As–Se system, glass
formation is possible along the line connecting
As2Se3 and Cu2Se. This glass-formation region has
been interpreted by Taylor et al. (1990) using a for-
mal valence shell model, which assumes that lone-
pair electrons are transferred to bonding electrons
with compositional changes.

Another prominent feature, which should be
pointed out here, is the ionic conduction in some
glasses containing lithium, sodium, and silver (Boris-
ova 1981, Feltz 1993, Kolobov and Elliott 1991). In
these glasses, the ion forms atomic bonds with
chalcogen atoms with relatively long bond distances
of 0 � 25–0 � 3 nm. This feature and the high dielectric
constant (erE10) in chalcogenide glasses favor
marked ionic conductivity, since coulombic attrac-
tive forces are suppressed and the ions can move
easily. Several glasses, such as Li2S–P2S3–LiI, exhibit
superionic conduction of 10�3 S cm�1 at room tem-
perature. In contrast to the electronic conduction,
which will be described in Sect. 2, the ionic conduc-
tion tends to be enhanced with structural disordering
(Elliott 1991, Tanaka 1993). For instance, the Agþ

conductivities in crystalline and glassy AgAsS2 are
reported to be 10�7 and 10�5 Scm�1.

Finally, it should be noted that the atomic struc-
ture and related properties in chalcogenide glasses
depend upon preparation methods and history after
preparation (Elliott 1991; Feltz 1993). This prehistory

dependence is common to all nonequilibrium sys-
tems, such as glass. For instance, as shown in Fig. 5,
Raman scattering spectra of As2S3 depend consider-
ably upon the preparation methods.

2. Electronic

Chalcogenide glasses possess electrical and optical
bandgaps of 1–3 eV and accordingly they can be
regarded as amorphous semiconductors. The gap
decreases in the sequence of sulfur, selenium, and
tellurium, reflecting the enhanced metallic character.
On the other hand, polyethylene and SiO2 are insu-
lators with energy gaps of 5–10 eV and accordingly
these are transparent at visible wavelengths (Fig. 6).

As a semiconductor, the overall property of
chalcogenide glasses can be grasped as the vertical
sequence in Fig. 1. That is, with the change from
organic semiconductors such as polyvinyl-carbazole,
chalcogenides, hydrogenated amorphous silicon
films, to crystalline semiconductors, the electronic
mobility becomes higher and a faster response is
available. The material also becomes more rigid. In-
stead, material prices seem to increase with this se-
quence, which may reflect their typical preparation
methods, i.e., coating, evaporation, glow discharge,
and crystal-growth techniques, respectively.

As exemplified in Fig. 3, the electronic structure of
a chalcogenide glass is essentially the same as that of
the corresponding crystal (Elliott 1991, Feltz 1993,
Morigaki 1999). That is, in covalent glasses with the
chalcogen coordination number of 2, the top of the
valence band is composed of lone-pair p-electrons of
chalcogen atoms, and the bottom of the conduction

Figure 3
Comparison of a-Se and a-Si: the microscopic structure, the valence-electron distribution around an atom, and the
electronic structures in an atom (left) and the solid (right).
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band is composed of anti-bonding states of covalent
bonds. The bandgap energy is similar (B710%) to
that in the corresponding crystal.

Due to this nature of the valence band, dramatic
effects of pressure upon electronic properties appear
(Elliott 1991, Tanaka 1998). Hydrostatic compres-
sion preferentially contracts the intermolecular dis-
tance of B0.5 nm, and then the overlapping between
lone-pair p-electrons is enhanced. As a result, the
valence band broadens, and the bandgap decreases
remarkably.

Electrically, however, glasses exhibit smaller con-
ductivities than the corresponding crystals (Borisova
1981, Elliott 1991, Feltz 1993, Tanaka 1993). This is
because the electronic mobility is suppressed by
band-tail and gap states, which are manifestations
of disordered structures. Specifically, sulfide glasses
such as As2S3 and GeS2 behave as insulators, the
conductivity being smaller than 10�15 S cm�1. On the

other hand, the carrier density of intrinsic semicon-
ductors is governed by the bandgap energy, and ac-
cordingly it is assumed to be similar to that in the
corresponding crystal.

In detail, the glass can be regarded as a p-type
semiconductor or, more exactly, hole conduction is
greater than electron conduction (Elliott 1991, Feltz
1993, Madan and Shaw 1988, Morigaki 1999). The
reason has not been elucidated. In selenium at room

Figure 5
Raman scattering spectra of As2S3 in (a) a melt-
quenched bulk glass and (b) an as-evaporated film. For
comparison, a spectrum of the crystalline form is also
shown in (c).

Figure 6
Optical absorption spectra of As2S3 (solid line) and SiO2

(dotted line) glasses.

Figure 4
A schematic composition dependence of some properties
as a function of the average coordination number /NS.
Examples are as follows: type (a) includes the position of
the first-sharp X-ray diffraction peak and the glass-
transition temperature; type (b), the bandgap energy, the
specific volume, the specific heat, and the thermal
expansion coefficient; type (c), the elastic constant and
the density of tunneling states; and type (d), the intensity
of the first sharp X-ray diffraction peak and the
photodarkening effect.
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temperature, holes exhibit conventional Gaussian
transport with a mobility of 0.1 cm2(Vs)�1. However,
at low temperatures and, in several materials, at room
temperature, holes exhibit so-called dispersive trans-
port, and the effective mobility decreases to
10�5 cm2(Vs)�1 or even less. Such hole motions are
described in terms of multiple trapping with band-tail
states or hopping transport in gap states. In general,
the position of the Fermi energy, which may be
located near the center of the bandgap, cannot be
controlled by impurity doping.

However, there are a few exceptions, such as
Bi–Ge–Se and Pb–In–Se, in which the thermopower
indicates n-type conduction (Elliott 1991, Morigaki
1999). Hosono et al. (1998) have discovered a high
n-type conductivity of 10�2 S cm�1 in amorphous
Cd–In–S films. In these films, sulfur atoms seem to be
fourfold coordinated, as in crystalline CdS.

Optically, as shown in Fig. 6, chalcogenide glasses
are transparent between red (or near IR) and IR
regions (Borisova 1981, Elliott 1991, Feltz 1993,
Morigaki 1999). The short-wavelength cutoff is
determined by electronic excitation, and the long-
wavelength limit by atomic vibrations; this feature is
common in semiconductors and insulators.

The electronic absorption edge consists of three
spectral curves (Elliott 1991, Feltz 1993, Madan and
Shaw 1988, Morigaki 1999). In the absorption region
higher than B103 cm�1, the absorption spectrum
a(hn) in many materials follows the functional
dependence (ahn)1/2phn�Eg

T, and the optical band-
gap energy is defined conventionally using Eg

T, the
so-called Tauc gap. For smaller absorption coeffi-
cients, a temperature-independent Urbach tail with
the form apexp(hn/EU) is observed, where EU is the
Urbach energy. Selenium is exceptional here, for
which EU is markedly temperature dependent. Inter-
estingly, for chalcogenides EUX50meV, which is
comparable with EUE50meV in hydrogenated amor-
phous silicon. In the spectral region ap100 cm�1, a
weak absorption tail with a dependence of apexp
(hn/EW) is observed, where EWE300meV in As2S3.
This absorption tail is influenced by impurities, but
even in purified samples the tail still exists. It may be
due to intrinsic mid-gap states. Interpretation of these
spectral dependences still remains ambiguous.

Atomic structures responsible for the mid-gap
states have not been experimentally confirmed, while
the concepts, i.e., charged dangling bonds and/or
valence alternation pairs, are frequently employed
for the interpretation of many observations (Elliott
1991, Feltz 1993, Fritzsche 2000, Madan and Shaw
1988, Morigaki 1999, Shimakawa et al. 1995).
The density of such native defects is estimated at
1015–1017 cm�3 from considerations of the formation
energy. For instance, the photoluminescence, which is
excited by photons with hnEEg and which is emitted
at hnEEg/2, has been interpreted as a manifestation
of structural transformations of these defects.

Photoelectrical properties of chalcogenide glasses
have been studied extensively (Feltz 1993, Madan
and Shaw 1988, Morigaki 1999), probably because
of their unique photoconductive applications (see
Sect. 4). Specifically, amorphous selenium films de-
posited onto substrates held at 50–601C are highly
photoconductive, and the characteristics have been
investigated extensively. Among many features ex-
amined, the one that is markedly different from that
in conventional crystalline semiconductors is the ex-
istence of a ‘‘nonphotoconducting spectral gap’’. As
shown in Fig. 7, the photoconductive spectral edges
in amorphous selenium are blue-shifted by more than
0.5 eV from the optical absorption edge. Geminate
recombination of photoexcited carriers, which sup-
presses photocurrents, is assumed to be responsible
for the spectral gap. In addition, avalanche multipli-
cation of photocreated carriers has been demon-
strated in amorphous selenium. This phenomenon
appears to be anomalous, since the disordered struc-
ture is assumed to be unfavorable for producing
accelerated carriers, which can cause impact genera-
tion of other carriers.

Chalcogenide glasses are known to exhibit prom-
inent nonlinear optical effects (Andriesh and Bertol-
otti 1997, Elliott 1991, Kokorina 1996). Table 2

Figure 7
Comparison of some optical spectra for a-Se near the
optical absorption edge. The solid line shows the optical
absorption coefficient, the dotted line gives the
photoconductive quantum efficiency, and the circles are
the absorption coefficient derived from the constant-
photocurrent method.
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compares some nonlinear parameters of As2S3 and
SiO2 glasses. It can be seen that As2S3 is more effi-
cient than SiO2 by a factor of 102.

3. Photoinduced Phenomena

After the discovery of an optical phase-change phe-
nomenon by Ovshinsky et al. in 1971 (Madan and
Shaw 1988), extensive studies have been made on
photoinduced phenomena in chalcogenide glasses
(Andriesh and Bertolotti 1997, Elliott 1991, Fritzsche
2000, Shimakawa et al. 1995). As shown in Table 3,
the phenomena can be grouped into three categories:
the photon mode, in which the photoelectronic exci-
tation directly induces atomic structural changes; the
photothermal mode, in which photoelectronic exci-
tation induces some structural changes with the aid
of thermal activation; and the heat mode, in which
the temperature rise induced by optical absorption is
essential. Interestingly, these three kinds of phenom-
ena are likely to appear in sulfides, selenides, and
tellurides, respectively.

The best-known heat-mode phenomenon may be
the optical phase change, or the so-called optical
Ovonic effect (Fritzsche 2000, Madan and Shaw
1988). This phenomenon appears in tellurium com-
pounds, which undergo thermal crystallization. A
light pulse heats the film sample above the crystal-
lization temperature and, as a result, a transforma-
tion from amorphous to crystalline phases occurs. In
some materials, this change is reversible. That is, a
more intense light pulse heats the sample above the
melting temperature, and a successive temperature

quenching can reproduce the original amorphous
structure.

As for the photon-mode phenomena, reversible
photodarkening and related changes have been exten-
sively studied (Andriesh and Bertolotti 1997, Elliott
1991, Feltz 1993, Fritzsche 2000, Morigaki 1999,
Shimakawa et al. 1995). Here, light illumination
induces a red shift of the optical absorption edge, so
that the sample becomes darker, while the red shift can
be reversed with annealing at the glass-transition tem-
perature. The refractive index in transparent wave-
length regions increases with the red shift, which is
consistent with the expectation obtained from the
Kramers–Kr.onig relation. Sample volume, elastic, and
chemical properties also change with illumination and
recover with annealing. As for the light, bandgap illu-
mination (hnEEg) has been assumed to be effective.
However, studies demonstrate that sub-gap light with
the photon energy lying in the Urbach-tail region also
produces some changes, which can be more prominent
than those induced by bandgap light (Fritzsche 2000).

The photodarkening phenomenon continues to
attract extensive interest, since this is a simple bulk
phenomenon which is characteristic of the chalco-
genide glass. That is, it does not appear in the cor-
responding crystal. Some structural studies have
demonstrated that the amorphous structure becomes
more disordered with illumination. However, it is
difficult to identify explicitly the structural change in
amorphous phases, and the mechanism is not yet
elucidated.

An example of photothermal bulk phenomena is
the photoinduced anisotropy originally discovered by
Zhdanov and co-workers (Fritzsche 2000, Shim-
akawa et al. 1995). Macroscopically, untreated
glasses are generally isotropic, while illumination
with linearly polarized light can add some anisotropy
such as dichroism, birefringence, and axial strains.
Even unpolarized light can induce anisotropy if the
light irradiates a side surface of a sample (Fritzsche
2000). In addition, the anisotropic direction can be
altered by illumination with other polarized light.
Furthermore, the anisotropy can be erased by illu-
mination with unpolarized or circularly polarized
light or by annealing. However, at lower tempera-
tures, the photoinduced anisotropy appears less effi-
cient and, accordingly, this phenomenon can be
understood to be induced by a photothermal proc-
ess. Fritzsche has assumed the process consists of
directional changes of anisotropic structural ele-
ments, which exist in chalcogenide glasses. However,
the atomic structure of the elements is controversial.
It should be mentioned here that in some materials,
such as amorphous selenium, oriented crystals can be
produced by illumination with polarized light.

So-called photodoping, which was discovered by
Kostyshin and co-workers, is a famous photothermal
chemical reaction (Fig. 8) (Andriesh and Bertolotti
1997, Fritzsche 2000, Kolobov and Elliott 1999).

Table 2
Comparison of nonlinear coefficients in As2S3 and SiO2

glasses. M2 is the photoelastic figure of merit, Ma the
nonlinear acoustic figure of merit, and w(3) the third-
order nonlinear photoelectronic susceptibility.

Material
M2

5 (1015s�3 kg�1)
Ma

(10�12s2 kg�1)
w(3)

(10�14esu)

As2S3 433 240 500
SiO2 1.5 0.4 3

Table 3
Photoinduced phenomena appearing in sulfide, selenide,
and telluride glasses.

Material Photon Photo-thermal Heat

Sulfide darkening
fluidity anisotropy

Selenide crystallization
Telluride phase-change
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Consider a bilayer structure consisting of silver
and AsS2 films. When this bilayer is exposed to light,
the silver film dissolves rapidly into the AsS2. For
instance, if the silver film is 10 nm in thickness, and
the exposure is provided from the semitransparent
silver side using a 100W ultrahigh-pressure mercury
lamp, the silver film will dissolve within a few min-
utes. Since the reaction becomes slower if the sample
is illuminated at lower temperatures, this can be
regarded as a photothermal phenomenon. However,
it should be mentioned that temperature rise induced
by illumination is not essential.

Much work has been done in order to understand
the mechanism of this dramatic phenomenon. Owen
has proposed that the reaction AgþAsS2-AgAsS2
is favored thermodynamically and, accordingly,
the composition of the photodoped layer becomes
AgAsS2. The driving force causing the silver dissolu-
tion seems to be provided by photoexcited hole
motions. As for applications, photodoping has been
demonstrated to be promising as a lithographic proc-
ess, having an ultrahigh spatial resolution of about
10 nm.

In addition to the phenomena described here, there
are also several irreversible and transitory changes.
Examples are photopolymerization and photoin-
duced fluidity. The reader may refer to Fritzsche
(2000) and Morigaki (1999).

Finally, it should be mentioned that not only pho-
tons but also other excitations such as electrons can
give rise to a variety of structural changes (Andriesh
and Bertolotti 1997). Some of these are similar to, but
others are dissimilar from, the corresponding photon
effects. For instance, electron beams can enhance
silver doping into chalcogenide films like photons
(Kolobov and Elliott 1991), while the beam can sup-
press crystallization of selenium, in contrast to the
photocrystallization phenomenon. It should also be
mentioned that studies using scanning tunneling
microscopes, etc., demonstrate nanometer-scale struc-
tural changes in chalcogenide glasses (Utsugi 1990;
Kado and Tohda 1997; Ohto and Tanaka 1998).

4. Applications

Four kinds of applications are commercially available
or practically utilized. These rely upon the unique
features of chalcogenide glasses: quasistability, photo-
conductive properties, infrared transparency, and
ionic conduction.

The first is the phase-change phenomenon used in
erasable high-density optical memories (Madan and
Shaw 1988). The product utilizes semiconductor
lasers and chalcogenide films such as GeSbTe with
a thickness of B15 nm. The reflectivity change bet-
ween amorphous and crystalline phases is monitored
with a weak light beam. The present memory capac-
ity is about 5 GB/disk, which is still increasing
(Mitsuhashi 1998).

The second category is photoconductive applica-
tions such as photoreceptors in copying machines and
X-ray imaging plates (Elliott 1991, Feltz 1993, Mad-
an and Shaw 1988). In a photoconductive target
in vidicons, avalanche multiplication in amorphous
selenium films is employed, which substantially
enhances the light sensitivity so that star images can
be taken.

The third application is purely optical (Elliott
1991, Feltz 1993, Kokorina 1996). That is, since the
chalcogenide glass is transparent in IR regions, it can

Figure 8
Schematic illustrations of a model for photodoping in an
Ag:AsS2 system when the photodoping is progressing.
(a) shows the Ag atomic concentration, (b) the band
diagram, where electron, hole, and Agþ motions are
illustrated, and (c) the microscopic structure.
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be utilized for IR optical components such as lenses
and windows. It can also be utilized for IR-transmit-
ting optical fibers. Fibers have also been employed as
a matrix incorporating rare-earth ions, such as Er3þ .
Such rare-earth ion doped chalcogenide glasses are
promising for preparing functional fibers such as op-
tical amplifiers.

Lastly, chalcogenide glasses containing group I
elements such as silver are used as high-sensitivity
ionic sensors (Elliott 1991, Feltz 1993). Some lithium-
containing glasses can also be utilized as solid-state
electrolytes in all-solid batteries.

5. Final Remarks

Chalcogenide glasses can be regarded as glassy semi-
conductors. For the atomic configuration, more-
or-less firm insights have been obtained into the
short-range structure, which covers the coordination
number, the bond length, and the bond angle. Now,
the problem is shifting to the identification of medium-
range structures and defect structures. However, for
these problems, there are no effective experimental
techniques at present. Under such situations, we may
employ computer simulation and/or refinement of
simple structural models which can interpret as many
observations as possible. In addition, studies of atomic
composition dependence, which are practically possi-
ble only in covalent glasses, may add new insights into
the chalcogenide-glass science. At the present stage,
because of the incomplete structural knowledge, it is
far behind the science constructed for single crystalline
semiconductors.

Many problems, fundamental and simple, remain
unresolved. For instance, the glass transition may be
a common problem and also the biggest problem in
glass science. On the other hand, electronic behaviors
near the band edge and in the bandgap are also
important problems both fundamentally and in appli-
cations. For instance, no one can give a convincing
answer to such a simple question as ‘‘Why in
chalcogenide glasses are holes more mobile than elec-
trons?’’ Readers may refer to an issue of Semicon-
ductors 1998, 32(8), which discusses some problems.
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Chiral Smectic Liquid Crystals

1. Chirality and Chiral Energies

Molecules whose mirror images cannot be super-
posed are said to be chiral. Chirality is an absence of
symmetry, and chiral molecules have a lower sym-
metry than do achiral ones. Since mirror images of
linear or planar molecules can always be superposed,
chiral molecules must necessarily have a three-
dimensional structure. Typical chiral molecules have
a spiral shape, or they have one or more chiral centers
consisting of a carbon atom with four distinct units
attached to its tetrahedral arms. Chirality gives rise to
forces between molecules that favor relative twisting
of their molecular axes, as depicted schematically for
two spiral molecules in Fig. 1.
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The desire of neighboring molecules to adopt con-
figurations of relative twist gives rise to an astonish-
ing variety of chiral liquid crystalline phases. These
phases, which include the cholesteric phase, the blue
phases, and the twist grain boundary (TGB) and
SmC* phases to be discussed in this article, have new
nonmolecular length scales set by the competition
between chiral energies favoring twist and other
energies favoring uniform parallel alignment of mole-
cules. Even though chiral molecules must have a
three-dimensional structure, they are effectively uni-
axial, or nearly so, in most liquid crystalline phases
because of spinning about their long axes. Thus,
alignment of chiral liquid crystals can still be char-
acterized by the Frank director n. The simplest chiral
phase is the cholesteric, or chiral nematic (N*), phase
depicted in Fig. 2. This phase is obtained by twisting

the Frank director, n, of a nematic phase about
an axis perpendicular to n to produce a twisted
configuration,

n ¼ ð0; sink0x; cosk0xÞ ð1Þ

with pitch P¼ 2p/k0 of the order of several thousand
angstroms. The pitch wavenumber, k0 (or equiva-
lently the pitch P), in the cholesteric phase provides a
convenient measure of the degree of chirality of chiral
mesogens. The director of Eqn. (1) is characterized by
a spatially uniform value of the twist:

n � ðr � nÞ ¼ k0 ð2Þ

and the spiral it forms is left handed when k0 is pos-
itive. Twist, as defined in this equation, is a pseudo-
scalar: it changes sign under spatial inversion in
which n-�n and r-�r.

Chiral interactions give rise to a chiral contribution

f �Ch ¼ �hn � ðr � nÞ ð3Þ

to the Frank free energy, where h is a phenomeno-
logical parameter that depends in a complicated way
on the degree of chirality of the constituent molecules
and the short-range correlations of their spinning
axes perpendicular to n (Harris et al. 1999). This en-
ergy, which is linear in the twist pseudoscalar
n � (r� n), clearly favors the development of non-
zero twist. The full chiral Frank free energy

f �n ¼ fn þ f �Ch ð4Þ

where fn is the Frank free energy is minimized by a
cholesteric structure with twist k0¼ h/K2, where K2 is
the Frank twist elastic constant.

Figure 1
(a) Schematic of two chiral molecules in the form of a
cylinder with a helical decoration. The darkened stripes
are ridges and the white stripes are grooves. (b) The
ridges in one molecule tend to align with the grooves of
the second to produce the relative twist.

Figure 2
Schematic representation of the cholesteric phase. The Frank director n precesses in a helical fashion about a pitch
axis perpendicular to local alignment planes. The director undergoes a rotation of p in a distance P/2 equal to half the
pitch.
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2. Chiral SmA and TGBA Phases

The layered structure of the SmA phase is funda-
mentally incompatible with the preferred cholesteric
twisted structure of chiral molecules: it is impossible
to twist the Frank director in an infinite smectic
without destroying the layers in some way. Thus,
there are two possible outcomes of introducing chiral
molecules into a SmA phase: twist is altogether pre-
vented by the smectic layer structure, or twist is
allowed to enter the system by creating grain bound-
aries that disrupt the regular layer structure. In the
former case, the result is a chiral smectic-A phase,
denoted SmA*, that is structurally achiral but that
exhibits typical properties of a chiral phase such as
nonvanishing rotary power or optical dichroism. In
the latter case, the result is a TGBA phase consisting
of a periodic array of grain boundaries across which
the Frank director and the smectic layer normal N
undergo a rapid rotation through an angle Dy. This
phase, whose experimental discovery (Goodby et al.
1988) coincided with the independent theoretical pre-
diction (Renn and Lubensky 1988) of its existence, is
depicted in Fig. 3.

A TGB consists of an array of parallel screw dis-
locations. A dislocation in a smectic liquid crystal is a
topological line defect in which the smectic phase

variable, u, undergoes a change of kd, where d is the
layer spacing and k is an integer, in one circuit
around a core. A screw dislocation, which has a linear
core aligned along the layer normal, produces a he-
licoidal barber-pole-like layer structure shown in
Fig. 4. The layers in a screw dislocation of strength k
rise a distance of kd/2 in one half circuit around the
core. Thus, as shown in Fig. 5, a periodic array of
parallel unit-strength screw dislocations separated by
a distance ld produce a grain boundary across which
the layer normal rotates by an angle

Dy ¼ 2sin�1ðd=2ldÞEd=ld ð5Þ

where the final form applies for d/ld51. Thus, an
array of Nb grain boundaries separated by a distance
lb will rotate layer normals through an angle of NbDy
at an average rate of Dy/lb per unit length. The chiral
energy, f �n , is simply h times the average rate of
change of the direction of the director n, which tracks
the layer normal in smectic regions between grain
boundaries. Thus, the chiral energy density associ-
ated with this grain boundary configuration

f �n ¼ �h
Dy
lb
E� h

d

ldlb
ð6Þ

is negative for h40.

Figure 4
Screw dislocation.

Figure 3
Structure of the TGBA phase. There is a periodic array
of twist grain boundaries with separation lb each
consisting of parallel screw dislocations separated by ld.
The region between each adjacent pair of grain
boundaries consists of a slab of parallel and flat smectic
planes. The layer normals N in these slabs lie in the
plane perpendicular to the pitch axis and rotate in
discrete jumps across each grain boundary. In the TGBA

phase, n is parallel to the layer normal in the smectic
slabs. In the Renn–Lubensky TGBC phase, n makes an
angle a relative to N in the plane perpendicular to the
pitch axis.

Figure 5
TGB depicted as an array of screw dislocations.
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There is a one-to-one analogy between chiral smec-
tic liquid crystals with twist and superconductors in
an external magnetic field. The uniform SmA* phase
with expelled twist is the analog of the Meissner
phase in a superconductor (Tinkham 1996), and the
TGB phase is the analog of an Abrikosov flux lattice
(Abrikosov 1957, Tinkham 1996). As in supercon-
ductors, there are two types of smectic liquid crystals:
type I systems that do not exhibit a TGB phase upon
the introduction of chirality and type II systems that
do. In type I systems, the ratio of the twist penetra-
tion depth, l2 (discussed more fully below), to the
smectic correlation length, x>o1/O2. In type II
systems, l2/x>41/O2. Schematic phase diagrams in
the temperature– chirality (T–h) plane for type I and
type II systems are shown in Fig. 6. In type II sys-
tems, the TGB phase exists at a given temperature
between an upper critical field hc2, above which the
TGB phase melts to a cholesteric phase, and a lower
critical field hc1, below which the smectic layer struc-
ture expels twist completely to form the Meissner-like
SmA* phase. Since x> decreases with the phenomeno-
logical parameter C> in the NAC free energy, one
expects type II behavior with a stable TGB phase
to occur in the vicinity of the NAC point as shown
schematically in Fig. 7.

The harmonic elastic free energy of a chiral smec-
tic-A phase in terms of the phase variable u and the
Frank director is

f �Sm ¼ 1

2
Bu2zz þ

1

2
Dðr>uþ dnÞ2 þ f �n ð7Þ

where dn¼ n�n0E(dnx, dny, 0). The combination
(r>uþ dn) is invariant under simultaneous rotation
of both the director and the layer normal. It arises
from expanding the (n �N)2 term in the energy of a
smectic-A phase. If there are no dislocations present,

the director relaxes to be locally parallel to the layer
normal N so that dn¼�r>u, and the above free
energy reduces to the familiar elastic energy for the
SmA phase. Equation (7) defines the twist penetra-
tion depth: l2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
K2=D

p
.

The energy per unit length of a single screw dis-
location in the absence of the chiral energy f �n is
easily calculated (Day et al. 1983) from Eqn. (7). The
result is

e ¼ D
d2

4p
lnðl2=x>Þ ð8Þ

Note this energy is finite like that of a superconduct-
ing vortex but not like that of a vortex in a superfluid.
This is because the director can relax to screen sin-
gular configurations of the displacement field u.

Figure 6
Schematic phase diagram for chiral smectics in the h–T plane (a) for type I systems in which there are only the
cholesteric phase and the chiral SmA* phase with no twist and (b) for type II systems in which the TGB phase
intervenes between the cholesteric and the SmA* phase.

Figure 7
NAC phase diagrams in chiral systems. The region
around the NAC point in achiral systems opens up into
a series of TGB phases. Only TGBA and TGBC phases
of an unspecified type are shown. First-order transitions
are indicated by dotted lines and second-order
transitions by full lines.
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As discussed above, a grain boundary consists of
an array of dislocations. If interactions between dis-
locations are neglected, as they can be if their sep-
aration is sufficiently large, then the energy of Nb

grain boundaries of side L, each containing Nd dis-
locations, is EGB¼NbNdeL. This is a positive energy
that opposes the introduction of twist. The chiral
term, however, favors twist as is evident from Eqn.
(6). The total free energy density of an array of grain
boundaries is thus

fTGB ¼ 1

lbld
ðe� hdÞ ð9Þ

This energy is positive for h less than the lower crit-
ical field

hc1 ¼ e=d ð10Þ

and negative for h greater than hc1. Thus, for hohc1,
it is energetically unfavorable for twist to enter the
system, and the preferred state is the uniform smectic
state with no twist. For h4hc1, it is energetically fa-
vorable for the smectic to twist to form the TGBA

phase depicted in Fig. 3. The actual separation
between dislocations and grain boundaries for h4hc1
is determined by interactions between dislocations,
which are complex but always repulsive.

3. Chiral Smectic-C Phases

In the SmC phase, molecules tilt on average relative to
the smectic layer normal making it possible for the
Frank director to develop a nonvanishing twist in two
different ways. The twist pitch axis can either lie in the
plane of the layers to produce a TGBC phase (Renn
and Lubensky 1992, Navailles et al. 1993), or it can lie
along the layer normal to produce the chiral smectic-
C (SmC*) phase (Meyer et al. 1975) in which the
c-director (the projection of n onto the smectic planes)
precesses in a helical fashion as shown in Fig. 8.

3.1 The TGBC Phases

There are at least two possible versions of the TGBC

phase, one of which has received unambiguous experi-
mental confirmation (Navailles et al. 1993). The con-
ceptually simpler one (Renn and Lubensky 1992),
sometimes referred to as the Renn–Lubensky phase,
has a grain boundary structure identical to that of
the TGBA phase shown in Fig. 3 with layer normal
always in the plane perpendicular to the pitch axis. In
this phase, the Frank director also lies in the plane
perpendicular to the pitch axis making an angle a with
the layer normal as it does in a nonchiral SmC. In the
second TGBC phase (Navailles et al. 1993), sometimes
referred to as the Bordeaux TGBC phase, the director
lies approximately in the plane perpendicular to the
pitch axis, but the layer normal rotates in a cone with
opening angle (p/2)�a relative to the layer normal as
shown in Fig. 9. Since the layer normal is no longer
perpendicular to the pitch axis, the grain boundaries
comprising the phase have an edge as well as a twist
character as can be seen in Fig. 9.

3.2 The SmC* Phase

To see how chirality gives rise to the SmC* structure
shown in Fig. 8, it is sufficient to use the SmC pa-
rameterization of the director in f �n . The result is

f �c ¼ � h½sin2ac � ðr � cÞ þ sinacosaN0 � ðr � cÞ
þ cos2aekcl@k@lu� ð11Þ

where e¼N� c. The second N0 � (r� c) term in this
expression integrates to the boundary if a is spatially

Figure 8
Schematic representation of the director in the SmC*
phase. It has a constant component cos a along the layer
normals. The c-director precesses in a spiral pattern in
the plane of the layers with the pitch axis along the layer
normals.

Figure 9
Bordeaux TGBC phase. The layer normals N in smectic
slabs rotate in discrete jumps across edge-screw grain
boundaries in a cone with constant projection onto the
pitch axis, which is perpendicular to grain boundary
planes. The Frank director lies in plane perpendicular to
the pitch axis and maintains a constant angle a with the
layer normals.
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uniform and there are no defects in the system, and it
can often be neglected. It can, however, lead to the
formation of spatially modulated stripe patterns in
the smectic planes, especially in two-dimensional free-
standing films (Selinger et al. 1993). The third term
couples in-plane order to the curvature of smectic
layers. It favors cylindrically bent layers with c at an
angle of 451 to the cylindrical axis (Dahl and Lager-
wall 1984) but it can be ignored in bulk smectics
where layers are flat.

The first, c � (r� c), term in Eqn. (11) is the most
important in bulk systems. When c is expressed as
(cosf, sinf, 0), it can be written as

f �ca ¼ �H@zf ð12Þ

where H¼ hsin2a. This energy favors growth of y
along the z-direction. This growth is opposed by the
SmC elastic energy f elc . The only term in f elc that
depends only on the z-derivatives of c is the term

f elc3 ¼
1

2
A3ð@zcÞ2 ¼ 1

2
A3ð@zfÞ2 ð13Þ

Thus, in the equilibrium state

@zf ¼ H

A3
ð14Þ

and the c-director precesses like the director in a
cholesteric with its pitch axis along the layer normal.

Chirality destroys inversion and reflection symme-
try and admits pseudoscalar terms, which change sign
under spatial inversion, in the free energy. This has
profound effects on the properties of chiral smectic-C
liquid crystals. The cross product e¼N� c defines a
vector perpendicular to c in the plane of the smectic
layers. In achiral systems, e is equivalent to �e. In
chiral systems, e is not equivalent to �e, and vectors
such as the electric polarization will align with non-
vanishing average value either along e or – e. Thus,
the lower symmetry induced by chirality will produce
a nonvanishing dipole moment (Meyer et al. 1975) in
the SmC* phase aligned perpendicular to both c and
n0. This result can be obtained by observing that a
term of the form

f �p ¼ �hpp � ðN� cÞ ð15Þ

is permitted in the free energy.
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Cholesteric Liquid Crystals: Defects

For a long time the only defects to be seriously con-
sidered in condensed matter physics were dislocations
in solids, mostly because they control the nonlinear
(plastic) deformation properties of metals. But this
limited point of view has been superseded by more
general and profound considerations, which tie the
nature of the defects in any material endowed with a
nontrivial order parameter, (a solid, a liquid crystal,
or even an isotropic phase like superfluid helium), to
its various symmetries and/or to the topological
properties of its order parameter (Michel 1980). One
speaks of topologically stable defects (Toulouse and
Kleman 1976). These extensions have been useful to
researchers interested in cholesterics, which are rich
in defects of different types. Although discovered
as early as the beginning of the twentieth century
(Friedel 1922), long before dislocations in solids, it is
only since the early 1970s that defects in liquid crys-
tals have been vigorously investigated.

1. The Classification of Defects Based on
Symmetries

Dislocations are topological line defects: the transla-
tion symmetries are broken along a linelike region.
Nematics display two types of topological defects,
disclinations (line defects) and hedgehogs (point
defects), both breaking the rotation symmetries of
the phase. The cholesteric phase possesses line defects
of two types: disclinations, as in nematics, and dis-
locations, as in solids. This classification, which rests
on the cholesteric symmetries (Kleman and Friedel
1970), is a direct extension of the Volterra process for
dislocations in solids (Friedel 1960). Topological
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considerations (Volovik and Mineyev 1977) show
further that there are no point defects, contrary to
nematics.

A cholesteric phase is characterized, at the length
scale which is of interest here, by its pitch p, i.e., the
distance over which the direction of the director n
rotates by an angle of 2p about the cholesteric axis,
denoted w. A nematic phase is a cholesteric whose
pitch is infinitely large. An easy way to obtain a pitch
p large compared to the wavelength of light is to mix
a nematic phase with a small proportion of Canada
balsam, a chiral molecule. In these conditions the
cholesteric structure is visible with the simple use of a
polarizing microscope, Fig. 1(a). The direction of the
molecule, or more precisely the local optical axis, will
be noted n; w is the cholesteric axis; the third direction
is noted t¼ n� w. These three directions are direc-
tors, since changing any of them to its opposite does
not change the cholesteric orientation. It follows that
the repeat distance measured along w is p/2, the half

pitch. The variation of n, w, and t in space can be
described by vector fields, which are called l, w, and t
fields, respectively.

Defects in cholesterics are related to the symme-
tries of the structure, as follows: (i) due to the exist-
ence of three directors (w, n, and t), there are three
types of disclinations, showing great similarities with
disclinations in nematics, and (ii) the layered struc-
ture (of periodicity p/2) entails properties analogous
to those of smectics: one expects to find dislocations,
which break this periodicity.

This is indeed what is observed but the actual sit-
uation is somewhat more subtle, and shows interplays
between the different types of defects. These inter-
plays are better understood when described with the
two languages, Volterra and topological. Besides,
cholesteric defects, due to the 1D periodicity of the
phase, have some close relation with focal conic
domains, which are typical defects of lamellar phases.

2. Disclinations k, s, and v

According to the orientation of the line defect with
respect to the direction of the broken rotation, one
distinguishes wedge disclinations, which are parallel
to the broken rotation, twist disclinations, which are
perpendicular to it, and mixed disclinations.

A defect which makes singular the two sets of
directors, t and w, but leaves continuous the l field, is
called a ‘l disclination’. Such a situation is pictured in
Fig. 2(a) for a wedge disclination of strength k¼�(1/
2), featuring a breaking of symmetry of angle
2p7k7¼p for the w and the t vector fields (both ro-
tate by an angle of p when traversing a loop sur-
rounding the disclination). Consequently there is
some place inside the loop where the w and the t
directors are not defined and where the defect line is
located. This disclination is noted l�. The lþ line, of
opposite strength k¼ þ (1/2), is pictured Fig. 2(b).

Figure 2(c) pictures a t�, i.e., a wedge line of
strength k¼�(1/2), singular for the w and l fields and
continuous for the t field. A l� can be annihilated by
collapse with a lþ , Fig. 2(e). One can also feature w
lines, i.e., disclination lines which preserve the con-
tinuity of the w-field; in fact, w lines are directly re-
lated to dislocations and will be discussed apart.

It is possible to extend these results, which are
reminiscent of lines in nematics, to the concept of
escape in the third dimension, which is well under-
stood in nematics. The answer is negative for a k¼ 1
l2þ , Fig. 2(d), which cannot be made continuous for
the two fields t and w altogether. The same result
holds for a t2þ or a w2þ . On the other hand a l4þ , a
t4þ and a w4þ (k¼ 2) can be made entirely contin-
uous. More generally, any line w, l, or t, with
strength k¼ 2m, m integer, can be made nonsingular
by escape in the third dimension. This result can be
fully justified in the frame of the topological theory of
defects, see below.

Figure 1
(a) Cholesteric sample observed between crossed
polarizers (8CB plus Canada balsam). Through each
stripe the director n rotates by an angle of p about the
cholesteric axis w, which is constant and perpendicular to
the stripe. Width of the stripe p/2E2300 nm (courtesy of
Dr. C. Blanc). (b) Frank representation of the
cholesteric orientation. The director n is represented as a
nail whose head is supposed to be on the side of the
reader and points to the back. The length of the nail is
the projection on the plane of the sketch.
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Figure 3(a) pictures a wþ wedge disclination (the w
field is continuous, and the l and t fields rotate by an
angle of p about the line defect). The same object can
as well be considered as a screw dislocation, since a
p-rotation along the w axis and a p/2 translation along
the same axis add up to the same operation of sym-
metry. In the final configuration each cholesteric plane
yields a 2D k¼ 1/2, Fig. 3(a), whose configuration
rotates helically along the w line with a pitch p, the
resulting Burgers vector is b¼�p/2. Figure 3(b)
extends to edge dislocations versus twist w disclina-
tions the equivalence just demonstrated between screw
dislocations and wedge w disclinations. Dislocations
and w-disclinations are fully equivalent, whatever the
shape of the line. In the general case, one gets:

b ¼ �kp ð1Þ

3. Effects of the Layer Structure

3.1 Dislocations

An important property of dislocations in cholesterics
is their possible splitting into l or t disclinations of
opposite signs, at a distance multiple of p/4. Figure
3(c) pictures the same dislocation as in Fig. 3(b),
whose core is now split into a l� and a tþ at a dis-
tance p/4 one from the other. The Burgers vector is
b¼ p/2.

The splitting of a dislocation (equivalently: of a w
disclination) into two disclinations l or t of strength
7k7¼ 1/2, i.e., of rotation 7p, relates to the fact that
the product of two opposite p rotations along two
parallel axes is a translation (Kleman and Friedel
1970). Split edge dislocations have been observed and
studied in Grandjean-Cano wedge samples. The sin-
gularities (observed end-on) of Fig. 1(a) are edge dis-
locations.

3.2 Focal Conic Domains, Polygonal Textures, and
Oily Streaks

Most frequently, cholesterics present domains anal-
ogous to the focal domains of smectics, as one might
expect from the existence of a 1D periodicity. How-
ever the layers can suffer large thickness distortions
(contrarily to smectics), since it is possible to let the
pitch vary in a large range at the moderate expense of
some twist energy K2. As a rule, the cholesteric layers
are saddle-shaped in focal conic domains. Polygonal
textures are sets of domains where the layers, ob-
served on the side, are practically parallel, separated
by boundaries marked by line defects (Fig. 4). Oily
streaks are complex aggregates of edge dislocations
of large, opposite, Burgers vectors, present in samples
whose boundaries are parallel to the cholesteric layers
(Fig. 5). They partition the sample in ideal domains
of flat layers.

3.3 Robinson Spherulites

Semiflexible cholesteric biopolymers (but also some
thermotropic cholesterics, Fig. 6), have other types of
layered textures, the so-called Robinson spherulites
(Pryce and Frank 1958). The layers are approxi-
mately along concentric spheres. The molecular ori-
entation is singular, since it is impossible to outline a
continuous field of directors on a sphere. The total
strength of these singularities is k¼ 2. And indeed
observations tell us that either a k¼ 1 singularity goes
through the whole spherulite along a diameter, or a
k¼ 2 line defect extends from the surface to some
point inside (generally the center of the spherulite).
The k¼ 2 line is believed to relax to a nonsingular
configuration, by escape (Bouligand and Livolant
1994).

Figure 2
Wedge disclinations in a cholesteric: (a) l�, (b) �lþ , (c)
�t�, (d) �l2þ , and (e) �lþ and l� interacting (after
Kleman and Lavrentovich 2000).
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4. Double Twist and Frustration

Among the elastic coefficients which enter in the free
energy of the cholesteric phase, the K24 term, which is
generally discarded because it amounts to a surface
term, plays a very special role. To illustrate this point,
consider a string with helical strands, the central
strand being straight and the successive strands mak-
ing with the central strand an angle c(R) which
increases with R, c(0)¼ 0. This string is an adequate
representation of the geometry of double-twist. The
cholesteric molecules (the director n) are aligned along
the strands. Note that the strands are equidistant, so
that this geometry describes also a helical dense pack-
ing of chiral molecules (Kleman 1985). The double-
twisted cylinder cannot extend to a radius large
compared to the natural pitch: it gets frustrated.
Indeed, let c(R) be the angle of n with the axis of the
string. The free energy density can be written:

f ¼ 1
2
K2 q� @c

@r
� 1

r
sinc cosc

� �2

þ 1
2
K3

sin4c
r2

� K24

r

d

dr
ðsin2cÞ ð2Þ

Integrating f, it is apparent that the K24 term con-
tributes to the energy of a cylinder of matter of radius
R by the quantity F24¼�2pK24sin

2c(R) which is

Figure 3
Equivalences: (a) wþ wedge disclination�screw dislocation, w twist disclination�edge dislocation (after Kleman and
Lavrentovich 2000).

Figure 4
Polygonal texture in 8CB plus Canada balsam, crossed
polarizers, p/2E2000 nm (courtesy Dr. C. Blanc).
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negative for any value of c(R)apm, when K24 is pos-
itive, and maximum in modulus for c¼ p/2. Hence,
the nucleation of a finite double-twisted geometry is
favored, in particular when K1 is large compared to
K3. The k¼ 2 singularity-free configuration in a
cholesteric is a region of concentration of double-
twist. If K24 is positive and very large, the cylindrical
geometry can become stable versus the cholesteric
phase: this is the origin of the blue phases in which
finite double-twisted cylinders arrange in a 3D struc-
ture, separated by defects.

Another double-twisted (and consequently quasi
dense packed) geometry is met in the DNA arrange-
ment of the chromosome of a microscopic alga, Pro-
rocentrum Micans, whose cholesteric structure is well
documented (Livolant and Bouligand 1978). The
double-twisted region is bound by two k¼ 1/2 disc-
lination lines which rotate helically about the chro-
mosome axis (Kleman 1987), and so limit the size of
the chromosome. While the nucleation of the k¼ 2
geometry is made easier with K2440, the opposite
condition holds with the chromosome.

5. The Classification of Defects Based on
Topology

The topological classification of defects in cholesterics
rests on the topology of the order parameter, whose
geometry is that of the orthogonal set {n, w, t}. The
rotations of this trihedron generate the group SO(3),
which is also the 3D sphere S3 with antipodal points
identified. The translations, which are equivalent to
w rotations, can be discarded. A loop surrounding a

Figure 5
Oily streaks in a small pitch cholesteric, crossed polarizers, p/2E3000 nm (courtesy of Professor O. D. Lavrentovich).

Figure 6
Robinson spherulites of 8CB plus Canada balsam,
polarizers slightly uncrossed. Disclination line k¼ 2. (a)
In the plane of observation and (b) perpendicular to the
plane of observation (courtesy of Dr. C. Blanc).
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2p rotation defect (k¼71) maps on S3 along a path
which joins two antipodal points. Such a path—a loop
in SO(3)—being nontrivial in the sense that it cannot
be shrunk smoothly on SO(3) to a point, a k¼71
defect necessarily owns a singular core. On the other
hand, a loop in SO(3) representing a 4p rotation de-
fect (k¼72) can be shrunk to a point on SO(3), from
which we infer that a 4p disclination requires no sin-
gular core. This important result is also true for 3He
and biaxial nematics (Anderson and Toulouse 1977)
whose order parameter has the same geometry. The
whole group of defects is isomorphic to the first ho-
motopy group of the order parameter space R, which
is SO(3) factorized by the four-element point group
D2 of p-rotations about the directions n, w, and t:

R ¼ SOð3Þ=D2 ð3Þ

The fundamental group p1(R)¼Q is the eight-ele-
ment quaternions group, whose elements fall into five
conjugacy classes C0¼ {I}, %C0¼ {J}, Cx¼ {r, �r},
Cy¼ {s, �s} and Cz¼ {t, �t}, each class correspond-
ing to an irreducible Volterra defect (see Table 1). The
nonexistence of point defects follows from the fact
that the second homotopy group is trivial: p2(R)¼ 0.
The noncommutativity of Q yields interesting entan-
glements effects between defects (Poenaru and Tou-
louse 1977). They can also be discussed, although less
systematically, via the Volterra process (Kleman and
Lavrentovich 2000).

Since the n director field alone has a material
reality, it is tempting to consider its topology inde-
pendently of the two other directors. This approach
has led to the notion of distortions with double top-
ological character and to a classification of topolog-
ically stable configurations (without singularities)
based on the Hopf mapping (Bouligand et al. 1978).

6. Concluding Remarks

The concept of chirality has taken a great extension
in soft matter physics, due to the manifold presence
of chiral molecules. Defects and textures in choles-
terics, apart from their fundamental physical interest,
are also an active field of research in cholesteric
phases of biopolymers, like DNA, xanthan, etc.,
(Bouligand 1998). Chirality appears under different

ordered realizations (e.g., in the many twist grain
boundaries phases) in which the notion of defect
plays a crucial role. One can therefore expect that
investigations on chirality cannot but increase in the
future. And since cholesterics are in many respects
the simplest chiral ordered systems, there is all the
more reason to pursue the effort to fully understand
them.
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Clay-based Polymer Nanocomposites

A clay comprises silicate layers having a 1 nm thick
planar structure. It has been shown that the silicate
layers can be dispersed at the molecular level (nano-
meter level) in a polymer matrix with the polymer
existing between the silicate layers (two-dimensional
space). Polymer and clay nanocomposite materials
produced in this manner are called polymer–clay
hybrid materials. In this article some materials of this
type are described, in categories based on synthetic
methods. Five methods of synthesis of clay-based
polymer nanocomposites will be described on the basis
of the relationship between an ammonium cation-
exchanged clay and monomer (or polymer). The
methods are: (i) monomer intercalation, (ii) monomer
modification, (iii) co-vulcanization, (iv) common sol-
vent, and (v) polymer intercalation.

1. Classification of Producing Polymer–Clay
Hybrid Material According to the Synthetic
Method Employed

1.1 Monomer Intercalation Method

A polymerization producing nylon 6 is the ring-open-
ing polymerization of e-caprolactam. It can occur in
the presence of clay after e-caprolactam is interca-
lated into clay galleries, the silicate layers being

dispersed uniformly in the nylon 6 matrix. We found
that organophilic clay which had been ion-exchanged
with 12-aminododecanoic acid was swollen by molten
e-caprolactam (basal spacing being expanded from
1.7 nm to 3.5 nm) (Usuki et al. 1993a). In the clay
galleries the e-caprolactam was polymerized, and the
silicate layers were dispersed in the nylon 6 to give a
nylon 6 clay hybrid (NCH) (Usuki et al. 1993b). This
is the first example of an industrial clay-based pol-
ymer nanocomposite. Figure 1 shows a schematic
representation of the polymerization.

The modulus of NCH increased to 1.5 times that of
nylon 6, the heat distortion temperature increased to
140 1C from 65 1C, and the gas barrier effect was
doubled at a low loading (2wt.%) of clay (Kojima
et al. 1993b).

There is another example, in which e-caprolacton is
polymerized in the clay galleries in the same manner.
In this case, the gas permeability decreased to
about 20% under 4.8 vol.% (12wt.%) clay addition
(Messersmith and Giannelis 1995). There is yet
another example of an epoxy resin clay nanocom-
posite. In this case, the tensile strength and modulus
increased drastically on 2–20wt.% clay addition (Lan
and Pinnavaia 1994).

1.2 Monomer Modification Method

In one example, a quaternary ammonium salt of
dimethylaminoacrylamide (Q) was ion-bonded to sili-
cate layers, and ethyl acrylate (EA) and acrylic acid
(Aa) were copolymerized in the clay galleries. The
ratio between EA and Aa was 10:1 (mole ratio). Each
of the four kinds of acrylic resin–clay hybrid were
polymerized. The clay content was 1, 3, 5, and 8wt.%
on the basis of solid acrylic resin. A suspension above
3wt.% clay addition acted as pseudoplastic fluid
(Tables 1 and 2 give details of compositions).
The acrylic resin clay hybrid films cross-linked by

Figure 1
Schematic diagram of polymerization to NCH.
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melamine were transparent, and the gas permeability
of their film (Fig. 2) decreased to about 50% on
3wt.% clay addition (Usuki et al. 1995).

There are also some other reports of acrylic resin–
clay hybrids. A poly(methyl methacrylate) clay hy-
brid was synthesized using a modified organophilic
clay in the same manner (Biasci et al. 1994), and
by emulsion polymerization (Choo and Jang 1996).
Figure 3 shows a schematic representation of this
polymerization method.

1.3 Co-vulcanization

The basal spacing of organophilic clay ion-bonding
nitrile rubber (NBR) oligomer with telechelic amino
groups was expanded 0.5 nm from its initial spacing
(1.0 nm) (Moet et al. 1994). After this, high molecular
weight NBR was kneaded with this organophilic clay
and vulcanized with sulfur. It produced an NBR clay
hybrid consisting of dispersed clay and co-vulcanized

Figure 2
Permeability coefficient of acrylic resin clay hybrid film.

Table 1
Composition of acrylic resin.a

Acrylic
resin

Ethyl acrylate,
EA (g)

Acrylic acid,
Aa (g)

Dimethylamino
acrylamide,

Q (g)
Butyl cellosolve

(g)
NV,

calculatedb (%)

A 144.7 (90.8) 10.4 (9.08) 0.51 (0.12) 157.7 46.0
B 144.7 (90.6) 10.4 (9.04) 1.60 (0.36) 157.7 46.1
C 144.7 (90.4) 10.4 (9.04) 2.54 (0.56) 157.7 46.2
D 144.7 (90.1) 10.4 (9.01) 4.13 (0.89) 157.7 45.0

aFigures in parentheses are mole ratios. bNV: nonvolatile concentration.

Table 2
Composition of acrylic resin–clay hybrid.

Acrylic resin–
clay hybrid

Acrylic
resin (g)

NV,
measureda (%)

Deionized
water (g)

Montmorillonite–
water suspension,

4wt.% (g)

NV
in

montmorillonitea

(%)

A a 14.0 44.9 16.6 1.6 1.0
B b 14.0 45.2 11.6 4.9 3.1
C c 13.4 45.3 10.5 7.5 4.9
D d 14.5 43.9 6.4 12.7 8.0

aNV: nonvolatile concentration.

Figure 3
Scheme of NCH and acrylic resin clay hybrid.
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high molecular weight NBR and NBR oligomer
(Fukumori et al. 1991). Its permeability to hydrogen
and water decreased to 70% on adding 3.9 vol.% clay
(Kojima et al. 1993a). Figure 4 shows a schematic
representation of this production method.

1.4 Common Solvent Method

In the case of synthesis of polyimides, the polymer-
ization solvent for the polyamic acid precursor of
polyimide is usually dimethyl acetamide (DMAC).
We found that a clay ion-exchanged dodecyl ammo-
nium ion could be dispersed in DMAC homogene-
ously. The solution of this organophilic clay and
DMAC was added to a DMAC solution of polyamic
acid. The film was cast from a homogeneous mixture
of clay and polyamic acid, and was heated at 300 1C
to get the desired polyimide clay hybrid film. The
permeability of water decreased to 50% on adding
2.0wt.% clay (Yano et al. 1993). It was confirmed
that the permeability of carbon dioxide also decreased
by half (Lan et al. 1994). Figure 5 shows a schematic
representation of this method.

1.5 Polymer Intercalation Method

Polypropylene (PP) clay hybrids could not be syn-
thesized easily because PP is hydrophobic and has
poor miscibility with clay silicates. Dioctadecyldime-
thyl ammonium ion was used as a modifier for the
clay and a polyolefin oligomer was used so that the
clay became more compatible. Organophilic clay,
polyolefin oligomer, and PP were blended using an
extruder at 200 1C. It was confirmed by transmission

electron microscopy that the clay was dispersed in a
monolayer state in the PP matrix. Thus PP was di-
rectly intercalated into the clay gallery (Usuki et al.
1997). Figure 6 shows a schematic representation of
this polymerization.

There is also a direct-intercalation process in which
PP is modified using maleic anhydride, followed by
melt compounding (Kawasumi et al. 1997). It is a
useful process from an industrial standpoint. There
are also some studies showing that polymer is inter-
calated directly into the clay galleries. There is a
report that intercalation of nylon into clay galleries
was successful (Takemura et al. 1996). The clay sili-
cates may not have been dispersed uniformly, judging
by the physical properties exhibited.

2. Functional Clay Hybrids

The examples described above involved organic pol-
ymer clay hybrids which are aimed at high perform-
ance structural polymer materials with high strength,
high modulus, and high gas barrier properties. This
hybrid technique should also be applicable to various
other types of materials, including low molar mass
compounds. This section presents one of the unique
attempts to obtain novel hybrid materials based on a
low molar mass liquid crystal and organized clay
mineral (liquid crystal clay composite, LCC). Clay
exchanged with 4-cyano-(40-biphenyloxy)undecyl am-
monium ion was used to enhance the miscibility be-
tween clay and the liquid crystal. The LCC (clay
content 1.25wt.%) cell displayed a reversible and bi-
stable electro-optical effect based on light scattering
which could be controlled by changing the frequency
of an electric field (Kawasumi et al. 1996). Figure 7
shows a typical change in the light transmittance of
the LCC (clay content 1.25wt.%) when the cells were
subjected to electric fields.

This new material would be a potential candidate
for advanced applications such as a light controlling
glasses, high information display devices which do
not require active addressing devices, erasable optical
storage devices, and so on.

3. Possible Future Subjects

The above examples illustrate the synthesis methods
and the properties of clay-based nanocomposites
including polymers and liquid crystals. A modification

Figure 4
Scheme of NBR clay hybrid.

Figure 5
Scheme of polyimide clay hybrid.

Figure 6
Scheme of PP clay hybrid.
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of the clay surface plays a principal part in the tech-
nology. Other modifications of monomer and/or pol-
ymer, or an addition of adequate compatibilizer for
organic materials and clay could open a new method-
ology of clay nanocomposite production. Future sub-
jects are considered to be:

(i) Clay-based nanocomposite technology involv-
ing polymer alloys.

(ii) Investigations of clay-based nanocomposites
involving new properties such as transparency, recycl-
ability, fire retardation (Gilman and Kashiwagi 1997),
and biodegradation.

(iii) Identification of the most suitable clay man-
ufacturing technique for each polymer.
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Cobalt Alloys: Alloying and

Thermomechanical Processing

Cobalt alloys have been in use since 1907 when
Elwood Haynes obtained the first patents on cobalt–
chromium compositions. This article describes the
nature of cobalt alloys and provides the basis for the
selection of elements that are used in the alloys of
commercial importance. The article also provides a
brief description of the manufacturing methods that
are employed.

1. Alloying

Like its neighbors in the periodic table (nickel and
iron), cobalt can be alloyed with significant quantities
of elements such as chromium, molybdenum, and
tungsten to create very useful engineering materials.
Indeed, cobalt imparts to its alloys some extremely
important properties, such as resistance to several
forms of wear, creep and fatigue strength at high
temperatures, and resistance to sulfidation.

Figure 7
Light transmittance of LCC.
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The resistance to wear of cobalt alloys derives partly
from the fact that they undergo a structural trans-
formation during mechanical deformation. Cobalt
alloys also benefit from mechanical twinning and
planar slip propensities.

Cobalt itself exhibits a h.c.p. structure at temper-
atures up to 417 1C. At higher temperatures (up to the
melting point) the atomic structure is f.c.c. Alloying
elements such as chromium, molybdenum, and tung-
sten increase the transformation temperature, i.e.,
they stabilize the h.c.p. structure, whereas elements
such as nickel and iron suppress the transformation
temperature and thus stabilize the f.c.c. form.

Importantly, the transformation of cobalt and its
alloys from f.c.c. to h.c.p. upon cooling from the mol-
ten state or some high temperature in excess of the
transformation point is extremely sluggish, and, in
most cases, cobalt and its alloys exist in a metastable
f.c.c. form at room temperature, unless they have been
subjected to mechanical deformation. It is possible to
generate the h.c.p. phase in alloys with sufficiently
high transformation temperatures by holding the
alloys close to this temperature, but this requires con-
siderable time. As already inferred, the easiest way to
generate the h.c.p. structure (at least partially) is by
cold working. The formation of so-called ‘‘h.c.p.
platelets’’ is believed to progress through stacking
fault coalescence. The stacking fault energy of the me-
tastable f.c.c. cobalt alloys is exceptionally low, there-
fore wide stacking faults (which are atomically thin
h.c.p. plates) are abundant in cold worked materials.

There are several cobalt alloy types. The first cobalt
alloys were designed primarily for wear resistance and
contained high carbon contents to encourage the for-
mation of carbides in the microstructure during alloy
solidification. Since these carbides tend to limit hot
ductility, hence restrict hot forging and hot rolling,
the high-carbon alloys are generally used in cast or
weld overlay form, rather than in the form of wrought
products (sheets, plates, bars, etc.).

Next to be developed were the cast cobalt alloys for
dental and biomedical use, i.e., to resist wear and
corrosion from body fluids. These alloys contained
less carbon than the original materials. Experimen-
tation with these alloys under high-temperature con-
ditions led to the evolution of the cast and wrought
high-temperature alloys, which provide high-temper-
ature strength, oxidation resistance, and sulfidation
resistance.

A few cobalt alloys have been designed with general
resistance to aqueous corrosion in mind. These alloys
have been optimized for corrosion resistance, and
take advantage of the inherent wear resistance and/or
the strengths that can be attained by cold working.

Cobalt alloys, therefore, may be grouped according
to their primary uses, as follows:

(i) Wear
(ii) High temperature

(iii) Biomedical
(iv) Aqueous corrosion.

It is difficult to generalize about product forms,
however, since some groups involve several forms
(wrought, cast, weld overlay, and powder metal-
lurgy). Also, even if optimized for a particular end
use, all cobalt alloys share the characteristics of good
wear resistance, good high-temperature strength,
and reasonable resistance to aggressive environments
(liquid and gaseous).

Although many of the same alloying elements are
used to optimize cobalt alloys for their different end
uses, their roles are not necessarily the same. Chro-
mium, for example, is used to impart resistance to
oxidation and sulfidation to the high-temperature
alloys and passivity to the aqueous corrosion alloys,
whereas its primary function in the wear alloys is as a
carbide former. The chromium that remains in solu-
tion provides environmental resistance, some solid
solution strengthening, and increases the f.c.c. to
h.c.p. transformation temperature, thus having an
impact on the transformation tendencies under the
action of mechanical deformation.

The carbon contents of the wear alloys vary from
about 0.5wt.% to 3.3wt.%. This much carbon re-
sults in significant carbide weight percentages in the
microstructures; for example, approximately 13wt.%
carbide (predominantly chromium-rich M7C3) at
1.1wt.% carbon, and 29wt.% carbide (predomi-
nantly chromium-rich M7C3 and tungsten-rich M6C)
at 2.5wt.% carbon. As will be discussed, these mi-
crostructural carbides are of great benefit under low
stress abrasion conditions.

In addition to chromium, the wear alloys typically
contain tungsten. The primary function of this ele-
ment is to provide solid solution strengthening and to
promote transformation tendencies (being a stabilizer
of the h.c.p. form); it also partitions to the carbides in
the higher carbon alloys.

A small, but commercially significant, subset of
cobalt wear alloys is alloyed with chromium, moly-
bdenum, and silicon, rather than chromium, tungsten,
and carbon. Instead of relying on carbides to optimize
low stress abrasion resistance, these alloys rely on the
formation of Laves phase (an intermetallic com-
pound, promoted by the presence of silicon). In these
alloys, the primary function of molybdenum is Laves
phase formation. Unfortunately, their ductility is lim-
ited to such an extent that large castings and weld
overlays are impractical. Indeed, these alloys have
been most successful in powder form, as consumables
for plasma spraying.

With regard to high-temperature alloys, it has
already been stated that the primary function of chro-
mium is to provide resistance to the environment. In
oxidizing, high-temperature environments, protection
is afforded by Cr2O3 films which form on the surfaces.
In high-temperature, sulfur-bearing environments in
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which the oxygen partial pressure is not very low,
Cr2O3 films are again important, since they provide
protection in the early stages of the process. Chro-
mium is also an effective alloying addition because its
sulfides are more stable than those of cobalt and
nickel and they have much higher melting points.
Cobalt alloys are intrinsically more resistant to
sulfidation than nickel alloys, possibly because of
the lower diffusivity of sulfur and the higher melting
point of cobalt sulfide. In corrosive, aqueous media,
chromium is beneficial in that it forms protective (ox-
ide or hydroxide) films, providing oxidizing species
are present.

Tungsten is used to strengthen high-temperature
cobalt alloys. It is a very effective solid solution
strengthener because of its large atomic size as well as
its tendency to lower the stacking fault energy, thereby
making dislocation cross-slip more difficult. Moly-
bdenum is also an effective strengthener for the same
reasons, although it is used mostly in the aqueous cor-
rosion alloys to enhance their resistance to reducing
acids such as hydrochloric and dilute sulfuric.

The carbon contents of the high-temperature and
aqueous corrosion alloys are much lower than those
of the cobalt wear alloys. Most of the high-temper-
ature alloys, for example, have carbon contents of
about 0.1wt.%, which produces a sparse dispersion
of primary carbides, which effectively pin the grain
boundaries during high-temperature exposure. In
most alloys secondary M23C6 carbides precipitate
on glide dislocations during high-temperature creep,
thereby enhancing resistance to further deformation.
The aqueous corrosion alloys have even lower carbon
contents, within the soluble range, to minimize the
formation of carbides which can reduce aqueous cor-
rosion resistance, especially when they precipitate in
the grain boundaries of heat-affected zones during
welding.

Apart from chromium, tungsten, and molybde-
num, the most important elements in the high-
temperature and aqueous corrosion alloys are nickel
and iron. As previously mentioned, these are f.c.c.
stabilizers and are used to counteract the effects of
chromium, tungsten, and molybdenum. In other
words, they are used to stabilize the f.c.c. structure
and indirectly to make the alloys more amenable to
processing, particularly at room temperature (by re-
ducing the transformation tendencies under the ac-
tion of mechanical deformation). The only problem
with nickel and iron is that, in reducing the transfor-
mation tendencies, they reduce resistance to wear.
For the high-temperature materials this is not an im-
portant issue, but for the aqueous corrosion materials
(which are typically only used when a combination of
corrosion resistance and wear resistance is needed) it
is important. In the aqueous corrosion alloys, there-
fore, the h.c.p. and f.c.c. stabilizers are carefully
balanced, and other elements, such as nitrogen, are
used to enhance properties.

In the past, attempts were made to develop age-
hardenable cobalt-based alloys for high-temperature
applications using additions of titanium or tantalum
to form the compounds Co3Ti and Co3Ta, analogous
to Ni3(Al,Ti) in nickel-based alloys. However, due to
problems with the thermal stability of the precipitates
because of their higher lattice mismatch and their
much lower solvus temperatures, they were easily
surpassed by the nickel-based superalloys, and none
of these alloys were commercially successful. In cast
alloys, additions of elements such as tantalum, nio-
bium, and zirconium are made for solid solution
strengthening and to form MC-type carbides which
enhance high-temperature strength. In both cast and
wrought alloys, small additions of boron are also
used to promote creep and stress-rupture strength.

As mentioned previously, chromium is the princi-
pal alloying element used to provide oxidation re-
sistance. Attempts have been made to use aluminum
additions in order to promote the formation of pro-
tective Al2O3 surface films, but such additions result
in the formation of b-CoAl which significantly re-
duces ductility. Minor additions (o1%) of elements
such as manganese and silicon are used to promote
the formation of very protective spinel oxides. Small
additions of rare-earth elements such as lanthanum
have also proved to be very effective in reducing ox-
ide scale spallation.

2. Processing

The melting and processing of wrought cobalt alloys
is similar to that of wrought nickel alloys. Typically,
they are melted in arc furnaces, refined in argon–
oxygen decarburization vessels, poured into large
electrode molds, electroslag remelted, then hot forged
and hot rolled to plates and bars. Wrought sheets are
typically produced by cold rolling. Wires for struc-
tural welding are drawn down from hot rolled coil
feedstock.

Many intermediate solution anneals are necessary
during the cold rolling and cold drawing operations,
because cobalt alloys exhibit high work hardening
rates. Solution annealing is normally carried out at
temperatures in excess of 1100 1C and is followed by
rapid cooling to prevent the precipitation of grain
boundary carbides.

With regard to castings of the (high-carbon) cobalt
wear alloys, these are typically made using the
investment casting process or the resin shell casting
process. Normally, small quantities of remelt bar or
remelt ingot are taken from larger arc-melted heats of
material for this purpose. Investment cast molds,
made by the lost-wax process, are usually clamped to
high-frequency furnaces containing small quantities
of molten remelt material, and rolled over to produce
the castings. Pouring temperatures are in the vicinity
of 1650 1C.
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Weld overlay consumables of the same materials
are produced by several methods, depending on the
type of consumable desired. Straight lengths of wire,
for gas tungsten arc (TIG) and shielded metal arc
welding (with a suitable flux coating), are typically
made by continuous casting. Coiled wires for gas
metal arc (MIG) welding are made by wrapping the
alloying ingredients in sheaths of cobalt (actually a
cobalt–iron alloy, made by powder metallurgical
techniques). Powders for plasma transferred arc
welding are made by gas atomizing.
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Composite Materials, Microstructural

Design of

Any two materials could, in principle, be combined to
make a composite (Fig. 1), and they might be mixed
in many geometries (Fig. 2). This article summarizes
a scheme for identifying the component materials
that could be used to make composites with poten-
tially attractive properties. Three concepts are used.
The first is that of performance indices, which isolate
the combination of material properties that maximize
performance; the second is that of materials-selection
charts, onto which both material properties and per-
formance indices can be plotted; and the third is the
use of bounds to define the envelope of properties
accessible to a given composite system (Ashby 1993).

1. Indices, Selection Charts, and Property Bounds

A performance index is a property or group of pro-
perties that measures the effectiveness of a material in
performing a given function (Ashby 1999). The best
material for a light, stiff tie (a tensile member) is that
with the greatest specific stiffness, E/r, but it is not
always so straightforward. The lightest beam (a
member loaded in bending) with a prescribed stiff-
ness is that made of the material with the greatest
value of E1=2=r; the best springs are those made of
materials with the highest values of s2f =E, where sf is
the yield or fracture stress; the precision device that is
least distorted by heat is that made of the material
with the highest value of l/a, where l is the thermal
conductivity and a is the expansion coefficient. The

performance indices are E1=2=r, s2f =E and l/a. The
best choice of material is that with the largest value of
the appropriate index. The indices provide a set of
pointers; they direct the composite-developer towards
material combinations that, potentially, offer some-
thing new.

Figure 1
The material classes from which composites are made.

Figure 2
Unidirectional fibrous composites, laminated
composites, chopped-fiber and particulate composites.
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The indices, frequently, combine two or more
properties. This suggests the idea of constructing
charts on which one property is plotted against an-
other in such a way that both the properties and their
combinations can be examined. Figure 3 illustrates
this. The axes are Young’s modulus E and density r.
The scales are logarithmic, and span a range so wide
that almost all engineering materials are included.
The index E/r appears on these axes as a family of
parallel lines of slope 1; the index E1=2=r appears as a
family of slope 2. Other charts give optimal selection
via other indices. Charts and indices have been fully
described by Ashby (1999).

On a macroscopic scale a composite behaves like a
homogenous solid with its own set of thermome-
chanical properties. Calculating these precisely is dif-
ficult. It is much easier to bracket them by bounds or
limits: upper and lower values between which the
properties lie. For most properties, this can be done
accurately enough to identify interesting possibilities.

Seven mechanical and thermal properties are of
primary interest in assessing the potential of a new
composite: density, modulus, strength, toughness,
thermal conductivity, expansion coefficient, and heat
capacity (Table 1); others, like fracture toughness and
thermal diffusivity, are calculated from them. In this
section we assemble bounds or limits for material
properties. The term ‘‘bound’’ will be used to describe
a rigorous boundary, one that the value of the pro-
perty cannot—subject to certain assumptions—
exceed or fall below. However, it is not always pos-
sible to derive bounds; then the best that can be done
is to derive ‘‘limits’’ outside which it is unlikely that

the value of the property will lie. In what follows,
density and specific heat are calculated exactly; mod-
uli, thermal expansion, thermal conductivity and dif-
fusivity are bracketed by bounds, but strength and
toughness can only be enclosed by limits. As far as
possible, all are based on micromechanical modeling;
their origins have been detailed by Hull (1981), Kelly
and Macmillan (1986), Chamis (1987), and Ashby
(1993). The important point is that the bounds or
limits bracket the properties of all arrangements of
matrix and reinforcement shown in Fig. 2; by using
them we escape from the need to model individual
geometries.

1.1 Density

When a volume fraction f of a reinforcement r (den-
sity rr) is mixed with a volume fraction (1�f ) of a
matrix m (density rm) to form a composite with no
residual porosity or void-space, the composite density
is given exactly by a rule of mixtures (an arithmetic
mean, weighted by volume fraction)

rr ¼ f rr þ ð1� f Þrm ð1Þ

1.2 Modulus

The modulus of a composite is bracketed by the well-
known Voigt and Reuss bounds:

Er ¼ fEr þ ð1� f ÞEm ð2Þ

and

Er ¼ EmEr

fEm þ ð1þ f ÞEr
ð3Þ

Here Er is the Young’s modulus of the reinforce-
ment and Em that of the matrix. Tighter bounds exist,
but Eqns. (2) and (3) are sufficient for our purpose.

Figure 3
A schematic selection chart: modulus E is plotted
against density r.

Table 1
Design limiting properties.

Property Symbol and usual units

Density r (Mg m�3)
Young’s modulus E (GPA)
Strength sf (MPa, sometines GPa)
Toughness; or fracture
toughness

J1c (kJ m
�2); K1c (MPam1/2)

Linear thermal expansion
coefficient

a (K�1)

Specific heat Cp (J kg�1K�1)
Thermal conductivity l (W m�1K�1)
Thermal diffusivity a (m2 s�1)
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1.3 Strength

The upper bound is, as with modulus, a rule of mix-
tures

ðsfÞu ¼ f ðsfÞr þ ð1� f ÞðsfÞm ð4Þ
where (sf)m is the strength of the matrix and (sf)r is
that of the reinforcement. A lower limit is the yield
strength of the matrix enhanced slightly by the plastic
constraint imposed by the reinforcement

ðsfÞ1 ¼ ðsfÞm1þ
1

16

f 1=2

1� f 1=2

� �
ð5Þ

The bounds are wide, but they still allow important
conclusions to be reached.

1.4 Specific Heat

The specific heats of solids at constant pressure, Cp,
are almost the same as those at constant volume, Cv.
If they were identical, the heat capacity per unit vol-
ume of a composite would, like the density, be given
exactly by a rule-of-mixtures

rCp ¼ f rrðCpÞr þ ð1� f ÞrmðCpÞm ð6Þ
where (Cp)r is the specific heat of the reinforcement
and (Cp)m is that of the matrix.

1.5 Thermal Expansion Coefficient

We use the approximate lower bounds of Levin

aL ¼ Eraf þ Emamð1� f Þ
Erf þ Emð1� f Þ ð7Þ

and the upper bound of Schapery

au ¼ f arð1þ nrÞ þ ð1� f Þamð1þ nmÞ
� aL½f nr þ ð1� f Þnm� ð8Þ

where ar and am are the two expansion coefficients
and nr and nm the Poisson’s ratios.

1.6 Thermal Conductivity

A composite containing parallel continuous fibers has
a conductivity, parallel to the fibers, given by a rule-
of-mixtures

lu ¼ f lr þ ð1� f Þlm ð9Þ

This is an upper bound; in any other direction the
conductivity is lower. The transverse conductivity of
a parallel-fiber composite (again assuming good
bonding and thermal contact) lies near the lower
bound first derived by Maxwell

lL ¼ lr þ 2lm � 2f ðlm � lrÞ
lr þ 2lm þ f ðlm � lrÞ

� �
ð10Þ

Particulate composites, too, have a conductivity
near this bound. Details are given by Ashby
(1993), in which bounds and limits for thermal dif-
fusivity, toughness, and fracture toughness are also
discussed.

2. Applications: The Potential of Composite
Systems

The last step is that of combining the indices, the
charts and the bounds to design composites for spe-
cific applications. Two examples are developed, but it
will be clear that the method is a general one, and can
be extended further.

2.1 Composite Design for Stiffness at Minimum
Weight

Consider, first, design of a composite for a light, stiff,
beam of fixed section-shape, to be loaded in bending.
The efficiency is measured by the index M¼E1=2=r.
Imagine, as an example, that the beam is at present
made of an aluminum alloy and that the alloy could
be stiffened by incorporating particles or fibers of
beryllium (Be) or of alumina (Al2O3) in it. Both are
much stiffer than aluminum—that is, they have
higher moduli.

Figure 4 is a small part of the E�r chart intro-
duced in the last section. Three groups of materials
are shown: aluminum and its alloys; beryllium; and
a range of aluminas. Composites made from them
have densities given exactly by Eqn. (1), and moduli
that are bracketed by the bounds of Eqns. (2) and
(3). Both of these moduli depend on volume fraction
of reinforcement, and through this, on density. Upper
and lower bounds for the modulus–density relation-
ship can thus be plotted on the E�r chart using
volume fraction f as a parameter, as shown in Fig. 4.
Any composite made by combining aluminum
with beryllium will have a modulus that lies some-
where in the Al–Be envelope; any made of aluminum
and alumina will have a modulus contained in
the envelope for Al–Al2O3. Fibrous reinforcement
gives a longitudinal modulus (that parallel to the fib-
ers) near the upper bound; particulate reinforcement
or transversely loaded fibers give moduli near the
lower one.

Superimposed on Fig. 4 is a grid showing the per-
formance indices M—the quantity we wish to max-
imize. The bound-envelope for Al–Be composites
extends almost normal to the grid, while that for
Al–Al2O3 is, initially, parallel to the M grid: 30% of
particulate Al2O3 gives almost no gain in M. The
underlying reason is clear: both beryllium and Al2O3

increase the modulus, but only beryllium decreases
the density; both indices are more sensitive to density
than to modulus.
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2.2 Composite Design for Specific Thermal
Properties

Thermo-mechanical design involves the specific heat,
Cp, the thermal expansion, a, the conductivity, l, and
the thermal diffusivity, a ¼ lðrCpÞ�1. These composite
properties are bounded by Eqns. (6)–(10). They are
involved in a number of performance indices. One is
the criterion for minimizing thermal distortionM�l/a.

Figure 5 shows a small part of the l�a materials
selection chart, with a grid of lines of the index M
superimposed on it. Three groups of materials are
shown, aluminum alloys, boron nitride (BN), and
silicon carbide (SiC). The thermal properties of
Al–BN and Al–SiC are bracketed by lines that show
the bounding equations. The plot reveals immediately
that SiC reinforcement in aluminum increases per-
formance (as measured by M); reinforcement with
BN decreases it. By systematically testing alternative
combinations of material and reinforcement in this
way, the pair that offers the greatest potential gain in
performance can be identified.

3. Summary and Conclusions

Developing a new composite is a long and expensive
business. It is helpful, before starting, to have an idea

of what its strengths and weaknesses might be and
where its applications might lie. This article outlines a
procedure for doing this. It combines the ideas of
performance indices, materials selection charts and
bounds or limits for composite properties to identify
the composites which, potentially, have attractive
combinations of mechanical and thermal properties.
Two examples of the method are given in the text.
The same approach can be applied to a wide range of
thermal and mechanical applications.
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Figure 5
A part of expansion coefficient–thermal conductivity
space, showing aluminum alloys, boron nitride and
silicon carbide. The properties of Al–BN and Al–SiC
composites are bracketed by the bounds described by
Eqns. (7)–(10). The Al–SiC composites have better
values of the index M (which increases towards the
bottom right) than the Al–BN composites.

Figure 4
Part of a modulus–density space, showing aluminum
alloys, beryllium and alumina. The moduli of the Al–Be
and the Al–Al2O3 composites are bracketed by the
bounds of Eqns. (1), (2), and (3). The Al–Be composite
offers much greater gains in M than the Al2O3

composite.
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Copper Alloys: Alloy and Temper

Designation

Copper and its alloys are classified by composition
according to the Unified Numbering System (UNS)
for metals and alloys. This system has been adapted
directly from the one constructed many years ago by
the Copper Development Association (CDA) and has
been incorporated by other engineering specifications
systems (ASTM, ASME, and SAE). Copper alloys are
designated with a five-digit number preceded by the
letter ‘‘C’’ and separated into two broad groups:
C10100 to C79900 for wrought alloys and C80100 to
C99900 for casting alloys. The alloys are further bro-
ken down into alloy families based on the principal
alloying elements involved. While there is little numer-
ical correspondence, similar alloy families are found in
both the wrought and casting alloys (Table 1). Exam-
ples of prominent wrought copper alloys are listed
with properties in Table 2, showing the strength/elec-
trical conductivity trade-offs available across the alloy
spectrum.

The coppers (C10100–C15999) have a minimum of
99.3 wt.% copper and may have very small inten-
tional additions, including oxygen, silver, phospho-
rus, zirconium, or tin, for deoxidization or for
softening resistance, while preserving the high con-
ductivity of pure copper. The more highly alloyed
coppers are grouped according to their principal alloy
additive, such as zinc (brasses), tin (phosphor
bronzes), aluminum (aluminum bronzes), nickel
(cupronickels), etc.

The high-copper alloy group (C16200–C19999), with
copper content494 wt.%, is a catchall for a variety of
alloying elements used in relatively small amounts for
increasing the hardness and strength with dispersion
and precipitation hardening second phases, while still
maintaining good levels of conductivity and formabil-
ity. Selected examples of the variety of hardening
phases found amongst the alloys in this high-copper
alloy group are the iron particles in alloy C19400,

chromium precipitates in alloy C18200, and the pre-
precipitates in the premier age-hardening beryllium
copper alloys, C17200 and C17500, for example.

The copper zinc alloys (brasses) form a family of
solid solution alloys (C20500–C26000) offering good
formability at good strength and, where color is
important, pleasing appearance. The properties of the
base copper–zinc brasses are improved with other
alloy additions: up to 3 wt.% lead to form dispersed
particles to promote machinability, tin for solution
strengthening, and tin, arsenic, or antimony for cor-
rosion resistance.

Phosphor bronze alloys (C50500–C52400) are solid
solution alloys that offer excellent combinations of
strength, ductility, and corrosion resistance, to which
lead can also be added (C54400) for machinability
and bearing properties. Aluminum bronze alloys
(C60800–C64210), containing 2–15 wt.% aluminum,
and silicon bronze alloys (C64700–C66100), contain-
ing 0.5–4.0 wt.% silicon, offer good strength via the
high work hardening rates effected by these two solid
solution strengthening elements along with good cor-
rosion resistance. An addition of 1–5 wt.% iron is
used in aluminum bronze alloys (C63000, for exam-
ple), for the dispersion hardening and grain size con-
trol provided by the resulting iron-rich particles.

Because of their good corrosion resistance the
cupronickel alloys (C70100–C72950) are used in heat
exchangers and US coinage. The copper–nickel–zinc
family of alloys (C73500–C79800), traditionally
called ‘‘nickel silvers,’’ utilizes solid solution strength-
ening and work hardening to offer a good combina-
tion of strength and formability, with good corrosion
and tarnish resistance.

The various copper alloys are manufactured to
finish in a range of tempers from dead soft or fully
annealed for maximum formability to heavily worked
or age-hardened conditions for maximum strength and
hardness, whether the product form is rod, wire, plate,
strip, or tube, or a casting. The system for designating
the material or product condition is defined in ASTM
B 601, Standard Practice for Temper Designations for

Table 1
Copper Development Association and ASTM classification of copper alloys.

Wrought alloys Cast alloys

Cu and high-Cu alloys C10000 Cu and high-Cu alloys C80000 to 83000
Zn brasses C20000 Zn, Zn–Sn, Zn–Pb brasses C83300 to 85800
Zn–Pb brasses C30000 Mn bronzes C86100 to 86800
Zn–Sn brasses C40000 Si bronzes and brasses C87200 to 87900
Sn bronzes C50000 Sn and Sn–Pb bronzes C90200 to 94500
Al, Mn, Si bronzes C60000 Ni–Sn bronzes C94700 to 94900
Cu–Ni, Cu–Ni–Zn alloys C70000 Al bronzes C95200 to 95800

Ni–Cu alloys C96200 to 96600
Zn–Ni–Cu alloys C97300 to 97800
Pb–Cu alloys C98200 to 98800
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Copper and Copper Alloys Wrought and Cast. A few
examples are given in Table 3, where it is seen that the
designations are product form related, indicating
processing only in a generic sense. The alloy supplier
will apply the specific processing parameters needed
to meet the property specifications, usually tensile
strength, listed in industrial specifications for a given
temper. For example, in making a strip product in the
HR04 (Hard Relief Annealed) temper, the alloy pro-
ducer will start with the fully annealed condition,
cold roll the correct reduction in thickness to finish
gauge, and apply the proper relief annealing treat-
ment required to meet the strength and ductility
parameters specified for the HR04 temper product.

There are many more temper designations applied
to wrought products versus cast products because of
the greater range of properties that are readily avail-
able through combination of processing steps,
including working before or after age-hardening
treatments. Nonetheless, cast products may require
heat treatments for homogenization or solution-
ization, as well as for age-hardening or stress reliev-
ing. Copper alloy suppliers provide many alloys in
the so-called mill hardened temper, in which the ma-
terial has already been given the solutionizing and
aging thermal treatments during processing, thus
avoiding the need for an age-hardening heat treat-
ment of the final fabricated part.

Table 2
Compositions and properties of selected copper alloys representing wrought copper alloy families.

Alloy, Composition
Electrical conductivity
(MS m�1, %IACS) Temper

Tensile strength
(MPa)

Yield
Strength
(MPa)

Coppers (C10100–C15999)
C10200 99.95 Cu 58, 101 H08 372 358
C12200 Cu–0.02P 49, 85 H08 372 358

High-copper alloys (C16200–C19999)
C17200 Cu–1.9Be–0.4(NiþCo) 13, 22 TM08 1240 1120
C18200 Cu–0.9Cr 46, 80 TH02 462 406
C19400 Cu–2.4Fe–0.13Zn–0.04P 38, 65 H08 503 482

Cu–Zn brasses (C21000–C28000)
C23000 Cu–15Zn 21, 37 H04 469 420
C26000 Cu–30Zn 16, 28 H04 524 496

Cu–Zn–Pb brasses (C31200–C38500)
C35300 Cu–36Zn–2Pb 15, 26 H04 503 462

Cu–Zn–Sn brasses (C40400–C48600)
C42500 Cu–9.5Zn–2Sn–0.2P 16, 28 H04 524 496
C44300 Cu–28Zn–1Sn–0.04As 14, 25 WM02 503 434

Phosphor bronzes (C50100–C54200)
C51000 Cu–5Sn–0.2P 8.7, 15 H08 706 689
C52400 Cu–10Sn–0.2P 6.4, 11 H08 772 734
C54400 Cu–4Sn–4Zn–4Pb–0.2P 11, 19 H04 548 531

Aluminum bronzes (C60800–C64210)
C63000 Cu–10Al–5Ni–3Fe 4.1, 7 H02 813 510
C63800 Cu–2.8Al–1.8Si–0.4Co 5.8, 10 H04 827 723

Silicon bronzes (C64700–66100)
C65500 Cu–3Si–1Mn C 4.1, 7 H04 648 393

Modified Cu–Zn brasses
C67500 Cu–39Zn–1.4Fe–1Sn–0.2Mn 14, 24 H02 579 413
C68800 Cu–23Zn–3Al-0.4Co 10, 18 H04 758 690
C69400 Cu–14.5Zn–4Si 3.6, 6.2 O60 586 296

Cupronickels (C70100–C72950)
C70250 Cu–3.0Ni–0.65Si-0.15Mg 23, 40 TM02 703 627
C70600 Cu–10Ni-1.4Fe 5.2, 9 H55,H01 379 310
C71500 Cu–30Ni–0.5Fe 2.7, 4.6 H55,H01 482 413

Nickel silvers (C73500–C79800)
C74500 Cu–25Zn–10Ni 5.2, 9 H04 593 510
C77000 Cu–27Zn–18Ni 3.2, 5.5 H08 785 770
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Crystal Engineering

Crystal engineering is a general term covering the
processes of purposeful design of functional three-
dimensional crystal structures from molecular-scale
components, and of crystals with particular morphol-
ogy and size. These processes are of fundamental im-
portance to the development of new materials, since a
vast array of properties (e.g., optical and nonlinear
optical properties, electrical conductivity, magnetism,
solubility, photochemical stability, and porosity) are
determined in part by crystal structure. Practical
applications of crystalline materials are also strongly
influenced by the ability to grow crystals of suitable
size and morphology. In some cases large single crys-
tals are preferred while in other situations small reg-
ularly-shaped crystals of a product are required, e.g.,
to produce free-flowing crystalline products in indus-
try. Two scientific developments which have contrib-
uted to rapid progress in both of these aspects are
(i) the availability of over 140,000 crystal structures
of organic materials in the computer-searchable
Cambridge Structural Database (CSD) (Allen et al.
1983, 1991, 1994, and (ii) increased computational

Table 3
Examples of temper designations used for copper and copper alloys, from ASTM B 601.

Temper designation Temper names or material condition

Annealed tempers
O10 Cast and annealed
O20 Hot forged and annealed
O60 Soft annealed
O025 Average grain size: 0.025mm

Cold worked tempers
H01 1

4
Hard

H02 1
2
Hard

H04 Hard
H08 Spring
H14 Super spring
H55 Light drawn; light cold rolled
H86 Hard drawn electrical wire

Cold worked and stress relieved tempers
HR02 H02 and stress relieved
HR08 H08 and stress relieved

Precipitation hardened tempers
TB00 Solution heat treated
TF00 TB00 and age hardened
TH02 TB00 cold worked and age hardened
TL02 TF00 cold worked to 1

2
Hard

TM00, TM02, TM08, etc. Mill hardened tempers
TR02 TL02 and stress relieved

As manufactured tempers
M01 As sand cast
M04 As pressure die cast
WM02 Tubing welded from H02 strip
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power which permits modeling of crystal structures
and calculation of surface energies for growing crystal
faces as well as analysis of the significance of inter-
molecular interactions.

1. Supramolecular Chemistry

The first principle of crystal engineering is the anal-
ysis of groups of related crystal structures to identify
important substructural units (also termed motifs,
patterns, building blocks, and synthons) which occur
repeatedly in many known crystal structures and can
thus be relied upon to be influential in steering mol-
ecules into desired packing arrangements in new ma-
terials. Lehn (1995) first pointed out that ‘‘just as
there is a field of molecular chemistry based on the
covalent bond, there is a field of supramolecular
chemistry, the chemistry of molecular assemblies and
the intermolecular bond.’’ Desiraju (1989, 1995) has
drawn an elegant parallel between the principles of
organic synthesis in molecular chemistry, as described
by Corey (1988), and those of crystal engineering in
supramolecular chemistry. In both molecular and
supramolecular chemistry retrosynthetic methods,
using a ‘‘disconnection’’ approach to dissect a com-
plex molecule or crystal structure into smaller sub-
units connected by available synthons, are in
principle possible.

2. Supramolecular Synthons

Supramolecular synthons have been identified from
systematic searches of the CSD made by defining dis-
tances and geometrical attributes of nonbonded
interactions between defined atom types or defined
groups of atoms with particular connectivity. Scatter
plots of distances and directions between nearest non-
bonded atoms reveal persistent interaction patterns
(supramolecular synthons), many of which are listed
in Desiraju (1995). They include systems analogous to
single, double, and triple bonds and both weak and
strong interactions (e.g., Fig. 1). Their energetic sig-
nificance may be seen by comparing the typical inter-
action energies for van der Waals forces o8 kJmol�1)
and hydrogen bonds (weak hydrogen bonds such
as CH?O and OH?p, 2–20 kJmol�1; OH?O, 20–
40kJmol�1; XH?X where X¼ halogen, phosphorus,
nitrogen, etc., 40–190kJmol�1 depending on degree
of ionic character) with a typical C—C covalent
bond energy of about 300 kJmol�1. Thus the energy
gained, particularly where two molecules link using
two or more strong hydrogen bonds, in structures
optimizing such interactions is indeed comparable to
that of weak covalent bonding. The term ‘‘synthon’’
is therefore realistic. These synthons may be used to
design specific supramolecular architectures. For ex-
ample, the hydrogen-bonded carboxylic acid dimer
synthon may be used to form hexagonal sheet

structures from benzene 1,3,5-tricarboxylic acid
(trimesic acid) (although these sheets are not planar
and form a complex three-dimensional interpenetrat-
ing network of four separate sheets—see Childs) and
three-dimensional diamond-like structures from ada-
mantane 1,3,5,7-tetracarboxylic acid (Fig. 2). Inor-
ganic and organometallic compounds can also be
incorporated into such networks (Braga and Grepioni
1996, Braga. For example trimesic acid (TMA) forms
a hydrated anionic framework around stacks of
cobalticinium cations in the compound [(C5H5)2Co]
[(H3TMA)(H2TMA)] � 2H2O. Weaker hydrogen
bonds (e.g., CH?C) can also exert significant influ-
ences on crystal structures; the large number of these
contacts in common structures amplifies their overall
contribution to the total lattice energy to a significant
level despite the weakness of the individual interac-
tions. Thus, the occurrence of ‘‘herring-bone’’ stack-
ing in crystals of aromatic hydrocarbons has been
correlated with the H:C ratio in the molecule, mole-
cules with high ratios favoring this type of packing
which places peripheral hydrogen atoms of one mol-
ecule close to carbon atoms of inclined molecules in
neighboring stacks (Desiraju and Gavezzotti 1989).

Although strong hydrogen-bonded interactions
form the largest group of supramolecular synthons,
halogen atom interactions with nitro, cyano, amino,
and imino groups and other halogen atoms are also
common, and S?S interactions play a significant role
in determining the stacking arrangements in organic
metals involving donors such as TTF (tetra-
thiafulvalene and BEDT–TTF (tris(ethylenedithio)
tetrathiafulvalene. These interactions have as their
origin not only dispersion forces but also the non-
spherical shape of the atoms arising from the presence
of directed lone pairs (Price and Stone 1984). The
presence of specific attractive forces between halo-
gens and other atoms has been demonstrated by
showing that the number of nearest-neighbor con-
tacts to halogen atoms in crystals is larger than sta-
tistically expected from considerations of atomic
size alone (Desiraju and Parthasarathy 1989) and
gas-phase molecular beam experiments have demon-
strated that such interactions are not confined to the
solid state.

The interactions of neighboring p-electron systems
(p–p interactions) have also been shown to be opt-
imized by specific overlap geometries. This has been
explained in terms of a simple electrostatic model by
Hunter and Sanders (1990), in which the p-electrons
of the p-system are considered as fractional negative
charges above and below the plane of positively
charged atom cores. Clearly, from this model, stacks
of directly superposed molecules are unstable due to
repulsion of the adjacent negatively charged regions,
whereas T-shaped alignment or stacks with rings dis-
placed by half a ring diameter are favorable due to
attraction of the negative and positive regions of
neighboring molecules.
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Figure 1
Supramolecular synthons.
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In crystals composed of p-electron donors and
acceptors, charge-transfer interactions also influence
the observed molecular orientations (Wright 1995).
Two classes of p–p* charge-transfer systems may be
distinguished, involving electronic ground states with
small and large degrees of charge transfer, respectively.
In the former, donor and acceptor molecules alternate
in stacked arrangements, with neighboring stacks
often arranged to form planar sheets of molecules.
The relative orientation of donor and acceptor within
a stack is frequently close to that which maximizes the
interaction energy of all the filled p orbitals of the
donor with all the vacant p* orbitals of the acceptor,
although this is not always the orientation predicted
from simplified frontier orbital models involving only
interaction of donor HOMO and acceptor LUMO. In
systems where the degree of charge transfer in the
ground state is large, homosoric structures with stacks
composed entirely of donors or acceptors are often
found. These have been rationalized in terms of
solution equilibria during crystal growth, with low
equilibrium concentrations of donorþ (which is an
electron acceptor, and thus complexes with neutral
donor) and acceptor� (which is an electron donor, and
thus complexes with neutral acceptor). These Dþ–D
and A�–A complexes serve as templates for subse-
quent stack growth, and illustrate the significance of
solution equilibria in crystal engineering.

3. Control of Crystal Structure and Morphology

Supramolecular synthons can in principle be used to
design crystals in much the same way as conventional
molecular synthons in organic chemistry are used in

retrosynthetic analysis with a disconnection approach.
The desired final structure is disconnected into smaller
structural subunits, which can be re-assembled using
known supramolecular synthons, and the process is
continued until a convenient starting molecule is
identified. However, in practice this is very difficult
due to the numerous complexities of organic crystals
(Gavezzotti 1994): it is currently impossible to design
a molecule to form a crystalline solid with reliably
predictable structure for a given materials application.
The retrosynthetic approach using supramolecular
synthons should therefore be regarded as a useful
starting point rather than an infallible procedure.
A major complicating factor is the occurrence of po-
lymorphism. (Although less than 5% of the com-
pounds in the CSD are known to be polymorphic, this
is likely to be a significant underestimate since many
structures are determined using only one crystal spec-
imen.) Frequently different polymorphs have very
similar lattice energies, especially since polymorphs
with smaller sublimation enthalpies are often less
dense and thus have higher vibrational entropy. In
such cases, several polymorphic forms can crystallize
simultaneously from the same solution.

According to Ostwald’s ‘‘Rule of stages’’ crystal-
lization initially proceeds so as to incur the smallest
possible change in free energy, i.e., the most soluble
metastable forms will form initially in preference to
the final most stable polymorph (although once seeds
of the latter are available its formation is favored—
see Dunitz and Bernstein (1995)). This strong influ-
ence of seed crystallites can be a serious problem
where crystals of a single polymorph must be
obtained (e.g., in the pharmaceutical industry), par-
ticularly since the critical size of a seed nucleus is
estimated to range from a few tens to a few millions
of molecules. Even for the upper end of this range,
10�6g of the material (containing about 1016 mole-
cules of relative molecular mass 100) could make at
least 109 nuclei, so accidental seeding becomes virtu-
ally inevitable. Hence a development in crystal engi-
neering has been the understanding of the importance
of the surface of the growth nucleus in relation to
specific interactions with solvent molecules (Davey
1982) or deliberately added tailored growth inhibitors
(Weissbuch et al. 1991; Davey et al. 1997).

Growth inhibitors bind to a specific crystal face
using one or more supramolecular synthons, but their
reverse side no longer provides the necessary func-
tionality for further binding. Since crystals elongate
along the direction of fastest growth, inhibitors
enlarge the faces to which they are bound (i.e.,
growth in the plane of the face is faster than growth
perpendicular to it), changing crystal morphology in
predictable ways. A simple example of this is the
modification of benzamide crystals, which normally
grow as {001} plates elongated along b, with doubly
hydrogen-bonded amide dimers linked together by
further double NH?O interactions along the b axis.

Figure 2
Adamantane 1,3,5,7-tetracarboxylic acid.
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Addition of small amounts of benzoic acid replaces
the NH2 groups by OH, leaving no spare hydrogen
for sustaining the hydrogen bonding along b (Fig. 3).

The replacement of NH2 by OH has been estimated
to reduce the local interaction energy at the growth
site by 40 kJmol�1 so that the crystals then elongate
along a. Chiral growth inhibitors have also been used
successfully to inhibit crystal growth of one chirality,
producing crystals of the noninhibited form. Since
growth inhibition is a surface process, only small
amounts of chirally pure inhibitor are required to
produce large amounts of the resolved crystals. A
related principle has also been used to grow chiral
crystals of amino acids and other materials at inter-
faces with Langmuir–Blodgett films of chirally pure
amino acids such as (S)-a-aminooctanoic acid. Using
very small quantities of chirally pure material as
monolayer templates, substantial quantities of opti-
cally pure crystals, whose growth has been otherwise
entirely unconstrained in solution, can be obtained.

4. Control of Twinning

Certain faces of crystals incorporating hydrogen-
bonded dimers can be generated either by cleaving
between neighboring dimer pairs or by separating the
two molecules in each surface dimer pair. The {10%2}

face of saccharin is one such example, and yields a
surface functionality which depends on the growth
solvent. Modeling of interactions of monomer and
dimer with solvents showed that ethanol could
hydrogen bond with both monomer and dimer spe-
cies, whereas acetone could only hydrogen bond with
the monomer. Hence the monomer surface, generated
by separating the two molecules in dimer pairs at the
cleavage plane, is favored in acetone solution but not
in ethanol. This has been shown to affect the prob-
ability of developing twinned crystals. Modeling
shows that dimers can add in two alternative
orientations on to the monomer surface, but in only
one way on to the dimer surface. This explains the
experimental observation that twinned crystals form
in acetone but not in ethanol (Williams-Seton et al.
1999). Such detailed understanding of twin growth
processes can have significant industrial benefits.

5. Conclusions

The above examples of crystal growth illustrate the
complexities that can occur due to competing inter-
actions within a crystal. Thus, benzamide crystal
growth is influenced both by the interactions forming
benzamide hydrogen-bonded dimers and by the
hydrogen-bonding between adjacent dimers, while
the retention or cleavage of such dimers at a crystal
surface in saccharin strongly influences the proba-
bility of crystal twinning. Since many functional or-
ganic molecules have a variety of features potentially
capable of participating in different supramolecular
synthons (e.g., aromatic rings, hydrogen-bonding
substituents such as amine or carboxylic acid groups,
and other interacting substituents such as cyano, hal-
ogen, or nitro groups, etc.) there will in general be a
competition between the structural arrangements re-
quired to maximize their diverse interactions. Even in
simple cases such as centrosymmetric carboxylic acid
dimers, alternatives such as the chain structure can
compete. In many cases this competition is further
complicated by binding to solvent molecules (20% of
the structures in the CSD contain guest molecules,
usually solvents). In view of these complications, it is
not surprising that computer prediction ab initio of
the observed crystal structure of a designed func-
tional molecule is not yet possible (Gdanitz 1998).
(This is paralleled on the experimental side by the not
infrequent observation that new compounds cannot
be isolated as good-sized single crystals.) Indeed, full
structure prediction will probably require computa-
tion of both thermodynamic and kinetic pathways for
the whole process from solution disorder to crystal
order, including liquid structuring and nucleation,
crystal growth, solvent interactions, and effects of
molecular motion and disorder within crystals.
Despite these complications, the growing understand-
ing of crystal engineering principles is vital to the

Figure 3
Benzoic acid as a growth inhibitor for benzamide.
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future rational design of molecular materials for
device applications, and the combination of statistical
analysis of structural databases with increasingly
sophisticated computer modeling techniques may be
expected to generate continued progress in this area
for the foreseeable future.
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Crystal Structures of the Elements

The crystal structures of most chemical elements re-
semble rather simple sphere packings at RTP (room
temperature and pressure). There is a fairly clear trend
as to what crystal structure is stable as a function
of the position of an element in the periodic table
(Table 1). Obviously, this is a result of the electronic
structure of the solid elements and the resulting type
of bonding. Nondirectional metallic or van der Waals
bonding favors dense packing of almost spherical
atoms. In the case of smooth, repulsive interatomic
potentials, h.c.p. or c.c.p. (f.c.c.) structures are formed
(Fig. 1). If the cohesion energy is governed by the
electrostatic Madelung energy, b.c.c. structures are
preferred. Solids with prevailing directional covalent
bonding tend to form open complex structures.

Most of the elements undergo structural phase
transitions as a function of temperature and/or pres-
sure. The b.c.c. structure type, for instance, is very
common for high-temperature (HT) phases owing to
its higher vibrational entropy compared to h.c.p. or
f.c.c. structures. Under compression, the electronic
band structure and thereby the bonding properties
change. This often leads first to the formation of low-
symmetry complex structures which at higher pressure
then transform into high-symmetry close-packed
structures. In addition, the delocalization of bonding
electrons under pressure reduces the differences be-
tween the chemical properties of the elements and
their crystal structures. At ultra-high pressures (of the
order of TPa) most of the nonmetallic elements are
expected to undergo insulator–(semiconductor)–metal
transitions. Polyatomic molecular structures dissoci-
ate under sufficiently high pressure. The rapid im-
provement of high-pressure (HP) techniques since the
early 1980s has opened up extremely high pressure
and temperature ranges (comparable to the conditions
in the earth’s core: B7000K and B360GPa) to struc-
tural studies. As a result, numerous new allotropes of
the elements have been discovered (see Table 3).

The theoretical modeling of the stability of crystal
structures is usually performed by self-consistent
density-functional calculations using different types
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of approximations. This means the full many-body
problem is approximated by one-electron Hamilton-
ians with local exchange-correlation potentials. In
some cases relativistic effects such as increase in elec-
tron mass with velocity and spin–orbit coupling also
have to be considered. For nonzero temperatures the
quantum molecular dynamics method of Car and
Parinello (1989) is often used. Owing to the rapid de-
velopment of all these techniques in combination with
more powerful computers, the stability of most crystal
structures of the elements and their phase transitions
are now quite well understood. For a short introduc-
tion to ab initio calculations see, for instance, Carlsson
and Meschter (1995) or Young (1991).

Most of the information given in this article is
based on the works of Young (1991), Tonkov (1992,
1996), and Villars and Calvert (1991).

1. Nomenclature

For the shorthand characterization of crystal struc-
tures, the Pearson notation in combination with the
prototype structure is used in accordance with IUPAC
recommendations (Leigh 1990). A comparison of
Pearson notation, prototype formula, space group,
and Strukturbericht designation (A3 for hP2-Mg, for

instance) for a large number of crystal structure types
is given by Massalski (1990). The prototype structures
are described in detail in Daams et al. (1991).

The Pearson notation consists of two letters and
one number. The first letter denotes the crystal family
and the second one the Bravais lattice type (Table 2).
The number of atoms per unit cell is given at the third
position. The symbol cF4, for instance, classifies a
structure type to be cubic (c) all face centered (F) with
four atoms per unit cell. In the case of rhombohedral
structures, like the hR3-Sm type, the number of
atoms in the unit cell of the rhombohedral setting
(a¼ b¼ c, a¼ b¼ ga901) is always given. The num-
ber of atoms in the corresponding hexagonal unit cell
(a¼ bac, a¼b¼ 901, g¼ 1201) is three times larger.

The atomic volume Vat is calculated by dividing the
volume of the unit cell of a crystal structure by the
number of atoms per unit cell. It is not only a meas-
ure of the actual size of an atom but also of the
packing density q of a structure. The packing density
always refers to a packing of hard spheres. In the case
of just one size of spheres the maximum packing
density is that of h.c.p. and c.c.p. structures and their
polytypes (Fig. 1). The atomic volume Vat is just the
volume of a spherical atom calculated from its radius
divided by the packing density q. The very low value
q¼ pO3/16¼ 0.34 for the diamond structure, for

Table 1
Periodic system of the chemical elements. Elements with dense-packed structure types cI2-W (b.c.c.), cF4-Cu (f.c.c.),
hP2-Mg (h.c.p.), hP4-La (d.h.c.p.) at ambient conditions are marked. The rare gases show close-packed structures at
low temperatures and/or high pressures. The other elements exhibit open structures in terms of the hard-sphere model.
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instance, does not reflect the high density of this ma-
terial. It just demonstrates that the hard-sphere
model is not suited properly to describe the packing
of the nonspherical, covalently bonded carbon atoms.

2. Discussion of the Crystal Structures of the
Elements

In the following, typical crystal structures of the
elements are discussed by group. The crystallographic
information of all allotropes of the elements being
stable either at RT and arbitrary pressure or at RP
and arbitrary temperature is compiled in Table 3. The

data, however, are in a number of cases a somewhat
subjective synthesis of different (sometimes contra-
dictory) results but with emphasis on the most recent
experimental and theoretical studies. Pressure-in-
duced phase transformations, for instance, are often
very sluggish and the experimentally observed trans-
formation pressures may vary by several GPa.

2.1 Groups 1 and 2: Hydrogen, Alkali Metals, and
Alkaline Earth Metals

In solid hydrogen, the h.c.p. H2 molecules are
rotating almost freely at low pressures. Under

Figure 1
(a) Cubic and (b) hexagonal close sphere packings with packing densities of q¼ 0.740 in both cases. The packing
sequence of the hexagonal close-packed layers is yABCy in (a) and yABy in (b). One body diagonal of the cubic
unit cell is perpendicular to the h.c.p. layers in (a).
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compression, rotational ordering transitions occur. A
molecular metallic phase is expected at RT at pres-
sures around 200GPa and the onset of molecular
dissociation around 620GPa (Loubeyre et al. 1996).

The alkali metals are characterized by low melting
temperatures and high compressibilities. The atomic
volume of caesium, for instance, at 92GPa amounts
to just 21.4% of its value at RP. At low pressures,
alkali metals behave like typical metals since they
conform more closely to the free electron gas model
of metals. The absence of directional bonds forces
close-packed structures. At ambient conditions, the
structures of alkali metals are all of the cI2-W type
(Fig. 2). At low temperatures, lithium and sodium
transform martensitically to phases with hR3-Sm type
structures (Fig. 3).

At higher pressures, electron transfer from the half-
filled (nþ 1)s band to the empty nd band takes place
for the heavier alkali metals (K, Rb, Cs, Fr). The d
occupancy for caesium, for instance, was calculated
to be 0.8 electrons per atom at 10GPa (i.e., only
0.2 electrons per atom are left in the s band). The s–d
crossover gives rise to the special softness of
the heavy alkali metals and to a number of phase
transitions.

The alkaline earth metals behave similarly to the
alkali metals. One finds a comparable simple se-
quence of structural phase transitions for the light
alkaline earth metals beryllium and magnesium, and
a more complex behavior for the heavier ones. The
large deviation of the hexagonal lattice parameter
ratio c/a¼ 1.56 from the ideal value of O8/3¼ 1.633
indicates semicovalent bonding for Be(hP2)-I.

2.2 Groups 3–10: Transition Metal (TM) Elements

TM elements are typical metals with high melting
temperatures and high hardness. Their partially oc-
cupied nd orbitals are only slightly screened by the
outer (nþ 1)s electrons. This leads to a significant
change in the chemical properties of TMs going from
left to right in the periodic system. The atomic vol-
umes decrease rapidly with increasing number of

electrons in bonding d orbitals due to increasing
cohesion. They increase again, however, when the
antibonding d orbitals are populated (‘‘parabolic be-
havior’’). At ambient conditions, TMs crystallize
preferably in close-packed, high-symmetry structures.
The exceptionally complex structures of the different
manganese modifications result from its very narrow
3d bands. The bandwidths of the homologous 4d and
5d elements technetium and rhenium are considerably
larger but still much narrower than the sp bands.

Group 3 elements scandium, yttrium, lanthanum,
and actinium show similar phase sequences. High-
pressure phases of the light elements occur as RP
phases of the heavy homologues. La(hP4)-III, with
stacking sequence yACABy of the h.c.p. layers, is
one of the simpler polytypic close-packed structures
common for the lanthanides (Fig. 3). Another typical
polytype for lanthanides is Y(hR3)-III with stacking
sequence yABABCBCACy (Fig. 3).

Group 4 elements titanium, zirconium, and haf-
nium all crystallize in slightly compressed h.c.p.
structures and transform to b.c.c. at higher temper-
atures (RP). Under moderate compression, all three
elements transform to phases with the open Ti(hP3)-
III structure (o-phase) (Fig. 4). Its packing density
with q¼ 0.57 is slightly larger than that of Po(cP1)-II
(q ¼ p=6 ¼ 0:52) but substantially lower than for
b.c.c. (q ¼ p

ffiffiffi
3

p
=8 ¼ 0:68) or c.c.p. and h.c.p.

(q ¼ p=
ffiffiffiffiffi
18

p ¼ 0:74) structures. Calculations explain
the stability of Ti(hP3)-III by covalent bonding con-
tributions from 4s–3d electron transfer. At higher
pressures, zirconium and hafnium transform to b.c.c.,
while titanium remains in the Ti(hP3)-III phase up to
at least 87GPa. The same type of h.c.p.–b.c.c. trans-
formation that also occurs at high temperatures is of
different origin in this case: the HT transformation is
entropy driven while the HP transformation is caused
by s–d electron transfer.

Group 5 and 6 elements vanadium, niobium, tan-
talum, molybdenum, and tungsten all have b.c.c.
structures. Up to pressures of 170–364GPa no fur-
ther allotropes could be found in agreement with
theoretical calculations. Chromium shows two anti-
ferromagnetic phase transitions, which modify the
structure only slightly.

Group 7 and 8 elements technetium, rhenium, ru-
thenium, and osmium all crystallize in h.c.p. struc-
tures. The HT phases Mn(cF4)-II and Mn(cI2)-I
show typical metal structures while Mn(cP20)-III and
Mn(cI58)-IV crystallize in very complex structures
caused by their antiferromagnetism. Mn(cI58)-IV can
be described as a 3� 3� 3 superstructure of b.c.c.
unit cells with 20 atoms slightly shifted and 4 atoms
added resulting in total 58 atoms per unit cell.

Iron, the technologically most important element
and main constituent of the earth’s core, undergoes
four phase transformations: ferromagnetic Fe(cI2)-III
transforms to a paramagnetic isostructural phase;
then Fe(cF4)-II forms, and below the melting point a

Table 2
Meaning of the letters included in the Pearson notation.

Crystal family Bravais lattice type

a, triclinic (anorthic) P, primitive
m, monoclinic I, body centered
o, orthorhombic F, all-face centered
t, tetragonal S, side- or base-face

centered
h, hexagonal,

trigonal (rhombohedral)
R, rhombohedral

c, cubic
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Table 3
Crystal structure types of the allotropes of the chemical elements. Only those HP and HT phases are listed that are
stable at RT or RP, respectively. If no other reference is given, data are based on the compilations of Villars and
Calvert (1991), Tonkov (1992, 1996), and Young (1991). Atomic volumes Vat are given at ambient conditions if no
pressure p and temperature T is given in the form T9p. TP indicates triple point.

Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa) Ref.a

Actinium Ac 89 I cF4 Cu o1324 RP 37.45
Aluminum Al 13 I cF4 Cu o933.60 RP 16.61
Americium Am 95 g, I cI2 W 1350–1449 RP

b, II cF4 Cu 1042–1350 RP 29.30
RT 5.2–12.5 25.69 RT96.5 1

a, III hP4 La o1042 RP 29.27
RT o5.2

IV mP4 Am RT 12.5–15 24.00 RT914.0 1
d, V oS4 U RT 415 23.35 RT917.7

Antimony Sb 51 a, I hR2 As o903.83 RP 30.21
RT o8

II tP10 Sb RT 8–28 24.47
III cI2 W RT 428

Argon Ar 18 I cF4 Cu o83.798 TP RP 37.45 4.259RP
Arsenic As 33 a, I hR2 As o887 RP 21.30

RT o25
II cP1 Po RT 25–48 16.58 RT925 2
III tP10 Sb RT 48–122 12.36 RT9106 2
IV cI2 W RT 4122 2

Astatine At 85 I o575 RP
Barium Ba 56 a, I cI2 W o1000 RP 62.99

RT o5.5
b, II hP2 Mg RT 5.5–7.5 40.55 RT95.8
III cF4 Cu RT? 7.5–12.6
IV RT 12.6–45
V hP2 Mg RT 445

Berkelium Bk 97 a, I hP4 La o1250 RP 28.18
RT o8

b, II cF4 Cu 1250–1323 RP
RT 7–25

III oS4 U RT 425
Beryllium Be 4 b, I cI2 W 1523–1562 RP 8.30 15289RP

a, II hP2 Mg o1523 RP 8.11
RT o12

III oP4 Be RT 412 6.95 RT928.3
Bismuth Bi 83 a, I hR2 As o544.592 RP 35.07 3

RT o2.55 3
b, II mS4 Bi RT 2.55–2.69 31.62 RT92.6 3
g, III tP10 Bi RT 2.69–7.7 30.61 RT92.9 4
z, IV cI2 W RT 47.7 27.44 RT99 4

Boron B 5 b, I hR105 B 1453–2365 RP 23.67 2989RP
a, II hR12 B o1453 RP 21.87

RT o210
III tI RT 210–360
IV cF4 Cu RT 4360

Bromine Br 35 I oS8 I o265.9 TP RP 33.55 2509RP
RT o80

II oI2 I RT 480 15.10 RT980 5
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

Cadmium Cd 48 I hP2 Mg o594.258 RP 21.60
Caesium Cs 55 a, I cI2 W o301.54 RP 110.45

RT o2.26
b, II cF4 Cu RT 2.26–4.15 53.57 RT94.1
b0, III cF4 Cu RT 4.15–4.10 48.77 RT94.17
g, IV tI4 RT 4.20–10 35.01 RT98
V oS16 Cs RT 10–72 26.09 RT925.8 6
VI hP2? RT 472 11.48 RT992 7

Calcium Ca 20 b, I cI2 W 721–1115 RP 44.95 7409RP
a, II cF4 Cu o721 RP 43.63

RT o19.5
III cP1 Po RT 32–42 17.88 RT939
IV RT 442

Californium Cf 98 b, I cF4 Cu 863–1173 RP 30.43
a, II hP4 La o863 RP 27.27

RT o17
III aP4 Cf RT 30–41 17.12
IV oS4 U RT 441 14.29 RT946.6

Carbon C 6 I hP4 C o4100 RP 8.80
RT o12

II cF8 C RT 12–1100 5.67
Cerium Ce 58 d, I cI2 W 999–1071 RP 34.97 10309RP

g, II cF4 Cu 326–999 RP 34.37 3009RP
b, III hP4 La 96–326 RP 34.78

RT o5.1
a, IV cF4 Cu o96 RP 28.52 779RP
a0, V oS4 U RT 5.1–12.2 23.84 RT95.8
VI tI2 In RT 412.2 12.75 RT9208 8

Chlorine Cl 17 I oS8 I o172.18 TP RP 28.86 1139RP
Chromium Cr 24 I cI2 W o2136 RP 12.00
Cobalt Co 27 a, I cF4 Cu 695–1768 RP 11.34 7239RP

e, II hP2 Mg o695 RP 11.07
Copper Cu 29 I cF4 Cu o1358.02 11.79
Curium Cm 96 b, I cF4 Cu 1550–1618 RP 31.99

RT 23–43
a, II hP4 La o1550 RP 30.09

RT o23
III oS4 U RT 443 15.98 RT945.5

Dysprosium Dy 66 b, I cI2 W 1654–1685 RP 31.52
a, II hP2 Mg 86–1654 RP 31.60

RT o5
a0, III oS4 U o83.5 RP 31.55
g, IV hR3 Sm RT 5–9 27.04 RT97
V hP4 La RT 9–38
VI cF4 Cu RT 438

Einsteinium Es 99 I cF4 Cu o1133
Erbium Er 68 I hP2 Mg o1802 RP 30.64

RT o7
II hR3 Sm RT 7–13
III hp4 La RT 413
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

Europium Eu 63 I cI2 W o1095 RP 48.13
RT o12.5 35.22 RT95.9

II hP2 Mg RT 12.5–18 27.39 RT915.1
III hP36? RT 418 23.57 RT920

Fermium Fm 100 I o1800
Fluorine F 9 b, I cP16 O 45.6–53.48 TP RP 18.54 509RP

a, II mS8 F o45.6 RP 16.05 23.19RP
Francium Fr 87 I o300
Gadolinium Gd 64 b, I cI2 W 1508–1586 RP 33.22

a, II hP2 Mg o1508 RP 33.00
RT o1.5

g, III hR3 Sm RT 1.5–6.5 30.00 RT93.5
IV hP4 La RT 6.5–24 27.68 57397.5
V cF4 Cu RT 14–44
VI hP6 RT 444 15.19 RT9105.6

Gallium Ga 31 a, I oS8 Ga o302.9241 TP RP 19.58 285.39RP
RT o3.0

II cI12 Ga RT 3.0–14 17.56 31392.6
III tI2 In RT 14–120 15.00 RT912 9
IV cF4 Cu RT 4120 10.20 RT9115 9

Germanium Ge 32 I cF8 C o1211.5 RP 22.64
RT o9

II tI4 Sn RT 9–74 16.71 RT912
III oI4 RT 74–85 12.34 RT981 10
IV hP4 La RT 485 10.24 RT9125

Gold Au 79 I cF4 Cu o1337.58 RP 16.96
Hafnium Hf 72 b, I cI2 W 2013–2504 RP 23.62 20739RP

a, II hP2 Mg o2013 RP 23.13
RT o38

III hP3 Ti RT 38–71
IV cI2 W RT 471

Helium 4He 2 a, II hP2 Mg 28.45 3.9690.013
5.68 300923.3

b, I cF4 Cu 19.06 1690.125
g, III cI2 W 34.71 1.7392.9

Holmium Ho 67 I cI2 W 1701–1747 RP 31.05
a, II hP2 Mg o1701 RP 31.12

RT o7.0
b, III hR3 Sm RT 7.0–13 25.87 RT98.5
IV hP4 La RT 413

Hydrogen H 1 I hP4 o13.95 RP 19.02 4.59RP
Indium In 49 I tI2 In o429.784 RP 26.18

RT o45
II oF4 RT 445 15.00 RT993 11

Iodine I 53 I oS8 I o386.8 RP 42.63
RT o21

II oI2 I RT 21–43 25.17 RT930
III tI4 RT 43–55 20.37 RT949
IV cF4 RT 455 13.25 RT9276 12

Iridium Ir 77 I cF4 Cu o2720 RP 14.14
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

Iron Fe 26 d, I cI2 W 1667–1811 RP 12.60 16679RP
g, II cF4 Cu 1185–1667 RP 12.13 11899RP
a, III cI2 W o1185 RP 11.78

RT o9
e, IV hP2 Mg RT 49 10.36 RT915

Krypton Kr 36 I cF4 Cu o115.765 RP 46.81 929RP
Lanthanum La 57 g, I cI2 W 1153–1191 RP 38.65 1160

b, II cF4 Cu 533–1153 RP
RT 2.3–7 30.47 RT96.5

a, III hP4 La o533 RP 37.42
RT o2.3

IV hP6 RT 7–60
V cF4 Cu RT 460 13

Lawrencium Lr 103 I o1900
Lead Pb 82 a, I cF4 Cu o600.652 RP 30.33

RT o13.2
b, II hP2 Mg RT 13.2–110 24.87 RT913.9
III cI2 W RT 4110 14.40 RT9238

Lithium Li 3 I cI2 W 70–453.8 RP 21.62
II hR3 Sm o70 RP 24.32 209RP

RT o6.9
III cF4 Cu RT 46.9 14.83 RT98

Lutetium Lu 71 I hP2 Mg o1936 RP 29.27
RT o25

II hR3 Sm RT 25–45 21.13 RT923 14
III hP4 La RT 45–88 14
IV hR24 RT 488 12.52 RT9142 14

Magnesium Mg 12 I hP2 Mg o923 RP 23.24
RT o50

II cI2 W RT 450 12.88 RT958
Manganese Mn 25 d, I cI2 W 1410–1519 RP 14.62 14139RP

g, II cF4 Cu 1360–1410 RP 14.40 13689RP
b, III cP20 Mn 980–1360 RP 13.62 10089RP
a, IV cI58 Mn o980 RP 12.21

Mendelevium Md 101 I o1100
Mercury Hg 80 a, I hR1 Hg 78–234.314 RP 23.07 839RP

b, II tI2 Pa o78 RP 22.54 779RP
RT 3.7–12

g, III oP4 Hg RT 12–37 19.35 RT919.8 15
d, IV hP2 Mg RT 437 16.15 RT940 15

Molybdenum Mo 42 I cI2 W o2896 RP 15.58
Neodymium Nd 60 b, I cI2 W 1128–1294 RP 35.22 11569RP

a, II hP4 La o1128 RP 34.18
RT o3.8

g, III cF4 Cu RT 3.8–18 29.72 RT95.5
IV hP6 Pr RT 18–39 24.21 RT918
V mS4 RT 439

Neon Ne 10 I cF4 Cu o24.563 TP RP 22.23 4.39RP
Neptunium Np 93 g, I cI2 W 843–912 RP 21.81 8739RP

RT o21
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

II oI2 I RT 21–43 25.17 RT930
III tI4 RT 43–55 20.37 RT949
IV cF4 RT 455 13.25 RT9276 12

Iridium Ir 77 I cF4 Cu o2720 RP 14.14
Iron Fe 26 d, I cI2 W 1667–1811 RP 12.60 16679RP

g, II cF4 Cu 1185–1667 RP 12.13 11899RP
a, III cI2 W o1185 RP 11.78

RT o9
e, IV hP2 Mg RT 49 10.36 RT915

Osmium Os 76 I hP2 Mg o3306 RP 13.98
Oxygen O 8 g, I cP16 O 43.8–54.4 RP 19.91 509RP

b, II hR2 O 23.85–43.8 RP 17.76
RT 5.4–9.3 11.96 RT95.5

a, III mS4 O o23.85 RP 17.31 239RP
d, IV oF8 RT 9.3–9.8 10.42 RT99.6
e, VI mP4 RT 49.8 8.83 RT910

Palladium Pd 46 I cF4 Cu o1828 RP 14.69
Phosphorus P 15 I oS8 P o862.8 RP 18.99

RT o5.5
II hR2 As RT 5.5–10 14.33 RT99
III cP1 Po RT 410 12.00 RT925

Platinum Pt 78 I cF4 Cu o2042.2 RP 15.10
Plutonium Pu 94 e, I cI2 W 756–913 RP 24.07 7739RP

d0, II tI2 In 725–756 RP 24.78 7509RP
d, III cF4 Cu 583–725 RP 24.89 6539RP
g, IV oF8 Pu 488–583 RP 23.14 5639RP
b, V mS34 Pu 388–488 RP 22.16 3669RP
a, VI mP16 Pu o388 RP 20.43

RT o40
VII hP8 RT 440 13.95 RT962 17

Polonium Po 84 b, I hR1 Po 327–527 RP 36.89
a, II cP1 Po o327 RP 37.90

Potassium K 19 I cI2 W o336.86 RP 75.72 3019RP
RT o11.4

II cF4 Cu RT 11.4–23 34.11 RT912.4
III tI16 RT 423 25.98 RT929.3 18

Praseodymium Pr 59 b, I cI2 W 1069–1204 RP 35.22 10949RP
a, II hP4 La o1069 RP 34.52

RT o3.8
g, III cF4 Cu RT 3.8–6.2 29.05 RT94
IV hR8 RT 6.2–14 24.32 RT913.8 19
V oS4 U RT 414 18.91 RT926.2

Promethium Pm 61 b, I cI2 W 1163–1315 RP
a, II hP4 La o1163 RP 33.85

RT o10
III cF4 Cu RT 10–18
IV hP6 Pr RT 18–40
V RT 440

Protactinium Pa 91 b, I cI2 W 1443–1845 RP 27.65
a, II tI2 Pa o1443 RP 25.64
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

Radium Ra 88 I cI2 W o973 RP 68.22
Radon Rn 86 I o202 RP
Rhenium Re 75 I hP2 Mg o3459 RP 14.71
Rhodium Rh 45 I cF4 Cu o2236 RP 13.77
Rubidium Rb 37 a, I cI2 W o312.63 RP 87.10

RT o7.0
II cF4 Cu RT 7.0–13
III RT 13–16.5
IV RT 16.5–19.5
V tI4 RT 19.5–46
VI RT 446 18

Ruthenium Ru 44 I hP2 Mg o2607 RP 13.57
Samarium Sm 62 g, I cI2 W 1195–1347 RP

b, II hP2 Mg 1007–1195 RP 33.79 9809RP
a, III hR3 Sm o1007 RP 33.18

RT o4.5
d, IV hP4 La RT 4.5–14 33.05
V cF4 Cu RT 14–19
VI hR8 Pr RT 19–33
VII mS4 RT 33–91
VIII tI2 RT 491 12.21 RT9189 20

Scandium Sc 21 b, I cI2 W 1609–1814 RP 25.95
a, II hP2 Mg o1609 RP 25.00

RT o19
III tP4 Np RT 419 16.81 RT926

Selenium Se 34 g, I hP3 Se o494 RP 27.28
RT o14 21.41 RT97.7

II RT 14–23 21
III mS4 RT 23–28 17.37 RT923 21
IV oS4 RT 28–60 15.77 RT934.9 21
V hR1 Po RT 60–140 14.35 RT960 21
VI cI2 W RT 4140 11.25 RT9140 21

Silicon Si 14 a, I cF8 C o1687 RP 20.02
RT o12 22

b, II tI4 Sn RT 12–13.2 14.19 RT913 22
III oI4 RT 13.2–15.6 13.60 RT915 23
IV hP1 BiIn RT 15.6–37.6 12.28 RT934 23
V oS16 Cs RT 37.6–42 11.49 RT938.4 23
VI hP2 Mg RT 42–78 10.74 RT943 23
VII cF4 Cu RT 478 9.27 RT987 23

Silver Ag 47 I cF4 Cu o1235.08 RP 17.06
Sodium Na 11 b, I cI2 W 36–371.0 RP 39.49

a, II hR3 Sm o36 RP 43.57 209RP
Strontium Sr 38 b, I cI2 W 896–1042 RP 57.75 9019RP

RT 3.5–26
II hP2 Mg 504–896 RP 57.05 5219RP

a, III cF4 Cu o504 RP 56.08
RT o3.5

IV oI4 RT 26–35 24.53 RT931.3 24
V RT 35–46
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Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

VI RT 446
Sulfur S 16 b, I mP48 S 368.65–388.37 RP 27.23 3769RP

a, II oF128 S o368.65 RP 25.76
RT o5.3

III mP RT 5.3–24 25
IV amorphous RT 24–37 25
V 37–84 25
VI oS4 RT 84–162 8.82 RT9145 25
VII hR1 Po RT 4162 8.01 RT9206.5 25

Tantalum Ta 73 I cI2 W o3293 RP 18.01
Technetium Tc 43 I hP2 Mg o2428 RP 14.31
Tellurium Te 52 a, I hP3 Se o722.72 RP 34.00

RT o4.2 31.30 RT92 26
II mP4 RT 4.2–6.8 28.00 RT95 26
III oP4 RT 6.8–10.6 26.20 RT98.5 26
IV hR1 Po RT 10.6–27 23.60 RT917.5 26
VII cI2 W RT 427 20.65 RT933.00 26

Terbium Tb 65 b, I cI2 W 1562–1629 RP 32.48
a0, II hP2 Mg 220–1562 RP 32.13

RT o3.0
a, III oS4 Dy o220 RP 32.11 2239RP
g, IV hR3 Sm RT 3.0–6.0 27.41 RT96.0
V hP4 La RT 6.0–29
VI cF4 Cu RT 29–32
VII hR8 Pr RT 432

Thallium Tl 81 b, I cI2 W 505–577 RP 29.00 5239RP
a, II hP2 Mg o503 RP 28.60

RT o3.7
g, III cF4 Cu RT 43.7 27.27 RT96

Thorium Th 90 b, I cI2 W 1633–2028 RP 34.71 17239RP
a, II cF4 Cu o1633 RP 32.89

RT o100
III tI2 In RT 4100 13.32 RT9300 27

Thulium Tm 69 I cI2 W 1800–1818 RP 30.12
II hP2 Mg o1800 RP 30.27

RT o9
III hR3 Sm RT 9–13
IV hP4 La RT 413 25.01 RT911.6

Tin Sn 50 b, I tI4 Sn 291–505.1181 RP 27.05
RT o9.4

a, II cF8 C o291 RP 34.16 2939RP
g, III tI2 Pa RT 9.4–45 20.25 RT924.5
IV cI2 W RT 445 17.76 RT953

Titanium Ti 22 b, I cI2 W 1155–1943 RP 18.07 11939RP
a, II hP2 Mg o1155 RP 17.64

RT o2
o, III hP3 Ti RT 42 17.23 RT94

Tungsten W 74 I cI2 W o3695 RP 15.85
Uranium U 92 g, I cI2 W 1049–1408 RP 22.22 11739RP

b, II tP30 CrFe 941–1049 RP 21.81 9559RP
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b.c.c. phase, Fe(cI2)-I, appears again; Fe(cI2)-III
transforms under compression into Fe(hP2)-IV. A
further orthorhombic phase has been found to be
stable at high pressures and temperatures (HTP).

Group 9 and 10 elements rhodium, iridium, nickel,
palladium, and platinum all show f.c.c. structures. Co-
balt undergoes a phase transformation from h.c.p.
(RT) to c.c.p. at HT. By annealing it in a special way,
stacking disorder can be generated: the h.c.p. sequence
yABy is statistically replaced by a c.c.p. sequence
yABCy such as yABABABABCBCBCBCy with
a frequency of about one yABCy among ten
yABy.

2.3 Groups 11 and 12: Copper and Zinc Group Metals

The coinage metals copper, silver, and gold are typ-
ical f.c.c. metals (Fig. 5). Their single ns electron is

less shielded by filled (n�1)d orbitals than the s elec-
tron of the alkali metals by the fully occupied noble
gas shells. The d electrons also contribute to the me-
tallic bond. These factors are responsible for the more
noble character of these metals compared to the
alkali metals.

Zinc and cadmium do not undergo phase transi-
tions up to the highest pressures employed (Zn:
126GPa, Cd: 174GPa). The c/a ratios, however,
decrease from 1.856 for zinc and 1.886 for cadmium
to 1.59. The value for an ideal h.c.p. structure isffiffiffiffiffiffiffiffi

8=3
p ¼ 1:633, and most of the h.c.p. metallic
elements fall in the range 1.57oc/ao1.65. The large
deviation from the ideal value at RTP is due to a
lowering of the band structure energy by lattice dis-
tortions (Peierl’s distortion).

The rhombohedral structure of Hg(hR1)-I can be
derived from a f.c.c. structure by strong compression
along the threefold axis (Fig. 3). In contrast to zinc

Stability range

Element name,
symbol,
atomic number

Structure type,
Pearson symbol,
prototype formula

Temperature
(K)

Pressure
(GPa)

Vat

( (A3)
T9p

(K)9(GPa)
Ref.a

a, III oS4 U o941 RP 20.75
Vanadium V 23 I cI2 W o2183 RP 13.87
Xenon Xe 54 I cF4 Cu o161.3918 TP RP 59.50 589RP

RT o21
II hP2 Mg RT 421 17.35 RT9137 28

Ytterbium Yb 70 g, I cI2 W 1047–1092 RP 43.76 10479RP
RT 3.5–26

b, II cF4 Cu 270–1047 RP 41.21
RT o3.5

a, III hP2 Mg o270 RP 41.63
RT 26–53 18.98 RT934

IV cF4 RT 53–98 16.36 RT957 29
V hP3 Sm RT 498 10.85 RT9202 30

Yttrium Y 39 b, I cI2 W 1751–1795 RP 34.71
a, II hP2 Mg o1751 RP 33.18

RT o10
III hR3 Sm RT 10–26
IV hP4 RT 26–39
V cF4 Cu RT 439

Zinc Zn 30 I hP2 Mg o692.73 RP 15.21
Zirconium Zr 40 b, I cI2 W 1136–2128 RP 23.50

a, II hP2 Mg o1136 RP 23.30
RT o2.2

o, III hP3 Ti RT 2.2–30
IV cI2 W RT 430

a 1, Roof (1981); 2, Iwasaki (1997); 3, Iwasaki and Kikegawa (1997); 4, Chen et al. (1996); 5, Fujihisa et al. (1995); 6, Schwarz et al. (1998); 7, Takemura
et al. (1991); 8, Vohra et al. (1999); 9, Takemura et al. (1998); 10, Nelmes et al. (1996); 11, Takemura and Fujihisa (1993); 12, Reichlin et al. (1994); 13,
Porsch and Holzapfel (1993); 14, Chesnut and Vohra (1998); 15, Schulte and Holzapfel (1993); 16, Olijnyk (1990); 17, Dabos-Seignon et al. (1993); 18,
Winzenick et al. (1994); 19. Hamaya et al. (1993); 20, Vohra and Akella (1991); 21, Akahama et al. (1993); 22, Hanfland et al. (1999); 23, McMahon and
Nelmes (1993); 24, Winzenick and Holzapfel (1996); 25, Luo et al. (1993); 26, Parthasarathy and Holzapfel (1988); 27, Vohra et al. (1991); 28, Caldwell
et al. (1997); 29, Zhao et al. (1994); 30, Chesnut and Vohra (1999).
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and cadmium, the ratio c/aþ ¼ 1.457 for a descrip-
tion as a hypothetical distorted h.c.p. structure is
smaller than the ideal value.

2.4 Group 13: Boron Group Elements

There is still not very much reliable information on the
phase diagram of boron. Its structural chemistry, dom-
inated by icosahedral structural units, is complicated
and similar to that of sulfur. Aluminum and thallium,
however, are simple sp-bonded metals and crystallize in
close-packed structures. Ga(oS8)-I forms a 63 network
of distorted hexagons. The bonds between these hex-
agon layers are considerably weaker than within the
layers. At higher pressures, gallium transforms to
phases with b.c.c. structures and finally to Ga(cF4)-V.

2.5 Group 14: Carbon Group Elements

Graphite, hexagonal C(hP4)-I, is the stable carbon
phase at RTP (Fig. 4). Under strong compression

C(cF8)-II, diamond (Fig. 5), is formed at RT. The
exceptionally hard diamond structure is denser than
the predicted zero-pressure states of the close-packed
metals due to the strongly p-character sp3 bonding
electrons (Young 1991).

Semiconducting silicon, germanium, and the low-
temperature phase of tin crystallize in the diamond
structure because of strong covalent bonds with tet-
rahedral sp3 hybridization. Under compression, they
transform to metallic phases with the white-tin (tI4-
Sn) structure (Fig. 6). This structural type can be re-
garded as being intermediate between the diamond
structure of Sn(cF8)-II and f.c.c. Pb(cF4)-I. For an
ideal ratio of c/a¼ 0.528 one atom is sixfold coordi-
nated. The high-pressure phase Si(hP1)-IV has a
quasi-eightfold coordination with c/a¼ 0.92. The
ideal ratio for eightfold coordination would be
c/a¼ 1. At higher pressures close-packed structures
with 12-fold coordination are obtained. Thus, with
increasing pressure, tin atoms run through coordina-
tion numbers 4, 6, 8, and 12.

Figure 2
Cubic structures with packing densities of (a) 0.523 for the cP1-Po type and (b) 0.680 for the cI2-W type. By ‘‘full-
size’’ (100%) atoms the interatomic contacts can be better visualized (upper), while the ‘‘stick-and-ball’’ drawings
(20%) are better suited to illustrate more complex structures (lower).
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The differences in the structural behavior of car-
bon with respect to silicon and germanium increase
with pressure. This is due to d electron contributions
in silicon and germanium. The different behavior of
lead can be explained by relativistic effects (Holzapfel
1996). The effective radii of tin in Sn(tI4)-I and of
lead in Pb(cF4)-I are large compared to that of other
typical metals with large atomic number. This is due
to incomplete ionization of the single s electron. This
means that in Sn(cF8)-II, for instance, the electron
configuration is y5s15p3, allowing sp3 hybridization
and covalent tetrahedrally coordinated bonding. In
Sn(tI4)-I, with electron configuration y5s25p2, how-
ever, only two p orbitals are available for covalent
and one further p orbital for metallic bonding.

2.6 Group 15: Nitrogen Group Elements

Solid N2 shows a very rich phase diagram with two
low-temperature (LT) phases at RP, ordered N(cP8)-
II and orientationally disordered N(hP4)-I. There are
also several HP phases known. Theoretical calcula-
tions give some evidence for a similar sequence of
phases, from the hR2-As to the cP1-Po structure
type, as found for the heavier homologues.

Black phosphorus, P(oS8)-I, is the stable phospho-
rus phase at RTP while the red modification is the
HT phase (Brazhkin and Zerr 1992). The hR2-As-
type structures of arsenic, antimony, and bismuth
consist of puckered layers of covalently bonded atoms
stacked along the hexagonal axis (Fig. 7). The
structures can be regarded as distorted cP1-Po-type

Figure 3
Polytypic structure types: (a) hP2-Mg, (b) hR1-Hg, (c)
hP4-La, (d) hR3-Sm. Packing sequences of the
hexagonal close-packed layers are indicated. Sizes of
spheres correspond to 20% atomic diameter.

Figure 4
Structures of (a) C(hP4)-I (graphite) and (b), (c)
Ti(hP3)-III (o-titanium). The carbon atoms form planar
63-nets, the titanium atoms staggered ones. In (c) the
hP3-Ti structure is shown projected down c. Sizes of
spheres correspond to 20% atomic diameter.
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Figure 5
Cubic sphere packings with packing densities (a) q¼ 0.740 for the close-packed cF4-Cu type and (b) q¼ 0.340 for the
cF8-C (diamond) structure type. The actual density of the diamond structure is much higher because of the
nonspherical shape of carbon atoms (sp3 bonding). Sizes of spheres correspond to 100% atomic diameter (upper) and
to 20% (lower).

Figure 6
Tetragonal body-centered structure types: (a) tI2-In and (b) tI4-Sn (metallic white tin, b-tin). Sizes of spheres
correspond to 20% atomic diameter.
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structures in which the atomic distance d1 in the lay-
ers equals d2, the distance between the layers. The
metallic character of these elements increases as d2/d1
approaches unity. Strong relativistic effects appear to
be responsible for the complexity of the bismuth
phase diagram (Holzapfel 1996).

2.7 Group 16: Chalkogens

With increasing atomic number the chalkogens shift
from diatomic molecular solids (O2), to polymeric
molecular solids (Sn, Sen), then to semimetallic solids
(tellurium), and finally to metallic solids (polonium).
Molecular solid oxygen and, especially, sulfur show
extremely rich and complicated phase diagrams. In the
case of oxygen, magnetic ordering plays a structure-
stabilizing role: O(mS4)-III shows antiferromagnetic
ordering and O(hR2)-II quasihelical magnetic ordering.

The trigonal helical structures of Se(hP3)-I and
Te(hP3)-I can be derived from the Po(cP1) structure
(Figs. 2 and 7). Infinite helices run along the trigonal
axes, and have three atoms per turn. The interhelix
bonding distance is a measure of the metallic char-
acter of these elements. The semiconductor–metal
transitions (Se: 20GPa, Te: 4GPa) are of strongly
first-order nature.

The open structure of Po(cP1)-II (Fig. 2) is stabi-
lized by relativistic spin–orbit effects (splitting of
the 6s band and suppression of covalent bonds)
(Holzapfel 1996). The structure of the high-
temperature phase Po(hR1)-I represents just a slight

elongation of the cubic structure along one of its
threefold axes.

2.8 Group 17: Halogens

Solid halogens show rather close-packed molecular
structures at RP. Under compression, the diatomic
molecules dissociate (Cl2: B220GPa, Br2: B80GPa,
I2:B20GPa) and higher-symmetry monatomic struc-
tures are formed. Metallic I(cF4)-IV, for instance, is
stable at least up to 276GPa and superconducting at
low temperatures. Semiconductor–metal transitions,
such as that observed around 16–18GPa for I2, are
expected around 100GPa for Br2. In the case of I2,
metallization occurs by closure of the 5p–5d band gap
even before dissociation of molecules takes place
(Fig. 8). Theoretical calculations indicate a consider-
able ns–(n�1)d electron transfer under compression
for Cl2, Br2, and I2 (Fujihisa et al. 1995). The high-
pressure behavior of F2 is expected to differ distinctly
from that of the other halogens with their s–d elec-
tron transfer under strong compression.

While the geometrical electronegativities of metals
increase monotonically with pressure, those of halo-
gens show a sharp decrease until the molecules dis-
sociate. Subsequently, the electronegativity increases
slowly again. This can be explained qualitatively by
the simple assumption that the decrease of the atomic
volume under pressure causes an increase of the
effective nuclear charge. This is followed by the in-
crease of the covalent radius of the atoms after the
dissociation of the molecules (Batsanov 1997).

Figure 7
Structures of (a) As(hR2)-I (gray, metallic a-arsenic) and (b) Se(hP3)-I (metallic a-selenium). Sizes of spheres
correspond to 20% atomic diameter.
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2.9 Group 18: Noble Gases

Helium is the only element that does not become
solid at RP. The reason is large-amplitude, zero-point
vibrations due to the weak interactions between
helium atoms together with their small mass. Under
compression, the atomic interactions become more
complex and structural phase transitions occur (He,
Xe) or are calculated to occur at very high pressures
(Ne, Ar, Kr, Rn). All structures are h.c.p., c.c.p., or
b.c.c.. Finally, at very high pressures the noble gases
are expected to become metallic. In the case of
Xe(hP2)-II, metallization has already been observed
around 150–160GPa. It can be explained by closure
of the 5p–5d band gap.

2.10 Lanthanides (Rare Earth (RE) Elements)

Lanthanides and actinides are characterized by the
fact that their nf valence electrons are screened by
filled (nþ 1)s and (nþ 1)p orbitals. This leads to
rather uniform chemical properties. The chemical
behavior of the actinides, however, is somewhat be-
tween that of the 3d transition metals and the lan-
thanides since the 5f orbitals are screened to a much
smaller amount by the 6s and 6p electrons. By grad-
ually filling the 4f orbitals the atomic volumes slowly
decrease, mainly due to the incomplete shielding of
the nuclear charge by the 4f electrons (‘‘lanthanide

contraction’’). A similar shrinkage of the atomic vol-
umes is observed when the 5f orbitals are filled across
the actinide series (‘‘actinide contraction’’).

With the exception of samarium and europium,
all lanthanides show, at ambient conditions, either
simple h.c.p. structures with the standard stacking se-
quence yABy or twofold superstructures (d.h.c.p.)
with stacking sequence yACABy. Sm-III has, with
yABABCBCACy, an even more complicated stack-
ing sequence with a 4.5-fold superperiod (Fig. 3). For
all lanthanides, the ratio c/a is close to the ideal value
of n� 1.633. With increasing pressure and decreasing
atomic number the sequence of close-packed phases
with structure types (polytypes) hP2-Mg (yABy)-
hR3-Sm (yABABCBCACy)-hP4-La (yACA-
By)-cF4-Cu (yABCy)-hP6-Pr appears in all
regular ‘‘trivalent’’ RE metals (Fig. 3). It is dominated
by 5s–5d electron transfer (and only minor 4f electron
contributions). Scandium, divalent europium, ytter-
bium, and irregular (due to f band delocalization)
cerium show different structural behavior.

Cerium has an extraordinarily rich phase diagram.
It is the first metal with an occupied 4f orbital. Its
valence electrons can either be localized as in
Ce(cF4)-II or itinerant as in Ce(cF4)-IV. There is an
isostructural transition with 15% volume collapse
between the two f.c.c. phases.

Europium shows a behavior different from the
other lanthanides due to the stability of its half-filled

Figure 8
Crystal structures of the orthorhombic diatomic low-pressure and the monatomic high-pressure phase of iodine. (a)
Side-centered I(oS8) (molecular iodine) and (b) body-centered I(oI2)-II (metallic iodine). The strongly varying
distances marked in (a) become almost equal in (b). Sizes of spheres correspond to 20% atomic diameter.
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4f orbitals. This makes it more similar to the alkaline
earth metals. The phase diagram of europium is
comparable to that of barium rather than to those of
the other RE elements. A similar behavior is observed
for ytterbium which is divalent due to the stability of
the completely filled 4f orbitals, and whose phase
diagram resembles that of strontium.

2.11 Actinides

According to their electronic properties, the actinides
can be divided into two subgroups: the light actinides,
from thorium to plutonium, have itinerant 5f electrons
contributing to the metallic bonding; the heavier ac-
tinides, from americium onwards have more localized
5f electrons. Under moderate pressures, the heavier
actinides change from regular RE metal behavior with
localized 5f electrons to cerium-type behavior with
delocalized 5f electrons. This situation leads to super-
conductivity for thorium, protactinium, and uranium,
and to magnetic ordering for curium, berkelium,
and californium (Dabos-Seignon et al. 1993). The
contribution of 5f electrons to bonding leads to low-
symmetry structures, small atomic volumes, and high
density in the case of the light actinides while the
heavier actinides crystallize at ambient conditions in
the h.c.p. structure. The position of plutonium at the
border of itinerant and localized 5f states causes its
unusually complex phase diagram with structures
typical for both cases. Thus monoclinic Pu(mP16)-VI,
for instance, can be considered as a distorted h.c.p.
structure with about 20% higher packing density
than f.c.c. Pu(cF4)-III. This is the result of covalent
bonding contributions from 5f electrons.

The phase diagram of americium is very similar to
those of lanthanum, praseodymium, and neodym-
ium. Americium is the first lanthanide-like actinide
element because of the localization of 5f electrons.
There is a volume collapse under pressure for curium,
berkelium, and californium, but not for americium
(not yet understood theoretically) (Johansson 1995).

Thorium behaves similarly to cerium. Under com-
pression, electron transfer from the 6spd band to the
5f band takes place. This is responsible for the con-
tinuous transition from Th(cF4)-II to tetragonal
Th(tI2)-III. The corresponding transition occurs in
cerium at lower pressures due to its higher 4f band
population (S .oderlind 1998).
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Crystals, Dendritic Solidification of

Many crystalline materials grow in multibranched
shapes, in which the branches form geometrical
arrays that are directly related to the structure of
the crystal. Salts crystallizing from aqueous solution

tend to branch in this fashion and are often included
in chemistry hobby sets. The branching often leads to
a tree-like appearance, and the crystals are called
dendrites, derived from the Greek dendros ‘‘tree.’’
Spectacular geometric patterns can also be seen when
ice crystals form on windowpanes in cold climates. It
is less apparent that metals solidifying from the melt
also form dendritic crystals. Nearly all of the cast
metal products used in industry are composed of
thousands to millions of tiny dendrites, which can be
seen under the microscope on a specially polished
surface. In metals the dendrites usually take a rela-
tively simple form of evenly spaced arms branching
off a single stem, as in Fig. 1(a). The size, shape, and
orientation of the dendrites have major effects on the
properties of a casting.

1. Dendrite Size and Orientation

Two types of dendrite, columnar and equiaxed, com-
monly form in a casting of a single-phase alloy, as in
the simple ingot shape of Fig. 1(b). After pouring, a
steep positive temperature gradient is established, the
temperature increasing from the walls of the mold
into the body of the melt. Crystals nucleate on the
mold walls, forming equiaxed chill crystals (A). Com-
petition suppresses unfavorably oriented grains and
the survivors grow towards the center as parallel co-
lumnar grains (B). The gradient decreases progres-
sively as heat is lost and may fall to zero in the central
melt. Columnar growth then ceases and is replaced by
central equiaxed grains growing dendritically (C).
These are randomly oriented and, as each rejects la-
tent heat, they form a negative temperature gradient
in the surrounding melt.

1.1 Directional Solidification for Columnar Growth

Columnar growth can be simulated by directional
solidification. Briefly, a long tube containing an alloy
is moved through a furnace set at a temperature
above the liquidus. At some distance along the spec-
imen tube from the furnace maximum the tempera-
ture across the tube will be the liquidus temperature,
making a solid–liquid interface. When the tube is
moved towards the solid end of the alloy the interface
will move into the liquid at a solidification rate de-
termined by the rate of movement of the specimen
tube. The positive temperature gradient in the melt at
the interface can be set to a measured value so that
changes in microstructure can be observed for var-
ying values of initial composition, C0, growth veloc-
ity, V, and temperature gradient, G ¼ dT=dx, where
x is measured as the distance from the solid–liquid
interface.

Directional solidification can produce any of three
types of microstructure which are distinguished in
terms of the shape of the solid–liquid interface,
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namely planar, cellular, and dendritic. The cell–dend-
rite transition is shown in Fig. 2. The transition be-
tween plane interface and cellular growth can be
shown to follow the relationship:

G

V
¼ mC0

D

1� k

k

� �
ð1Þ

where Gð1Ccm�1Þ ¼ dT=dx;Vðmms�1Þ is the growth
rate, m is the slope of the liquidus line, D is the dif-
fusion coefficient of solute in the melt, k is the
distribution coefficient (¼CS/CL) at temperature T
(Fig. 3(a)), and C0 is the original melt composition.
Equation (1) is a straight line when G/V is plotted
against C0, as in Fig. 4. No such general relationship
has yet been determined for the cell–dendrite transi-
tion, but a transition range as indicated in Fig. 4 can
be observed experimentally.

2. Constitutional Undercooling

These changes can be understood in terms of consti-
tutional undercooling theory, illustrated in Fig. 3,
which depicts conditions in the melt adjacent to the
solid–liquid interface for a single-phase alloy of com-
position C0 (Fig. 3(a)). The interface will have depth,

extending along the temperature gradient from liq-
uidus to solidus temperature. In this range there will
be a ‘‘mushy’’ zone, i.e., a mixture of liquid and solid.
If the imposed temperature gradient is steep enough,
equal to or greater than dTA=dx in Fig. 3(c), the
mushy zone can be made so thin as to be effectively
planar for a given ratio of G/V, as in Eqn. (1). For
smaller G or larger V at given C0 the conditions cross
the line from planar to cellular in Fig. 4. The mushy
zone expands and a steady-state condition can be
reached with the solute distribution, as in Fig. 3(b).
Solute rejected from the solid diffuses towards the end
of the liquid column. Steady state is reached when
CS¼C0, i.e., when the solid forming at the interface
has the same composition as the bulk melt and the
melt composition at the interface is C0/k. Figure 3(c)
plots the liquidus temperature, TL, for points on the
curve in Fig. 3(b), reading from the phase diagram. In
Fig. 3(c) the actual temperature, TA, is shown as fol-
lowing a steep gradient, G ¼ dTA=dx, tangential to
the TL curve. If this condition is maintained, the in-
terface at x¼ 0 must be planar, because any protru-
sion of solid into the liquid will be at a temperature
above TL and will melt off. However, in Fig. 3(d) the
applied temperature gradient is lower and the melt
temperature, TA, is below TL over the distance X1

from the interface. Thus, there is a film of liquid of

Figure 1
(a) Dendrites growing into a shrinkage cavity, and exposed as matrix liquid was withdrawn. The central part shows
the progressive growth of side arms from a central stem. (b) Grain structure of a cast alloy ingot: A, fine chill crystals;
B, columnar grains; C, central equiaxed zone. All grains are dendritic.
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thickness X1 adjacent to the interface which is under-
cooled relative to the liquidus temperature. This is
called constitutional undercooling to indicate that the
undercooling arises from a change in composition,
not temperature. For practical purposes the thickness,
dc, of the boundary film is given by the following
(Kurz and Fisher 1989):

dc ¼ 2D

V
ð2Þ

Under this condition, any protuberance forming on
the interface at x¼ 0 would find itself in undercooled
liquid and would survive. An unstable interface with
many perturbations (Kurz and Fisher 1989) quickly
settles into a regular pattern called cells (Fig. 2(a)). If
undercooling increases the cell tips grow further into
the liquid and develop side branches to give the tree-
like morphology of dendrites (Fig. 2(b)). The transi-
tion from cells to dendrites is not sharp and a tran-
sition range is indicated in Fig. 4.

The significance of cell formation is that it pro-
vides a means of packing away the solute rejected
from the solid, so long as there is not too much of it.
Instead of the solute diffusing forward into the bulk
liquid, it diffuses across the interface to the cell
boundaries and is deposited there. In transverse

section the cells usually take up a hexagonal pattern,
and the boundaries of the hexagons are occupied by
high-solute material which can be two-phase on final
solidification.

3. Dendrite Formation in Alloys

3.1 Columnar Grains

In alloys of higher solute content or at higher growth
velocities the rate of rejection of solute increases and
the system must adopt more drastic means to dispose
of it. The cells are replaced by a smaller number of
long spines of low solute content that grow rapidly
into the melt (Fig. 2(b)), leaving relatively large
channels of solute-rich melt between them. As the
spines thicken and solute is rejected laterally the con-
ditions along the flanks of the spines are much the
same as those at the tips, with low-solute solid in
contact with high-solute liquid (Fig. 3(d)), so much
the same mechanism operates. Regularly spaced
branches grow into the solute-rich liquid to form
side arms in directions determined by the crystal
structure of the solid. In cubic crystals the side arms
are at right angles to the central spines.

The rejection of high-solute liquid to the spaces
between dendrite arms is known as microsegregation.

Figure 2
Aluminum–copper alloys quenched during directional solidification to reveal solid–liquid interfaces. Growth direction
is left to right. (a) Cellular interface grown at low velocity; (b) breakdown to cellular dendritic at higher velocity. In
each case the fine-branched structures on the right-hand side are dendrites grown at high velocity from liquid
thermally undercooled by the quench (after Sharp and Hellawell 1970).
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In the last stages of freezing some of this enriched
liquid is squeezed towards the walls of the mold or
towards the central melt. This is macrosegregation.

3.2 Equiaxed Dendrites

As an ingot freezes and heat is lost to the mold, the
gradient dTA=dx at the interface decreases until it
may become nearly zero across the remaining melt in
the center of the ingot. While columnar growth con-
tinues the solubility curve TL will retain its shape
(Fig. 3(d)) while the TA curve is almost horizontal,
with the result that strong constitutional undercool-
ing extends through the whole of the remaining melt.
Nucleation can then occur readily on any nucleant
species that may be present and subsequent growth
into the undercooled melt will be dendritic. In
marked contrast to constrained directional freezing,
growth is multidirectional, so that primary stems of
cubic crystals (for example) can grow in all six /100S

Figure 3
Conditions at the solid–liquid interface during directional growth of a dilute metallic alloy. (a) Portion of a phase
diagram showing bulk alloy composition, C0, and compositions CL and CS at an isotherm between liquidus and
solidus. (b) Diffusion curve at interface during steady-state growth with a planar interface. (c) Temperatures TA

(applied) and TL (liquidus) for planar growth of an alloy. (d) Constitutional undercooling condition leading to cellular
or dendritic growth.

Figure 4
Changes of solid–liquid interface shape from planar (P)
to cellular (C) to dendritic (D) as alloy content, C0,
increases or G/V decreases.
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directions from the origin. The space between will be
filled by secondary arms. The temperature gradient in
the melt surrounding each grain is negative, being
sustained by latent heat emissions from the solid–
liquid interface, and growth velocity will be as fast as
the undercooling permits. Heat loss is through the
melt until the crystals impinge upon each other and
on the columnar growth front, giving continuous
paths through to the solid. Equiaxed growth can be
induced throughout a casting if a highly efficient
nucleant species is available, as is the case for alumi-
num alloys.

4. Dendrite Formation in Pure Metals

There can be no constitutional undercooling in a pure
melt, since there is no solute rejection. Dendrites can
form only in a thermally undercooled melt, which can
occur when the melt is poured into a cold mold, in
which case growth occurs into a negative gradient, as
for equiaxed alloy dendrites. However, growth in a
casting will be wholly columnar, since equiaxed den-
dritic growth is not possible, and when thermal un-
dercooling is dissipated the columnar front must
become planar. In practice, nominally pure metals
usually contain some impurity content and the
columnar growth is likely to be cellular.

5. Dendrite Arm Spacing

A convenient measure of the effects of solidification
conditions on dendrite structure is dendrite arm
spacing, which is the average spacing between dend-
rite arms. Secondary dendrite arm spacing is usually
the most useful parameter. Numerous experiments
have confirmed that secondary spacing, ds, is closely
dependent on the total time, tf, during which liquid
and solid have coexisted:

ds ¼ atnf ð3Þ

where a and n are constants for specific conditions.
Measured values of n range between 0.25 and 0.4, the
lower values relating to earlier stages of dendrite
growth, when the fraction of solid, fs, is small, while
higher values occur when fs is high (Dann et al. 1979).
As an alloy cools between liquidus and solidus the
secondary arms tend to absorb each other as they
grow into the space between primary stems, so that
the number of secondary arms per unit distance along
a primary stem decreases as time of contact between
liquid and solid increases. Thicker arms tend to grow
at the expense of thinner neighbors by one of three
recognized mechanisms. All three operate by diffu-
sion from surfaces of higher curvature to those of
lower curvature, as in the Ostwald ripening of pre-
cipitates. A further mechanism occurring at higher
fractions of solid, as the dendrite arms thicken, is

coalescence of adjacent arms, and this is thought to
account for the higher rate of coarsening at high fs
(Dann et al. 1979).

Local solidification time, tf, is related to cooling
rate:

tf ¼ DTS

GV
ð4Þ

where DTS is the temperature range between liquidus
and final solidification, G is the temperature gradient,
V is the growth velocity, and GV has units of cooling
rate. It follows from Eqns. (3) and (4) that dendrite
arm spacing can be used as a measure of cooling rate
and this has proved valuable where cooling curves are
not available. The method is important in rapid so-
lidification experiments when direct measurement of
cooling rate may be difficult or impossible, and in
studies of castings in which cooling rate will vary with
position in the casting.

6. Modeling of Dendritic Growth

Attempts to develop models to predict dendrite form
and behavior under given conditions have given rise
to a substantial body of literature. Mathematical
models involve simultaneous solutions of the diffu-
sion equation for heat and solute rejected into the
liquid from the curved tip of a dendrite, while the
curvature is itself affected by the heat and solute dis-
tribution. This interaction makes exact theories dif-
ficult, although close approximations have been
developed for directionally solidified dendrites (Tri-
vedi 1980, Hunt 1984).

Most analyses start with a needle dendrite, which is
a single dendrite stem growing into undercooled melt,
with a tip shape compatible with diffusion solutions
(Huang and Glicksman 1981). The driving force for
growth of the dendrite can be expressed as under-
cooling of the melt in contact with the tip below the
liquidus temperature for the bulk alloy. The total un-
dercooling, DT, can be divided into three components:

DT ¼ DTr þ DTc þ DTt ð5Þ

where DTr is the undercooling due to curvature. The
temperature of equilibrium between solid and liquid is
lowered below that for a planar interface in inverse
proportion to the radius of curvature, r, of the tip:

DTr ¼ KG ð6Þ

where K, the curvature, is 2/r for a hemispherical
surface and G is the Gibbs–Thomson coefficient,
which can be related to surface energy, s, by:

G ¼ s
DSf

ð7Þ

where DSf is the entropy of melting of the sol-
ute phase.DTc is the solute undercooling owing to
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supersaturation, O, of the melt at the interface with
respect to the solute. Referring to Fig. 5,
O¼ (CL�C0)/(CL�kCL) and

DTc ¼ T0 � Ti ð8Þ

DTt is the thermal undercooling, which may exist in
the bulk melt ahead of the dendrite tip owing to heat
extraction prior to the start of solidification.

Analytical models attempt to solve Eqn. (5) in
terms of measurable quantities. Thus supersaturation
can be expressed as Vr=2D ¼ r=dc (Eqn. (2)). This
dimensionless group is frequently written as Pc, the
Peclet number for solute diffusion. If Pc is constant,
V and r are interdependent and an additional expres-
sion is needed to predict tip radius at a given velocity.
Detailed analysis tends to be concentrated on the
nature of this expression (Laxman 1985).

The factors discussed above apply to a free needle
dendrite growing into thermally undercooled melt. In
directional solidification a growing dendritic crys-
tal appears as a parallel array (Fig. 2(b)) and the fac-
tors determining the spacing between dendrite tips
remain controversial (Hunt and Lu 1996). Further,
the sides of the dendrite tip suffer a high frequency of
perturbations which coarsen into dendrite arms
(Huang and Glicksman 1981), as discussed in Sect.
6. Finally, analysis of the interaction of heat and sol-
ute diffusion during growth of an equiaxed dendrite is
more complex again, and exact prediction remains a
challenge. Numerical modeling is used to make real-
istic predictions (Hunt and Lu 1996, Nastac 1999).

7. Summary

Dendrites in metals are multibranched crystals
formed during solidification. In alloy castings dis-
tinction is made between columnar and equiaxed

dendrites, which differ in growing into positive and
negative temperature gradients, respectively. Colum-
nar dendrites grow at a rate determined by the con-
stitutional undercooling of the melt at their tips.
Equiaxed dendrites grow as fast as the total melt un-
dercooling permits. Pure metals cannot form equi-
axed crystals, since constitutional undercooling
cannot occur in the absence of alloying elements.
Secondary dendrite arm spacing increases with time
of contact between liquid and solid. Analytical mode-
ling of dendrite growth is not completely successful,
but close prediction of dendrite shape and spacing
can be achieved by numerical modeling.
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Cuticle

The outer covering of any arthropod (‘‘jointed-
limbed’’ animal) is called the cuticle. It is primarily
made of chitin fibers in a more or less hydrated pro-
tein matrix. It performs a dual service as a barrier
layer, separating outside from inside, and as a skel-
eton. It therefore needs the properties of a selective
membrane and has to be stiff and strong enough to
carry loads, both exogenous and endogenous. It is a

Figure 5
Solute undercooling related to melt composition of the
dendrite tip during growth of a needle dendrite.
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single layer of material, highly convoluted and
sculpted, produced by a single layer of cells—the ep-
idermis. It can vary in thickness from 1.0 mm, cover-
ing the external gills of aquatic larvae, to 200mm, in
the unstretched extensible cuticle in the abdomen of
the female locust. Since the cuticle is mostly stiff and
is never entirely extensible, the arthropod has to
slough off its old cuticle (ecdysis) having grown a
new, folded, cuticle beneath, which it can inflate and
harden and thus allow for growth. In the account
that follows most of the information derives from
work on insects. A general source is Binnington and
Retnakaran (1991).

1. Morphology of Cuticle

The outermost layer is the epicuticle (Fig. 1), about
0.5 mm thick, most probably made of phenolically
tanned protein. The epicuticle is very stiff and inex-
tensible and forms the template for the next stage (or
instar) in an insect’s development, in that it limits the

expansion of the insect after ecdysis. It is produced as
separate small plaques on the surface of the epider-
mal cells, and immediately poses a problem. Since
this layer defines the outward appearance of the
insect, how are shape and size controlled at the level
of the individual epidermal cells?

The cuticulin is normally covered by a layer of
wax, which is the main waterproofing barrier, and
this layer in turn can be protected by a film of (prob-
ably) polymerized lipid which is called the cement
layer. The cement and wax layers tend to be removed
by environmental abrasion, especially in soil-living
insects, but can be renewed from the epidermal cells
which secrete material in solution through a series of
holes (pore canals) extending through the thickness
of the cuticle.

Beneath the epicuticle is the main structural part of
the cuticle, which can be divided into two further
layers. The outer (exocuticle), is chemically very inert,
being relatively dehydrated and cross-linked. It is
therefore also stiff, tends to brittleness, and is insol-
uble in water. The inner layer (endocuticle) is more
highly hydrated and softer and more readily soluble,
especially in dilute buffer or hydrogen-bond breakers.
The thickness of these layers may be considered to
vary during the growth and development of the
cuticle, since endocuticle is secreted and resorbed by
the epidermal cells, and if the outer part of the endo-
cuticle (abutting the exocuticle) is tanned (see Sect.
2.3) it becomes included with the exocuticle. Hard or
stiff cuticle is largely exocuticle (i.e., highly tanned)
and forms the main plates (sclerites) and tubes of the
skeleton. Soft cuticle provides the flexible jointing
(arthrodial membrane) between the stiff parts and is
composed almost entirely of (hydrated) endocuticle.
It is also called intersegmental or pleural membrane
depending on where it occurs.

Running through the thickness of the cuticle there
is commonly an array of fibers (tonofibrils) which are
more apparent at muscle insertions and cuticle which
can be highly deformed (Neville 1975).

2. Chemistry of the Components

2.1 Chitin

Chitin is a fairly completely acetylated polysaccha-
ride akin to cellulose. It is produced from a poly-
merase which is embedded in stainable patches
(plaques) in the cell membrane at the tips of micro-
villi (‘‘little fingers’’) extending from the surface of the
epidermal cells (Fig. 2). The zone of cuticle immedi-
ately above the epidermal cells, into which the chitin
is secreted, is variously known as the Schmidt layer or
the assembly zone. It is highly hydrated, containing
about 90% water (Weis-Fogh 1970), presumably al-
lowing the chitin chains to adjust their positions, and
present the liquid crystalline structures which are so
typical of cuticles (Neville 1993). The sugar residues

Figure 1
Major layers in typical insect cuticle. The epicuticle,
cement, and wax layers are much thinner in proportion.
The first layer to be laid down by the epidermal cells is
the outer epicuticle (detail, right), starting as isolated
sheets which combine to define the size and shape of the
insect (modified by permission of The Royal
Entomological Society from Weis-Fogh 1970).
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in the chitin molecule are heavily hydrogen bonded,
making it very stiff and stable. The chains are ar-
ranged antiparallel (Neville 1975). Within the body of
the cuticle they are assembled into microfibrils about
3nm in diameter, each containing 18–20 molecular
chains and about 0.3mm long. The stiffness of chitin
cannot be less than that of cellulose, for which the
best estimate is currently about 130GPa, still only
half the theoretical stiffness of 250GPa.

2.2 Proteins

Protein is synthesized within and secreted from the
epidermis, interacting with the chitin in the Schmidt
layer. The protein has to produce a matrix of varying
mechanical properties, which will also interact with
and stabilize the chitin. The stiffness of the cuticle is
then due to the extent of interaction of the protein
with the chitin, with other proteins and internally
with itself. Stiffness can vary from a kilopascal in the
extensible intersegmental membrane of the locust to a
few gigapascals in well-tanned cuticles (Vincent
1980). The interaction of the proteins with the chi-
tin seems to be fairly consistent in that even in the
softest of cuticles (in which the interactions are least
developed) a strong solvent (e.g., 5% NaOH at
100 1C) is still required to remove the protein from
the chitin. For the rest of the protein fraction, in most
cuticles the interactions are mediated by water con-
tent, the water acting as a plasticizer. The proteins
vary widely in hydrophobicity (Andersen et al. 1995).
In general, proteins from more highly evolved insects
tend to be less hydrophobic, even though they will
form stiff cuticles in the same way. Perhaps their
tendency to form secondary structures is more highly
developed. Certainly such proteins very readily form
beta structures when dehydrated.

2.3 Control of Stiffness

There is much confusion over the main cause of
cuticular stiffening, a process variously called sclero-
tization or tanning or, colloquially, ‘‘hardening and
darkening.’’ The only indisputable event is the intro-
duction of o-dihydroxyphenolic compounds (Fig. 3)
into the cuticle when the insect hardens or stiffens its
cuticle after ecdysis. They are converted into the more
reactive quinone form within the cuticle. They very
probably interact covalently with the protein, but the
degree to which they cross-link it is not known, and
there is no direct evidence that they stiffen the cuticle
(Andersen et al. 1995). However, this stiffened material
can often be softened in boiling water or even made
rubbery by soaking it in formic acid. This indicates
that the secondary reactions made possible by the re-
moval of water from the protein are much more im-
portant than the phenols in stiffening the cuticle, and
that the control of stiffness is, in general, a matter of
manipulating the water content. In some cuticles with
reversible stiffness, the insect can increase the water
content so that the modulus decreases. This happens in
the blood-sucking bug Rhodnius, for instance, which

Figure 2
Microvilli producing chitin from plaques on their tips
(� 45 500).

Figure 3
Highly summarized schema showing (a)
N-acetyldopamine (one of the main tanning precursors)
which is oxidized to the quinone form (b). This can then
cross-link with proteins either through the aromatic
nucleus (c) or the side-chain (d).
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can change the pH of the cuticle from about 7 to below
6, thereby increasing cuticular water content from
about 26% to 31%, dropping its stiffness from 250
MPa to 10 MPa and increasing its extensibility from
10% to more than 100%.

It has to be said that the concept of water con-
trol as the critical function in the stiffness and tan-
ning of cuticle does not command a wide following at
present. Although it was noted as an important factor
early on, it has been largely ignored except by a
few people (Vincent and Hillerton 1979, Andersen
et al. 1995, 1996). There is some good evidence that
the phenolic residues are covalently bonded to the
proteins (Andersen et al. 1996). What is lacking is an
understanding of how much this cross-linking con-
tributes to the stiffness and stability of the cuticle.

3. Other Components

There is some evidence for lipid through the thickness
of the cuticle though its mechanical functions are
uncertain. Some flies (Diptera) have calcium in the
puparium (the tanned larval skin surrounding the
delicate pupa within which the adult insect develops
from the maggot), which presumably stiffens and
strengthens this protective structure. Insects as a
whole do not incorporate calcium into their cuticle
since the weight penalty is too great for an arthropod
that flies. However, it is the main stiffening agent in
the cuticle of crustacean arthropods (crabs, shrimps,
krill, etc.) where weight is not an issue.

4. Cuticle as a Fibrous Composite

In general, cuticle can be modeled as a fibrous com-
posite, although few have done the calculations (Vin-
cent 1980). In simple terms it can be shown that the
stiffness of the cuticle is greater parallel to the
orientation of the chitin microfibrils (Barth 1973).
Conversely, the stiffness can be greatly reduced or-
thogonal to the chitin orientation.

5. Resilin

Resilin was identified as a specialized form of cuticle
by Weis-Fogh, and subsequently shown to have
excellent rubbery properties which aid energy conser-
vation in flight (Neville 1975). Modern studies suggest
that at least parts of the protein have a defined (non-
random) conformation, so not all of the molecule can
be random, as Weis-Fogh deduced. This topic there-
fore needs to be revisited, since the mechanical prop-
erties predicted quite well the degree of cross-linking,
but only on the basis of rubber elasticity.

6. Surface Hardening

Some areas of the cuticle, notably the cutting sur-
faces of the mandibles, and also the egg-laying tube

(ovipositor) of certain wasps contain up to 10% by
weight of zinc or manganese. Their chemistry and
mode of incorporation are unknown, but they can
double the surface hardness of the cuticle, thus mak-
ing it more resistant to abrasion and wear. These
metals have also been found in the mandibles of spi-
ders and some crustacea. There is much evidence to
suggest that the metal has chloride as the counter-ion,
and that they are incorporated into phenolically
tanned proteins throughout the groups of ‘‘lower’’
animals.

7. Localized Structures

The cuticle is the skeleton, and so has to provide
joints and rubbing surfaces. These have not been
studied quantitatively. It also has to transmit infor-
mation about the inside world to the sensitive organ-
ism living within. It has to do this without becoming
weakened, either by the presence of holes or by the
existence of sudden changes in mechanical properties.
Mechanosensory hairs sit in resilin-lined holes (sock-
ets) which must not weaken the skeleton. There are
strain sensors (campaniform sensilla in insects, lyri-
form slit sensilla in spiders) which are basically holes
which are allowed to deform—the sensing involves
measuring the amount by which the holes deform
when the surrounding skeleton is loaded (Barth and
Pickelmann 1975). The holes are either too small to
pose a problem or the chitin microfibrils are de-
formed around the hole, taking the forces with them
and so effectively making the hole less visible to the
rest of the structure.

Paradoxically this also increases the sensitivity of
the holes to external strains, effectively separating
stress concentration and strain amplification. Muscle
insertions pose particular problems, representing as
they do a classical problem in the orthogonal joining
of fibrous composites. The trick is fibrous continuity
from the muscle fibers through the epidermal cells, by
means of thickened membranes on both inside (basal)
and outside (apical) membranes of the cell, with

Figure 4
Mechanical continuity at a muscle attachment. The
forces are fed from the muscles via microtubules in the
epidermal cells to tonofibrillae which spiral through the
cuticular layer (adapted by permission of The Company
of Biologists Ltd. from Caveney 1969).
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microfilaments feeding the forces smoothly into mi-
crotubules (G¼ 2GPa) which take the force across
the cell. The forces are fed into the cuticle via tono-
fibrils which emerge from pits in the apical membrane
and traverse the cuticle orthogonal to the chitin
microfibrils in the bulk of the cuticle (Fig. 4, Caveney
1969).

8. Color

Cuticle can be colored by pigments or by diffraction
and interference effects allied to controlled reflectiv-
ity. In some scarab beetles, more or less total reflec-
tion of incident light is achieved by manipulating
the polarization of the light as it passes through, and
is reflected by, layers in the cuticle. Black pigmen-
tation may have mechanical implications, since it is
achieved by melanin particles which could also rein-
force the cuticle by a filler effect. Significantly the
knees, mandibles, and claws of insects, which are
likely to experience greater forces than the rest of the
cuticle, are often black.

Interference layers are present in lepidoptera, espe-
cially the cuticle of the quiescent or pupa stage which is
also known as the chrysalis from the Greek chrysos,
meaning golden. They are also present in adult beetles
such as the metallic green tiger beetle. Many insects
have diffraction gratings on the surface of the cuticle,
especially day-flying lepidoptera. The varying color, as
the wing of the flying insect changes its position relative
to sunlight falling on it, makes it difficult for a bird (the
main predator of insects) to follow.

9. Pesticides

Since chitin is almost diagnostic of arthropods (oth-
erwise it occurs only in fungi) it makes an easy target
for pesticides. In the late 1960s a Dutch firm,
Duphar, stumbled upon a chemical (later named
Dimilin) effectively made from two herbicide mole-
cules which totally inhibited the polymerization of
chitin. It has been followed by other pesticides with
similar action (Binnington and Retnakaran 1991).
Fed to developing insects it stops the proper devel-
opment of the cuticle, so that the newly emerging
insect bursts as it swallows air to expand itself to its
new size for the next stage in its life.

10. Permeability

Insect cuticle has some intriguing permeability pro-
perties. Many small insects, terrestrial as well as
aquatic, respire to a significant degree through the
general body surface as well as using the breathing
tubes (tracheae) which so typify arthropods. Some
desert-living insects can absorb water from humid air
using a combination of capillary condensation between
very fine hairs and changing the hydrophilicity of the

cuticle by controlling its charge density with a salt
solution (O’Donnell 1982). This is an extreme example
of a general phenomenon. The wax layer of the cuticle
not only protects the insect from desiccation but forms
a barrier for penetration of topically applied pesticides,
which have to cross this hydrophobic boundary and
then enter the hydrophilic environment of the endo-
cuticle and the body cavity of the insect.

Permeability is also important for chemosensing.
The hairs on antennae and other sense organs have
minute pores in the end so that the chemical to be
sensed can contact cell membrane more or less di-
rectly. There is no general dermal chemical sensitivity
since the exocuticle is chemically so inert.

11. Biomimetics

Such a versatile and multifunctional material as in-
sect cuticle can hardly avoid the predatory eyes of the
copyist. Strictly speaking we would wish to know
what the design principles of insect cuticle might be.
As far as can be seen, it follows known concepts of
composite theory, except that it is more complex and
its properties are more finely and more locally con-
trolled than anything which can be synthesized by us
at present. Its chemistry is more complex and more
varied, but until its mechanical properties have been
measured with greater precision and analyzed using
composite theory, it is impossible to say whether
there is anything there which is worth copying. Even
so, the integration of function, the multilayer con-
struction, and the design of integral sensing are well
worth study since we have no technology like this,
and seeing how it is done by the masters of fibrous
composite materials will undoubtedly enable us to
design more versatile structures. Making them will be
another matter!
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Cyclic Polymers, Crystallinity of

The crystallinity of large cyclic polymers is similar to
that of their linear analogs, the effect of cyclization
being unimportant in the highly-folded semicrystal-
line state. Accordingly, the general effects in the
crystallization and crystallinity of large cyclics are
effectively covered elsewhere. However, if the chains
are short, and particularly if the chains are uniform in
length (oligomers), then significant differences in
structures and properties emerge, study of which can
give valuable information on chain folding. Figure 1
represents uniform cyclic oligomers packed into a
layer crystal in extended conformation with parallel-
packed stems and tight folds; the stem length neces-
sarily being half that of the skeletal length. The
corresponding model for cyclic polymers, having a
distribution of sizes crystallized into a lamella stack,
would include a disordered lamella-surface layer and,
at large size, folding of the rings.

If the chain length in a cyclic oligomer is very short
then different structures will be formed, giving x-ray
diffraction (XRD) patterns clearly distinct from those
of high polymers. The ring size at the transition to the
polymer-like structure is an important consideration.
The evidence available points to this transition
occurring in the range 50–150 skeletal atoms.

Progress in understanding the physicochemical
properties of cyclic polymers has been founded upon
advances in preparative chemistry and in high-reso-
lution separation methods capable of yielding uni-
form cyclic oligomers and cyclic polymers with
narrow chain-length distributions. This aspect is
well-described in Semlyen’s two compilations (Seml-
yen 1985, 2000). Of the methods available, ring-clo-
sure of an a,o-difunctional chain at high dilution
(dilution method) and extraction of cyclics from a
ring-chain equilibrate are both well established. A
recent development, useful for many commercially-
important polymers (e.g., polyesters, polycarbonates,
polysulfones) is the generation of cyclics by cyclode-
polymerization (e.g., Baxter et al. 1998). The studies
summarized in Sects. 1 and 2 are chosen to illustrate
some of the points made above.

1. Cyclic Oligomers

1.1 Cyclic Alkanes

Large cycloalkanes were prepared from lengthy a,o-
alkanediynes by the dilution method (Lee and We-
gner 1985). The subsequent studies of the crystallinity
of a wide range of c-alkanes (c-C24–c-C288) involved a
wide range of techniques e.g., wide- and small-angle
x-ray scattering (WAXS and SAXS), electron dif-
fraction, Raman, and IR spectroscopy, differential
scanning calorimetry (DSC) (Lieser et al. 1988). A
variety of crystal forms (monoclinic, orthorhombic,
hexagonal), all with parallel stems, were confirmed.
When crystallized from the melt, the orthorhombic
form (with the ‘‘polyethylene’’ sub-cell) was unstable
for c-C72 and c-C96 but stable for c-C144 and c-C288,
pointing to the latter as good models for adjacent
chain folds in the linear polymer.

1.2 Cyclic Oligo(oxyethylene)s

Large cyclic oligo(oxyethylene)s (range c-E15 to c-E27

where E represents an oxyethylene unit, OCH2CH2,
45–81 skeletal atoms) were prepared from a,o-hydro-
xyoligomers by the dilution method (Yang et al.
1997). Results from WAXS, SAXS, and Raman spec-
troscopy were combined to show that the crystal
structure typical of high-molar-mass poly(oxyethyl-
ene) (POE), i.e., with a monoclinic sub-cell containing
four parallel helical chains of alternating handedness,
was stable for melt-crystallized c-E18 and c-E27, i.e.,
the transition to the ‘‘POE’’ structure was at approx-
imately 50 skeletal atoms. Thermal analysis (DSC)
showed that the enthalpy of formation of the fold
surface in the layer crystals of large cyclics was 36kJ
(mol of folds)�1 compared with just 4 kJmol�1 for
methyl-terminated chain ends (8 kJmol�1 for two
ends) in the layer crystals of corresponding linear

Figure 1
Schematic diagram showing uniform cyclic oligomers
packed into a layer crystal in extended conformation
with parallel-packed stems and tight folds.
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oligomers. A similar surface enthalpy (ca. 36 kJmol�1)
should hold for adjacent-folds in crystalline POE.

2. Cyclic Polymers

2.1 Cyclic Poly(dimethylsiloxane)

Narrow fractions of cyclic PDMS (84–682 skeletal
atoms on average, polydispersity index (Mw/Mn)¼
1.05–1.10) were separated from a suitable ring–chain
equilibrate. Samples crystallized rapidly from the
melt were used to determine melting temperature
(Tm) as a function of ring size (Clarson et al. 1985).
The fact that they melted below room temperature
limited detailed exploration. The results are shown in
Fig. 2 as a plot of Tm against reciprocal ring size (n)
in skeletal atoms. Extrapolation to infinite ring size
indicates a value of Tm

0 ofB�26 1C, where Tm
0 would

be the equilibrium melting temperature of an infi-
nitely-thick perfect PDMS crystal. The turnover in
Tm versus 1/n for the larger rings indicates the onset
of ring folding, presumably of the larger rings in the
distributions.

2.2 Cyclic Poly(oxyethylene)

Cyclic POEs were prepared from commercial narrow-
distribution polyethylene glycols (Yu et al. 1996). The
crystallinities of samples in the range Mn¼ 1000–
10 000 gmol�1 (average 68–680 skeletal atoms, Mw/
Mn¼ 1.05–1.10) were studied (Cooke et al. 1998). All
showed the WAXS pattern expected for POE. The
smaller rings (410 skeletal atoms on average) crys-
tallized into lamellar stacks with spacings (SAXS)
and Raman frequencies which corresponded to the
extended ring. The largest ring (680 skeletal atoms on
average) could be crystallized into a folded confor-
mation as shown in Fig. 3.

Melting temperatures from DSC are plotted in
Fig. 2, and show a similar pattern to the PDMS
fractions. In both systems ring folding started at
(average) 150–200 skeletal atoms. Extrapolation

leads to Tm
0 B70 1C, as established for linear POE,

while a similar plot for the enthalpy of fusion led to
DfusH

0B200 Jg�1, also in line with expectation.

3. Summary

Structural and thermodynamic considerations indicate
that cyclic polymers of high molar mass crystallize in
the same way as their corresponding linear polymers.
Different properties are found for low-molar-mass
cyclic polymers, but these can be understood in the
light of present knowledge of the crystallinity of linear
polymers. Experimental studies on uniform cyclic
oligomers yield results that give insight into the nature
and energetics of chain folding.
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Figure 2
Dependence of melting temperature on inverse ring size
n for (J) PDMS and (�) POE fractions after rapid
crystallization. n is the number of skeletal atoms.

Figure 3
Schematic diagram showing the crystallization of large
cyclic poly(oxyethlene) rings (680 skeletal atoms on
average) in a folded conformation.
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Cycloaliphatic Polymers

The polymerization of strained cyclic olefin mon-
omers, such as norbornene, finds its roots in the
1950s with the work of Andersen and Merckling who
discovered polymers produced via the ring-opening
metathesis polymerization (ROMP) of norbornene. If
we ignore carbocationic and free radical initiated re-
actions (which are known to yield only low oligo-
mers), there are three different mechanisms by which
norbornene can be polymerized (Fig. 1). As well as
ROMP, there is the ‘‘addition’’ polymerization of
norbornenes. The copolymerization of norbornenes
with a-olefins forms the basis of ethylene propylene-
diene monomer (EPDM) technology, although more
recent work is aimed at generating high Tg polymers.

Since 1960, there have been several reports in the
literature regarding the addition polymerization of
monocyclic olefins such as cyclobutene and cyclopen-
tene or bicyclic olefins such as norbornene (Gaylord
et al. 1977) using catalysts related to the original
Ziegler-Natta inventions. More recently, interest in
norbornene and its derivatives (illustrated in Fig. 2)
has undergone a renaissance of sorts. This is due to
two factors: the development of new, single-site
catalysts that will polymerize these types of mon-
omers with good activity, and the realization that
polymers containing significant quantities of these
bicyclic monomers exhibit unique properties such as
high glass-transition temperatures and transparency.

Early work at Mitsui Petrochemicals concentrated on
copolymerization of the multicyclic olefin, dime-
thanooctahydronapthalene (DMON, structure II
(R1¼R2¼H) in Fig. 2), using EPDM-type, soluble
vanadium catalysts that eventually led to the com-
mercialization of Apel polyolefins (Parshall and Ittel
1992). Later, the utility of metallocene catalysts for
cyclic olefin copolymerization was recognized by
both Mitsui and Hoechst (Cherdron et al. 1994).
This led to the joint development of the Topas line of
polyolefins, now being marketed by Ticona.

This article will deal exclusively with the amorphous
polyolefins generated by addition homopolymer-
ization and ring-opening metathesis polymerization
routes and the catalyst technology used in their
synthesis. The addition homopolymerization of nor-
bornene was first mentioned in the early 1960s (Sartori
et al. 1963), with more recent publications (Sen
and Lai 1982, Mehler and Risse 1991, Seehof et al.
1992) disclosing the use of homogeneous palla-
dium catalysts for the ‘‘living’’ polymerization of
norbornene.

There are four families of catalysts that have been
reported to catalyze the addition, or ‘‘vinyl-type,’’
homopolymerization of norbornene resulting in
poly(2,3-bicyclo[2,2,1]hept-2-ene). These four catalyst
types are the classical TiCl4-based Ziegler systems
(Sartori et al. 1963), the zirconocene/aluminoxane
(Kaminsky et al. 1991, Kaminsky et al. 1990) systems,
certain electrophilic palladium(II) complexes (Sen and
Lai 1982, Mehler and Risse 1991), and well-defined
single-component nickel and palladium catalysts de-
veloped by B. F. Goodrich.

(i) The titanium catalysts afford only very low
molecular-weight materials (molecular weight-
so1000) at low yields.

(ii) Zirconocenes were reported to exhibit low
activity producing high polymer that decomposes in
air at high temperatures before melting and is in-
soluble in organic solvents.

(iii) Cationic palladium complexes such as
[Pd(CH3CN)4][BF4]2, in solvents such as nitrometh-
ane, were found to homopolymerize norbornene to
high polymers with reasonable solubility in solvents
such as tetrachloroethylene, chlorobenzene, and
o-dichlorobenzene. These polymers have been de-
scribed with molecular weights in excess of 100 000;
indeed the polymerizations have been described as
being living in character. These polymers were also
found to have high glass transition temperatures
(Tg4300 1C).

(iv) Following pioneering work by Sen and Lai
(1982) and Risse (Mehler and Risse 1991) in the
1980s, B. F. Goodrich launched a new family of
amorphous norbornene-based polymers aimed at the
microelectronics industry. These new polymers were
made possible by a breakthrough in the area of single-
component catalysts based on group VIII transition

Figure 1
Norbornene polymerization pathways.

Figure 2
Norbornene monomer synthesis.
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metals (Goodall et al. 1997) These catalysts are char-
acterized by their ability to:

(i) Produce ultra-high glass transition-temperature
norbornene homopolymers (Tg¼ 355–390 1C) that
can be tailored by copolymerization with 5-al-
kylnorbornenes.

(ii) Produce polymers with molecular weights ex-
ceeding 2000 000 down to oligomers by a novel
chain-transfer mechanism with a-olefins.

(iii) Polymerize and copolymerize norbornenes
bearing functional groups (R1 and R2 in Fig. 2)
(carboxylic acid esters, ethers, anhydrides, etc.).

The three families of Goodrich polymers are aimed
at a number of microelectronic applications and are
high-priced specialties (up to $3000 per pound
($6600 per kilogram)).

Each of these polymers exploit the ability of the
group VIII metal catalysts to tolerate functional
groups and to copolymerize norbornene monomers
bearing esters, etc., into polymer backbone. In the
case of dielectric polymers (Goodrich 1999, 2000),
low levels (2–10mol %) of triethoxysilylnorbornene
(I, R1¼H, R2¼ Si(OEt)3) are used to impart good
adhesive properties, the remaining 490% of the
monomer being an alkylnorbornene (I, R1¼H,
R2¼ alkyl). The alkylnorbornene is selected to tailor
the glass transition temperature of the polymer and
to impart toughness into the product. The influence
of alkyl-substituents on Tg is illustrated in Fig 3.

The optical polymers have a similar composition,
primarily an alkylnorbornene to impart toughness
and a low (typically o10%) amount of a norbornene
bearing an oxygen-containing functional group (to
increase chain–chain interactions, improving overall
polymer properties).

The use of these polymers in photolithographic ap-
plications is possible because of their transparency in
the deep UV region (193nm), and the ability of the
nickel and palladium catalysts to polymerize nor-
bornenes bearing a variety of functional groups.
However, simply being transparent at the wavelength

of interest is only the first hurdle in choosing a can-
didate polymer backbone. A commercial photoresist
must not only undergo the appropriate solubility
switch upon irradiation, but the insoluble polymer
that remains after aqueous base development must
‘‘resist’’ decomposition under plasma-etching condi-
tions, i. e., conditions in which the exposed portions
of the silicon wafer are etched away. Otherwise, 3-D
features, and therefore components, could not be
built into the wafer. Thus etch rate is a very important
parameter that must be measured for candidate pho-
toresist polymers; the lower the etch rate, the better.
The cycloaliphatic backbone of the polynorbornenes
imparts both transparency and a very low etch rate
(i.e., a high reactive ion etch resistance (RIE)). Fi-
nally, every monomer unit bears a functional group
(typically esters, ethers, and the like) to tailor
key parameters such as adhesion and ‘‘wettability’’
(hydrophilicity), Tg, physical properties, and solu-
bility. Finally, a significant portion of the functional
groups (typically in the range 10–40%) represent the
‘‘solubility switch.’’ A chemically amplified resist sys-
tem typically contains a photosensitive acid generator
(or PAG) such as triarylsulfonium hexafluorophos-
phate and a polymer containing an acid-sensitive
moiety. This moiety or ‘‘solubility switch’’ undergoes
an acid (released by photolysis of the PAG) catalyzed
deprotection forming a functionality that renders the
formerly solvent soluble polymer aqueous base solu-
ble. In practice, derivatives of poly(norbornene) are
protected from unexposed dissolution through a
judicious choice of an acid-reactive group such as
a t-butylcarboxylic acid ester (Fig. 4).

The catalysts used are all homogeneous nickel or
palladium species, usually cationic species with
weakly coordinating counter-ions. Although later
patents (Goodrich 1996, 1998) describe a broad fam-
ily of multi-component (or Ziegler-type) catalysts,
the first catalysts (Goodrich 1995) were well-defined
single-component catalysts of the type illustrated in
Fig. 5. A recent patent (Goodrich 2000) has shown
that applying a strongly donating phosphine ligand
(e.g., tricyclohexyl-phosphine) can enhance the slug-
gish performance of the palladium catalysts, including
both well-defined cationic species and multi-compo-
nent catalyst systems. Importantly, the phosphine

Figure 3
Effect of polymer composition on glass transition
temperature.

Figure 4
A cycloaliphatic photoresist polymer.
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ligand greatly enhances the thermal stability of the
palladium catalysts, allowing them to be used at
elevated temperatures. Overall, the performance of
the resulting palladium catalysts surpasses that of the
best nickel catalysts by about two orders of magni-
tude, allowing conversion of up to a million moles of
norbornenes per mole of palladium.

In the case of the polymers for photoresist appli-
cations there is an extreme need for tolerance of
functional groups since, as outlined above, every
monomer unit contains a functional group. Such
extreme conditions dictate the use of a palladium
catalyst, if a cationic catalyst is to be employed.
However, neutral nickel catalysts were also found to
have a high tolerance of functional groups (presum-
ably because of the diminished electrophilicity of the
nickel center compared to cationic counterparts
(Boffa and Novak 2000). Thus, in addition to cati-
onic palladium catalysts, certain neutral nickel spe-
cies are also highly effective systems (Goodrich 1997,
1999), in particular species of the type (L)Ni(ArF)2
(where L¼ covalent ligand, ArF¼ fluorinated aryl
group). Examples of such initiators include (tolu-
ene)Ni(C6F5)2 (first reported as an ethylene dime-
rization catalyst by Klabunde 1980, Choe et al. 1989)
and (dimethoxyethane)Ni(3,5-(CF3)2C6H3)2. Presum-
ably one of the fluorinated aryl groups serves to tune

the electrophilicity of the nickel center while the sec-
ond inserts a norbornene monomer and becomes a
polymer head group.

Other amorphous polyolefins are available from
Nippon Zeon (Zeonex) and JSR (Arton). These pol-
ymers are based on a two-step process (ring-opening
metathesis polymerization (ROMP), followed by
hydrogenation). These hydrogenated ROMP copoly-
mers exhibit high glass-transition temperatures (up
to about 180 1C) and, like their addition polymer
counterparts, find use in optical and electronic ap-
plications. Polymerizing alkyl- or ethenyl-substituted
DMON monomers (Nippon Zeon 1994, 1996) gen-
erates the Nippon Zeon polymers. The polymers,
made using two component homogeneous catalysts
(typically MoCl5 in combination with an alkylalumi-
num halide), are hydrogenated employing palladium
catalysts. The resulting polymers show excellent
transparency and find a number of applications, tak-
ing advantage of their optical properties (e.g., optical
data storage) and high glass-transition temperature
(e.g., medical applications such as syringes where
sterilizability is paramount).

Japan Synthetic Rubber with their Arton poly-
mer targets similar applications. In this case the
monomer used is typically 8-methyl-8-methoxycar-
bonyl DMON (the higher Diels-Alder adduct of

Figure 5
Goodrich’s ‘‘Naked Metal’’ catalysts.
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methylmethacrylate and DCPD), and the ROMP
catalyst used is a homogeneous tungsten system
(Japan Synthetic Rubber 1992, 1993, 1996).
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Deformation Processing: Texture

Evolution

Metals are polycrystalline, and plasticity follows
from crystallographic slip processes occuring in indi-
vidual crystals. In the course of a metal deformation
process, this slip activity leads to the rotation of
crystal lattices to preferred orientations. The devel-
opment of preferred orientation in a polycrystalline
metal is called texture.

The control of texture development in metal de-
formation processes is often of primary interest in
achieving product quality. Modeling of texture evo-
lution thus becomes a tool of great value in gaining
fundamental understanding of a particular deforma-
tion process. In the following article, several formu-
lations commonly applied for the prediction of
deformation texture are outlined. As the final tex-
ture of a product often follows from a final, or in-
termediate, annealing stage, the use of texture
transformation models to simulate progression of
the deformed texture to a recrystallized texture is also
included.

For a more complete treatment involving different
metals and deformation paths, including a thorough
bibliography, the reader is directed to the work Tex-
ture and Anisotropy by Kocks et al. (1998).

1. General

1.1 Crystal Plasticity

(a) Kinematics
So as to draw connections between various modeling
approaches in a tractable manner, the discussion is
restricted to consideration of a purely viscoplastic
response. The deformation F of a crystal is then
decomposed into a plastic part, Fp, and a rotation,
R*, as

F ¼ R� � Fp ð1Þ

The decomposition is shown schematically in Fig. 1.
In an individual crystal, the velocity gradient Lc

0 may
be related to the shearing rates ’g(s) on slip systems s
through:

Lc
0 ¼ ’Fp � Fp�1 ¼

X
s

’gðsÞbðsÞ0 #n
ðsÞ
0 ; ð2Þ

where b
ðsÞ
0 and n

ðsÞ
0 are vectors in the slip direction and

normal to the slip plane, respectively. The Schmid
tensor, b

ðsÞ
0 #n

ðsÞ
0 , may be divided into the symmetric

and skew parts:

m
ðsÞ
0 ¼ 1

2
ðbðsÞ0 #n

ðsÞ
0 þ n

ðsÞ
0 #b

ðsÞ
0 Þ ð3Þ

q
ðsÞ
0 ¼ 1

2
ðbðsÞ0 #n

ðsÞ
0 � n

ðsÞ
0 #b

ðsÞ
0 Þ ð4Þ

respectively. These tensors may also be expressed in
the current configuration, and are so indicated in the
following by dropping the subscript 0. The collective
action of active slip systems in crystal c renders the
strain rate Dc as:

Dc ¼
X
s

’gðsÞmðsÞ ð5Þ

and rotation rate W
c as:

Wc ¼
X
s

’gðsÞqðsÞ ð6Þ

The latter term comprises the plastic spin.
The evolution of texture is a consequence of the

kinematics of slip processes. Let the spin of the grain
be denoted by Wg. The lattice spin of the crystallo-
graphic axes,W*, is the difference between the spin of
the grain axes and the plastic spin:

W� ¼ Wg �Wc ð7Þ

The lattice spin is associated with the orientation R*
as W*¼ ’R* �R*�1. Introducing R* into Eqn. (7)

D

Figure 1
Kinematic decomposition of deformation arising from
crystallographic slip.
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provides the evolution equation:

’R� ¼ ðWg �WcÞ � R� ð8Þ

It is this last relationship that provides for the evo-
lution of the crystallographic orientation of a crystal
with deformation.

(b) Relation of crystal deformation to that at the
macroscale

At the level of the polycrystal, an aggregate of crys-
tals, the velocity gradient is related to the deforma-
tion F as:

L ¼ ’F � F�1 ð9Þ

The velocity gradient is decomposed into symmetric
(D) and skew-symmetric (W) parts as:

L ¼ DþW ð10Þ

It is these factors:

* the relation of D to Dc;
* the relation of W to Wg;
* the constitutive assumptions in the determina-

tion of the crystal stress rc;
* equilibrium considerations

that provide differences among models for polycrys-
tal plasticity. The averaging of crystal response to
describe the deformation behavior of the polycrystal
necessarily addresses the interaction among grains.
Models differ in their treatment of compatibility and
equilibrium.

(c) Crystal stress
Equilibrium considerations enter into the relation-
ship of crystal response to the macroscale. Slip on a
slip system s follows the Schmid law:

ms : rcpts ð11Þ

where rc is the stress in the crystal c and ts denotes
the strength of the slip system. Equation (11) repre-
sents a system of hyperplanes, and the inner envelope
which they define poses a yield surface. Given a pre-
scribed deformation D, the stress must coincide with
a vertex of the single crystal yield surface. One may
select the stress state through identification of the
vertex stress r from a list of possible vertex stress
states r* (presented by the collection of hyperplanes),
using the maximum work principle of Bishop and
Hill (1951a, 1951b):

ðr� r�Þ : DX0 ð12Þ

While the stress state is thus available, given a pre-
scribed deformation, the slip system shear rates are

available only when the number of slip systems equals
the number of deformation degrees of freedom. This
is a rare condition in practice.

To model texture evolution, it is clearly necessary
to establish the spin, W

c. This in turn mandates
knowledge of the shears ’g(s). In application, the
shears follow from stress considerations and require a
constitutive assumption. A viscoplastic relationship
introduced in Hutchinson (1976) is:

’gðsÞ

’g0
¼ tðsÞ

%t

����
����sinðtðsÞÞ; ð13Þ

where the exponent n provides stress rate sensitivity
and ’g0 is a reference strain rate.

Equations (5) and (13) are combined to deliver a
relation for the inelastic crystal deformation rate:

Dc ¼ PðsecÞ: r0c; ð14Þ

where r0c is the deviatoric stress and P(sec) is the
secant modulus (a fourth-order tensor):

PðsecÞ ¼
X
k

’g0
#t
tðsÞ

#t

����
����
n�1

mðsÞ#mðsÞ ð15Þ

Note that the Cauchy stress is partitioned in the usual
manner: r¼ r0�pI, where p is the hydrostatic portion
of the stress and I is the identity tensor. Use of Eqn.
(14) renders it unnecessary to define vertices of the
single crystal yield surface, and removes ambiguity in
the selection of active slip systems.

Generally speaking, the simulation of texture ev-
olution for a particular crystallographic orientation
proceeds as:

(i) a deformation rate Lc is derived from the mac-
roscale deformation L;

(ii) r0c is developed using Eqns. (14) and (15);
(iii) slip system shear stress follows from Eqn. (11),

assuming equality;
(iv) slip system shear rates are recovered (Eqn.

(13));
(v) the plastic spin is now available from Eqn. (6);
(vi) the orientation is updated using the evolution

equation, Eqn. (8).

These steps are performed incrementally, over dis-
crete time steps. The simulation of texture for a de-
formed metal results from carrying out the above
procedure for ‘‘many’’ orientations.

1.2 Description of Texture

The orientation of a crystal is described by the or-
thogonal tensor, R*. For the purposes of the present
discussion, the evolution of the crystal orientation is
achieved by application of Eqn. (8). Texture results
from characterization of the distribution of crystal
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orientations R* in a sample. The resulting crystallo-
graphic texture, f(R*), is given by the orientation
distribution function. The ODF can be expressed in
terms of a series expansion to (symmetrized) spherical
harmonic functions (Bunge 1982):

f ðR�Þ ¼
Xlmax

l¼1

Cmn
l � Tmn

l ðR�Þ; ð16Þ

where Cmn
l are the series expansion coefficients and

Tmn
l are the spherical harmonics. The orientation of a

crystal may also be expressed as a function of three
Euler angles:

R� ¼ R�ðc; y; fÞ ð17Þ

Many conventions are possible; both the symmetric
angle convention due to Kocks (Kocks et al. 1998)
and a widely used convention developed by Bunge
(1982) will be used in the following.

Texture is typically described through a distribu-
tion of density in an orientation space spanned by the
three Euler angles (Randle and Engler 2000). The
orientation distribution, using the Kocks convention,
for rolled aluminum is shown in Fig. 2. In these sec-
tions from the orientation distribution function, two
of the Euler angles, c and y, provide polar coordi-
nates within each quadrant. The quadrants have con-
stant values of the third angle, j. When using the
Kocks convention, the projection of all sections
yields the /100S pole figure (labeled PROJ in Fig. 2).

2. Models for Texture Development

A brief survey is made of models for the development
of texture. As many of the modeling techniques to be
discussed were developed around the rolling proc-
ess—and to provide a succinct example—we will
focus on plane strain compression of f.c.c. metals.

Rolled metal sheet and plate products are an es-
sential component of engineering structures. Applica-
tion is widespread in the building, transportation,
and packaging industries. As a consequence, proper-
ties of rolled products are of considerable interest.

Anisotropy is one such property, and follows from the
directional character of the rolling process. At the
centerplane, rolling approximates a state of plane
strain compression. Adopting the usual Cartesian ref-
erence frame, taking the 3-direction as the compres-
sion axis and the 1-direction as the extension axis
implies the plane strain deformation:

F ¼
a 0 0

0 1 0

0 0 1
a

2
64

3
75 ð18Þ

with a41. This deformation path provides for study
using models that predict texture evolution only for a
single representative volume element, or material
point. Redundant shear is developed away from the
centerplane, due to frictional contact with the work
rolls.

The quality of rolled products follows (in part)
from the ability to understand and control the rolling
process. Much effort has been placed into developing
predictive models for rolling, including the prediction
of texture. We will use the results of modeling efforts
to ‘‘look inside’’ the roll bite and examine texture
development.

The f.c.c. rolling texture is characterized by devel-
opment along the b-fiber (Hirsch and L .ucke 1988a),
with /110S tilted 601 to the rolling direction. Three
particular components distinguish the fiber:

* the copper, or C, component with Miller indices
{112}/111S;

* the S component, near {123}/634S;
* the brass, or B, component with indices {011}

/211S.

Note that the Miller indices of the form {hkl}
/uvwS refer to the crystallographic plane {hkl} co-
incident with the physical rolling plane sharing a
normal to the sheet surface—with crystallographic
direction /uvwS aligned in the direction of rolling.
The b fiber progresses through sections of the ODF
from the orientation in the j¼ 451 section, through
the orientation, and terminates at the orientation in

Figure 2
ODF for commercial purity aluminum rolled to 80% reduction. Sections of the ODF containing the b-fiber are
shown. Rolling direction is horizontal, transverse direction is vertical and the sheet normal direction is out of the page.
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the j¼ 901 section. The development along a fiber in
orientation space traversing these preferred orientat-
ions may be seen in Fig. 2.

2.1 Full Constraints (Taylor) Model

Linking the crystal and macroscale (polycrystal) kin-
ematics as:

D ¼ Dc ð19Þ
W ¼ Wg ð20Þ

renders the full constraints model (Hirsch and L .ucke
1988b). That is, the deformation rate adopted in
crystals comprising the polycrystal is identical to that
at the macroscale. Equilibrium conditions among
crystals are not satisfied. The predicted texture for
80% reduction is shown in Fig. 3(a). This texture is
distiguished by the Taylor component, {4 4 11}/11
11 8S, and may be seen in the j¼ 451 section. The
peak in this section is slightly displaced toward the
origin, as compared to the experimental texture.

2.2 Relaxed Constraints Model

In the limit as a-N, the interaction between two
grains ‘‘A’’ and ‘‘B’’ would be limited to a single plane
interface with the normal in the 3-direction. In this
limiting condition, equilibrium along the interface re-
sults in stress uniformity across the grain thickness:

sA33 ¼ sB33 ð21Þ

sA31 ¼ sB31 ð22Þ

sA23 ¼ sB23 ð23Þ
and compatibility is limited to distortion within the
plane:

DA
11 ¼ DB

11 ð24Þ

DA
22 ¼ DB

22 ð25Þ

DA
12 ¼ DB

12 ð26Þ
Such considerations lead to the relaxed constraints
model. It is a first step in satisfying equilibrium in the
case of grains that are flat, a condition approached in
rolling to large reductions. The key feature is an im-
proved simulation of rolling textures, particularly at
high strains (Fig. 3(b)).

2.3 Viscoplastic Self-consistent Model

The viscoplastic self-consistent (VPSC) model intro-
duces a grain as a viscoplastic inclusion, or inhomo-
geneity, in a homogeneous medium. Loading of

surface GV of the volume V leads to a non-uniform
stress field in the vicinity of the inclusion. The stress
field is given by:

r0ðxÞ ¼ ½PðtgÞ��1 : ½DðxÞ �Dc0� in O ð27Þ

r0ðxÞ ¼ ½PðtgÞ��1 : ½DðxÞ �D0� in V � O ð28Þ

r0ðxÞ ¼ ½PðtgÞ��1 : ½D�D0� in GV ð29Þ

and

r � r ¼ 0ðequilibriumÞ ð30Þ

where the tangent modulus is given by:

PðtgÞ ¼ nPðsecÞ ð31Þ

The terms Dc0 and D0 are reference deformation
rates, following from expansion of Eqn. (14) about a
reference stress r00. The problem of a grain (O) con-
tained in a homogeneous effective medium (V�O,
hereafter referred to as the HEM) is embodied by
Eqns. (27) to (30). For details on solution, the reader
should consult Kocks et al. (1998, Chap. 11).

To model the response of a polycrystal, each grain
is considered as an inclusion in the HEM. The lin-
earization of the boundary value problem guarantees
that stress and strain rate are uniform within the do-
main of the inclusion. The HEM represents the av-
erage response of all grains in the aggregate. This is
achieved by an implicit scheme in which the visco-

plastic response, P(sec), of the HEM is derived from
the response of individual grains. Further, the aver-
age stress of all grains is constrained to be equivalent
to the macroscale stress:X

c

wcsc ¼ s ð32Þ

where wc is a weighting factor for grain (or crystal) c.
Stated another way, the viscoplastic response of the
HEM and the corresponding crystal averages are self-
consistent.

For cubic metals, the predicted textures are similar
in character to those developed using the above ap-
proaches of full and relaxed constraints. However,
there exists an interplay between the grain–matrix
interaction and material anisotropy that does not ex-
ist in these above models. For example, the location
and density of the C component is dependent on the
choice of a tangent or secant stiffness. This follows
from deviations in shear deformations among grains
for the different modeling choices. An example of
texture development using the VPSC procedure is
given in Fig. 3(c). Note the enhanced development of
the (brass) component, relative to the full and relaxed
constraints models. This is due to development of
shearing in the rolling plane (Hirsch and L .ucke
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1988a), and is both in better agreement with exper-
iment and an expected consequence of a grain inter-
acting with its environment.

The VPSC approach finds real strength and appli-
cation in very anisotropic materials, in particular
those materials with few available slip systems. Here,
grain-matrix interaction becomes a necessity, as one

cannot explicitly relate the response of crystals to the
macroscopic deformation.

2.4 Finite Element Models

The interaction among grains comprising the poly-
crystal may be addressed by posing a boundary value

Figure 3
Predicted ODFs for plane strain compression of an f.c.c. metal to 80% reduction, developed using simulation
procedures discussed in text: (a) full constraints, (b) relaxed constraints, (c) viscoplastic self-control, (d) finite element
polycrystal.
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problem for the aggregate. The finite element method
offers a solution procedure for the boundary value
problem on a body O, as governed by the field equa-
tions:

r � s ¼ 0 in O

s � n ¼ #t on Gs

u ¼ #u on Gu ð33Þ

where r is the Cauchy stress, n is the normal to the
surface Gs having tractions #t, and #u provides the ve-
locity boundary condition on surface Gu. Introducing
a weighted residual built upon the equilibrium equa-
tion: Z

B

s0 : rvdV �
Z
B

pr � vdV ¼
Z
Bs

#t � vdS ð34Þ

where v are weighting functions. Constitutive re-
sponse is introduced using Eqn. (14). The usual ve-
locity–pressure formulation follows from
specification of a constraint for incompressibility.

The polycrystal is spatially discretized into com-
ponent crystals, with crystals discretized using one or
more finite elements. Boundary conditions are pre-
scribed such that the aggregate response may be
linked to a homogeneous deformation characteristic
of a material point (inhomogeneity resides within the
aggregate following from grain interaction). A sec-
tion through a sample mesh for the deformation of an
f.c.c. polycrystal is shown in Fig. 4.

Texture developed using a finite element model is
given in Fig. 3(d). As compared to the full constraints
and relaxed constraints model, texture tends to be a
bit more diffuse. This is a result of local shear defor-
mations, such inhomogeneity arising from grain-to-
grain interactions. A distinct peak at the (brass) ori-
entation is predicted—similar to the experimental re-
sult—and is a result of the shearing in the rolling
plane. Both the lessening of overall texture intensity
and the prediction of the brass component are fea-
tures desirable in modeling the experimental plane
strain response of f.c.c. metals.

3. Prediction of Recrystallization Texture from
the Deformed Texture

Recrystallization of deformed metallic materials pro-
ceeds by the formation of new, undeformed grains in
the as-deformed microstructure, their so-called ‘‘nu-
cleation,’’ and their subsequent growth into the de-
formed neighborhood. As these mechanisms are
characterized respectively by the formation and the
motion of high-angle grain boundaries, recrystalliza-
tion generally leads to a change in the as-deformed
crystallographic texture. These textural changes are
often interpreted in terms of one of two theories. (i)
In the case of oriented nucleation, it is assumed that
the preferred formation of special orientations deter-
mines the final recrystallization texture; (ii) in the case
of oriented growth, it is assumed that, starting from a
broad spectrum of nucleus orientations, those with
the best growth conditions with respect to the de-
formed matrix grow fastest and, thus, dominate the
recrystallization texture.

In many f.c.c. materials, including copper and al-
uminum alloys, it has often been shown that the
orientations obtained after recrystallization can be
related to the rolling texture through a 401 /111S
rotation (L .ucke 1974). Detailed local texture analysis
of the newly forming grains indeed substantiates a
preference of grains with an approximate 401 /111S
orientation relationship to the rolling texture (Engler
1996).

If the recrystallization of a sample is totally gov-
erned by grains with a 401 /111S orientation rela-
tionship to the deformation texture, the resulting
recrystallization textures can be simulated by a rota-
tion of the deformation texture by 7401 around all
possible /111S-axes. However, the above-mentioned
‘‘nucleation’’ and ‘‘growth’’ theories for recrystalliza-
tion texture interpretation represent the two limiting
cases. In most cases, a simulation of recrystallization
textures solely based on either of these two theories
fails. Instead, a combination of both theories, in the
sense of a growth selection out of a limited spectrum
of preferentially formed nucleus orientations, has
been shown to account for the recrystallization tex-
tures of most aluminum alloys (e.g., Engler 1996). A

Figure 4
Development of deviatoric stress in model of an f.c.c.
polycrystal (shown in Pa). Individual grains are idealized
as Wigner–Seitz cells.
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reasonable modeling strategy is to multiply the prob-
ability function f nucl(R*) of the occurrence of the nu-
cleus orientations, and the probability function
f grow(R*) of their growth, to simulate the probabil-
ity of the orientations likely to arise in the final re-
crystallization texture f sim(R*):

f simðR�Þ ¼ f nuclðR�Þ � f growðR�Þ ð35Þ

3.1 Modeling Recrystallization Textures Through
Texture Transformations

With a view to the preferred growth of grains with a
401 /111S orientation relationship to the deformed
matrix, the growth probability f growðR�Þ is assumed
to correspond to the 401 /111S-transformed rolling
texture. Thus, the rolling texture f rollðR�Þ—be it ex-
perimental or a texture developed using the above
simulation procedures for deformation—has to be
transformed according to:

f transðR�Þ ¼ 1

8

X8
i¼1

f rollðDR� � R�Þ; ð36Þ

where the DR*
i denote the eight different 401 /111S-

rotations.
From the C-coefficients of the rolling texture, Eqn.

(16), the Cm0n-coefficients of the transformation tex-
ture can be calculated using the following transfor-
mation law (Bunge 1982):

Cm0n ¼ 1

2l þ 1

XMðlÞ

m¼1

C
mn
l �Wm0m

l ; ð37Þ

where W is the transformation law function. If W
consists only of one orientation relationship DR* in-
cluding its symmetrical variants, then W is defined as
follows:

Wm0m
l ¼ ð2l þ 1ÞTm0m

l ðDR�Þ ð38Þ

3.2 Recrystallization Texture of Cold-rolled
Aluminum Alloys

Aluminum alloys are characterized by a high stacking
fault energy; hence, nucleation through twinning does
not play a significant role. Rather, nucleation takes
place by enhanced subgrain growth in the vicinity of
structural heterogeneities (‘‘preexisting nuclei’’),
where substantially larger local misorientations exist
than in the homogeneously deformed matrix (Doh-
erty 1978). In commercially rolled aluminum alloys,
three nucleation sites are of main importance,
namely: cube-bands, grain boundaries, and large sec-
ond-phase particles (Juul Jensen et al. 1985, Hjelen

et al. 1991, Weiland et al. 1994, Engler 1996). The
final recrystallization textures then result from a
competition between the various texture components
in dependence on the number and efficiency of the
corresponding nucleation sites. For a simulation of
the nucleation texture, the contribution of the three
nucleation sites may be superimposed according to:

f ðR�Þnucl ¼ xCube � f ðR�ÞnuclCube þ xGB � f ðR�ÞnuclGB

þ xPSN � f ðR�ÞnuclPSN ð39Þ

where the probability functions f(R*)nuclCube, f(R*)
nucl
GB ,

and f(R*)nuclPSN denote the orientation spectra of the
cube-bands, grain boundaries, and particles, respec-
tively. The weight factors xi denote the corresponding
probability or efficiency of nucleation (with
xCubeþxGBþxPSN¼ 1).

The actual distribution of nucleus orientations may
be determined by electron microscope-based local
texture analysis, using electron back-scattered dif-
fraction (EBSD) in an SEM or microdiffraction in a
TEM. From the resulting microtexture data, the
distribution of the nucleus orientations, i.e., the nu-
cleation probability function f nucl(R*), can be com-
puted by associating each single orientation with a
Gauss-type peak with a given scatter width in orien-
tation space (Bunge 1982). As an alternative pro-
cedure, the probability functions may be developed in
a heuristic fashion:

* for the nucleation of the cube-orientation,
f(R*)nuclCube, a function was computed by generating
an ODF which consists of the cube-orientation and
its rotations up to 401 about both the rolling direction
and the transverse direction;

* for the nucleation probability at the grain
boundaries, f(R*)nuclGB , a weakened rolling texture is
adopted, which gives a good approximation of the
nucleus orientations;

* for particle-stimulated nucleation, f(R*)nuclPSN,
random nucleation was assumed, i.e., set equal to
one.

With these three nucleation probabilities, as well as
the corresponding transformed rolling texture to con-
sider selected growth, the recrystallization texture of
commercial purity aluminum (AA1145) was simu-
lated. The simulation was optimized by fitting the
weight factors xi (see Eqn.(39)) so as to yield best
agreement with the experiments. The resulting re-
crystallization texture, obtained with xCube¼ 0.2,
xGB¼ 0.7, and xPSN¼ 0.1, is given in Fig. 5(a). From
comparison with the recrystallization texture ob-
tained experimentally (Fig. 5(b)), the very good re-
semblance both in the position of the peaks as well as
in their intensities is apparent.

The very general character of the above procedure
enables the study of different microstructural param-
eters—including particle distribution, initial texture,
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and initial grain size—and/or processing parame-
ters—including strain, strain rate, and deformation
temperature. Thus, the recrystallization textures of
aluminum alloys can be predicted for a wide range of
microstructural characteristics and processing pa-
rameters.

4. Conclusion

With a combination of models to simulate texture
changes accompanying deformation and recrystalli-
zation, such as the ones introduced in this article, the
texture evolution during the entire process chain of
sheet metal processing can be simulated from the as-
cast ingot to the final annealed sheet. Eventually, this
should enable the prediction of property changes
caused by changes in the thermomechanical process-
ing, so improving product quality and avoiding la-
borious and expensive plant trials.
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Deformation Textures

Virtually all crystalline materials encountered in every-
day life are in the form of aggregates of large numbers
of individual crystals (or grains) termed polycrystals.
The processing of these polycrystals into useful
components or structures generally involves one or
more, often several, stages of controlled material de-
formation to form the desired shape. Such deforma-
tion processing is often through large strains. The
activation of slip (or deformation twinning) systems
during deformation of a crystal generally leads to both
a change in the crystal shape (strain) and crystal ori-
entation (rotation). For a given applied strain path
there are, however, certain crystal orientations for
which the combined action of the multiple slip (and/or
twinning) systems can accommodate the imposed de-
formation without causing any change in the crystal
orientation. As a result the deformation processing
imparts preferred orientations or texture to the poly-
crystal, as the individual crystals rotate toward the
stable orientations.

Texture is of considerable importance because of
the marked anisotropy it imparts to a material. Tex-
ture in rolled steel and aluminum sheets has a major
impact on the mean plastic strain ratio and planar
anisotropy which control the limiting draw ratio and
extent of earing during subsequent deep drawing op-
erations which are crucial to major manufacturing
industries (e.g., beverage cans). Magnetization of
b.c.c. Fe–Si alloys is ‘‘easy’’ along /100S direction
and ‘‘hard’’ along /111S, so that texture plays an
large role in reducing power loss through hysteresis in
transformer cores made from Fe–Si laminates. Tex-
ture is also significant for the semiconductor industry,
since controlling the texture of aluminum and copper
metallization tracks can give significant improvements
in their resistance to electromigration failures.

There have been a great number of investigations
into the deformation textures of metals and metallic
alloys (Dillamore and Roberts 1965, Bunge 1987), and
also those of natural minerals (Wenk 1999), where
texture is termed crystal fabric. Traditional texture
(macrotexture, see Texture) measurement has been
carried out using x-ray (Bunge 1987) and neutron

diffraction (Bacon 1975). Over recent years the elec-
tron back scatter diffraction (EBSD) technique (Wil-
kinson and Hirsch 1997) has allowed the orientation
of individual grains to be measured directly at high
spatial resolution allowing textural and microstruc-
tural analysis to be linked. This article will briefly
outline the well-established experimentally determined
fiber textures that result from axisymmetric deforma-
tion (e.g., wire drawing, extrusion) and rolling (ap-
proximate plane strain deformation), before
describing the theoretical frameworks used to model/
simulate texture evolution during large strain defor-
mation processing. The most thorough text describing
the measurement and simulation of texture and its
effects on the anisotropy of physical properties is the
book edited by Kocks et al. (1998).

1. Axisymmetric Deformation Textures

The simplest axisymmetric deformations are uniaxial
tension and uniaxial compression; however, in ten-
sion necking prevents the high strains required to
develop strong textures. Instead, extrusion and wire
drawing can be used to obtain the necessary larger
tensile elongations since the constraints on the lateral
deformation then prevent necking. In this way the
effects of both axial elongations and compressions on
texture, have been examined for a range of metals
and alloys (Dillamore and Roberts 1965). The sym-
metry of the deformation requires that only the cry-
stallographic axis along the deformation direction
need be given to describe the texture, since in true
axisymmetry the orthogonal directions will be ran-
domly distributed. Table 1 shows the commonly
found textures for axisymmetric deformation of f.c.c.,
b.c.c., and h.c.p. metals and alloys. Tensile deforma-
tion leads to a /111Sþ/100S double fiber in the
f.c.c. metals. The proportions of the two fibers varies
with stacking fault energy (SFE), the /111S fiber
making up a large fraction B90% in aluminum (high
SFE) and smaller fraction B15% in silver (low SFE),
with copper and nickel showing intermediate frac-
tions of B65%. For alloys with very small SFE there
is another abrupt drop in the volume fraction of the
/111S fiber. However, one of the largest effects on
the final texture is in fact the starting texture, which is
often not measured and incorrectly assumed to be
uniform. A nonrandom starting texture also tends to

Table 1
Textures commonly formed under axisymmetric
deformation.

Crystal Tension Compression

f.c.c. /111Sþ/100S /110S
b.c.c. /110S /111Sþ/100S
h.c.p. /10%10S /0001S
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lead to a nonuniform distribution of crystallographic
directions orthogonal to the deformation axis.

It should be noted that Table 1 shows that the
texture resulting from tensile deformation of f.c.c.
polycrystals is the same as that due to compression of
b.c.c. polycrystals, and vice versa. This is a result of
the transposition of the /110S{111} slip systems of
the f.c.c. metals to /111S{110} in b.c.c. metals, al-
though for the b.c.c. case slip on planes other than
{110} can also occur.

2. Rolling Deformation Textures

Rolling is probably the most important industrial
deformation processing route as a great volume of
metallic material is produced as sheet and plate,
which may undergo further processing such as deep
drawing to form beverage cans. The effects of rolling
on textures have been studied extensively particularly
with regard to aluminum alloys and steels. Typical
rolled products may undergo several stages of both
hot and cold rolling, which impart texture and an
associated anisotropy in the physical properties of the
sheet or plate.

Rolling is often approximated to be a plane strain
deformation with the limited transverse flow taken to
be zero. Crystal orientations with respect to the roll-
ing geometry are generally quoted as {hkl} /uvwS,
where {hkl} are the Miller indices of the crystallo-
graphic plane parallel to the rolling plane, and
/uvwS are the Miller indices of the crystallographic
direction along the rolling direction (RD). The trans-
verse direction (TD) is generally not quoted, but is
readily obtained from the cross (or vector) product of
the RD and normal direction (ND).

2.1 Face-centered Cubic Metals

The commonly observed rolling textures in f.c.c.
metals and alloys are: copper {112}/11%1S, Taylor {4
4 11}/11 11 %8S, S {123}/63%4S, brass {110}/%112S,
and Goss {110}/001S. The positions of pole figure
peaks corresponding to these textures are shown in
Fig. 1 for both {111} and {100} poles. The majority
of these texture components have two or four distinct
(but symmetry related) variants (Fig. 1). For example
{112}/11%1S and {112}/%11%1S are the two variants of
the copper texture related to each other by reflection
in the ND–TD plane. Other orientations have been
suggested in the literature over the years, and there is
also some variability in the exact indices, and, there-
fore, orientation, used to describe a given component,
in particular the S component.

This variability is, in part, due to the fact that a set
of discrete specific orientations does not give a very
good description of the texture. A better description is
afforded by the use of ‘‘fibers’’ which are ranges
of orientations that are linked by rotation about a

common axis. Fibers, therefore, correspond to lines
through orientation space. Two fibers correspond to
the preferred orientations of rolled f.c.c. metals. These
are the a fiber which runs between brass {110}/%112S
and Goss {110}/001S orientations and the b fiber
between copper {112}/11%1S and brass {110}/%112S
which also passes through the S orientation.

As the important orientations correspond to these
fibers the presentation of experimental data can be
simplified by showing the variation of texture inten-
sity along the fibers rather than the full orientation
distribution function (ODF). Often, however, the lo-
cations (in orientation space) of the preferred
orientations do not lie exactly on the fibers just de-
scribed, so that ‘‘skeleton lines’’ running close to the
fibers through the peak texture intensities are used
instead. Such use of skeleton lines increases the
amount of information that must be presented as
both the texture intensity variation along the skeleton
line and its path through orientation space needs to
be shown. This reduces the advantage of simplicity
compared to showing the full ODF.

Rolling textures in f.c.c. metals and alloys can be
broadly split into two categories: brass-like and cop-
per-like (see Annealing Textures). Early observations
showed that at room temperature copper develops a
strong {112}/11%1S texture (with some smaller
amount of Goss orientation) sometimes referred to
as a ‘‘pure metal’’ texture, while brass developed a
distinct {110}/%112S orientation also referred to as
the ‘‘alloy’’ texture. It is now known that there is a
steady change from copper-like to brass-like textures
with increased alloying over a given finite composi-
tion width, and within the transition region both
copper-like and brass-like texture components are
observed to coexist. The brass-like texture is not
found solely in alloys, however, as it has been
observed in high-purity silver and other low-SFE
metals. Conversely, high-SFE metals such as alumi-
num show a high tendency to form the copper-like
rolling texture. Variation of the deformation temper-
ature can also affect a transition in the rolling texture.
For example, the texture of copper rolled at liquid

111 poles 100 poles

Taylor2Taylor2

S4

S3

S2

S1

Brass2

Brass1

Goss

Copper1

Copper2

Taylor1

Figure 1
Common texture components for rolled f.c.c. metals and
alloys (RD—horizontal, TD—vertical).
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nitrogen temperature is brass-like, while the brass-
like texture of rolled silver becomes shifted toward
that of copper if the rolling is undertaken at high
temperature. Of course if the rolling is undertaken at
sufficiently high temperature recrystallization and
other annealing processes can occur resulting in tex-
tures that are a combination of a copper-like defor-
mation component and a cube {100}/001S
recrystallization component (see Annealing Textures).
In general conditions that promote planar slip, and
inhibit cross-slip (low SFE, low temperature, shear-
able coherent precipitates) also promote the forma-
tion of brass-like texture.

There has been some debate in the literature on the
possible link between the brass-like texture and the
occurrence of deformation twinning. However, Ko-
cks et al. (1998) point out that strong brass textures
can form in systems such as Al–Li in which defor-
mation twinning does not occur, and that the evi-
dence for deformation twinning at the large strains
associated with rolling is not clear.

2.2 Body-centered Cubic Metals

The overwhelming majority of work on rolling tex-
tures of b.c.c. polycrystals has been on steels because
of their great technological importance. Rolling (and
annealing) textures in steels have been reviewed by
Ray et al. (1994). As with f.c.c. polycrystals the roll-
ing textures are often analyzed in terms of fibers. The
two most important of these are the a fiber occurring
from {001}/1%10S to {111}/1%10S corresponding to a
rotation about the RD (along /1%10S) and the g fiber
from {111}/1%10S to {111}/112S corresponding to
rotations about the ND (along /111S). The paths
through Eulerian orientation space (Bunge notation)
of the a, g, and other fibers are shown in Fig. 2. It is
clear that a planar cut through the three-dimensional
orientation space can be readily made so as to cap-
ture both a and g fibers in a single section at f2¼ 451.
It has become common practice to just show this
f2¼ 451 section of the ODF when presenting textures
of rolled b.c.c. polycrystals.

Cold rolling of many steels and other b.c.c. poly-
crystals leads to formation of a and g fibers, with
maximum intensities that move along the a fiber to-
ward {112}/1%10S and along the g fiber toward
{111}/1%10S with increasing deformation. The details
of the textures are somewhat dependent on alloy
chemistry, e.g., the intensity of the strong {112}
/1%10S texture is higher for niobium-stabilized IF
steel (where it increases with niobium content) than
for titanium-stabilized alloy (Ray et al. 1994). An-
other example given in Kocks et al. (1998) is the in-
fluence of silicon content on the rolling texture in a
0.05% C–0.20% Mn sheet steel. A significant change
in texture is observed when the silicon content is
raised to 3%. For steel with 2% Si content or less the

a and g fibers are present at similar intensities, but for
3% Si the g fiber is somewhat suppressed and the a
fiber increases intensity with a peak that moves from
near {112}/1%10S to {001}/1%10S. Carbon (solute)
content and the size and morphology of precipitates
has a relatively minor effect on the cold rolling tex-
tures of steels, though significant and technologically
important effects are observed in subsequent anneal-
ing textures.

Many of the effects seen in cold rolling of steels are
significantly influenced by the texture and grain
structures produced during prior hot rolling e.g.,
Ray et al. (1994) discuss how larger grain sizes de-
veloped during hot rolling lead to weaker partial a
fiber on subsequent cold rolling. The hot rolling of
steels is undertaken while in the austenite (g) phase,
but on cooling this transforms to the ferrite (a) phase.
The transformation leads to an orientation relation
between the prior g and resulting a phases. This can
be described by the well-known Kurdyumov–Sachs
relationship which states that a {110}a plane of the
ferrite is aligned with a closed packed {111}g plane of
the prior austenite, while the /1%11Sa direction in the
ferrite are parallel to the /1%10Sg direction in the au-
stenite. This geometric relationship allows several
ferrite variants to form from a given prior austenite
grain. If the rolling temperature is sufficiently high
then the austenite has a cube {100}/100S recrystal-
lization texture from which a weak rotated cube
{001}/110S texture results in the ferrite. Note that
dominance of {001}/110S over {110}/001S and
{110}/1%10S implies that some preferential selection

Figure 2
Positions of important fibers for rolled b.c.c. metals in
Eulerian orientation space (Bunge notation).
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of one of the Kurdyumov–Sachs variants occurs.
When f.c.c. rolling textures are retained in the auste-
nite (by lowering the temperature, or alloying with
e.g., niobium or titanium) the transformation to fer-
rite results in hot rolling (termed hot banding) tex-
tures with significant intensity on the g fiber.

2.3 Hexagonal Close Packed Metals

The properties of h.c.p. crystals are often quite mark-
edly anisotropic, e.g., the elastic modulus for shearing
on the prismatic planes of zinc (high c/a ratio) is 64%
higher than for shearing on the basal planes. The
plasticity of h.c.p. metals is also highly anisotropic
and strong textures are frequently encountered.

The rolling textures of h.c.p. polycrystals are per-
haps best categorized with respect to their c/a ratio
(Fig. 3). The simplest textures form in materials that
are close to the ideal c/a ratio of 1.633 such as mag-
nesium. Here the basal planes aligns parallel to the
rolling plane to form a [0001] fiber, in which there is
no strong preferential alignment along the RD. For
basal slip crystals having c/a ratios significantly
greater than the ideal value (e.g., Zn) the [0001] poles
are tilted away from the rolling plane normal by ro-
tations of 15–251 about the TD, while the [11%20] poles
align with the RD. For those metals with c/a ratios
below the ideal value (prism/pyramidal slip), includ-
ing the technologically important materials titanium
and zirconium, the basal poles are again tilted away
from the rolling plane ND. This time, however, the
rotations tend to be slightly larger, 20–401, and are
about the RD to which the [10%10] poles align. The
extent of the basal plane tilting which causes a split-
ting of the peak in the [0001] pole figure tends to
increase with increasing cold rolling reduction. At
higher temperatures the alignment of /10%10S with
the RD becomes less distinct in titanium, with an
increasing tendency for /11%20S to align with
RD. Alloying can also affect the texture of h.c.p.

polycrystals. For example, although solid solution
substitutional alloying has little effect in titanium or
zirconium, the introduction of interstitial atoms can
lead to the formation of subsidiary peaks in [0001]
pole figures with some basal planes being tilted by
B201 about the TD.

3. Modeling Deformation Texture Formation

3.1 Equilibrium and Compatibility Conditions

Predicting how individual crystals deform and rotate
within the constraints imposed by neighboring crys-
tals during plastic straining of polycrystalline aggre-
gates is a difficult undertaking. It is clearly an over-
simplification to assume that each crystal deforms
independently of all others; that is to say as a single
crystal under the same externally applied stress state
(Sachs model). The different strains developed in the
crystals would lead to voiding or interpenetration of
crystals across their grain boundaries, which does not
occur.

The requirement that the strains in neighboring
grains are compatible with each other leads to the
generation of additional local stresses (compatibility
stresses) which modify the plastic flow within the
grains. Since the deformation process can be taken to
be quasistatic the local stresses must satisfy the equi-
librium condition. This requirement that both strain
compatibility and stress equilibrium must be satisfied
across each boundary of every grain leads to a me-
chanics problem with no general analytic solution, so
that some simplifying assumptions must be made.

3.2 Taylor Model

The Taylor model emphasizes the importance of the
compatibility requirement, by imposing the assump-
tion that the plastic strain is uniform throughout the
polycrystal. Thus each grain, regardless of orientation,

Figure 3
Effects of c/a ratio on pole figures showing basal plane orientations in cold-rolled h.c.p. polycrystals.
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is forced to deform to the external macroscopic strain.
Within each grain shearing on multiple slip systems
accommodates the imposed strain and, in general, the
action of at least five independent slip (or twinning)
systems are required for an arbitrary strain. Generally
many different combinations of different slip systems
could achieve the required strain but Taylor (1938)
proposed that the favored combinations were those
that minimized the work done (shear stress� shear
strain, summed over slip systems) against the plastic
flow. This of course completely ignores the stress
equilibrium requirements. This approach has been
used to follow the reorientation of grains during suc-
cessive strain increments so as to simulate the evolu-
tion of texture during deformation processing. A
‘‘relaxed constraint’’ modification of the theory has
been developed in which the compatibility of strains is
no longer imposed across boundaries that have be-
come reduced in area due to the elongation of the
grain.

The Taylor theory has been very successful, espe-
cially for highly symmetric cubic crystals, and repro-
duces the main features of deformation textures well,
though it tends to predict somewhat sharper textures
than are observed in practice.

3.3 Visco-plastic Models

An alternative approach to modeling polycrystal
plasticity and texture effects is the visco-plastic self-
consistent (VPSC) modeling scheme described fully in
Kocks et al. (1998). In this treatment each grain is
considered to be an ellipsoidal inclusion within a ho-
mogeneous effective medium. The properties of the
homogenous effective medium are taken to be the
average properties of the polycrystal, which are an-
isotropic. The misfit strain between the inclusion and
the matrix leads to incompatibility stresses, which are
obtained from Eshelby’s (1957) analysis and are uni-
form throughout the inclusions (and independent of
inclusion size, but not aspect ratio). The plastic de-
formation of the inclusion is obtained using nonlinear
visco-plastic laws relating the shear-strain rate to the
shear stress on each given slip system, which is lin-
earized to obtain the strain increment for the current
step along the strain path. Since the visco-plastic
properties of the homogeneous effective medium are
obtained from a suitable average of the properties of
all the inclusions, it is not known a priori, but is cal-
culated using a self-consistent iterative scheme.

Such treatments tend to emphasize stress equilib-
rium rather than strain compatibility. The textures
predicted by VPSC simulations are in general agree-
ment with observation, though the simulated ODFs
tend to be less sharp, which is a result of underes-
timating the constraints imposed by neighboring
grains. The VPSC treatment has some advantages
over the Taylor model in that it can readily analyze
lower symmetry materials (Wenk 1999) in which slip

and twinning systems of considerably different shear
strength exist, and it is easier to modify the calcula-
tion to incorporate interactions with specific neighbor
grains.

See also: Annealing Textures
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Discotic Liquid Crystals: Overview

Liquid crystals of disk-shaped molecules, now gener-
ally referred to as ‘‘discotic liquid crystals,’’ were dis-
covered in 1977 (Chandrasekhar et al. 1977). Since
then, more than 1000 discotic compounds have been
synthesized and a variety of mesophase structures
identified. In their simplest form, these mesogens
have flat or nearly flat cores surrounded usually by
six or eight (sometimes four or seven) long-chain
substituents. More complex discotic molecules are
also known, (see, e.g., Chandrasekhar 1993). Avail-
able experimental evidence indicates that the presence
of long side chains is crucial to the formation of these
mesophases.

1. Description of the Liquid-crystalline Structures

1.1 Columnar Liquid Crystals

The first examples of thermotropic mesomorphism in
discotic systems were observed in hexaalkanoyloxy
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benzenes (Fig. 1(a)) and hexaalkoxy- and hex-
aalkanoyloxy triphenylenes (Fig. 1(b)) and it was es-
tablished by x-ray studies (Chandrasekhar et al. 1977,
Levelut 1979) that the mesophases of these com-
pounds have a columnar structure. The basic struc-
ture of the columnar phase is illustrated in Fig. 2(a):
the disks are stacked one on top of the other to form
columns, the different columns constituting a two-
dimensional lattice. Several variants of this structure
have been identified—upright columns (Fig. 2(a)),
tilted columns (Fig. 2(b)), hexagonal lattice, rectan-
gular lattice, etc. In some cases, the columns are liq-
uid-like i.e., the molecular centers are arranged
aperiodically within each column, as depicted in
Fig. 2(a) and 2(b), while in others they are arranged
in a regular, ordered fashion or, more precisely, with
a much larger range of positional correlation along
the column axis. Other modifications are the hexag-
onal plastic columnar phase in which the disklike
molecules undergo intracolumnar rotations about the
columnar axis while retaining the three-dimensional

positional order of their molecular centers (Glusen
et al. 1996, 1997); and a highly ordered columnar
phase which has a helicoidal stacking of the cores
within each column (Fig. 3).

The columnar phase is designated as ‘‘col’’ with
appropriate subscripts to distinguish the different
modifications. For example, the subscript ‘‘h’’ stands
for a hexagonal lattice of columns, ‘‘r’’ for a rectan-
gular lattice, ‘‘ob’’ for an oblique lattice, ‘‘d’’ for a
disordered (liquidlike) stacking of the molecules
within each column, ‘‘o’’ for an ordered stacking,
and ‘‘t’’ for tilted columns. Thus, colhd stands for
columnar, hexagonal, disordered; colrd for columnar,
rectangular, disordered; colho for columnar, hexago-
nal, ordered; colt for columnar, tilted; colob for
columnar, oblique; colp for columnar, plastic; colhel
for columnar, helical; etc. The three-dimensionally
ordered colho are often referred to as ‘‘soft crystals’’
but optical textures and other studies reveal that they
are different from solid crystals, and are considered
as belonging to the family of liquid crystals (like
the three-dimensionally ordered smectic B, smectic
H, etc.).

Figure 4 presents a plan view of some of the dif-
ferent types of two-dimensional lattice structures that
have been identified (Levelut 1983).

High-resolution x-ray studies have yielded impor-
tant additional information about these structures.
The measurements were made on well-oriented
monodomain samples obtained by preparing freely
suspended liquid crystal strands (typically 100–
200mm in diameter and 1.5mm long) with the co-
lumnar axis parallel to the axis of the strand. The
studies show that within each column, the flat mo-
lecular cores are approximately parallel to one an-
other and orientationally well ordered, whereas the
flexible hydrocarbon chains are in a highly disordered
state. Similar conclusions can be drawn from deute-
rium NMR spectroscopy (see Chandrasekhar and
Ranganath 1986).

Figure 2
Schematic representation of columnar structures of disk-
shaped mesogens; (a) upright columns and (b) tilted
columns.

Figure 1
(a) Hexa-alkanoyloxy benzenes, R¼CnH2nþ 1 (b) hexa-
alkoxy- and hexa-alkanoyloxy triphenylenes,
R¼CnH2nþ 1O and CnH2nþ 1CO �O). These are the first
examples of disk-shaped molecules showing
thermotropic mesomorphism.
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1.2 Columnar Phases of Nondiscotic Molecules

Columnar phases are also formed when the flat core
is replaced by a conical or pyramidal shaped one
(Fig. 5), and rarely when the central core is absent
altogether, as in certain macrocyclic molecules (Fig.
6(a)). In the latter case, the columns are in the form of
tubes (Fig. 6(b)).

Mesogens shaped like stick insects (Fig. 7(a)),
called phasmids, form columnar mesophases, the
structure of which is shown in Fig. 7(b).

Historically, an interesting case is that of diisobutyl
silane diol (DIBSD, Fig. 8). The compound shows a
mesophase which could not be classified as belonging
to any of the then-known liquid crystal types. Twenty-
five years later, Bunning et al. (1980) carried out mis-
cibility studies of DIBSD with the newly discovered
columnar phase of hexa-n-heptanoate of benzene, and
proved conclusively that the mesophase is a columnar

liquid crystal. It has been suggested that the DIBSD
molecule forms a dimer or a polymer that favors the
occurrence of a columnar phase. (For other interest-
ing examples, including the formation of a cubic
phase by discotic mesogens, see Chandrasekhar 1993.)

1.3 The Nematic Phase

The discotic nematic phase, designated by the symbol
ND, is a fluid phase showing schlieren textures similar
to the classical nematic phase of rodlike molecules.
Its structure is represented in Fig. 9(a): it is an ori-
entationally ordered arrangement of disks with no
long-range translational order. However, unlike the

Figure 5
Cyclotricatechylene hexaesters, the cores of which are
cone-shaped.

Figure 4
Plan views of the two-dimensional lattices of columnar
phases; ellipses denote disks that are tilted with respect
to the basal plane: (a) hexagonal (P62/m 2/m); (b)
rectangular (P21/a); (c) oblique (P1); (d) rectangular (P2/
a); (e) rectangular, face-centered, tilted columns (C2/m).
(These are planar space groups when symmetry elements
relating to translations along one of the axes, in this case
the column axis, are absent (Levelut 1983)).

Figure 3
Structure of the colhel phase of hexa hexyl
thiotriphenylene, R¼ SC6H13 (HHTT): The diagram
shows a three-column superlattice (not to scale) with
column 1 displaced by p/2 relative to columns 2 and 3;
neighboring columns have correlated helical phases
(Fontes et al. 1988).
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usual nematic phase, ND is optically negative, the
director n now representing the preferred axis of
orientation of the molecular short axis or the disk
normal. Comparatively few compounds exhibit this
phase; an example is shown in Fig. 9(b).

In some compounds (usually the lower members of
the homologous series), the transition to the ND phase
takes place directly from the crystal, while in others
(the higher members of the series), it takes place via a
columnar phase. The trend is somewhat analogous to
the behavior of the smectic A-nematic (A-N) transi-
tion in a homologous series of rodlike molecules. This
trend can be explained by an extension of the well-
known McMillan model of the A-N transition to dis-
cotic systems (see Chandrasekhar 1998).

Figure 6
(a) hexa-(p-n-clodecyloxy benzoyl) derivative of
macrocyclic polyamines, and (b) a representation of the
columnar (tubular) mesophase.

Figure 7
(a) Hexa-n-alkoxy-terepthal-bis-[-4-benzoyloxy aniline]
and (b) the structure of the hexagonal columnar
mesophase formed by it. The molecule has been named
‘‘phasmids’’ (stick insects).

Figure 8
Di-isobutylsilane diol (DIBSD) which forms a columnar
mesophase.
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The hexa-n-alkanoates of truxene (Fig. 10) show
an unusual sequence of transitions. For the higher
homologs, the phase sequence on cooling is Iso–
colh–colr–ND–Re-entrant colh–cryst, where Iso and
cryst are the isotropic and crystalline phases respec-
tively. It has been suggested that the truxene molecules
are probably associated in pairs, and that these pairs
break up at higher temperatures, which may explain
this extraordinary behavior.

1.4 The Columnar Nematic Phase

The addition of electron acceptor molecules such as
2,4,7-trinitrofluorenone to electron-donating discotic

molecules results in the formation of charge-transfer
complexes which stabilize (or, in nonmesomorphic
materials, induce) mesophases. A new type of meso-
phase observed in such systems is the columnar
nematic (Ncol) phase, the structure of which consists
of short columns with the columnar axis approxi-
mately parallel to one another (Fig. 11).

1.5 The Chiral Nematic Phase

The chiral nematic, or cholesteric phase, of disk-
shaped molecules occurs in mixtures of discotic

Figure 9
(a) Schematic representation of the molecular order in
the discotic nematic (ND) phase (b) hexakis-(4-octyl
phenylethynyl)benzene, which forms the ND phase
(Kohne and Praefcke 1987).

Figure 10
Hexa-n-alkanoates of truxene which exhibits a
re-entrant sequence of transition.

Figure 11
Schematic diagram of the structure of the columnar
nematic phase, Ncol, induced by charge transfer
interaction between an electron donor (black) and an
electron acceptor (hatched).
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nematics and chiral dopants, as well as in pure chiral
discotic compounds. The phase, designated as ND

* ,
has a structure as illustrated schematically in Fig. 12.
The ND

* phase shows reflection colors, very much like
the usual cholesteric of rodlike molecules and exhibits
typical cholesteric textures.

1.6 The Lamellar Phase

Giroud-Godquin and Billard (1981), who prepared
and investigated the first discotic metallomesogen,
bis(p-n-decylbenzoyl)methanato copper(II) (Fig. 13),
suggested that its mesophase has a lamellar structure.

Similar conclusions have been drawn from x-ray stud-
ies (Ohta et al. 1986) and from NMR investigations
(Ribeiro et al. 1988). Sakashita et al. (1988) have pro-
posed a tilted smectic C-type of structure, as depicted
in Fig. 14.

A variety of discotic metal complexes has been
synthesized which exhibit columnar or lamellar
phases (Giroud-Godquin and Maitlis 1991). X-ray
determination of the crystal structures has been use-
ful in elucidating the structures of the complexes and
the mesophases formed by them (Usha et al. and
references therein, 1993).

2. Physical Properties of Columnar Liquid
Crystals

Some of the important properties of the columnar
phases are summarized below:

2.1 One-dimensional Electrical Conductivity of the
Columnar Phase

The separation between the aromatic cores within the
column in these liquid crystals is often around 3.6 (A,
so that there is considerable overlap of the P-orbitals
of adjacent molecular cores. One would therefore
expect the electrical conductivity s8 along the colum-
nar axis to be high, but, in fact, the compounds are
insulators. The reason for this is that their intrinsic
charge concentration is low because of the large en-
ergy gap of 4 eV. However, the addition of dopants,
electron acceptors, or donors, increases s8 signifi-
cantly—by as much as a factor of 107 (Balagurusamy
et al. 1999). On the other hand, doping makes hardly
any difference to the conductivity in the isotropic
phase (Fig. 15). DC conductivity anisotropy s8/s>
(where s> is the electrical conductivity transverse to
the columnar axis) as high as 1010 or more have been
observed. Thus, the columns may well be described as
‘‘molecular wires.’’

Figure 12
Schematic representation of the twisted nematic phase
(ND

* ) of disklike molecules.

Figure 14
Schematic representation of the structure of the lamellar
phase of the copper complex (Fig. 12) with R¼C12H25

(proposed by Sakashita et al. 1988)

Figure 13
The molecular structure of bis (p-n-decylbenzoyl)
methanato copper(II), the first example of a discotic
metallomesogen.
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The thermoelectric power of these ‘‘molecular
wires’’ has been determined (Balagurusamy et al.
1999). The sign of the thermo-emf is an indication of
the sign of the charge carriers in the doped com-
pound, i.e., whether it is a p-type or n-type material.

2.2 Photoconductivity of the Columnar Phase

Similarly, very high values of mobility of photoin-
duced charge carriers (implying fast photoconduc-
tion) have been observed using a time-of-flight
method along the columnar axes of ordered colum-
nar phases, colhel. Mobilities of the order of 0.1 cm2

V�1s�1 have been reported in the colhel phase (Adams
et al. 1994). With the exception of organic single
crystals, these represent the highest values known to
date of the mobility of photoinduced charge carriers
in organic systems. These studies will have an impact
on applications such as electrophotography and the
development of new devices such as organic transis-
tors and active layers in light emitting diodes.

2.3 Ferroelectricity

Columnar phases can exhibit ferroelectricity if the
disk-shaped molecules are chiral and tilted with re-
spect to the columnar axis (Bock and Helfrich 1995).
From symmetry arguments, it follows that each
column is spontaneously polarized perpendicular to
the plane containing the columnar axis and the
disk-normals. Macroscopic polarization is observed
when the polarization of the different columns do not
cancel each other. Switchable ferroelectric columnar
liquid crystals have some advantages over ferroelec-
tric smectics—greater resistance to mechanical
shocks and material flow, nonappearance of chev-
ron structures (which is a drawback in conventional
(calamitic) ferroelectrics), a nearly temperature-

independent tilt angle for the few cases that have
been studied.

2.4 The Properties of Discotic Nematics

The symmetry of the discotic nematic ND (Fig. 9(a))
is the same as that of the classical nematic of rodlike
molecules. Thus, identical types of defects and tex-
tures are seen in both cases.

The ND phase is optically, and, as a rule, diamag-
netically, negative. However, its dielectric anisotropy
De (¼ e8–e>, where e8 and e> are the dielectric con-
stants parallel and perpendicular to the director)
may be positive or negative depending on the detailed
molecular structure. For example, hexa-n-he-
ptyloxybenzoate of triphenylene and hexa-n-do-
decanoyloxy truxene are both dielectrically positive
in the nematic phase (Mourey et al. 1982, Raghuna-
than et al. 1987). This is because, while the contribu-
tion of the electronic polarizability of these disk-
shaped molecules De is negative, the permanent di-
poles associated with the six ester linkage groups
make a stronger positive contribution, so that De40
for the two compounds. On the other hand, hexakis
[(4 octyl phenyl)-ethynyl]benzene, which does not
have any permanent dipoles, does in fact show neg-
ative De, as expected (Heppke et al. 1988).

Very few quantitative measurements of the
physical properties have been reported. The Frank
constants for splay and bend have been determined
using the Freedericksz method (Mourey et al. 1982,
Raghunathan et al. 1987, Heppke et al. 1988,
Warmerdam et al. 1987). Interestingly, the values
are of the same order as for nematics of rodlike
molecules. The twist constant k22 has not yet been
measured. The fact that the diamagnetic anisotropy
is negative makes it somewhat more difficult to
measure these constants by the Freedericksz tech-
nique. However, by a suitable combination of electric
and magnetic fields it is possible, in principle, to
determine all three constants (Raghunathan et al.
1987).

The hydrodynamic equations of the classical ne-
matic are applicable to the ND phase as well. There
are six viscosity coefficients (or Leslie coefficients),
which reduce to five if one assumes Onsager’s recip-
rocal relations. A direct estimate of an effective av-
erage value of the viscosity of ND from a director
relaxation measurement (Mourey et al. 1982; Warm-
erdam et al. 1987) indicates that its magnitude is
much higher than the corresponding value for the
usual nematic.

In ordinary nematics of rodlike molecules, the
Leslie coefficients m2 and m3 are both negative and
7m2747m37. Under planar shear flow, the director as-
sumes the equilibrium orientation yo given by

tan2yo ¼ m3=m2

Figure 15
The measured AC electrical conductivity at 1 kHz
parallel to the columns, s8, in doped HHTT in the
heating mode over several thermal cycles. The transition
temperatures are indicated by the arrows.
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where yo lies between 01 and 451 with respect to the
flow direction (Fig. 16(a)). In practice, yo is usually
a small angle. In certain nematics, it is found that
m340 at temperatures close to the nematic–smectic A
transition point. Under these circumstances, there is
no equilibrium value of yo, and in the absence of an
orienting effect due to the walls or a strong external
field, the director starts to tumble and the flow be-
comes unstable. Consequently, such materials have
two distinct flow regimes which have been investi-
gated in detail theoretically and experimentally
(Chandrasekhar and Kini 1982).

The suggestion has been made that in the ND

phase, the disklike shape of the molecule may have a
significant effect on m2 andm3 (Carlsson 1983, Vol-
ovik 1980). The stable orientation of the director un-
der planar shear will now be as shown in Fig. 16(b).
Thus, it can be argued that both m2 andm3 should be
positive, and the flow alignment angle yo should lie
between �451 and �901. It then follows that when
m2o0, the director tumbles and the flow becomes
unstable. As yet, however, no experimental studies
have been carried out to verify any of these ideas.

3. Discotic Polymer Liquid Crystals

Another area of research which is attracting a great
deal of attention since the discovery of discotics is a
new class of liquid crystal polymers, viz. polymeric
discotic liquid crystals.
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Ferrous Alloys: Overview

Steel is essentially an alloy of iron with (usually) a few
tenths of 1wt.% of carbon dissolved in interstitial sites
in whichever iron crystal structure is present. The
phase transformations and mechanical properties of
steel can be substantially modified by the addition of
widely varying proportions of alloying elements re-
placing atoms of iron in the iron crystal lattice. Steel is
the most widely used metallic material in the world.
Approximately 800Mtyr�1 are produced (Paxton
1997). There are a number of reasons for these
remarkable figures. Usually found as a mixture of
oxides, but also with some sulfides, deposits of iron
ore that can be economically mined are fairly well
distributed around the world. Use of very large ma-
chinery has made the mining process economical when
the ore is Fe-rich and can be mined from the surface
rather than underground. Although extraction of iron
from its ore is a difficult process, the technology in-
volved is so well developed that the price of a kilogram
of Fe alloyed with a fraction of a percent of C and
B1% Mn is less than $0.50 (Paxton 1997). Highly
alloyed steels, used for demanding special purposes,
are priced an order of magnitude higher and hence are
used only where low alloy steels are unable to meet the
performance requirements. Steel strength can be var-
ied from ca. 3500MPa (500000 psi) down to ca.
35MPa (5000psi) through variations in chemistry,
principally carbon concentration, and in heat treat-
ment. Similar variations in ductility can be produced.
With suitable alloying, Fe-base alloys can be made
highly resistant to oxidation and to corrosion even at
temperatures of several hundred degrees centrigrade

Upon heating from room temperature, ‘‘pure’’ Fe
undergoes a phase transformation from b.c.c. (de-
noted as ‘‘a’’ or ‘‘ferrite’’) to f.c.c. (‘‘g’’ or ‘‘auste-
nite’’) at temperatures above 912 1C. Above 1394 1C,
Fe reverts to the b.c.c. structure, denoted as ‘‘d’’ but
again described as ferrite. At 1538 1C, d Fe melts. As
shown in Fig. 1, austenite can dissolve a large pro-
portion of C (up to 2.1%) whereas ferrite can at most
dissolve 0.021% C. Fe–C alloys containing less than
the eutectoid carbon concentration (0.65%) are de-
scribed as hypoeutectoid; at higher C contents, they
are termed hypereutectoid. The pro-eutectoid ferrite
reaction, occurring within the aþ g region as well as
at lower temperatures, underlies much of the great
utility of steel because ferrite is inherently very ductile
except at low (subambient) temperatures but can be
considerably strengthened by precipitation. A num-
ber of elements which dissolve substitutionally in
both austenite and ferrite, such as manganese, nickel,
chromium, and molybdenum can markedly affect the
kinetics of this and other phase transformations in

steel and may alter the mechanical properties asso-
ciated with them.

1. Extractive Metallurgy and Mechanical
Processing of Steel

Iron ore consists primarily of hematite (Fe2O3) and
magnetite (Fe3O4) in proportions which vary appre-
ciably among ore bodies, as well as variously hy-
drated hematites, siderite (FeCO3), and pyrite (FeS2).
Among impurities present, again in widely varying
proportions, the most important are lime (CaO), sil-
ica (SiO2) and alumina (Al2O3). Hence extraction of
Fe from its ore begins with reduction of the ferrous
oxides by the addition of carbon or coke to the mol-
ten ore, usually in a blast furnace. Limestone is added
to produce a predominantly lime–silica molten slag
floating atop the steel bath.

The slag serves to protect the steel from re-oxidation
and also to remove impurities whose solubility in the
slag is greater than in the ferrous melt. The result of this
process is known as ‘‘pig iron.’’ This material contains
3–4.5% C, as well as about 1% Si and 1.5–2% Mn. In
the next processing step, often undertaken in an electric
furnace or a basic oxygen furnace, the carbon concen-
tration is reduced by two orders of magnitude or more
through the controlled passage of high-pressure oxygen
through the melt. Substitutional alloying elements may
be introduced through additions to a large refractory-
lined ladle in which the molten steel is temporarily
stored. Current practice is to solidify the steel through
‘‘continuous casting,’’ in which an ‘‘endless’’ plate some
cm. thick, or sheet as thin as 1mm, is produced.

Recently, rolling of the product down to the de-
sired thickness is being conducted on the bar/sheet as
soon as it emerges from the continuous casting ma-
chine. Small heats of high alloy specialty steels, how-
ever, may be induction melted in vacuo or under a
protective atmosphere and solidified by casting into
ingots. They are subsequently forged, a process which
can reduce porosity and other internal defects. An
inevitable consequence of the very small solubilities
in ferrite of oxygen (especially), sulfur, and phospho-
rous is the compounding of these (and other) ele-
ments into particles of oxides, sulfides and nitrides, in
the melt and/or during austenite decomposition.
These particles are termed ‘‘inclusions’’ when they
appear in the final product. The properties of inclu-
sions can exert significant effects upon mechanical
properties, particularly at high-strength levels.

2. Phase Transformations in Steel

This section concerns alloys wholly transformable to
austenite at elevated temperatures. The transformation

F
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processes considered involve decomposition of the
austenite matrix at temperatures in the aþ g or the
aþFe3C regions in Fig. 1 (and in the counterpart
ranges when substitutional alloying elements are also
present.) Alloys containing more than the maximum
solubility of carbon in austenite (2.1% in Fe–C alloys;
Fig. 1) are usually known as cast irons because they
are too brittle to be shaped by plastic deformation.
The considerations summarized here for steel are ap-
plicable in principle to cast iron, though there are
major differences in detail, particularly because graph-
ite particles can be present during both the liquid–solid
and solid–solid phase transformations (as described in
Cast Irons). Similarly, precipitation from ferrite and
precipitation from austenite (see Precipitation from
Austenite) are governed by the same principles but are
also not discussed here.

Two basically different types of phase transforma-
tion take place in steels. At low temperatures, auste-
nite transforms to martensite by a high-velocity lattice
shearing process in which diffusion plays no role and
in which the composition of the austenite is thus
wholly inherited by the martensite. At higher temper-
atures, austenite decomposes through a variety of
diffusional transformations. Although the latter pro-
cesses are being increasingly found to resemble mar-
tensite in a crystallographic sense (Christian 1997), at
the atomic level diffusional processes govern the very
different mechanisms and kinetics operative.

Figure 2 is a time–temperature-transformation
(TTT) diagram for a plain carbon steel. At temper-
atures above the martensite range, these plots are
obtained by measuring the fraction of austenite trans-
formed as a function of isothermal reaction time and

Figure 1
Fe-rich portions of the Fe–Fe3C metastable equilibrium (solid lines) and Fe–C (graphite) equilibrium (dashed lines)
phase diagrams (after Okamoto 1990).

184

Ferrous Alloys: Overview



determining the time required to begin a given trans-
formation (e.g., at the 1% level) and to complete
transformation of all austenite (e.g., 99%). These data
are plotted as shown in Fig. 2. In eutectoid transfor-
mation processes, wherein both ferrite and Fe3C
(or an alloy carbide) form either co-operatively or
competitively, the carbon diffusion distance tends to
diminish rapidly with decreasing temperature, while
the reverse situation obtains during the pro-eutectoid
ferrite (and cementite) reactions.

Thus the TTT curves for the initiation of eutectoid
reactions approach those for pro-eutectoid ferrite so
closely at lower temperatures that the pro-eutectoid
ferrite curve can no longer be delineated. The
eutectoid reaction product at a temperature close to
that of the eutectoid is usually pearlite (see Pearlite).
This product consists of alternating lamellae of ferrite
and Fe3C which are forced to lengthen edgewise at
the same rate because they share growth ledges pas-
sing through the edges of both phases (Hackney and
Shiflet 1987a, 1987b). At lower temperatures, bainite
appears (see Bainite). Although described by at least
three mutually conflicting mechanisms, this product
is taken here to form by the competitive growth of
pro-eutectoid ferrite and carbide in nonlamellar
form. The morphology of ferrite normally dominates

that of the overall transformation product. At the
temperatures where bainite occurs when the TTT di-
agram is similar to that of Fig. 2, the morphology of
ferrite is often, though not always lath- or plate-like.

Since all of these reactions tend to nucleate pre-
dominantly at austenite grain boundaries (though
certain inclusions can provide excellent intragranular
nucleation sites, when the austenite grain size is re-
duced by use of low austenitizing temperatures and
short austenitizing times, the presence of inclusions
capable of restraining grain boundary migration or
severe plastic deformation of the parent austenite
which is not quickly recovered or recrystallized, the
TTT curves are generally moved to shorter reaction
times. At temperatures in the lower part of the bainite
region, when sympathetic nucleation of ferrite at au-
stenite:ferrite boundaries (Aaronson et al. 1995) pre-
dominates over grain boundary nucleation, this effect
of austenite grain size can be largely nullified (see
Bainite).

Usually, martensite forms only during cooling in
steel, though it can do so isothermally in the absence
of interstitials or in certain nonferrous alloy systems
(see Martensite), the martensite reaction is repre-
sented on the TTT diagram by horizontal lines cor-
responding to difference percentages of martensite

Figure 2
TTT diagram for initiation and completion of transformations in 0.50% C, 0.91% Mn steel. A¼ austenite, F¼ pro-
eutectoid ferrite, C¼ carbide. AþFþC refers to pearlite above the ‘‘nose’’ of this diagram and to bainite at lower
temperatures. Ms¼martensite-start temperature (after ASM 1977).
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formed. In Fig. 2, Ms thus represents the ‘‘martensite-
start’’ temperature, while M50 is the temperature by
which 50% of austenite is transformed to martensite.
Martensite formation can be expedited or hindered in
the presence of elastic strains assisting or resisting the
shear strain governing martensite formation. In steel,
holding martensite at the transformation tempera-
ture, or especially, at a higher temperature, causes
‘‘tempering’’ by a variety of diffusional processes.

3. Mechanical Properties of Austenite
Decomposition Products in Low Alloy Steels

Focussing first on steels with TTT diagrams similar
to that in Fig. 2, some useful qualitative generaliza-
tions can be made about the mechanical behavior of
austenite decomposition products. Pearlite formed at
high temperatures, where the interlamellar spacing is
coarse, is soft and also not particularly tough. How-
ever the rapid decrease in the interlamellar spacing
as the reaction temperature is lowered permits the
fine pearlite present near the nose of the TTT dia-
gram to have a tensile strength of ca. 3500MPa while
retaining useful ductility. The presence of a few per-
cent of grain boundary ferrite (allotriomorphs) can
drastically decrease toughness when the matrix is
transformed to martensite, as happens when a hypo-
eutectoid steel is quenched a little too slowly. A
microstructure made up from large, roughly equi-
axed ferrite crystals containing only widely spaced
carbides is relatively weak.

However, as the ferrite grain size is decreased to-
ward the 1 mm level, mechanical properties are mark-
edly improved. Bainite formed at high temperatures,
known as ‘‘upper bainite’’ (see Bainite), usually has
poor toughness. This results from a low density of
carbides and comparatively large regions or ‘‘colo-
nies’’ in which all ferrite laths or plates are parallel.
Alternatively, lower bainite usually has both a very
high density of carbides and small regions within
which sheaves of ferrite plates are parallel, thereby
providing closely spaced barriers to dislocation
movement. The toughness of lower bainite can rival
or exceed that of martensite tempered to the same
strength.

Unless the carbon concentration is pca. 0.1%,
martensite is very brittle. The hardness of martensite
increases linearly with %C up to the eutectoid com-
position. With increasing tempering temperature
and time, a variety of diffusional rearrangements of
carbon occur within martensite. Precipitation of e
carbide (Fe2.4C) and then of Fe3C follow. In highly
alloyed steels, the precipitation of alloy carbides takes
place at still higher temperatures, where the diffusiv-
ity of alloying elements suffices to support this proc-
ess. The latter type of precipitation can give rise to
‘‘secondary hardening’’ (see Tool and Die Steels),

yielding strikingly high hardness and resistance to
abrasive wear.

4. Mechanical Properties of Higher Alloy Steels

While low alloy steels comprise the bulk of all steel
produced, more highly alloyed steels have been de-
veloped to enhance particular mechanical and related
properties such as corrosion resistance, wear resist-
ance, creep resistance, and toughness, or sometimes
certain physical properties.

The most widely used alloy steels are the stainless
steels. The most common stainless steels are the aus-
tenitic variety. Other stainless steels are the martensi-
tic, the ferritic, the duplex (see Stainless Steels:
Duplex), and the cast stainless steels (see Stainless
Steels: Cast). Austenitic stainless steels have sufficient
chromium to provide the desired corrosion and ox-
idation resistance and sufficient amounts of austenite
stabilizing elements such as nickel and/or manganese
to ensure that the alloy remains austenitic at the ex-
pected service temperatures and that the austenite
does not transform to martensite during loading in
service. These alloys typically have low strengths and
high formability.

The martensitic stainless steels can be austenitized
and then quenched to form martensite. There are es-
sentially three types of martensitic stainless steels.
The first type contains carbon and can be strength-
ened by iron carbide precipitation at low tempering
temperatures or by alloy carbide precipitation on
tempering at higher temperatures. These steels have
strength levels ranging from relatively modest (with
carbon levels of 0.1wt.%) to very high (at carbon
levels of 0.8wt.% or higher). The second type con-
tains small amounts of carbon but are mainly
strengthened by the formation of copper or interme-
tallic precipitates upon tempering.

The third type is strengthened by the precipitation
of both alloy carbides and intermetallics. Ferritic
stainless steels have the b.c.c. crystal structure and
contain 11–30wt.% chromium. These steels are less
expensive than the austenitic steels and have excellent
deep drawability and resistance to stress corrosion
cracking. The duplex stainless steels contain alloying
additions, primarily chromium and nickel, sufficient
to provide corrosion resistance and 20–70 vol.% fer-
rite and 80–20 vol.% austenite. The duplex stainless
steels have good resistance to oxidation, corrosion,
and stress corrosion and have higher yield and ulti-
mate tensile strengths than most austentic and ferritic
steels. Cast stainless steels have been developed for
two primary applications, corrosion resistance and
high temperature properties including resistance to
oxidation and to creep. The cast stainless steels de-
veloped for their high temperature properties are re-
ferred to as heat resistant alloys and have high carbon
contents, unlike most wrought stainless steels.
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Tool and die steels (see Tool and Die Steels) are
used in cutting and forming operations. Tool steels
tend to be low alloy steels but die steels are often
medium carbon steels with sufficient amounts of
strong carbide-forming elements such as chromium,
molybdenum, tungsten, and vanadium to achieve
pronounced secondary hardening. High-speed steels
contain high concentrations of carbon and of strong
carbide-forming elements. e.g., chromium, molybde-
num, and tungsten. They can be used for high-speed
cutting because they have excellent wear resistance at
elevated temperatures. This resistance results from
both secondary hardening and a large volume frac-
tion of primary carbides.

The Hadfield steels were developed primarily for
wear resistance. These materials are relatively high
carbon Fe–Mn steels which are austenitic at room
temperature but transform to a hard, strongly work-
hardenable martensite when plastically deformed.

Two types of steel were developed to have high
toughness. The first type is the martensitic steels hav-
ing a low ductile-to-brittle transition temperature.
Such steels, often called cryogenic alloys, have low
strength but excellent toughness even at low temper-
atures. The second type are steels developed to have
high toughness at very high strength levels at service
temperatures close to room temperature but which do
not have exceptionally low ductile-to-brittle transi-
tion temperatures. Such steels are the low-carbon
maraging steels strengthened during tempering by
precipitation of intermetallics or medium carbon,
secondary hardening steels (such as AF1410)
strengthened by alloy carbide precipitation.

Austenitic steels are the most resistant to plastic
deformation at elevated temperatures (creep), but a
number of creep resistant martensitic steels are also
available. The first type of such steels are similar
to the 0.15%C–2.25%Cr–1%Mo steels and the
second are the 9–12% chromium steels containing
0.05–0.20wt.% carbon. The 9–12 chromium steels
typically have creep properties superior to those of
the 2.25%Cr–1%Mo steels and can be used at higher
temperatures.

Steels developed primarily for particular physical
properties include the silicon steels, magnetic steels,
and steels having low coefficients of thermal expansion.

Silicon steels are ferritic alloys whose magnetic
properties are useful in motors and transformers. The
silicon additions improve magnetic softness and in-
crease electrical resistivity. Silicon also has the unde-
sirable effects of decreasing the Curie temperature,
reducing the saturation magnetization, and of
embrittling the steel when the silicon 4B2wt.%.
Silicon steels are produced as highly textured grain-
oriented alloys and also as alloys in which the grains
are not oriented. Grain orientation is carried out to
align the magnetically ‘‘easy’’ axis.

Iron-based alloys having near-zero or even nega-
tive expansion on heating in the vicinity of room

temperature were discovered in ca. 1900 by the Swiss
physicist Charles-Edouard Guillaume. The family of
alloys possessing this characteristic is known as ‘‘In-
var’’ for length INVARiant. The first Invar alloy had
a composition of iron with 36wt.% nickel. This alloy
has a coefficient of thermal expansion varying from
slightly negative to o10% that of a normal metal
from near absolute zero to near the Curie tempera-
ture. Invar exhibits a volume contraction as the alloy
transforms from ferromagnetic to diamagnetic; this
almost exactly counterbalances the concurrent ther-
mal expansion. By varying the nickel content and al-
loying with additional elements Invar alloys have
been developed which match the coefficients of ther-
mal expansion of certain glasses and of silicon.
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Fluorine-containing Polymers

Fluorine-containing polymers are organic polymers
in which some or all of the hydrogen atoms bonded
to carbon are replaced by fluorine. Because fluorine
forms the strongest single bond to carbon and
is the most electronegative element (Smart 1994),
this substitution has profound effects on polymer
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properties. Highly fluorinated polymers have out-
standing resistance to chemical attack, good thermal
stability, and excellent weatherability, plus low die-
lectric constant, surface energy, moisture absorption,
and flammability.

Although fluorine has a substantially larger van
der Waals radius (1.47 (A) than hydrogen (1.20 (A), it
is small enough to replace some or all hydrogen at-
oms without excessive crowding. Thus, the potential
number of fluorine-containing polymers is vast and
many structures have been reported. For example,
fluorinated groups have been incorporated into poly-
esters, polyamides, and polyimides, often with the
intent of increasing thermal stability or lowering the
dielectric constant and surface energy (Cassidy and
Fitch 1997, Feiring 1994), but these materials are not
yet important commercial products. The direct fluor-
ination of polymers, although not unknown (Anand
et al. 1994), is rarely used; virtually all commercially
important fluorinated polymers are produced by free-
radical addition polymerizations of a few fluorinated
monomers (Fig. 1). They include homopolymers of
tetrafluoroethylene (TFE), 1,1-difluoroethylene (vi-
nylidene fluoride, VDF), fluoroethylene (vinyl fluo-
ride, VF), and chlorotrifluoroethylene (CTFE) and
their copolymers with hexafluoropropylene (HFP),
perfluoromethylvinyl ether (PMVE), and perfluorop-
ropylvinyl ether (PPVE). Copolymers with nonfluor-
inated olefins, such as ethylene, propylene, and alkyl
vinyl ethers, are also produced.

The particular combination and ratio of monomers
used largely determine polymer properties, which
can range from high melting, highly crystalline

thermoplastics to fully amorphous elastomers
(Yamabe et al. 1997). Ionomers are also produced
by the incorporation of specific functionalized co-
monomers.

1. Thermoplastics

Selected properties of the key fluoroplastics are sum-
marized in Table 1 (Feiring 1994).

1.1 Polytetrafluoroethylene

The longest known and most widely used fluoro-
polymer is polytetrafluoroethylene (PTFE). TFE
polymerizes readily and can undergo a highly exo-
thermic disproportionation, producing carbon and
CF4. Deflagrations can result, so safety is a key issue
for producers. Typically, the monomer is manufac-
tured and used at the same site, stored in mini-
mum quantities, and inhibited with terpenes and inert
diluents.

PTFE is produced by batch homopolymerizations
of TFE in water at relatively modest temperatures
(40–100 1C) and pressures (1–6MPa), using a water-
soluble free radical initiator such as ammonium per-
sulfate. One process employs little or no surfactant
and vigorous agitation to produce relatively large
polymer particles, which are filtered and dried to give
a granular material. A second process uses small
amounts of a fluorinated surfactant, such as ammo-
nium perfluorooctanoate, and gentle agitation to
produce approximately 0.2 mm polymer particles in
an aqueous dispersion. The dispersion may be used
directly to produce coatings or coagulated to produce
a product called fine powder.

The symmetry of TFE and the few imperfections,
such as chain branches, formed during polymeriza-
tion result in a virgin polymer with high crystallinity
(495%) and melting point (342 1C). PTFE objects
would be brittle if this level of crystallinity was main-
tained in the final product. In practice, crystallinity is
controlled by polymerizing to extremely high molec-
ular weight, estimated at upwards of 5� 107. The
melted polymer can only crystallize to a limited ex-
tent on cooling, to give a material with a reproducible

Figure 1
Monomers used in the major commercial
fluoropolymers.

Table 1
Properties of commercial fluorinated plastics.

Property PTFE FEP PFA ETFE PVDF PVF CTFE ECTFE

Melting point (1C) 327 265 305 270 180 190 210 240
Upper use temperature (1C) 260 200 260 150 150 110 180 150
Specific gravity 2.18 2.15 2.15 1.70 1.76 1.38 2.10 1.70
Dielectric constant 2.10 2.02 2.06 2.6 8–9 6–8 2.4 2.6
Dissipation factor 0.003 0.008 0.008 0.005 0.018 0.02 0.01 0.0024
Critical surface tension (mNm�1) 18.5 17.8 17.8 22.1 25 28 31
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melting point of 327 1C. A consequence of this high
molecular weight is an extremely high melt viscosity,
so PTFE cannot be processed by typical thermoplas-
tic techniques. The polymer is also insoluble, except
to a very limited extent in a few perfluorocarbon sol-
vents above its melting point, so solution processing
is not a practical option. Thus, a number of special-
ized techniques had to be invented to convert the
virgin polymer into useful forms (Blanchet 1997). For
example, the granular polymer can be compressed
and sintered to fuse the particles into dense objects,
which can be machined into shapes or skived into
sheet or tape. The fine powder can be mixed with a
hydrocarbon lubricant to form a paste, which is
extruded to form tubes, rods, or wire coatings. The
extrudate is heated to drive off the lubricant and
sinter the polymer particles.

PTFE can be used continuously up to 260 1C and
is stable for shorter periods above its melting point. It
will not burn in air, has a low-energy ‘‘non-stick’’
surface, and is resistant to attack by all chemicals,
except for alkali metals, at normal use temperatures.
It has an exceptionally low dielectric constant
and dissipation factor and a high dielectric strength.
Its tensile strength and modulus are modest, but
it has good toughness and flexibility and high elon-
gation for a crystalline thermoplastic. It does have
a tendency to creep under ambient conditions,
which must be considered when designing parts from
PTFE.

The major application for PTFE is as electrical
wiring insulation. Other important uses include pipe
lining, valves, gaskets, and tubing for the chemical
process industry and dispersion-coated fabrics for
architectural applications. A specially stretched
PTFE film with small pores, which transmit water
vapor but are impermeable to liquid water, is used to
produce weatherproof garments. Coated cookware is
another major consumer application. Some PTFE is
converted into fibers which are used as pump pack-
ing. PTFE ‘‘micropowders’’ have a lower molecular
weight and are produced by deliberate synthesis or by
radiation degradation of the standard resin. They are
used as lubricity additives for oils and greases.

1.2 Tetrafluoroethylene Copolymers: FEP and PFA

PTFE is the least costly fluoropolymer, but its lack of
melt processability limits the range of shapes which
can be produced and adds to the complexity of parts
manufacture. The need for materials which combine
PTFE properties with melt processability is addressed
by two commercial copolymers. Fluorinated ethylene
propylene (FEP) and perfluoroalkoxy resin (PFA)
are copolymers of TFE with about 10–12wt.% hexa-
fluoropropylene (HFP) or 2–4wt.% perfluoropropyl-
vinyl ether (PPVE), respectively. The degree of
crystallinity is limited by the side chain ‘‘defects,’’

so the copolymers can be produced with molecular
weights of a few hundred thousand, more typical for
thermoplastics.

FEP is generally produced by an aqueous disper-
sion process similar to that used for PTFE disper-
sions, although reaction temperatures (90–120 1C)
and pressures (4–5MPa) tend to be higher due to the
lower reactivity of HFP. A lower temperature process
uses a mixture of water and liquid HFP monomer as
the polymerization medium. PFA is produced by
aqueous, nonaqueous, and hybrid processes. The
aqueous process is similar to that for PTFE disper-
sions. Nonaqueous processes are suspension polym-
erizations in an organic medium. They generally
run at a lower temperature (30–60 1C) and use a
perfluoroacylperoxide initiator. Hybrid processes em-
ploy a mixture of water and an organic solvent with
an organic initiator. The organic solvent is tradition-
ally a chlorofluorocarbon (CFC), such as 1,1,2-
trichlorotrifluoroethane, but these solvents are being
replaced by chlorine-free fluorocarbon solvents, be-
cause of depletion of the earth’s ozone layer by the
CFCs. Supercritical carbon dioxide is reported to be
a suitable medium for conducting TFE copolymer-
izations (Romack et al. 1995).

FEP and PFA have chemical, electrical, and sur-
face properties similar to those of PTFE. PFA has a
melting point of about 305 1C, and its upper use
temperature is the same as PTFE. FEP has a some-
what lower melting point (265 1C), and its upper use
temperature is around 200 1C. Thus, PFA is often
regarded as the premium product, but it is more ex-
pensive due to its PPVE comonomer. Both copoly-
mers tend to have higher modulus and tensile
strength than PTFE. They can be processed on con-
ventional thermoplastic melt processing equipment,
although the relatively high temperatures require
corrosion-resistant parts.

The major use for FEP is in wiring insulation,
especially for the telephone and computer cables
running through the plenum spaces in commercial
buildings. The dramatic growth in this application
has made FEP the second largest fluoroplastic by
volume. Other applications include release films and
parts for the chemical process industry. PFA is used
for constructing the wafer carriers, pumps, pipes, and
filters that handle the ultrapure or corrosive materials
employed by the semiconductor industry. Smaller
amounts are used for similar applications in other
industries and for electrical wiring insulation.

1.3 Other TFE Copolymers

TFE, an electron-poor monomer, tends to copoly-
merize readily with relatively electron-rich mono-
mers, including ethylene, propylene, isobutylene,
vinyl acetate, and alkyl vinyl ethers, to give materi-
als with a wide variety of properties.
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Copolymerization of TFE with ethylene provides a
semicrystalline resin, ETFE. The two monomers tend
to alternate, so the polymer repeating unit is largely–
CH2CH2CF2CF2–. Commercial products also incor-
porate a few percent of a termonomer, such as per-
fluorobutyl(ethylene), hexafluoropropylene, or
perfluoropropylvinyl ether, for improved mechanical
properties (Kerbow 1997).

The manufacturing processes for ETFE are similar
to those used for PFA and include nonaqueous,
aqueous, and hybrid systems. The polymer is melt-
processable using conventional equipment. It is not
considered solution-processable, because it has only
limited solubility in a few solvents, such as diesters, at
temperatures close to its melting point.

Although incorporation of ethylene compromises
some properties such as upper use temperature, di-
electric constant (Table 1) and chemical resistance to
strong oxidizing agents, ETFE has a lower density
and significantly better toughness and abrasion re-
sistance than the perfluoropolymers. ETFE can also
be cross-linked by electron beam irradiation, or by
heating with peroxides in the presence of cross-
linking agents, to help maintain its mechanical pro-
perties at elevated temperatures.

A major application of ETFE is for wire and cable
insulation, especially for use in environments such as
aircraft, where superior mechanical properties are
important. Other applications are in the chemical
process industry to make or line items which must
withstand aggressive chemicals.

Copolymers of TFE or chlorotrifluoroethylene
with alkylvinyl ethers also tend to have alternating
structures. These materials are amorphous and are
soluble in moderately polar organic solvents, such as
acetone or THF. Solution-based coatings for high
performance automobiles and architectural applica-
tions have been developed from this family of fluoro-
polymers. A hydroxyalkyl vinyl ether termonomer is
usually incorporated for curing (cross-linking) on
application. Presence of the fluoromonomer in these
compositions improves oxidative resistance, so the
finishes remain glossy and attractive for a long time
(Yamabe 1994).

1.4 Non-TFE Thermoplastics

Poly(vinylidene fluoride) (PVDF) is the most impor-
tant non-TFE-based fluoroplastic and, in many
respects, the most unusual fluoropolymer. Although
its backbone structure, consisting mostly of–CH2CF2

CH2CF2– units, is isomeric with ETFE, its properties
are quite different (Table 1). PVDF has a melting
temperature nearly 100 1C lower and a much higher
dielectric constant. PVDF dissolves at room tem-
perature in polar organic solvents, and forms homo-
geneous blends with certain carbonyl-containing
polymers. It has good chemical and oxidative resist-

ance, but is far more sensitive to organic and inor-
ganic bases than ETFE. The –CH2 groups between
two –CF2 groups are relatively acidic so even mild
bases, such as organic amines, can cause dehydro-
fluorination.

PVDF forms at least four different crystalline
phases. The two most important are a, formed under
normal crystallization conditions, and b, formed by
crystallization under pressure or by mechanical de-
formation of polymer films. The former is the ther-
modynamically stable structure and consists of chains
with a trans-gauche conformation. In the latter, the
chains have a planar, zig-zag structure with fluorines
on one side and hydrogens on the other. This polar
structure is responsible for the piezoelectric and
pyroelectric properties of PVDF.

PVDF is produced by aqueous and nonaqueous
dispersion polymerization processes similar to other
fluoropolymers. It is melt- and solution-processable.
Major products include the homopolymer and co-
polymers with 5–12% of HFP for greater flexibility.
Polymers containing TFE or both TFE and HFP are
also produced, the latter having a relatively low
processing temperature among the fluoroplastics.
Copolymers of VDF with TFE are also of interest
for improved piezoelectric properties.

A major application for PVDF is as an architec-
tural coating (Iezzi 1997). Dispersions of PVDF are
applied to metals such as steel or aluminum to pro-
vide a decorative and weather-resistant coating for
commercial and residential buildings. It is used for
electrical insulation, despite its higher dielectric con-
stant, and in the chemical process industry. PVDF
also has several unique small-volume applications in
piezoelectric films for switches, sensors, and loud-
speakers, ultrafiltration membranes for use in bio-
technology, and as the electrode separator film in
advanced batteries.

The least fluorinated among the major fluoroplas-
tics is poly(vinyl fluoride) (PVF). It is produced by
aqueous dispersion polymerization, but requires
higher temperatures and pressures than other fluoro-
polymers. It has a somewhat irregular structure, due
to chain branches and some head-to-head monomer
incorporation, in addition to the expected head-to-
tail enchainment. PVF has marginal stability above
its melting point. It is processed by mixing with a
high-boiling, polar organic solvent, such as tetra-
methylenesulfone, to form an organosol with the ap-
pearance of a fluid, single phase. This mixture is
extruded into films and the solvent evaporated. The
major application for PVF is as decorative and pro-
tective films for indoor and outdoor surfaces, such as
the interior panels in commercial aircraft. It is also
used as a release film for molding of thermoplastics.

Although it was first developed at about the same
time as PTFE, the homopolymer of chlorotrifluoro-
ethylene (PCTFE) is of minor commercial interest.
PCTFE is melt-processable and much less permeable
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to gases than PTFE, but has lower melting point, a
lower upper use temperature, poorer chemical resist-
ance, and higher surface energy. The monomer is also
significantly more expensive than TFE. A copolymer
of CTFE with a few percent of VDF has improved
processability.

Of greater commercial significance is the copoly-
mer of CTFE with ethylene. ECTFE has a higher
melting point than either of its constituent homo-
polymers. The polymer has many similarities to
ETFE in preparation, properties, and applications.
Like ETFE, the two monomers are nearly alternating
and the polymer has better mechanical properties
than the perfluoropolymers. ETFE tends to have
slightly better thermal stability and chemical resist-
ance, whereas ECTFE leads in mechanical and bar-
rier properties.

1.5 Amorphous Thermoplastics

Most fluoroplastics are semicrystalline materials with
poor solubility. There are two amorphous perfluoro-
plastics which combine the outstanding thermal,
chemical, and surface properties of PTFE with
unique optical and solubility characteristics. Both
polymers are produced by free-radical addition po-
lymerization and contain rings in their backbone
structures, but the approaches to ring formation are
different.

Teflon AF (Fig. 2) refers to a family of random
copolymers of TFE and a cyclic monomer, perfluoro-
(2,2-dimethyldioxole) (PDD) (Resnick and Buck
1997). Glass transition temperatures (Tg) range from
335 1C for the PDD homopolymer to about 80 1C for
a copolymer containing 20% PDD. The PPD homo-
polymer is difficult to process, so commercial prod-
ucts are copolymers containing 65% and 80% PPD
with Tg values of about 160 1C and 240 1C, respec-
tively. The second amorphous perfluoropolymer,
Cytop (Fig. 2) is obtained by cyclopolymerization
of perfluoro(butenyl vinyl ether) (Sugiyama 1997).
This product has a Tg of 108 1C.

Teflon AF and Cytop have good solubility in some
perfluorinated organic solvents, such as perflu-
oro(butyltetrahydrofuran), which allows them to be
cast into thin films. These films have exceptionally

good optical transparency, in addition to other per-
fluoropolymer properties. Teflon AF has the lowest
dielectric constant known for a solid organic polymer
and is highly permeable to gases. The latter property
is not shared by Cytop.

Both amorphous perfluoropolymers are much
more costly (by one to two orders of magnitude)
than the other perfluoroplastics, so they are used in
extremely high value-in-use applications. Examples
include anti-reflective coatings, dust defocusing films
(‘‘pellicles’’) for semiconductor manufacture, and op-
tical fiber cladding.

2. Elastomers

The commercially available fluoroelastomers with
carbon backbones consist of three copolymer fami-
lies: VDF/HFP, TFE/propylene, and a perfluoroelas-
tomer based on TFE/PMVE (Logothetis 1994). As
with the fluoroplastics, the incorporation of fluorine
significantly improves stability towards chemicals,
heat, and oxidation compared to most nonfluorinated
analogs.

Useful thermosetting elastomers have little or no
crystallinity and glass transition temperatures below
normal use temperatures, so they generally consist of
long, mostly linear, and highly flexible molecules.
They are cross-linked (cured) to give three-dimen-
sional networks after forming into the final product,
to insure shape recovery after large deformations.
Much of the challenge in the commercial develop-
ment of the fluoroelastomers came from the need for
efficient cross-linking chemistry on polymer chains
which were designed for chemical inertness. Cross-
linking must occur at the right point in processing,
and must not unacceptably compromise polymer
properties.

The three carbon-based fluoroelastomer families
have relatively high glass transition temperatures.
Thus, they become stiff and lose sealing force at rel-
atively high lower service temperature (Table 2). Two
partially fluorinated elastomers with inorganic back-
bones (Fig. 3), fluorosilicone and fluorophosphazene,
are notable for their very low glass transition tem-
peratures, making them useful at temperatures as low
as �65 1C. However, their high temperature stability
is inferior to the carbon-backbone fluoroelastomers,
so a need still exists for a fluoroelastomer which can
cover the full temperature range. The inorganic back-
bone elastomers also tend to be less solvent-resistant
than the carbon-backbone structures, and they will
not be discussed further here.

2.1 VDF/HFP Copolymers

Poly(vinylidene fluoride) and its copolymers con-
taining small amounts of HFP are semicrystalline.
If the HFP content is increased to 20% or more,

Figure 2
Amorphous perfluorinated plastics.
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crystallization is prevented by the large number of
–CF3 side chains, and this system forms the basis for
the most widely used fluoroelastomers. Some grades
may also contain significant amounts of TFE to in-
crease thermal and chemical stability, at some cost to
low-temperature flexibility. In another variation,
HFP is replaced by CTFE. The VDF/CTFE copoly-
mers were actually the first fluoroelastomers to be
developed, but are currently produced in a much
smaller volume.

These partially fluorinated polymers are generally
made by aqueous emulsion polymerizations in either
batch or continuous systems, using conditions similar
to the process for making FEP. After melt-processing
into the desired shape, the polymer chains may be
cross-linked by base-induced elimination of HF from
the polymer backbone, followed by addition of bis-
nucleophiles to the resulting electrophilic double
bonds. The first cross-linking system used diamines,
such as hexamethylenediamine, but the diamine cure
has been largely replaced by a more stable and easily
handled system which uses bis-phenols as cross-link-
ing agent and phosphonium or ammonium salts as
accelerators. In both cases, metal oxides are typically
added as acid scavengers. The cross-linking mecha-
nism has been investigated in detail (Logothetis
1989). Another curing system involves incorporation
of an additional monomer (known as a cure-site
monomer), typically a bromine-containing material
such as bromotrifluoroethylene or 4-bromo-3,3,4,4-
tetrafluorobutene. The bromine can be abstracted by
peroxide-generated radicals to form a radical site on
the polymer backbone. Addition of multiple polymer

radicals to an added di- or trifunctional olefinic re-
agent generates cross-links, which tend to be some-
what more stable and rapidly formed than those
generated by the bis-nucleophile cures. However, the
cure site monomers add significantly to the polymer
cost.

The VDF/HFP elastomers can be used at temper-
atures from about �20 1C to as high as 230 1C, de-
pending on the polymer composition and cross-
linking system. They are highly resistant to attack
by hydrocarbons, water, acids, and ozone but swell
in polar solvents such as ketones, alcohols, esters,
and ethers. They are sensitive to bases such as orga-
nic amines, due to the dehydrofluorination process
mentioned earlier. In common with most organic
elastomers, carbon black and mineral fillers can be
added to improve mechanical properties and reduce
cost. Major applications are in automobiles for fuel
system components and engine seals. Other applica-
tions include seals that resist corrosive environments
in power plant exhausts, chemical processes, and oil
wells.

2.2 TFE/Propylene Copolymers

As with ethylene, TFE copolymerizes with propy-
lene to give a nearly alternating copolymer. The pro-
pylene-based material is amorphous, due to the
random configuration of methyl groups along the
polymer chain, and has a glass transition temperature
of about 0 1C, so behaves as an elastomer.

TFE/propylene copolymers are prepared by aque-
ous emulsion polymerization, using a redox initiator
at low temperatures (close to room temperature) to
minimize chain transfer and branching from the pro-
pylene comonomer. The elastomer is generally cross-
linked using a peroxide plus a radical trap. It exhibits
good thermal stability, with an upper use temperature
of about 200 1C and excellent resistance to oxidizing
agents. It is more resistant to polar solvents than
the VDF/HFP and is stable to amines, but swells in
aromatic solvents.

2.3 Perfluoroelastomer

The VDF/HFP and TFE/propylene elastomers con-
tain hydrogen, so they have limited resistance to very
harsh environments. A perfluorinated copolymer
with the chemical, thermal, and oxidative resistance
of PTFE and the mechanical properties of an elas-
tomer is produced by copolymerization of TFE with
perfluoromethylvinyl ether (PMVE). The copolymer
contains about 30 mol.% PMVE and is made by
aqueous emulsion polymerization.

A major challenge in developing the perfluorinated
elastomer was finding ways to cross-link it without
compromising the stability of the final parts. In prac-
tice, this is accomplished by adding one of several

Table 2
Service temperature ranges of fluoroelastomers.

Type Service temperature (1C)

VDF/HFP �18 to 210
VDF/HFP/TFE �12 to 230
TFE/propylene 5 to200
TFE/PMVE 0 to 260
Fluorosilicone �65 to 175
Fluorophosphazene �65 to 175

Figure 3
Fluorinated elastomers with inorganic backbones.
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termonomers to the polymer backbone at low levels
(about 1 mol.%). The termonomers are usually fluor-
inated vinyl ethers containing a reactive functional
group such as pentafluorophenoxy or nitrile. The
former system is cured by reaction with a bisphenol,
the latter by trimerization in the presence of a cat-
alyst. A brominated cure site monomer allows a rad-
ical cure similar to that used for the partially
fluorinated elastomers. The ultimate chemical and
thermal stability of perfluoroelastomer parts depends
on the cross-linking system. The nitrile system is
normally considered the best, but is the most costly
due to the very expensive cure site monomer.

The perfluorinated elastomer is useful for long
periods at temperatures up to 260 1C and for brief
periods as high as 316 1C. It is inert to oxidation,
chemicals, and solvents under most conditions, but
can swell in some solvents depending on the cure
system employed. Major applications are o-rings and
seals used in highly aggressive environments such as
deep oil wells and jet engines.

3. Ion Exchange Resins

The fluorinated ion exchange resins have a perfluor-
inated backbone and fluorinated side chains which
terminate in sulfonic or carboxylic acid groups (Grot
1994). The structure in Fig. 4 is representative. The
polymers are produced by copolymerization of TFE
with the functionalized perfluorovinyl ether mon-
omers (in their sulfonyl fluoride or methyl ester
form). The resulting copolymers, which typically
contain a 6–7 to 1 ratio of TFE to comonomer, can
be melt-processed into films and the functional
groups then hydrolyzed to their acid or salt forms.

The fluorinated ion exchange resins have several
key properties. A sulfonic or carboxylic acid attached
to a fluorocarbon chain is several orders of magni-
tude more acidic than its hydrocarbon analog. The
perfluoroalkylsulfonic acid group is considered a
superacid. When hydrated, the acid groups form
water-swollen clusters which phase separate from
the highly hydrophobic perfluoropolymer backbone,
giving channels which can rapidly conduct protons
(or other cations) but resist the passage of anions.
Finally, the perfluorocarbon backbone provides
extreme chemical and thermal stability.

The major application for the ion exchange resins
is as membranes to separate the anode and cathode
compartments in chloralkali cells. These cells produce
caustic soda and chlorine by the electrolysis of brine.

The membrane transmits sodium ions to maintain
electrical neutrality in the cells, but resists the passage
of chloride ions which would contaminate the caustic
solution. The perfluoropolymer structure is key to a
long lifetime in this extremely corrosive and oxidizing
environment. The ion exchange resins have also been
proposed as strong, solid acid catalysts in chemical
processes, and as membranes in fuel cells.

4. Concluding Remarks

Fluoropolymers are made in the USA, Europe, Ja-
pan, Russia, and China. Worldwide annual produc-
tion in the late 1990s was approximately 85000 tonnes
for fluoroplastics and 10000 tonnes for fluor-
oelastomers. These are small volumes compared to
many polymers such as polyethylene. However, their
selling prices range from approximately $12Kg�1 for
PTFE to hundreds, or even thousands, of dollars per
kilogram for the amorphous perfluoroplastics and
perfluorinated elastomer. The high prices result from
costly monomers, the relatively small-scale processes,
and the safety requirements needed for handling
some fluoromonomers. Their unique combination of
properties provides a high value in many applica-
tions, so these costs can be tolerated.

Other fluorinated polymers of commercial interest
are polyacrylates and methacrylates which have fluor-
inated alcohol groups (Rao and Baker 1994) and
perfluorinated polyethers (Scheirs 1997). The former
are used as surface treatment agents to prevent soil-
ing. The latter contain –OCF2CF2–, –OCF2–,–OCF2

CF(CF3)–, and/or -OCF2CF2CF2O- repeating units
and are used as oils and greases under extremely de-
manding conditions.
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Fullerenes

The fullerene family represents a new molecular form
of carbon, of remarkable interest for both its chem-
ical and physical properties. In 1985 the highly stable
molecule Buckminsterfullerene (C60) was identified
for the first time (Fig. 1). C60 is the archetypal mem-
ber of the fullerene family and can be considered as
the third allotrope of carbon after graphite and dia-
mond. All fullerenes have an even number of carbon
atoms arranged over the surface of a closed hollow
cage. Each atom is trigonally linked to three near
neighbors, with three of the four valence electrons
involved in sp2 s-bonding. The remaining p electrons
are delocalized in p-molecular orbitals covering the
outside and inside surfaces of the molecule. The re-
sulting cloud of p-electron density is similar to that
which covers sheets of graphite. The s skeleton de-
fines a polyhedral network, consisting of 12 penta-
gons and m hexagons, where m, according to Euler’s
law, is any number, other than one (including zero).
Carbon cages in which the pentagons are isolated are
more stable than structures in which they abut (iso-
lated pentagon rule). Using this rule, a family of
closed carbon cages with (20þ 2n) atoms (n¼ 0, 2, 3,

4, y) is predicted to exist. The smallest member is
fullerene-20, whose fully hydrogenated analogue
(C20H20, dodecahedrane) has been synthesized. Sev-
eral fullerenes, including chiral and achiral forms,
have now been isolated, including C70, C76, C78, C82,
C84, y, some in several isomeric forms. Giant full-
erenes with n¼ 240, 560, 960, also exist and arrange
in quasi-icosahedral shapes. In addition, the forma-
tion and properties of other curved forms of carbon
that are structurally intermediate between the ex-
tended flat graphitic sheets and the small hollow full-
erenes such as nanotubes and buckyonions have
attracted considerable interest.

The simplest variant of C60 that can be envisaged
consists of substituting one of the carbon atoms of
the fullerene skeleton by an aliovalent atom, A, to
afford C59A. The first bulk synthesis of such a het-
erofullerene, the C59N azafullerene, was achieved in
1995. The introduction of the nitrogen atom in the
fullerene cluster strongly perturbs the electronic and
geometric character of the parent C60.

1. C60: Buckminsterfullerene

1.1 Discovery and Preparation

In 1985, experiments which aimed to simulate the
physicochemical conditions in a cool red giant star
with a plasma generated by a pulsed laser focused in a
graphite target led to the detection by mass spect-
rometry of an exceptionally strong signal for Cþ

60. The
signal for Cþ

70 was also prominent. It was concluded
that the C60 and C70 species were long-lived and their
unexpected stability was commensurate with closed-
cage fullerene structures. This was confirmed five
years later when macroscopic quantities of C60 were
isolated. It was found that the black soot-like mate-
rial produced by a carbon arc, struck under argon
(50–100mbar pressure), consists of 1075% of full-
erenes which could be extracted using solvents or by
sublimation. Individual fullerenes were separable by
standard chromatographic techniques (alumina/
hexane).

Since the parent C60 could be produced and sep-
arated in large enough quantities, most research has
concentrated on its physical and chemical properties
together with those of its derivatives. Other higher
fullerenes, like C70, C76, C78, C82, and C84, are now
available in large enough quantities and their study is
developing rapidly.

1.2 Structure and Dynamics

The shape of C60 is very close to spherical (Table 1).
Measurements on C60 single crystals established that
its structure at room temperature is face-centred
cubic (f.c.c.). The C60 molecules are orientationally
disordered, forming a ‘‘plastic crystal’’ (they are all

194

Fullerenes



spinning in different directions) with well-defined
translational order and a smooth rotational potential
with many shallow minima, leading to continuous
small angle molecular motions. The rapid isotropic

reorientation is characterized by a rotational corre-
lation time t¼ 9 ps, only three times longer than that
for completely unhindered (gas phase) rotation and
shorter than that observed in solution.

At sufficiently low temperatures, the system adopts a
crystalline structure with orientational molecular or-
der. Below 260K, C60 is primitive cubic and the C60

units assume well-defined orientations that minimize
the intermolecular interactions. In the primitive cubic
structure, electron-rich short bonds fusing two hexa-
gons (6:6 bonds) are immediately adjacent to electron-
poor pentagonal faces on nearest neighbors. In this
way the electrostatic contribution to the predominantly
van der Waals intermolecular interaction is optimized
and the structure stabilized. In the low-temperature
phase, the rotational correlation time is much longer
than that at room temperature (t¼ 64ns at 200K).
The dynamics are consistent with a model of jump
reorientations, as the molecules shuffle between two
orientations (short C–C bonds facing pentagonal or
hexagonal faces). At the same time they vibrate about
their equilibrium orientations. Finally, in the vicinity of
85K, a transition to an orientational glass state occurs.

1.3 C60 Fullerene Derivatives

Notwithstanding its stability, which led to its original
detection, C60 readily participates in many chemical

Table 1
Structural and electronic properties of
Buckminsterfullerene, C60.

Properties of C60

Molecular point
symmetry

Ih

Crystal structure face-centered cubic
(T4260K)

primitive cubic (To260K)
Cage diameter 7.1 (A
Bond length, r(C–C) 1.404(10) (A (6:6 ring fusion)

1.448(10) (A (5:6 ring) fusion
Nearest neighbor
distance

10.02 (A

Bulk modulus 18GPa
Electron affinity 2.6–2.8 eV
Ionization energy 7.6 eV
Bandgap 1.9 eV
NMR chemical shift 142.68 ppm
IR vibrational frequencies 528, 557, 1183, 1429 cm�1

Figure 1
The C60 molecule (left) and its molecular orbital energy levels (right).
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reactions primarily acting as a soft electrophile (elec-
tron-deficient alkene) or a ‘‘radical sponge’’. Unlike
semimetallic graphite, C60 is a very poor conductor
with a bandgap of 1.9 eV. Reaction with good
electron donors, like the alkali metals, leads to an
increase in electrical conductivity of several orders
of magnitude. Furthermore, some of these systems
become superconducting at critical temperatures
o33K. The lowest unoccupied molecular orbital of
C60 is triply degenerate (t1u) (Fig. 1) and the stoic-
hiometry of the superconducting alkali fullerides is
A3C60. Other salts of stoichiometry AxC60 (1pxp11)
have also been isolated and characterized but only
show insulating or metallic behavior.

C60 is also reduced by reaction with organic elec-
tron donors. A strong organic reducing agent such as
tetrakis(dimethylamino)-ethylene (TDAE), results in
the formation of a ferromagnetic solid (TDAE)C60

with a Curie temperature of 16K, higher than that of
any other molecular ferromagnet consisting exclu-
sively of first-row elements.

Of considerable interest also is the possibility of
encapsulating atoms (and molecules) inside the full-
erene cages (incar fullerenes iMCn). Bulk quantities
of lanthanum and scandium endohedral fullerenes
iMC82 have been produced and studied by EPR
spectroscopy, revealing that the metal atom has a
formal charge of 3þ and C82 a charge of 3�; the
possibility of incorporating more than one atom has
also been demonstrated (e.g., i Sc2C82). The end-
ohedral complexes may be viewed as superatoms with
highly modified electronic properties, opening the
way to novel materials with unique chemical and
physical properties.

2. C70 and Higher Fullerenes

C70 is the second most abundant fullerene with an
ellipsoidal molecular structure (point group D5h).
Five lines were observed in its 13C NMR spectrum,
implying the existence of five inequivalent carbon at-
oms. Even though the molecule is not spherical, at
high temperature, its crystal structure is f.c.c. due to
quasifree rotation. On cooling, the f.c.c. structure
transforms to monoclinic via an intermediate rho-
mbohedral phase in which there is orientational dis-
order only about the long ellipsoidal axis. At low
temperature, the molecule is locked into an orienta-
tionally ordered phase.

Until the late 1990s it was difficult to investigate
the solid higher fullerenes Cn (n470), despite their
potentially interesting physical and chemical proper-
ties. This was mainly a consequence of the difficulties
associated with their separation and purification.
Furthermore, many higher fullerenes exist in several
isomeric forms, which satisfy the isolated pentagon
rule and need to be further separated. This has been
achieved in 1998. C76 exists in two optical isomeric

forms with D2 symmetry. The enantiomeric mixtures
adopt a f.c.c. structure with orientationally disor-
dered molecules down to 100K. In the case of
C78, the isolated pentagon rule excludes all but
five isomers; two of these possess C2v symmetry,
but differ in the number of inequivalent carbon at-
oms. Isomer-pure solid C0

2v C78 is also f.c.c. with ro-
tationally disordered molecules down to 100K. C84 is
one of the most abundant fullerene molecules after
C60 and C70. Among the 24 possible structural
isomers, it is isolated as a mixture of only those with
D2 and D2d symmetry in a 2:1 abundance ratio,
respectively. A remarkable feature of the D2d isomer
is that it is the most spherical fullerene after C60 (as-
pect ratio 1.06). While the isomer mixture remains
f.c.c. down to 5K, both pure forms of D2 and D2d

isomers show phase transitions to low-symmetry
orientationally ordered phases, exemplifying the
necessity of working on pure isomeric forms for a
proper understanding of the chemical and physical
properties.

3. Heterofullerenes: C59N

The synthesis and isolation in bulk quantities of ni-
trogen-substituted fullerene solid offers new oppor-
tunities for the synthesis of fullerene-based materials
with novel structural, electronic, and conducting
properties. As a result of the trivalency of nitrogen,
compared to the tetravalency of carbon, nitrogen
substitution of a single carbon atom of the C60 skel-
eton leads to the very reactive azafullerene radical,
C59N

� that rapidly dimerizes yielding (C59N)2.
Theoretical calculations find that (C59N)2 is par-

ticularly stable, adopting a closed structure in which
the nitrogens are trans to each other with an inter-
molecular C–C bond of 1.61 (A. (C59N)2 is a diamag-
netic, insulating solid with a monoclinic structure
comprising of dimers with intradimer center-to-center
separation of 9.4 (A (Fig. 2). There is little mixing
between the N- and C-electronic states, with strong
localization of the excess electron at the nitrogen
atom. Thus the chemical picture of (C59N)2 is con-
sistent with the presence of a triply coordinated ni-
trogen atom with a lone pair in each azafullerene
unit. The measured redox potentials imply that
(C59N)2 should be easily reduced by alkali metals to
afford the monomeric C59N

6� azafulleride ion which
has been isolated and structurally characterized as the
K6C59N salt. In analogy with K6C60, it adopts a
body-centred cubic (b.c.c.) structure. While band
structure calculations suggest the likelihood of me-
tallic behavior and the conductivity is much larger
than that of A6C60 and (C59N)2, magnetic measure-
ments are consistent with the presence of unpaired
spins obeying a Curie-like law. In any event, the
discovery that azafullerene can give rise to a series
of alkali metal intercalates opens the way to the
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synthesis of materials with electronic properties po-
tentially as rich as those of their fullerene antecedents.

4. Fullerene Polymers

Recent advances in research on fullerene solids in-
clude the synthesis of polymeric forms of C60. At
ambient pressure, polymerization products form
when C60 is exposed to a modest flux of visible or
ultraviolet light between 250 and 373K. The mecha-
nism proposed for this photopolymerization is a

[2þ 2] Diels–Alder cycloaddition, which results in
the formation of four-membered carbon rings, fusing
together adjacent molecules. Photopolymerization
is inhibited below the ordering transition temperature
as the probability of short C–C bonds coming
to close intermolecular contact diminishes. C60 poly-
mers also form in high-pressure/high-temperature
(5GPa, 500–800 1C) experiments. Quasi-one-dimen-
sional bridged C60 structures are also encountered for
the alkali fullerides, AC60 (A¼K, Rb, Cs) and
A2A

0C60 (A¼Li, Na; A0 ¼K, Rb, Cs) and exhibit
metallic behavior. At high temperature, the AC60 salts
are f.c.c., while below 400K the crystal structure is
either orthorhombic or monoclinic with fulleride link-
ages along the polymer chains achieved by [2þ 2]
cycloaddition in analogy with C60. The center-to-cen-
ter interfullerene separation along the polymer axis is

Figure 2
Basal plane projection of the crystal structure of
(C59N)2.

Figure 3
Polymer chains of C60 units, showing two different
bonding geometries adopted in fulleride salts.
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9.11 (A (Fig. 3, left). A completely different bonding
geometry is evident in the polymeric phase of the
A2A

0C60 salts in which the fullerene molecules are
connected via single C–C covalent bonds (B1.7 (A)
and the nearest interfullerene distances are 9.34 (A
(Fig. 3, right). A metallic polymer is also formed by
Na4C60 below 500K, comprising a two-dimensional
network of C60

4� units, bridged by four single C–C
bonds to its neighbors in each plane. The nearest in-
terfullerene distances within the plane are 9.28 (A.

5. Applications

There are many areas in which the fullerenes and
their derivatives may be uniquely useful as they ex-
hibit features of both inorganic and organic materi-
als. Their electronic properties suggest a possible role
as conducting or semiconducting materials for bat-
teries, transistors, and sensors. C60/conducting poly-
mer heterojunctions or composite systems have also
attracted interest as new materials for organic pho-
tovoltaic cells. In these systems, C60 produces signif-
icant enhancement of photoconductivity because of
effective photoinduced electron transfer from the
conducting polymer onto C60. Highly ordered thin
films of C60 have been grown on other semiconductor
substrates such as gallium arsenide opening the way
to the fabrication of a new generation of advanced
electronic devices. C60 also has unique optical pro-
perties: it is transparent to low-intensity light but
nearly opaque above a critical intensity. These non-
linear optical properties suggest a role as an optical
limiter in optical digital processors and for protecting
optical sensors from intense light.

Other applications could come from the fact that
various chemical species like metals or noble gas
atoms can be attached to the surface or trapped in-
side (endohedral fullerenes). The properties of carbon
suggest that C60 balls could be coated with various

catalytic materials, affording a huge surface area for
catalytic activity. The superconducting and ferro-
magnetic properties shown by some C60 derivatives
also suggest possible applications in microelectronics
devices, especially if it proves possible to synthesize
air-stable, easy to handle metallic systems. Little is
still known about the electronic features of the higher
fullerenes but the properties of the single isolated
isomers appear novel and their impact on materials
science may well be exciting.
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Glass Ceramics

Glass-ceramics are polycrystalline materials formed
by the controlled crystallization of glass. Glass-
ceramics can provide significant advantages over
conventional glass or ceramic materials by combining
the flexibility of forming and inspection of glass with
improved and often unique properties in the glass-
ceramic. More than US$500 million in glass-ceramic
products are sold annually worldwide. These range
from transparent, zero-expansion materials with
excellent optical properties and thermal shock resist-
ance to jade-like, highly crystalline materials with
excellent strength and toughness. The highest volume
is in cookware and tableware, architectural cladding,
and oven tops and windows. Glass-ceramics are also
referred to as Pyrocerams, vitrocerams, and sitalls.

The key variables in the design of a glass-ceramic
are glass composition, glass-ceramic phase assem-
blage, and crystalline microstructure. The glass-
ceramic phase assemblage (the types of crystals and
the proportion of crystals to glass) is responsible for
many of its physical and chemical properties, includ-
ing thermal and electrical characteristics, chemical
durability, and hardness. In many cases these prop-
erties are additive; for example, a phase assemblage
comprising high- and low-expansion crystals has a
bulk thermal expansion proportional to the amounts
of each of these crystals. The nature of the crystalline
microstructure (the crystal size and morphology and
the textural relationship among the crystals and glass)
is the key to many mechanical and optical properties,
including transparency/opacity, strength, fracture
toughness, and machinability. These microstructures
can be quite complex and often are distinct from
conventional ceramic microstructures. In many cases,
the properties of the parent glass can be tailored for
ease of manufacture while simultaneously tailoring
those of the glass-ceramic for a particular application.

Most commercial glass-ceramic products are formed
by highly automated glass-forming processes such as
rolling, pressing, or casting, and subsequently con-
verted to a crystalline product by the proper heat
treatment. This heat treatment, known as ceramming,
typically consists of a low-temperature hold to induce
internal nucleation, followed by one or more higher-
temperature holds to promote crystallization and
growth of the primary crystalline phase or phases. Al-
though some glass compositions are self-nucleating, it
is more common that certain nucleating agents, such as
titanates, metals, or fluorides, are added to the batch to
promote phase separation and subsequent internal
crystalline nucleation. Because crystallization occurs at
high viscosity, article shapes are usually preserved with
little or no (o10%) shrinkage or deformation during

the ceramming. In contrast, conventional ceramic bod-
ies typically experience shrinkage of up to 40% during
firing. Commercial products manufactured in this
manner include telescope mirrors, smooth cooktops,
and cookware and tableware.

Glass-ceramics can also be prepared via powder
processing methods in which glass frits are sintered
and crystallized. Conventional ceramic processing
techniques such as spraying, tape- and slip-casting,
isostatic pressing, or extrusion can be employed. Such
so-called devitrifying frits are employed extensively as
sealing frits for bonding glasses, ceramics, and met-
als. Other applications include co-fired multilayered
substrates for electronic packaging, matrices for fib-
er-reinforced composite materials, refractory cements
and corrosion-resistant coatings, bone and dental
implants and prostheses, architectural panels, and
honeycomb structures in heat exchangers.

1. Properties of Glass-ceramics

1.1 Thermal Properties

Many commercial glass-ceramics capitalize on their
superior thermal properties, particularly ultralow
thermal expansion coupled with high thermal stabil-
ity and thermal shock resistance, properties that
are not readily achievable in glasses or ceramics.
Linear thermal expansion coefficients in the range
�7.5� 10�6–20� 10�6 1C�1 can be obtained. Zero or
near-zero expansion materials are used in high-preci-
sion optical applications such as telescope mirror
blanks as well as for oven cooktops, woodstove
windows, and cookware. Glass-ceramics based on
b-eucryptite solid solution display strongly negative
thermal expansion (shrinking as temperature in-
creases) and can be valuable for athermalizing precise
fiber optic components. At the other extreme, high-
expansion devitrifying frits are employed for sealing
metals or as corrosion-resistant coatings for metals.

Glass-ceramics have high temperature resistance
intermediate between that of glass and of ceramics;
this property depends most on the composition and
amount of residual glass in the material. Generally,
glass-ceramics can operate for extended periods at
temperatures of 700 1C to over 1200 1C. Thermal
conductivities of glass-ceramics are similar to those
of glass and much lower than those of conventional
aluminum oxide-based ceramics. They range from
0.5Wm�1K�1 to 5.5Wm�1K�1.

1.2 Optical Properties

Glass-ceramics may be either opaque or transparent.
Their degree of transparency is a function of crystal
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size and birefringence, interparticle spacing, and of
the difference in refractive index between the crystals
and the residual glass. When the crystals are much
smaller than the wavelength of light or when the
crystals have low birefringence and the indices of
refraction are closely matched, excellent transparency
can be achieved.

Certain glass-ceramic materials also exhibit poten-
tially useful electrooptic effects. These include glasses
with microcrystallites of cadmium sulfoselenides,
which show a strong nonlinear response to an elec-
tric field, as well as transparent glass-ceramics based
on ferroelectric crystals such as niobates, tantalates,
titanates, or lead germanates. Such crystals per-
mit electric control of scattering and other optical
properties.

1.3 Chemical Properties

The chemical durability is a function of the durability
of the crystals and the residual glass. Generally,
highly siliceous glass-ceramics with low-alkali resid-
ual glasses, such as glass-ceramics based on b-quartz
and b-spodumene, have excellent chemical durability
and corrosion resistance similar to that obtained in
borosilicate glasses.

1.4 Mechanical Properties

Like glass and ceramics, glass-ceramics are brittle
materials that exhibit elastic behavior up to the strain
that yields breakage. Because of the nature of the
crystalline microstructure, however, strength, elastic-
ity, toughness (resistance to fracture propagation),
and abrasion resistance are higher in glass-ceramics
than in glass. Their strength may be augmented by
techniques that impart a thin surface compressive
stress to the body. These techniques induce a differ-
ential surface volume or expansion mismatch by
means of ion exchange, differential densification dur-
ing crystallization, or by employing a lower expan-
sion surface glaze.

The modulus of elasticity is in the range 80–140GPa
(12� 106–20� 106 psi) in glass-ceramics, compared to
about 70GPa (10� 106 psi) in glass. Abraded modulus
of rupture values in glass-ceramics are in the range 50–
300MPa (7250–43 500psi), compared to 40–70MPa
(5800–10000psi) in glass. Fracture toughness values
are in the range 1.5–5.0MPam1/2 in glass-ceramics,
compared with less than 1.5MPam1/2 in glass. Knoop
hardness values of up to 1000 can be obtained in glass-
ceramics containing particularly hard crystals such as
sapphirine.

1.5 Electrical Properties

The dielectric properties of glass-ceramics strongly
depend on the nature of the crystal phase and on the

amount and composition of the residual glass. In
general, glass-ceramics have such high resistivities
that they are used as insulators. Even in relatively
high-alkali glass-ceramics, alkali migration is gener-
ally limited, particularly at low temperatures, because
the ions are either incorporated in the crystal phase
or they reside in isolated pockets of residual glass.
Nevertheless, by suitably tailoring the crystal phase
and microstructure, reasonably high ionic conductiv-
ities can be achieved in certain glass-ceramics, par-
ticularly those containing lithium.

Glass-ceramic loss factors are low, generally much
less than 0.01 at 1MHz and 20 1C. Glass-ceramics
comprised of cordierite or mica crystals, for example,
typically provide loss factors less than 0.001. The
fine-grained, homogeneous, nonporous nature of
glass-ceramics also gives them high dielectric break-
through strengths, especially compared with ceram-
ics, allowing them to be used as high-voltage
insulators or condensers.

Most glass-ceramics have low dielectric constants,
typically 5–8 at 1MHz and 20 1C. Glass-ceramics
comprised primarily of network formers can have
dielectric constants as low as 4, with even lower val-
ues (Ko3) possible in microporous glass-ceramics.
Very high dielectric constants of over 1000 can be
obtained from relatively depolymerized glasses with
crystals of high dielectric constant, such as lead or
alkaline earth titanate.

2. Glass-ceramic Systems

All commercial as well as most experimental glass-
ceramics are based on silicate bulk glass composi-
tions, although there are numerous nonsilicate and
even nonoxide exceptions. Glass-ceramics can be fur-
ther classified by the composition of their primary
crystalline phases, which may consist of silicates, ox-
ides, phosphates, borates, or fluorides. Examples of
commercial glass-ceramics are given in Table 1.

2.1 Glass-ceramics Based on Aluminosilicate
Crystals

These silicates generally consist of frameworks of silica
and alumina tetrahedrons linked at all corners to form
three-dimensional networks. Commercial glass-ceram-
ics based on framework structures comprise compo-
sitions from the Li2O–Al2O3–SiO2 (LAS) and the
MgO–Al2O3–SiO2 (MAS) systems. The most impor-
tant, and among the most widespread commercially,
are glass-ceramics based on cordierite, b-spodumene,
and the various structural derivatives of high (b)-
quartz. These silicates are important because they
possess very low bulk thermal expansion characteris-
tics, with the consequent benefits of exceptional
thermal stability and thermal shock resistance. Thus,
materials based on these crystals can suffer large
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thermal upshock or downshock without experiencing
strain that can lead to rupture, a critical property in
products like missile nose cones and cookware.

(a) b-Quartz and b-spodumene solid solution
Glass-ceramics in the LAS system have great com-
mercial value for their very low thermal expansion
and excellent chemical durability. These glass-cera-
mics are based on essentially monophase assemblages
of either b-quartz or b-spodumene (keatite) solid
solution, with only minor residual glass or acces-
sory phases. Glass-ceramics containing b-quartz
or b-spodumene can be made from glass of the
same composition by modifying its heat treatment:
b-quartz is formed by ceramming at or below 900 1C,
and b-spodumene by ceramming above 1000 1C.

A mixture of ZrO2 and TiO2 produces highly ef-
fective nucleation of b-quartz, resulting in very small
(o100 nm) crystals. This fine crystal size, coupled
with low birefringence in the b-quartz phase and
closely matched refractive indices in the crystals and
residual glass, results in a transparent yet highly
crystalline body. The combination of near-zero ther-
mal expansion behavior with transparency, optical
polishability, excellent chemical durability, and
strength greater than that of glass, makes these
glass-ceramics highly suitable for use as telescope
mirror blanks, ring laser gyroscopes, thermally stable

platforms, IR-transmitting rangetops (Fig. 1), wood-
stove windows, and transparent cookware.

Opaque, low-expansion glass-ceramics are ob-
tained by ceramming these LAS materials at temper-
atures above 1000 1C. The b-quartz to b-spodumene
transformation takes place between 900 1C and
1000 1C and is accompanied by a five- to ten-fold
increase in grain size (to 1–2mm). When TiO2 is used
as the nucleating agent, rutile development accom-
panies the silicate phase transformation. The combi-
nation of larger grain size with the high refractive
index and birefringence of rutile gives the glass-
ceramic a high degree of opacity. Secondary grain
growth is sluggish, giving these materials excellent
high-temperature dimensional stability. Because of
their larger grain size, these glass-ceramics are
stronger than those based on b-quartz, and they are
also amenable to additional surface strengthening
techniques. b-Spodumene glass-ceramics are fabri-
cated via both bulk and powder sintering techniques
and have found wide use as architectural sheet, cook-
ware, bench tops, hot plate tops, heat exchangers,
valve parts, ball bearings, sealing rings, and matrices
for fiber-reinforced composite materials.

(b) Cordierite glass-ceramics
These glass-ceramics in the MAS system combine
high strength and good thermal stability and shock

Table 1
Compositions of commercial glass-ceramics (wt.%).

Commercial applications and sourcesa

(A) (B) (C) (D) (E) (F) (G)

SiO2 68.8 55.5 63.4 69.7 56.1 47.2 60.9
Al2O3 19.2 25.3 22.7 17.8 19.8 16.7 14.2
Li2O 2.7 3.7 3.3 2.8
MgO 1.8 1.0 NA 2.6 14.7 14.5 5.7
ZnO 1.0 1.4 1.3 1.0
BaO 0.8 2.2
P2O5 7.9 NA
CaO 0.1 9.0
Na2O 0.2 0.5 0.7 0.4 3.2
K2O 0.1 NA 0.2 9.5 1.9
Fe2O3 0.1 0.03 NA 0.1 0.1 2.5
MnO 2.0
B2O3 8.5
F 6.3
S 0.6
TiO2 2.7 2.3 2.7 4.7 8.9
ZrO2 1.8 1.9 1.5 0.1
As2O3 0.8 0.5 NA 0.6 0.3
Primary phases b-Quartz b-Quartz b-Quartz b-Spodumene Cordierite Fluormica cristobalite Diopside

a (A) Transparent cookware (Visions); Corning Consumer Products Company. (B) Telescope mirrors (Zerodur); Schott Glaswerke. (C) IR transmission
cooktop (Ceran); Nippon Electric Glass. (D) Cookware, hotplate tops; Corning Consumer Products Company. (E) Radomes; Corning Incorporated.
(F) Machinable glass-ceramic (Macor); Corning Incorporated. (G) Gray slagsitall; Hungary.
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resistance with excellent dielectric properties at mi-
crowave frequencies. They are used in missile ra-
domes and as high-performance multilayer electronic
packaging.

(c) Other aluminosilicates
Transparent mullite glass-ceramics can be produced
from modified binary Al2O3–SiO2 glasses. When
doped with ions such as Cr3þ , transparent mullite
glass-ceramics can be made to absorb broadly in the
visible while fluorescing in the near-IR, thereby mak-
ing them potentially useful for luminescent solar col-
lectors. Powder-sintered glass-ceramics based on the
high-expansion aluminosilicate phase leucite (KAl-
Si2O6) have been evaluated for use as potential dental
restorative products.

2.2 Glass-ceramics Based on Chain and Sheet
Silicate Crystals

These glass-ceramics are composed of alkali and al-
kaline earth silicate or fluorosilicate crystals, whose
crystal structures are based on single or multiple
chains of silica tetrahedrons or on two-dimensional
hexagonal arrays (layers) of silica and alumina tetra-
hedrons. Their crystal morphologies tend to reflect
the anisotropy of their structures, with chain sili-
cates typically occurring as blades or rods, and layer

silicates occurring as plates. With the exception of
certain lithium silicate glass-ceramics, these materials
are valued most for their mechanical properties. Their
microstructures of randomly oriented, highly aniso-
tropic crystals typically give these glass-ceramics su-
perior strength and toughness, for in order for a
fracture to propagate through the material it generally
will be deflected and blunted as it follows a tortuous
path around or through cleavage planes of each crys-
tal. Indeed, glass-ceramics based on chain silicate
crystals have the highest toughness and body strength
of any glass-ceramics.

(a) Silicate glass-ceramics
Silicate glass-ceramics include those based on lithium
metasilicate (Li2SiO3), lithium disilicate (Li2Si2O5),
diopside (CaMgSi2O6), enstatite (MgSiO3), and wol-
lastonite (CaSiO3). There are two groups of com-
mercially important lithium silicate glass-ceramics.
One group yields high-expansion lithium disilicate
glass-ceramics that match the thermal expansion of
several nickel-based superalloys and are used in a
variety of high-strength hermetic seals, connectors,
and feedthroughs. Related materials based on a
microstructure of fine-grained lithium disilicate crys-
tals with dispersed nodules of quartz crystals have
been extensively evaluated for use as magnetic disk
substrates for computer hard drives.

Figure 1
Radiant oven top composed of b-quartz solid solution glass-ceramic with near-zero coefficient of thermal expansion
(photograph courtesy of Eurokera, SNC).
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The second group is nucleated with colloidal silver,
gold, or copper, which in turn are photosensitively
nucleated. By suitably masking the glass and then
irradiating with UV light, it is possible to nucleate
and crystallize only selected areas. The crystallized
portion consists of dendritic lithium metasilicate
crystals, which are much more soluble in dilute hy-
drofluoric acid than is the glass. The crystals can thus
be etched away, leaving the uncrystallized (masked)
portion intact. The resulting photoetched glass can
then be flood-exposed to UV rays and heat treated at
higher temperature, producing the stable lithium
disilicate and quartz phases. The resulting glass-
ceramic is strong, tough, and faithfully replicates the
original photoetched pattern. These chemically ma-
chined materials have been used as fluidic devices,
lens arrays, magnetic recording head pads, and
charged plates for inkjet printing.

Blast furnace slags, with added sand and clay, have
been used in Eastern Europe since before the 1970s to
manufacture inexpensive nonalkaline glass-ceramics
called slagsitall. The primary crystalline phases are
wollastonite (CaSiO3) and diopside (CaMgSi2O6) in a
matrix of aluminosilicate glass. Metal sulfide particles
serve as nucleating agents. The chief attributes of
these materials are high hardness, good to excellent
wear and corrosion resistance, and low cost. Slagsitall
materials have found wide use in the construction,
chemical, and petrochemical industries. Applications
include abrasion- and chemical-resistant floor and
wall tiles, industrial machinery parts, chimneys,
plungers, parts for chemical parts and reactors,
grinding media, and coatings for electrolysis baths.

Translucent architectural panels of wollastonite
glass-ceramics are manufactured by Nippon Electric
Glass and sold under the trade name Neopari!es. A
sintered glass-ceramic with about 40% crystallinity,
this material can be manufactured in flat or bent
shapes by molding during heat treatment. It has a
texture similar to that of marble, but with greater
strength (50MPa) and durability than granite or
marble. Neopari!es is used as a construction material
for flooring and exterior and interior cladding.

(b) Fluorosilicate glass-ceramics
These glass-ceramics, like those based on the simple
silicates, are primarily valued for their mechanical
properties. Glass-ceramics based on the chain silicate
potassium fluorrichterite (KNaCaMg5Si8O22F2) have
a microstructure consisting of tightly interlocked,
fine-grained, rod-shaped amphibole crystals. These
glass-ceramics have good chemical durability, are
usable in microwave ovens, and, when glazed, resem-
ble bone china in their gloss and translucency. Rich-
terite glass-ceramics are manufactured for use as
high-performance institutional tableware.

Machinable glass-ceramics based on sheet silicates of
the fluorine-mica family have unique microstructures

composed of interlocked, randomly oriented platy
mica crystals. Because micas can be easily delami-
nated along their cleavage planes, fractures propagate
readily along these planes but not along other cry-
stallographic planes, thereby enabling these glass-
ceramics to be readily machined. Machinable mica
glass-ceramics are employed in many applications, in-
cluding high-vacuum components and hermetic joints,
precision dielectric insulators and components, seismo-
graph bobbins, sample holders for field ion micro-
scopes, boundary retainers for the Space Shuttle,
gamma-ray telescope frames, and dental restorations.

The inherent strength and machinability of mica-
based materials have extended the growing field of
biomaterials. Biomaterials for bone implants demon-
strate biocompatibility—are well tolerated by the
body—and may even offer bioactivity, the ability of
the biomaterial to bond with the hard tissue (bones)
of the body. Several strong, machinable, and bio-
compatible mica- and mica/fluorapatite glass-ceram-
ics have been widely studied as bone implants.

2.3 Glass-ceramics Based on Nonsilicate Crystals

(a) Oxides
Glass-ceramics consisting of various oxide crystals in
a matrix of siliceous residual glass offer properties
not available with more common silicate crystals. In
particular, glass-ceramics based on spinels and per-
ovskites can be quite refractory and can yield useful
optical, mechanical, and electrical properties. Possi-
ble applications for spinel glass-ceramics include
solar collector panels, liquid crystal display screens,
high-temperature lamp envelopes, and magnetic
disk substrates. Glass-ceramics based on perovskite
crystals are characterized by their unusual dielectric
and electrooptic properties. Examples include highly
crystalline niobate glass-ceramics that exhibit nonlin-
ear optical properties, as well as titanate, niobate,
and tantalate glass-ceramics with very high dielectric
constants.

(b) Phosphates
Many phosphates claim unique material advantages
over silicates that make them worth the higher mate-
rial costs for certain applications. Glass-ceramics con-
taining the calcium orthophosphate apatite, for
example, have demonstrated good biocompatibility
and, in many cases, even bioactivity, making them
useful as bone implants and prostheses. Mixed phos-
phate–silicate glass-ceramics based on fluorapatite and
wollastonite, fabricated using conventional powder
processing techniques, are bioactive and have good
flexural strength of up to 200MPa. The aforemen-
tioned combination of fluorapatite with phlogopite
mica provides bioactivity as well as machinability.
Cast glass-ceramics with microstructures comprising
interlocking needles of fluorapatite and mullite provide
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high fracture toughness, with K1c values greater than
3MPam1/2.

Certain glasses in the B2O3–P2O5–SiO2 system
melted under reducing conditions can yield a unique
microfoamed material on heat treatment. These
materials consist of a matrix of BPO4 glass-ceramic
filled with uniformly dispersed, isolated 1–10mm
hydrogen-filled bubbles. The hydrogen evolves on
ceramming, most likely owing to a redox reaction
involving phosphite and hydroxyl ions. These mate-
rials, with d.c. resistivity of 1016O cm at 250 1C, di-
electric constants as low as 2, and densities as low as
0.5 g cm�3, have potential application in electronic
packaging.

A novel class of microporous glass-ceramics com-
posed of skeletons of two types of titanium phos-
phate crystals has been prepared by chemical etching
methods analogous to those used for Vycor glasses.
These materials offer promise for applications in-
cluding oxygen and humidity sensors, immobilized
enzyme supports, and bacteriostatic materials.

(c) Fluorides and borates
Transparent oxyfluoride glass-ceramics, consisting of
fluoride nanocrystals dispersed throughout a contin-
uous silicate glass, have been shown to combine the
optical advantages of rare-earth-doped fluoride crys-
tals with the ease of forming and handling of con-
ventional oxide glasses. Fluorescence and lifetime
measurements indicate that these materials can be
superior to fluoride glasses both for Er3þ ampli-
fiers because of greater width and gain flatness of
the 1530 nm emission band and for 1300 nm Pr3þ

amplifiers because of their higher quantum efficiency.
Transparent glass-ceramics based on submicrome-

ter, spherical crystallites of b-BaB2O4 (BBO) in a
glass of the same composition demonstrate second
harmonic generation to UV wavelengths; such mate-
rials offer promise as potential optical components.
Other aluminoborate glass-ceramics may be useful as
low-expansion sealing frits.

3. Conclusions

Glass-ceramics have been used for many years in
applications ranging from cookware and missile
radomes to telescope mirrors, bone prostheses, and
IR-transmitting cooktops. Future applications are
likely to capitalize on highly specialized properties for
the transmission, display, and storage of information.
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High-temperature Stable Polymers

One possible definition for high temperature (HT)
stable thermoplastic polymers includes materials
which: allow thermoplastic processing; possess a con-
tinuous service temperature (CST) above 150 1C; are
chemical and radiation resistant; and exhibit a low
flammability or are even self-extinguishing. The last
point is particularly important for applications in
aircraft, building/construction, and electric/telecom-
munication industries. Thermal degradation resist-
ance of the melt is essential for thermoplastic
processing since typically amorphous polymers are
processed about 130–150 1C above Tg (glass transi-
tion temperature). A semicrystalline polymer nor-
mally requires processing temperatures in the range
30–50 1C above its melting temperature (Tm).

Structural concepts underlying thermoplastic HT
polymers are based on fully aromatic building blocks
linked via flexible segments. In particular the incor-
poration of links such as oxygen, keto, and sulfone
groups increases processability while maintaining
acceptable temperature stability. Most commercial
grades of HT thermoplastics are reinforced with fillers
to further improve temperature stability and mechan-
ical properties at higher temperatures. This article
covers important amorphous HT polymers, (i.e.,
polysulfones (PSU) and polyetherimides), semicrys-
talline polymers, (i.e., polyphenylenesulfide and poly-
aryletherketones), and thermotropic liquid crystalline
polyesters. In Table 1 the most important thermo-
plastic HT stable polymers are listed, completed with
Tg, Tm, and CST data. Some representative
trade names and suppliers are given. In addition, a
selection of nonthermoplastic commercially available
HT polymer products, i.e., polyimides and poly-
benzimidazoles, are listed. Thermosetting materials
are not included in this article. All annual production
figures represent the market around 1998/99 (Spare-
nberg et al. 1999). More information about other HT
polymers with no or little commercial importance can
be found in Sillon and Rabilloud (1995), Meador
(1998), and Fluorine-containing Polymers.

1. Polyarylethersulfones

In 1998, PSU polyethersulfone (PES), and poly-
phenylethersulfone (PPSU) contributed more than
2.0� 104 tyr�1 to the worldwide market of amor-
phous HT thermoplastics. Important properties are:
good mechanical behavior between �50 1C and
180 1C; high dimensional stability; transparency;
and self-extinguishing. However, these polymers suf-
fer from poor UV light stability, and thus must be

filled for outdoor uses, as well as decreased notch
impact strength, which is improved for PPSU. Typ-
ical applications are found for domestic household
goods, in food and electronic industries, and for
medical instruments, which must withstand autoclave
sterilization temperatures and conditions. PES is pre-
ferred in the automobile industry, since its chemical
resistance is much better compared with other PSUs.
PES shows excellent adhesion to metals resulting in
typical applications as headlight reflectors or molded
interconnected devices (MIDs).

2. Polyetherimides

Polyetherimide (PEI) is an amorphous HT thermo-
plastic manufactured by GE Plastics with an annual
production of 1.2� 104 t. With respect to its property
profile, PEI competes directly with PES and shares
the same application market. However, it is intrinsic-
ally more yellow and less stable towards bases.
Advantageously it has excellent adhesion to glass
fibers, which results in a linear relationship between
flex modulus and tensile strength with the glass fiber
content up to 30wt.%. Newer developments by GE
Plastics deal with improved PEI blends with reduced
melt flow viscosity and enhanced transparency.

3. Polyamidimides

Polyamide (PAI) is manufactured by BP Amoco but
also distributed by DSM Engineering Plastics. It is
commercialized as melt processible pellets with lower
molecular weight to reduce melt viscosity and filled
with graphite, glass fibers, or polytetrafluoroethylene
(PTFE). Some types are only available as semifini-
shed parts in the form of rods, plates, or bars. Its
benefits are: excellent mechanical properties in a
broad temperature range of �190 1C to 260 1C; low
coefficient of thermal expansion (CTE); high resist-
ance towards oxygen, UV, and higher energy radia-
tion; and good metallization behavior. However, in
particular injection molding at high plasticizing and
mold temperatures is difficult and modifications may
be necessary. Typical end uses are found in the elec-
tronic and semiconductor industries and for other
applications such as bearings, pistons, and seals.

4. Polyphenylenesulfide

Worldwide production of polyphenylsulfide (PPS) is
3.5� 104 tyr�1. PPS is a semicrystalline polymer and
is distributed as linear and cured cross-linked grades.
The degree of crystallinity can be as high as 60% and
is extremely dependent on the thermal history. Due to

H
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Table 1
Common high temperature stable thermoplastic and selected nonthermoplastic polymers including some
imporatnt thermal properties and representative trade names.
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its low Tg PPS is often distributed as a highly filled
compound. Besides good thermal and mechanical
properties, such as low creep, PPS shows excellent
chemical resistance towards hot fuels and oil, chlo-
rinated hydrocarbons, bases, and dilute acids and is
therefore superior to PSUs. These properties deter-
mine the final uses and increasingly PPS is used as
replacement for glass fiber-reinforced polyamides in
the electronic and food industries, and in automobiles
as fuel pumps and other under-the-hood parts. PPS
can also be spun into fibers and processed into blow-
molded parts.

5. Polyaryletherketones

Polyaryletherketones originally included several poly-
mers abbreviated as PEKEKK, PEK, PEEKK, or
PEEK, indicating a sequence of ether (E) or ketone
(K) linkages. However, when BASF AG withdrew its
product Ultrapek (PEKEKK) from the market,
Victrex PEEK became the only commercially avail-
able polyaryletherketone with a production of more
than 1100 tyr�1. This class of semicrystalline HT pol-
ymer develops a high degree of crystallinity under
normal processing conditions and is commonly pro-
cessed for bulk parts via injection molding or com-
pression molding. PEEK exhibits excellent solvent
resistance at room temperature. Only strong acidic
media can protonate the carbonyl groups and dam-
age the polymer. Other outstanding features are al-
most constant electric and dielectric properties up to
200 1C, accompanied by low water absorption. Ap-
plications are found predominately in the electronic,
telecommunication and semiconductor industries,
but also in the aircraft, automobile, food, and tex-
tile business. For medical instruments and purposes,
PEEK is selected due to its biocombatibility, FDA
approval, and radiation and hydrolysis resistance.

6. Liquid Crystalline Polyesters

Thermotropic liquid crystalline polyesters (LCP) are
manufactured by several companies, and the materi-
als Vectra (Ticona), Xydar (BP Amoco), and Zenite
(DuPont) alone contribute to almost 75% of the an-
nual world production of around 1.9� 104 t. The
special feature which distinguishes LCP from other
HT thermoplastics is their liquid crystalline order in
the melt. This is important for injection molding
processing, since increasing shear both reduces melt
viscosity and increases the strength accompanied by
low equipment wear and short processing cycles. Due
to these advantages, LCP can be easily processed into
extremely thin and complex small parts down to
100mm thickness with high precision without sacri-
ficing reproducibility and dimensional stability.
Hence, the main application of LCP are found in

the electronic and telecommunication industries, e.g.,
lamp sockets, cellular phone parts, and MIDs.

7. Nonthermoplastic High Temperature Stable
Polymers

Polyimides are historically processed from solution in
a two-step method. The two examples included in
Table 1, Vespel SP and Celazole, cannot be processed
via common thermoplastic techniques, but are sold as
semifinished parts shaped as rods, rings, plates, or
tubular bars only. Despite their high prices, the un-
usually high CST and enhanced tribological perform-
ance opens applications in high-tech industries such
as semiconductor, aircraft, and aerospace. Vespel SP
is modified with graphite, PTFE, or MoS2 as well as
glass or aramid fibers. The lubricating additives al-
ready suggest the final use as bearing components
with low abrasion and excellent frictional behavior.
Celazole is offered in an uncompounded grade only.
Thermoplastic polyether- or polyamidimides based
on flexible monomers have been developed on a small
scale. PTFE (see Fluorine-containing Polymers) clas-
sifies also as HT stable polymer and yet cannot be
processed by thermoplastic processing techniques. It
is available in a wide variety of parts, sheets/films,
and powders. Other HT stable polymers, e.g., Kevlar
or Nomex, are processed from solution and are mar-
keted as fibers, woven fabrics, or pulp. Their major
use is based on high strength fibers in bulletproof
vests, fiber reinforcement in composites, security ap-
parel, and as high temperature materials in asbestos-
free brake pads.

8. Concluding Remarks

HT thermoplastics have a steadily increasing market
and further growth is predicted. Their higher CST,
convenient processing by injection molding tech-
niques, and meanwhile competitive pricing allow for
HT thermoplastics to successfully replace traditional
engineering thermoplastics and increasingly more
thermosetting materials. Particularly in the electronic
industry the advance of molded interconnected de-
vices and injection molded circuit boards will require
the use of HT thermoplastics with high dimensional
stability, thermal resistance during soldering, effec-
tive metallization, and recyclability.
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Hybrid Dendrimer Star-like Polymers

The introduction of controlled branching as a means
of modifying the properties of synthetic polymers has
become a challenging area of both science and tech-
nology (Frechet 1994, Webster 1994) since it has be-
come apparent that rheological, mechanical, and
solution properties correlate closely to the type and
degree of branching (James 1996). One of the most
important examples is polyethylene which can be ob-
tained as either linear low density polyethylene
(LDPE), high density polyethylene (HDPE), or
highly branched/amorphous polyethylene (Johnson
et al. 1995). Although each of these forms of poly-
ethylene has the same skeletal structure, it has been
well established that the different branching extents
has a pronounced effect on the degree of crystalliza-
tion and subsequent mechanical properties. In addi-
tion, star and graft polymers are examples of
branched systems that are established in many areas
of technologies as rheological control agents and
emulsifiers (Roovers et al. 1998, Ueda et al. 1998).
Although it has been difficult to compare star pol-
ymers with their linear analogs, it has been shown
that their usefulness is based on their low hydrody-
namic volume and intrinsic viscosity. Over the last
decade, dendrimers and hyperbranched polymers,
two other classes of highly branched polymers, have
emerged and achieved commercial status (Frey et al.
1998, Percec et al. 1998). The interest in dendritic
macromolecules is varied, but like star-shaped poly-
mers, it is based on the fact that they are inherently
different to their linear analogs, and it is this differ-
ence that leads to many of the unique solution and
physical properties (Hawker et al. 1997, Mio et al.

1998). Although dendritic macromolecules have
many interesting features and are being surveyed
for many niche applications, they have extremely
poor mechanical properties, owing to the absence of
chain entanglement, and require many steps to build
modest MWs.

To overcome these deficiencies caused by a lack of
significant entanglements, hybrid dendritic linear co-
polymers have emerged as a novel class of polymers
which exhibit properties characteristic of both dend-
rimers and linear polymers. One of the most well
studied of these hybrid structures are dendrimer-like
star polymers (Angot et al. 1998, Trolls(as and Hed-
rick 1998). These polymers are characterized by hav-
ing generations of high MW polymers between
periodic branching junctures emanating from a cen-
tral core. Using the divergent growth approach with a
combination of living/controlled polymerization pro-
cedures and quantitative organic transformations,
MWs as high as 250 000 gmol�1 are easily obtained.
The first example of a dendrimer-like star polymer
was reported by Six and Gnanou (1995) using ani-
onically prepared poly(ethylene oxide) as the macro-
molecular building block. Two generations of
poly(ethylene oxide) with narrow polydispersities
were obtained (Scheme 1). However, the majority of
the reports of dendrimer-like star polymers have been
based on aliphatic polyesters. A dendrimer-like star
polymer based on poly(e-caprolactone) and a den-
dritic initiator and branching junctures based on 2,20-
bis(hydroxymethyl) propionic acid (bisMPA) and its
derivatives are shown in Scheme 2 (Trolls(as and

Scheme 1
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Hedrick 1998). Some general characteristics of dend-
rimer-like star polymers are given in Table 1. Con-
siderable flexibility exists in the construction of this
architecture, as the generation of the dendrimer-
initiating core, average MW of the polymer, type of
polymer, generation or functionality of the branching
juncture between polymer generations, and polymer
generation can be varied to obtain complex architec-
tures that resemble the most advanced dendrimers.
However, dendrimer-like star polymers, as will be

described in this article, have features characteristic
of dendrimers and star-shaped macromolecules in-
cluding abundant chain end functionality, three-
dimensional shape, and mechanical properties simi-
lar to their linear analogs. Moreover, the versatility of
the synthetic procedure to dendrimer-like star poly-
mers has permitted variations in the molecular struc-
ture between generations. This has enabled the
preparation of both amorphous and semicrystalline
morphologies, materials which undergo microphase

Scheme 2
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separation and materials which are stimuli responsive
(i.e., micelle-mimics).

1. Synthesis

The majority of the synthetic routes to dendrimer-like
star polymers have focused on the ring-opening po-
lymerization (ROP) of either ethylene oxide or cyclic
esters and diesters. For example, the dendrimer-like
star poly(e-caprolactones) were prepared by the ROP
of e-caprolactone initiated from bis(hydroxymethyl)
derivatives in the presence of stannous-2-ethyl-
hexanoate (Sn(Oct)2) (Trolls(as et al. 1997, Hecht
et al. 1999). Polymerization of poly(e-caprolactone)
in this manner produced remarkably narrowly dis-
persed products with accurate control of MW, as de-
termined from the monomer to initiator ratio.
Furthermore, near quantitative conversion of mon-
omer to polymer was observed, and the MW attain-
ment was linear with conversion, suggesting living
character.

A typical synthesis of three generations of dend-
rimer-like star poly(e-caprolactone) is shown in
Scheme 3 (Trolls(as and Hedrick 1998). Polymeriza-
tion of e-caprolactone was initiated from a hexa hy-
droxyl functionalized first generation dendrimer of
bisMPA using Sn(Oct)2 in bulk conditions to give
a six arm star-shaped polymer, G1. The hydroxyl

functional arms of G1 were then esterified with a
benzylidene protected bisMPA using Mitsunobo con-
ditions followed by deprotection by hydrogenolysis
to generate G1.5, a six-arm star polymer with 12 hy-
droxyl groups. This polymer can be used as a ‘‘mac-
roinitiator’’ for the ROP of e-caprolactone to give the
second generation dendrimer-like star polymer G2
with 12 arms and 12 chain-end hydroxyl groups. An-
other iteration of the same procedure generated the
third generation dendrimer-like star polymer, G3,
having 24 arms (Trolls(as et al. 2000). Several series of
dendrimer-like star polymers were also prepared
from e-caprolactone, L-lactide, and the racemate of
L- and D-lactide(rac-lactide) (Althoff et al. 1998).
Figure 1 shows the size exclusion chromatograms
(SEC) for the second generation polymers which
clearly shows that the size of the dendrimer-like star
polymer can be altered simply by varing the DP.

2. Characterization

Figure 2 shows the SEC chromatograms for three
generations of dendrimer-like star polymers
(DP¼ 20), which show narrowly dispersed products
are obtained with higher elution volumes with in-
creasing generation number (Trolls(as et al. 1998).
However, the shift in the hydrodynamic volume be-
tween the second and the third generations does not

Table 1
Characteristics of dendrimer-like star polymers.

Sample entry Target DP Monomer Mn (1H-NMR) Mn (SEC) MW/Mn Tm (1C), DH (Jg�1)

G1-5 5 e-CL 4 500 1.07 12.3, 48.1
G2-5 5 e-CL 12 700 18 800 1.06 21.1, 49.3
G3-5 5 e-CL 33 100 55 400 1.30 23.5, 45.0

G1-10 10 e-CL 9 200 14 900 1.13 39.1, 59.7
G2-10 10 e-CL 23 600 38 200 1.09 38.8, 60.7
G3-10 10 e-CL 53 300 75 000 1.30 36.5, 59.2

G1-15 15 e-CL 10 400 17 400 1.09 43.0, 66.2
G2-15 15 e-CL 49 400 49 400 1.11 43.0, 61.0
G3-15 15 e-CL 80 000 80 000 1.09 40.6, 61.6

G1-20 20 e-CL 24 400 24 400 1.11 44.4, 69.7
G2-20 20 e-CL 74 700 74 700 1.22 46.2, 57.1
G3-20 20 e-CL 102 000 102 000 1.21 46.8, 63.2

G1-20 20 L-Lactide 23 500 1.04 147.0, 30.3
G2-20 20 L-Lactide 58 700 1.18 148.0, 22.7
G3-20 20 L-Lactide 101 100 1.26 143.0, 18.0

G1-20 20 Rac-Lactide 16 600 1.07
G2-20 20 Rac-Lactide 36 300 1.13
G3-20 20 Rac-Lactide 76 700 1.39
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have the same magnitudes as that observed for the
first and second generations, even though the number
average MWs by 1H-NMR show the expected values.
Small angle neutron scattering (SANS) measure-
ments for the first and second generation polymers

revealed that the radius of gyration scaled with the
arm functionality ( f ) as f 2/3 in accordance with the
Daoud–Cotton model for a multiarm star polymer
(Trolls(as et al. 2000). Conversely, the hydrodynamic

Scheme 3

Figure 1
SEC chromatograms of the second generation G-2
dendrimer-like star polymers of different average DPs;
(a) G2-20, (b) G2-15, (c) G2-10, and (d) G2-5.

Figure 2
SEC chromatograms of three generations of dendrimer-
like star polymers.
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volumes and radius of gyration of the dendrimer-like
star polymers with three generations of poly(e-capro-
lactone) were considerably lower than their star or
linear analogs. The number average molecular
weights or the hydrodynamic volumes (SEC) for
three generations of the dendimer-like star polymers
are plotted as a function of the experimental MW
(1H-NMR) in Fig. 3. A gain all polymers show hy-
drodynamic volumes lower than linear PCL of equal
MW. For polymers of different generations but with
uniform DP, it was found that the deviation from
linearity for the third generation polymers was more
pronounced than the polymers from the first and
second generation poly(e-caprloactone). This nonlin-
ear trend has been observed for dendrimers; however,
in dendrimers the deviation from linearity has been
reported to occur between the fourth and fifth gen-
erations. Polymerization appears to amplify the non-
linear characteristics observed in dendritic polymers.
Clearly, the conformation of the dendrimer-like star
architecture cannot be described by a traditional star
model, and conformations which are considerably
more space-filled than a star shaped macromolecule
are produced.

3. Properties

The poly(e-caprolactone) and poly(L-lactide) dend-
rimer-like star polymers were semicrystalline and
manifested melting temperatures and enthalpies sim-
ilar to the linear and star-shaped macromolecules of
comparable MWs (Trolls(as and Hedrick 1998, Atth-
off et al. 1998). Likewise, each of the polymers
showed Tg values comparable to their linear analogs.
Unlike their dendrimer counterparts, the higher MW
dendrimer-like star polymers were film-forming and

fingernail creasable, characteristic of tough ductile
mechanical properties. Films of the polymers derived
from poly(e-caprolactone) and poly(L-lactide) were
opaque, due to their semicrystalline morphology,
whereas films prepared from the amorphous poly
(rac-lactide) were clear.

Other ‘‘building blocks’’ for the construction of
dendrimer-like star polymers included hydroxy func-
tionalized bisMPA dendrimers (Scheme 4), used as
‘‘initiators’’ and prepared by procedures developed
by Hult and coworkers (Ihre et al. 1998) producing 6
to 48 arm star polymers, respectively, and up to three
generations of tert-butyldimethylsilyl protected
dendrons of bisMPA (Scheme 5) (Trolls(as et al.
1997). In this way, macromolecular architectures that
closely resemble the most progressive dendrimers
may be obtained. For example, layered dendrimer-
like star polymers have been prepared by modifying
six arm star poly(e-caprolactone) with various gener-
ations of amorphous bisMPA dendrons as the second
generation, followed by the deprotection of the tert-
butyldimethylsilyl groups and growth of additional
poly(e-caprolactone). Layered dendrimer-like star
polymers with up to 48 arms and with MWs as high
as 250 000 gmol�1 were prepared with polydispersi-
ties in the 1.10 range (Scheme 6) (Trolls(as et al. 1998).

Scheme 4

Figure 3
Number average MW from SEC vs. number average
MW from NMR.
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These polymers demonstrated a unique combination
of properties: abundant chain end functionality and
globular conformation in solution, characteristic of a
dendrimer, yet with mechanical properties compar-
able to linear poly(e-caprolactone).

The versatility of this modular approach to poly-
mer design and synthesis, provided the opportunity to
systematically address some of the issues of branching
in macromolecules. Six constitutional or, more ap-
propriately, topological isomers of dendrimer-like star

polymers derived from derivatives of bisMPA and
poly(e-caprolactone) were prepared having a number
average MWs of B80 000 gmol�1 with exactly 45
branching junctures and 48 hydroxyl end groups
(Trolls(as et al. 2000). The only difference in the pol-
ymers is the placement in the branching junctures.
The six isomers are shown in Scheme 7. The design of
the six isomers is generically shown in Scheme 8,
where the polymers are arranged in a triangle. From
the top to the bottom left corner of the triangle, each
of the polymers have six arm star poly(e-caprolac-
tone) as the central core, initiated from the first gen-
eration dendrimer, denoted as line 6-OH. Likewise,
the line denoted as 12-OH represents the polymers
initiated from the second generation dendrimer,
whereas the line 24-OH denotes the polymer initiated
from the third generation dendrimer.

Moving down the triangle from the top to the bot-
tom right corner, these polymers have the first gen-
eration dendron at the polymer surface (line g-1)
which is required to bring the total surface function-
ality to 48 and the total branching junctures (bisMPA
units) to 45. Likewise, lines denoted as g-2 and g-3 are
the star polymers that have either the second or third
generation dendrons at the polymer surface, respec-
tively. The horizontal lines denoted as G-1 through
G-3 indicate the number of generations of poly(e-ca-
prolactone) or the degree of internal branching. The
MWs of the isomers were in the proximity of the
targeted 80 000 gmol�1 (within 1500 gmol�1) with
narrow polydispersities (1.08–1.19). SANS measure-
ments yielded valued of the radius of gyration, Rg,

which, when combined with the hydrodynamic vol-
ume measurements obtained by SEC, confirmed that
the radial distribution of molecular material was
consistent with the designed architectures. The most
pronounced effects on the solution properties was for
those polymers in which the branching was distrib-
uted throughout the polymer in a dendrimer-like
fashion. Likewise, the melting points and degree of
crystallinity was strongly dependent on the number
of generations of poly(e-caprolactone).

4. Block Copolymers

Another means of nanoscopically tailoring the dend-
rimer-like star polymers is by the preparation of block
copolymers. The earliest dendrimer-like star block
copolymers were reported by Gnanou and coworkers
and were based on anionically polymerized poly(sty-
rene) and poly(ethylene oxide). Due to the limited
availability of monomers which lead to aliphatic
polyesters with substantially different thermal, solu-
tion or mechanical properties, new monomers have
been designed and synthesized to allow the prepara-
tion of block copolymers. For example, as a means of
introducing morphology variations and desirable me-
chanical properties to dendrimer-like star polymers,

Scheme 5
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monomers bearing various substituents were prepared
to preclude crystallization. This allows dendrimer-like
star polymers with properties ranging from thermo-
plastic elastomers to rubber toughened polyesters,
depending on the relative composition of the mon-
omers to be prepared (Trolls(as et al. 1999). Mon-
omers containing methyl, dimethyl, ethyl, or phenyl
substituents were prepared by the oxidation of the
corresponding cyclohexanol or cyclohexanone
(Scheme 9). Polyesters prepared from these mon-
omers are low-Tg materials with no evidence of crys-
tallinity. For optimum mechanical properties, the
dendrimer-like star polymers were prepared with the
interior generations of the copolymer comprised of
the low-Tg, amorphous component, and the outer

generations comprised of the high-Tg or semicrystal-
line component. For example, the ethyl substituted
e-caprolactone was used as the monomer for the first
generation, initiated from the first generation dend-
rimer of bisMPA which produced a six arm poly-
mer. Functionalization with benzylidene protected
bisMPA, followed by deprotection, produced a six
arm star polymer with 12 hydroxyl groups. This star
polymer was used to initiate 12 arms of poly(L-lac-
tide) or poly(e-caprolactone). Microphase separated
morphologies were observed for those samples de-
rived from poly(l-lactide), as two Tg were observed by
dynamic mechanical and calorimetry measurements.
However, the transitions were broad and diffuse,
characteristic of diffuse phase boundaries. This is not

Scheme 6
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Scheme 7
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Scheme 8

Scheme 10Scheme 9
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surprising considering the block lengths were between
2000 and 3000 gmol�1. The mechanical properties
could be controlled simply by designing either the in-
ner or outer component to be the continuous phase by

adjusting the relative degrees of polymerization of
each block. Other substituted lactones developed in-
clude monomers with protected functionality (hydro-
xyl-, bis(hydroxyl)-, amino- and carboxyl) for the

Scheme 11
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preparation of amphiphilic dendrimer-like star poly-
mers (Scheme 10) (Trolls(as 2000).

Structural variation in the dendrimer-like star
block copolymers was also accomplished by combin-
ing ROP with other living/controlled polymerization
methods such as atom transfer radical polymerization
(ATRP) (Hedrick et al. 1998). The large number of
acrylate and methacrylate monomers which can be
polymerized via ATRP allowed significant synthetic
flexibility in tuning the properties of the individual
layers of the dendrimer-like star polymers. Capping
the chain ends of the poly(e-caprolactone) star pol-
ymers with activated bromide moieties produced the
requisite macroinitiators useful for subsequent
ATRP. High MW polymer was achieved with sur-
prisingly narrow polydispersities (o1.20) (Scheme
11). Hydrolytic cleavage of the dendrimer-like star
polymers released the poly(methyl methacrylate)-
based tethered arms which were found to be close
to their targeted MW and manifested extremely low
polydispersities. Microphase separated morphologies
were observed when high MW methyl methacrylate
block lengths were employed. In some cases, these
dendrimer-like star polymers were found to respond
to changes in the polarity of the solvent (1H-NMR)
and serve as micelle mimics.

5. Concluding Remarks

Dendrimer-like star polymers are a new macromo-
lecular architecture characterized by a radial geom-
etry where the different layers or generations are
comprised of high MW polymer emanating from a
central core. Unlike traditional dendrimer synthesis
where the molecular weight build up is slow and te-
dious, the use of monodispersed macromolecular
building blocks allows a rapid increase in MW in just
a few generations. A key advantage to the use of
macromolecular building blocks is the simple purifi-
cation required between transformations (i.e., poly-
mer precipitation). Considerable versatility in the
morphology of these novel homo- and block poly-
mers is realized by variation of monomer type, block
lengths, etc. It is anticipated that future work in this
rapidly expanding field of hybrid dendritic-linear
block copolymers will further demonstrate the unique
physical properties of these novel macromolecular
architectures.
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Ice: Structures

There are at least twelve known phases of ice (Fig. 1),
with several others suspected to exist. All the known
phases consist of 4-coordinated networks of water
molecules linked through hydrogen-bonded interac-
tions. In addition to the underlying oxygen frame-
works, understanding these structures requires a
knowledge of the way in which the hydrogen atoms
of the water molecules ‘‘decorate’’ this framework.
These arrangements may be disordered, ordered, or
partially ordered, and the degree of order may change
with pressure or temperature.

The structures of most of the known phases are
reasonably well understood. A range of topologies is
seen, some of which have counterparts in other four-
coordinated systems such as silicates, together with
wide variations in intermolecular bond angles and
distances that are beginning to help us understand
some of the forces that control hydrogen ordering.
At very high pressures, theory predicts that the ma-
terial loses its molecular nature; experimental work

supports these predictions. At ambient pressure,
questions remain about the hydrogen disorder in
the common phase ice Ih. Much of what is known
about the structures and properties of ice is covered
in a monograph by Petrenko and Whitworth (1999).

1. The Water Intermolecular Potential

Any structure must be consistent with the potential
function describing the intermolecular interactions.
The structure adopted will depend on how these
interactions respond to external temperature and
pressure constraints. Although the details of the
water–water hydrogen-bonding interaction remain
controversial, an acceptable operational picture em-
phasizes a tetrahedral interaction geometry, with two
protons able to donate to the lone-pair region of each
of two neighboring molecules. In addition to the di-
rectional attraction inherent in the various hydrogen-
bonding models, the repulsive core of the potential is
important, especially when considering structures
under pressure. Although a spherically symmetrical

I

Figure 1
The phase diagram of ice showing the known stable phases. Note the logarithmic pressure scale. Solid lines represent
measured transitions; thick dashed lines represent transitions extrapolated to low temperatures; thin dashed lines
represent predicted transitions.
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repulsion is usually assumed, there is evidence that
this is an oversimplification (Savage 1986, Savage and
Finney 1986); a detailed understanding of ice and
other aqueous structures will need to consider a
small, but significant, anisotropic repulsion.

2. Structures: Frameworks

It is instructive to consider the ice structures initially
in terms of the oxygen frameworks. Links between
the oxygens denote hydrogen-bonding interactions,
with one hydrogen located between each pair of con-
nected oxygens. As the structures deform under pres-
sure, the hydrogens move further away from the
O?O line, but the degree of distortion does not
cause ambiguity in framework identification.

2.1 Ambient Pressure

The phase diagram of Figure 1 indicates the existence
of one ambient-pressure phase, the common ice Ih of
the freezer, glaciers, and snowflakes. Its framework
structure (Fig. 2) is essentially that of the hexagonal
wurtzite structure, consisting of an ABABAB stacking
of layers of (chair) puckered hexagonal rings. The
ideal tetrahedral angle of 109.51 is close to the 104.51
H–O–H angle in the water molecule, resulting in a
relatively unstrained structure. The open structure, a
consequence of the tetrahedral intermolecular geom-
etry, should be noted. A detailed description of the ice
Ih structure is given by Kuhs and Lehmann (1986).

A cubic variant of this structure, commonly termed
cubic ice, or ice Ic, can be prepared by a range of
methods, including from higher pressure phases. Al-
though this structure is generally considered to be a
separate phase, consisting of an ABCABC stacking of
the same puckered hexagonal ring planes as found in
ice Ih (similar to the zinc blende structure), no clean
diffraction pattern has been reported to fully verify
this. Rather, diffraction data indicate considerable
disorder in the structure, together with small crystallite
size (Kuhs et al. 1987). This structure may possibly be
better described as a highly stacking-faulted ice Ih. It
may also be the preferred structure only in small crys-
tallites. As crystal growth proceeds, the ABCABC
structure may become unstable with respect to the
ABABAB stacking, with a subsequent transformation
to Ic. This interpretation is consistent with several ex-
perimental results, for example the observation of cu-
bic ice in confined volumes (e.g., in porous vycor with
pore sizes of tens of angstroms), and the annealing of
the disorder between about 160 and 210K, followed
by the formation of ice Ih above this temperature.

2.2 Higher Pressure Frameworks

As ice Ih is subjected to pressure, the molecules must
rearrange to occupy less volume, but in a way that is

still consistent with the intermolecular interactions.
The high-pressure structures might thus be rational-
ized in terms of the different (still four-coordinated)
networks that can be formed with an increased degree
of O–O–O bond bending. The oxygen topologies of
the stable ice phases which are found below about
0.6GPa, namely ices II, III, V, VI, VII, VIII, and IX,
are now established (Petrenko and Whitworth 1999,
Lobban 1998). They contain a range of ring struc-
tures, including highly strained four-fold rings in, for
example, ice V. Phases II, III, V, and IX (which has
an oxygen topology identical to that of ice III) ac-
commodate the increased pressure through forming
networks that show increased O–O–O distortion. On
increasing the pressure further, the water molecules
solve their internal rearrangement problem by taking
advantage of the inherently low densities of four-co-
ordinated tetrahedral networks. This ‘‘excess free
volume’’ is taken up by forming denser structures
consisting of two interpenetrating but (hydrogen-
bond) disconnected sublattices, with consequent re-
duced O–O–O bond bending. For example, ices VII
and VIII (which again have the same oxygen topol-
ogy) can be thought of as two interpenetrating
diamond-type lattices (Fig. 3).

Interestingly, in the dense ice VIII structure, the
shortest nonhydrogen-bonded O?O distance be-
tween neighbors in different networks is less than
the hydrogen-bonded distance within each network
(Kuhs et al. 1984). Although initially a surprising
observation, this is entirely consistent with the an-
isotropy of the water molecule repulsive core (Savage
and Finney 1986). Savage (1986) has commented on
the importance of repulsions in determining the pres-
sure stability limits of ice structures, relating the
pressure-induced transitions to relieving the strain
induced in certain specific repulsive interactions.

2.3 Metastable Phases

Bridgman’s (1935) pioneering measurements of the
ice phase diagram identified a metastable phase in the
region of stability of ice V. This he called ice IV.
More recently, Lobban et al. (1998) found and solved
the structure of a second presumed metastable phase
(ice XII) in the same region of the phase diagram.
There is evidence that at least one, and possibly more,
further phases may exist in or around this region
(Lobban 1998, Mishima and Stanley 1998). Thus, in
solving its problem of how to arrange its molecules to
satisfy its own intermolecular interactions and the
external constraints, the system finds at least three
‘‘similarly satisfactory’’ structural solutions in this
pressure/temperature region.

It is interesting to note some of the elements of
these three ‘‘structural solutions.’’ First, the densities
of the metastable phases IV and XII are at
1.4361(1) gcm�3 and 1.4365 (1) gcm�3 respectively,
both (i) almost the same and (ii) greater than the
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Figure 2
The oxygen framework of normal ice Ih, viewed (a) parallel and (b) perpendicular to the hexagonal channels. Note the
open structure.
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density of the stable phase ice V (1.4021(1) gcm�3).
Furthermore, if we estimate the strain in these struc-
tures through the average (root mean square) degree
of O–O–O bond bending, dy, from the ideal tetrahe-
dral angle, we find that ice IV—a metastable phase—
shows the least average distortion (dy¼ 15.061), while
for the stable ice V, dy is higher at 18.541 (similar to
the 18.871 of the other metastable phase XII). This
apparently odd trend in bond-angle distortion can be
at least partly understood by noting that the single
network structure of ice IV shows a threading of one
of the O–O hydrogen bonds through a hexagonal ring
of other hydrogen-bonded molecules (Fig. 4). The
system seems to use this ‘‘partial self-clathrate’’ ar-
rangement to relieve some of the distorted oxygen
bond-angle strain.

The fineness of the free energy balance in these
structures is underlined by the small free energy differ-
ences between the three phases (Lobban 1998), which
are estimated to be of the order of 50–100 Jmol�1. The
reliable calculation of such small free energy differences
from first principle calculations is presently beyond our

capabilities. We are therefore observing some really
quite subtle effects which have significant structural
consequences. In this case, as in some other ice phases,
the ordering or otherwise of the hydrogen atoms on the
oxygen framework, and the driving forces underlying
these orderings (see Sect. 3), are likely to significantly
influence structural stability.

2.4 Very High Pressure Phases

Ices VII and VIII (Fig. 3) are relatively dense body-
centered oxygen structures. Increasing pressure fur-
ther is therefore unlikely to result in network recon-
struction. Rather, the O–O distance might be
shortened to the point at which the hydrogen is no
longer preferentially attached to one of the two ox-
ygens forming the relevant hydrogen-bonded link.
We thus expect to approach a nonmolecular structure
in which the hydrogen is found halfway between the
two oxygens, which will be considerably closer than
the normal hydrogen-bonded distance. This structure
has been named ice X. Spectroscopic (Goncharov

Figure 3
The ice VII structure in which two diamond-type structures interpenetrate each other. The two sublattices are shaded
differently for clarity.
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et al. 1996) and direct x-ray (Loubeyre et al. 1999)
experimental evidence that this does occur at pres-
sures of around 60GPa has been obtained. In addi-
tion, ab initio quantum mechanical calculations
predict such a transition at around 70GPa (Benoit
et al. 1998). The approach to this transition appears
to be quite complex, with the suggestion of a se-
quence of ‘‘transitional’’ spatially modulated phases
relating to the ordering of ice VII occurring between
2.2 and 25GPa. There is also evidence that a
further change may be taking place above 150GPa.
It is speculated that this could be a displacive
transition along a predicted body-centered cubic to
hexagonal close-packed path for the oxygens (Benoit
et al. 1996).

3. Structures: Hydrogen Positions

3.1 Orientational Order and Disorder

To complete the structural picture, the oxygen frame-
works discussed above need to be supplemented by a
knowledge of how the hydrogen atoms are arranged
on these frameworks.

The hydrogen decoration of the oxygen frame-
works must fulfil the topological constraints of the
Bernal–Fowler rules. These state that (i) each oxygen
is associated with two hydrogen atoms, consistent
with the existence of individual water molecules, (ii)
each O–O hydrogen bond accommodates one, and

only one, hydrogen, and (iii) each water molecule
links to four neighbors through hydrogen bonding.
Within these constraints, there are (in general) a
number of ways in which the hydrogens can be dis-
tributed on a four-coordinated oxygen framework or,
to make an equivalent statement, there are a number
of ways in which the water molecules can be oriented.
These arrangements may be ordered (e.g., ferroelec-
tric, antiferroelectric), or disordered (e.g., where
there is no periodicity of the orientations that coin-
cides with the periodicity of the oxygen framework).
Subject to crystallographic symmetry constraints,
there are also possibilities of intermediate partially
ordered states.

This is illustrated in Fig. 5(a), which shows the six
possible orientations that a water molecule can
adopt such that it donates two and accepts two hy-
drogen bonds to and from its neighbors. Figure 5(b)
shows schematically in two dimensions both an ori-
entationally ordered (here ferroelectrically ordered)
and an orientationally disordered structure. Note
that the space–time average structure, as determined
by diffraction, will be the average of all the orientat-
ions in a given structure. Thus, a fully disordered
structure will appear as a tetrahedral network of
oxygen atoms with two hydrogen atoms per O–O
bond; the probability of finding a hydrogen at each
site is, however, only 50% (Fig. 5(c)). For a parti-
ally ordered structure, these probabilities will depart
from 50%.

Figure 4
Part of the structure of ice IV, showing a hydrogen bond passing through the center of a hexagonal ring.
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Figure 5
(a) Possible orientations of a water molecule hydrogen bonded to four neighboring water molecules; (b) an example
schematic ice structure with the water molecules ordered (left) and disordered (right); (c) the space–time average
structure of a fully disordered structure as seen by diffraction.
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Early evidence for hydrogen ordering in ice struc-
tures came from physical measurements such as di-
electric and thermodynamic properties. This argued
that all the then-known ice phases were hydrogen
disordered except II, IX (thought to be a low-
temperature hydrogen-ordered form of ice III), and
VIII. Neutron studies, which are sensitive to the hy-
drogen positions, have since confirmed the ordered
states of ices II (Londono et al. 1992, Lobban 1998)
and VIII (Kuhs et al. 1984), though they have
also questioned whether ices III (Londono et al.
1993) and V (Hamilton et al. 1969) are fully disor-
dered. Further work (Lobban et al. 1998, 2000, Kuhs
et al. 1998) has confirmed that, contrary to being fully
disordered as expected, both III and V are partially
ordered even at temperatures close to their melting
lines. In the case of ice V, the degree of ordering is
pressure and temperature dependent. There is also
evidence that ice IX is not fully ordered (Londono
et al. 1993), though at the low temperatures involved,
the residual order may be kinetically frozen in (see
Sect. 3.4 below).

3.2 Oxygen and Hydrogen Disorder

Although disorder in ices is normally considered only
with respect to the hydrogen positions, there can be
consequential disordering effects on the oxygen po-
sitions. These were first pointed out in the case of
ice VII, where the neutron data could be explained
by the oxygen of the water molecule being shifted
a small amount from the crystallographic mean
position to accommodate the local strains caused by
the water molecule orientation (Kuhs et al. 1984).
The magnitude of this displacement is about the same
as the distance between the oxygen atom and the
centre of mass of the molecule. Similar oxygen dis-
order was subsequently found in ice VI (Kuhs et al.
1989) and even in the ambient phase Ih (Kuhs
and Lehmann 1986).

3.3 Forces Controlling Orientational Order and
Disorder

Although there is no quantitative explanation of ori-
entational (partial) disorder in ice structures, a plau-
sible case for the main determining factors can be
made.

Consider the local geometry of a water molecule in
an ice structure, in particular the six possible O–O–O
angles around this position. For this central water
molecule, we can (subject to the Bernal–Fowler rules)
arrange the two hydrogens in one of six ways (the
number of ways of choosing two from four), with
each of these choices corresponding to a water mol-
ecule orientation. To each of these possible orientat-
ions, there will be associated a certain O–O–O angle.
A comparison of this O–O–O angle with the H–O–H

angle of the water molecule will indicate how well
these two angles match each other. Where the angu-
lar matches for all six possible orientations are similar
(as in ice Ih), then there will be no energetic prefer-
ence for one orientation over another. If, as is the
case in the high-pressure phases, there are different
degrees of angular mismatch between different pos-
sible orientations, then there is an energetic penalty
for occupying those orientations with the greatest
mismatch. Hence, in the simplest analysis, one might
expect a preferential occupation of those orientations
that show the least angular mismatch, and hence
lowest strain.

In applying this rationale to real structures where
the detailed geometry and degree of ordering is known
experimentally, the Bernal–Fowler rules and the con-
straints of the crystallographic symmetry need to be
considered, resulting in some quite complex argu-
ments (Lobban 1998). However, it is clear when this is
done that this angle-mismatch approach cannot be the
complete story. Although the details are not under-
stood in a single case, it seems likely that we need to
consider also, in addition to the angular strain, the
intermolecular repulsions which will also in general be
different for different molecular orientations.

Despite the complexity of the orientational order/
disorder in ice structures, it is important to gain a
better understanding of the phenomenon. It is po-
tentially a determining factor in the stability of a
phase; for example, it can be plausibly argued that,
were it not for the orientational disorder in ice V, ice
IV would not exist.

3.4 Temperature Dependence of Orientational Order

Orientational order should increase as temperature is
reduced. Therefore, ordinary ice Ih, which is fully
disordered at 0 1C, should orient fully at 0K. How-
ever, it has been realized for decades that this is not
the case; Pauling’s original calculation of the residual
entropy confirmed quantitatively that ice Ih remains
fully disordered at 0K. To avoid contradicting the
third law of thermodynamics, we must conclude that
this disordered structure at low temperature is not the
equilibrium structure; there must be some kinetic re-
striction preventing the molecules reorienting as tem-
perature falls.

Similar considerations should apply to all the dis-
ordered ice phases. Yet, in most of these phases there
is no strong evidence to support a temperature-driven
ordering. A number of measurements of thermody-
namic and dielectric properties have suggested in
some phases—for example ices V and VI—an ap-
proach to some kind of phase transition as temper-
ature is reduced, but structural evidence has not
yet been obtained to support these suggestions. The
dynamics of water molecule reorientations do be-
come very sluggish as temperature is reduced, with
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the result that we appear to have an orientational
glass in most ice structures at low temperature.

There is much active work in this area at present,
but it is not possible here to discuss in any detail the
factors that may control hydrogen diffusion or mo-
lecular reorientation kinetics in water. An example of
relevant active work is the study of the ordering of ice
Ih towards the equilibrium low-temperature ordered
phase which has been named ice XI. One factor pre-
venting water molecule reorientation is the need to
make a large number of cooperative movements
rather than single reorientations. This is imposed by
the Bernal–Fowler constraints: in a given molecular
configuration, all the O–O links are already occupied
by hydrogens, so the water orientations are locked in.
One way of partly unlocking this situation is to in-
troduce defects which remove some of the hydrogens.
This can be done to some degree by doping ice Ih
with KOH, though its low solid-state solubility limits
the degree to which these OH� defects can be intro-
duced. Calorimetric measurements on this doped sys-
tem by Tajima et al. (1982) suggest the existence of a
phase change around 100 k, and subsequent cry-
stallographic work has demonstrated the existence of
partial orientational ordering (Jackson et al. 1997).
Although it has not proved possible to induce more
than a small degree of such ordering, the data ob-
tained are consistent with the low-temperature or-
dered structure being ferroelectric (Fig. 6).

4. Summary

Although ice might seem at first sight a very simple
system, its phase diagram is relatively complex. When

the possibilities of hydrogen disorder are also con-
sidered, the behavior of this material appears to be
even more complex. Since about the mid-1980s, neu-
tron scattering measurements have clarified the struc-
tures of most of the known phases. The orientational
order/disorder situation in several phases has also
been clarified, though uncertainties remain in others
showing partial disorder. The factors that control this
disorder may relate to both local bond angle strains
and non-bonded repulsions, though quantitative pre-
dictions of observed partial disorder are not yet pos-
sible. At the highest pressures above 60GPa or so,
the evidence for a non-molecular ice phase is looking
increasingly strong, though the transition to ice X
appears to be not simple.

More uncertainty surrounds the kinetics of molec-
ular rotations in all the ice phases. Below a certain
temperature, perhaps around 120K, molecular re-
orientations seem to essentially freeze in, preventing
the disordered phases from approaching their ex-
pected low-temperature ordered structures. Active
research is continuing to try to improve our under-
standing of both the structural and the dynamical
aspects of the disorder in the various phases of ice.
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Injection Molded Semicrystalline

Polymers: Structure Development and

Modeling

A variety of molding processes is used commercially,
including injection, compression, transfer, blow, and
rotational molding. Which process is employed de-
pends largely on the design, final application, and
requirements of the finished product. Among these
molding processes, the most important commercially
is injection molding. In this process, molten polymers
are injected under high pressure into a cold mold
cavity in the case of thermoplastics, or into a heated
mold cavity in the case of thermosets. With thermo-
plastics, cooling continues until the material has
solidified sufficiently to permit ejection of the molded
products from the mold without damage. Therefore
in semicrystalline polymers the final products have
complex distributions of crystalline morphology, such
as skin-core structure. Skin-core structure is the typ-
ical cross-sectional morphology of an injection mo-
lded polymer. Recently, computer-aided-engineering
(CAE) has become a powerful tool for investigating
process analysis. CAE is useful for optimizing the
molding conditions, and for helping in the design of
the molds, and has several other functions such as
flow analysis, packing and cooling analysis, warpage
analysis, etc. These analyses of semicrystalline poly-
mers sometimes give poor reliability, due to complex
distributions of crystalline morphology. Therefore it is

necessary to develop a simulation of crystallization in
the injection molding process. Furthermore, this crys-
tallization simulation may clarify the mechanism of
crystallization in the injection process.

1. Injection Molding Sequence and Technique

Injection molding machines consist of two basic
components: the injection unit and the clamping unit.
The material is heated and melted by the injection
units, and it is transferred under high pressure into a
mold, which is held shut by the clamping unit. A
typical operating sequence starts with the feeding
of the material by gravity from a hopper, the screw
being in the forward position. The rotation of the
screw plasticizes the material and conveys it forward
in the screw barrel. Accumulation of the molten ma-
terial at the front of the screw tip forces the screw
backwards. After the injection unit is activated, the
screw moves forward, pushing the materials from the
injection unit, through a nozzle, into the mold. Usu-
ally, the injection molding cycle may be considered to
consist of three stages: filling, packing, and cooling.
During the filling stage, the polymer melt is filled
within a short injection time into an empty cavity of
the mold, which is fixed by the clamping unit. After
filling is completed, more molten polymer is then
packed into the cavity at high pressure to compensate
for shrinkage as the material cools. Cooling continues
after packing is completed. During the cooling stage,
the material solidifies and the pressure decreases. The
cycle continues until enough rigidity is achieved to
permit ejection of the part without damage. The cycle
is repeated to produce the next part.

Normally, commercial injection molding involves
mold cavities of complex geometry, sometimes with
inserts, and a variety of obstructions to direct the
flow. The gates in the mold may be located at various
positions, and can have a multitude of shapes and
dimensions. In some cases, multiple gates are em-
ployed to fill a single mold cavity. All these arrange-
ments may have a profound influence on the
dynamics of the molding process and on the ultimate
characteristics of the molded articles. In particular,
some molding arrangements lead to the formation of
weld lines in regions where melt fronts intersect inside
the cavity. Unless carefully manipulated and control-
led, weld lines can represent very weak areas in the
molding, leading to premature failure.

2. Structure Development

While the polymer melt passes through very narrow
passages of the injection mold such as sprues, run-
ners, gates, and cavities, polymer chains undergo de-
formation under the high shear stress and rapid
cooling near the mold surface. Thus, injection mo-
lded parts produced from semicrystalline polymer
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melts exhibit a complex distribution of crystalline
morphology. To clarify the mechanism of formation
of these complex structures in injection molded prod-
ucts, we need to confirm the basic characteristics of
polymer melts under shear and elongation, e.g., pla-
nar, uniaxial, and biaxial, and to understand the
crystallization mechanism. According to the charac-
teristics of the crystallization kinetics of semicrystal-
line polymers, these polymers can be classified into
two categories: fast crystallizing polymers, e.g., poly-
ethylene, polypropylene (PP), polyamide, polyoxy-
methylene, etc.; and slowly crystallizing polymers,
e.g., poly(ethylene terephthalate) (PET), poly(phe-
nylene sulfide), poly(ethylene 2,6-naphthalene dicar-
boxylate), etc., A typical cross-sectional morphology
by optical microscopy of an injection-molded PP part
is given in Fig. 1(a). The molded PP parts possess an
oriented skin layer and a spherulitic core. Between
these two regions, an intermediate morphology of
ellipsoidal spherulites is observed.

The general observations described above were
confirmed by the studies of Kantz et al. (1972) and
Katti and Schultz (1982) on PP molded bars, using
optical microscopy and wide-angle x-ray scattering
(WAXS). In particular, the c-axes and a*-axes were
found to be bimodally oriented to the mechanical
direction (MD), and the b-axes rotated around the

MD, in the skin layer; and the c-axis and a*-axis
orientation to the MD was weak, and the b-axes ro-
tated around the MD, in the core layer. Fujiyama
(1995) also reported the crystalline structure of an
injection molded polypropylene with filler and some
nucleating agents dealing with the effect of molding
conditions. The molecular orientation as a function
of product depth was analyzed, using WAXS and
infra-red spectroscopy. It was found that the sub-
skin layer, which means the intermediate layer be-
tween skin and core layer, had maximum orientation.
This molecular orientation within the sub-skin layer
was strongly influenced by molecular weight, and the
sub-skin layer indicated low molecular orientation in
the case of low molecular weight (Trotignon and
Verdu 1987).

Polyoxymethylene molded products have also been
investigated, and the observations were similar to
those of PP. Decreasing mold wall temperature in-
creased the extent of the oriented regions and de-
creased the amount of spherulites. Transmission
electron microscopy (TEM) and small-angle x-ray
scattering (SAXS) examinations of these injection
molded parts confirmed the oriented character of the
outer layers. The results have been used to develop
a morphological model of the molded parts in terms
of folded chain lamellae, randomly oriented in the

Figure 1
Polarizing light micrographs of the morphology of (a) polypropylene, and (b) poly(ethylene terephthalate) parts:
cross-section of rectangular molded parts at 75mm from the gate. Both samples molded at injection speed of
2.5 cm3s�1, and mold temperature in the case of polypropylene and poly(ethylene terephthalate) is 40 and 64 1C,
respectively.
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center of the pot, and oriented with chains in the flow
direction in the outer layers.

The morphology of slowly crystallizing polymers
such as poly(phenylene sulfide), poly(ethylene 2,6-
naphthalene dicarboxylate), and syndiotactic poly-
styrene (Ulcer et al. 1996) were investigated. These
polymers have high glass transition temperature
above room temperature, and high flow activation
energy that arises from a primary molecular structure
containing aromatic groups. A typical cross-sectional
morphology of an injection molded PET part is given
in Fig. 1(b). Amorphous–crystalline–amorphous
multi-layer structures in PET were observed in the
gap-wise direction in the case of low injection speed
and comparatively low mold temperature. These
structural features were found to be very sensitive
to cooling rate and shear stress effects.

3. Modeling

3.1 General Equation in the Injection Molding
Process

Ideally, engineering analysis, mathematical modeling,
or computer simulation of the injection molding
process should permit the treatment of flow and heat
transfer phenomena in complex injection molding
cavities. Modern finite element numerical techniques
make this possible. Even with the finite element
method, the polymers, molds and phenomena in-
volved are so complex that simplification is essential.

One common approach involves the mold network
method. According to this method, the complex mold
cavity is divided into a number of units of reasonably
simple geometry (e.g., rectangular, circular, or cylin-
drical segments). The solutions for the melt behavior
in each of the simpler units are treated separately and
are sometimes readily available in graphical, numer-
ical, or analytical forms. To obtain the overall solu-
tion for the complete cavity, the solutions for the
individual components of the network are coupled
and dovetailed to ensure the systematic integration of
the results from each segment. Recently, commercial
software for the analysis of injection molding process
has been developed with the finite element method or
the finite difference method. It is useful for opti-
mizing the molding conditions and for aiding in the
design of the molds.

The filling stage is concerned with the unsteady-
state flow of a hot, compressible, viscoelastic melt
into an empty cavity, which is held at a temperature
below the solidification temperature of the melt. In
this sense, the process can be fully described in terms
of the equations of conservation of mass, momentum
and energy, coupled with appropriate thermody-
namic relationships and a set of constitutive rela-
tions which describe the behavior of the material
under the influence of stress and thermal fields. In

general tensorial formulation, the conservation equa-
tions are as follows.

Continuity:

Dr
Dt

¼ �rðr � nÞ ð1Þ

Momentum:

r
Dn
Dt

¼ �rP� ðr � tÞ þ rg ð2Þ

Energy:

rCv
DT

Dt
¼ �ðr � qÞ � T

@p

@T

� �
rðr � nÞ � ðt : rnÞ ð3Þ

where r is the density, v the velocity, p the pressure, s
the stress tensor, q the heat flux, T the temperature,
and t the time. To obtain a solution of the above
equations, each stage of the process is associated with
a set of initial and boundary conditions coupled with
simplifying assumptions.

In the filling stage, which starts with an empty
cavity, a free surface exists at the advancing melt
front. In a rectangular cavity, the part filled with the
melt is shown in Fig. 2. Near the gate, the flow is
radial until the flow front reaches the wall. Away
from the gate, the flow is characterized by a dominant
axial velocity component. In the front region, the
melt, channeling through the center, tends to move
towards the cavity wall in what is referred to as the
‘‘fountain flow.’’ Although it is possible to analyze

Figure 2
Filling pattern in the melt front of a rectangular
injection molding cavity.
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the details of the flow structure in the cavity by deal-
ing with the appropriate three-dimensional (3-D) flow
equations, it is much simpler to treat the flow regions
and to solve the corresponding two-dimensional (2-
D) flow equations. In most cases, the flow simulation
has employed 2-D solutions by using the Hele–Shaw
flow approximation. This approximation may apply
to thin mold cavities with large aspect ratios, and in
which out-of-plane flows are neglected.

Both finite element and finite difference numerical
techniques may be employed to obtain computer so-
lutions of the relevant equations. The former meth-
ods are more complex, but they are well suited for
dealing with complex mold cavities and the free sur-
face flows at the melt front (Ito et al. 1996). An in-
teresting approach for dealing with the fountain flow
near the surface is based on the finite difference
method in conjunction with the marker-and-cell. Re-
cently, instead of carrying out the full 3-D analysis, a
hybrid 2-D/3-D technique was proposed, which
solves the 3-D fluid flow equations only in the foun-
tain flow region, while the 2-D Hele–Shaw formula-
tion is employed behind the flow front region.
Another approximation is based on the so-called
2.5-D analysis, employing a 2-D flow analysis and a
solution to the 3-D energy equation regarding tem-
perature distribution and crystallization effects using
Boundary Fitted Curvilinear Coordinate transforma-
tion. Hsiung et al. (1996) developed the model using a
Lagrangian approach to simulate the stress distribu-
tion along the gap-wise direction inside the injection
molding.

There are a variety of constitutive rheological
equations that may be employed to describe the vis-
cous or viscoelastic behavior of the polymer melt
during the process. The most commonly employed
rheological models in the injection molding process
include the following: Newtonian liquid, power law
model, second-order fluid, Leonov equation, and in-
tegral constitutive K-BKZ equation (Chang and
Chiou 1994). Whereas some of the models describe
only the viscous behavior of the fluid, other models
reflect some of the viscoelastic characteristics of the
material.

The approach for the simulation of the packing
stage is similar to that for the filling stage. For the
packing stage, the deceleration of the flow reinforces
the importance of the unsteady-state terms, and
should not be neglected. During packing, the contri-
bution of the unsteady-state terms will tend to be
larger than that of the convective terms in the equa-
tion.

The dominant feature in the packing and cooling
stage is the compressibility of the polymer melt. This
emphasizes the need for selecting an appropriate
equation of state to describe the pressure–volume–
temperature (PVT) relationships for the melt. A
number of equations of state have been employed in
conjunction with the processing of polymer melts, the

majority of which are based on the van der Waals
equation of state.

After the filling and packing of the cavity, the gate
freezes and no additional material enters the cavity.
Since fluid motion is negligible or absent during this
stage, the problem is reduced to the transient heat
transfer by conduction from the polymer melt to the
mold walls. The convection in the 2-D stream-wise
direction and thermal conduction in the gap-wise di-
rection are considered in the energy equation. Also
the generation of heat due to shear flow is taken into
account.

rCp
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where x and y are the stream-wise direction, z the
thickness direction, and t the time. u is the velocity in
the x-direction and v the velocity in the y-direction,
respectively. t is the shear stress, T the temperature,
with r, Cp, and l representing the density, specific
heat, and thermal conductivity.

In order to allow for the effect of latent heat of
crystallization, the latent heat is included in the spe-
cific heat as follows:

Cp ¼ C
0
p þ DH

dx

dt
ð5Þ

where Cp is the effective specific heat capacity of the
material, C

0
p is the specific heat of the material at the

same temperature in the absence of crystallization,
DH is the latent heat of crystallization, and x is the
weight fraction crystallinity in the system.

3.2 Crystallization Kinetics using Crystallization
Rate Constant

Simulation of crystallization during injection molding
has been performed (Kamal and Lafleur 1986,
Hsiung et al. 1996, Titomanlio et al. 1995, Isayev
et al. 1995), where the form of the crystallization ki-
netics is the generalized Avrami equation by Naka-
mura et al. (1972). This model is based on the
assumption of isokinetic conditions, and it describes
the crystallization process by a single parameter, i.e.,
crystallization rate constant.

xðtÞ
xN

¼ 1� exp �
Z t

0

KðTðtÞ dt
� �n� �

ð6Þ

where x(t) is crystallinity, xN is the final crystallinity,
n is the Avrami index determined from isothermal
experiments, and K(T) (¼ [k(T)]1/n) is connected with
the crystallization rate constant of isothermal crys-
tallization k(T). A crystallization kinetics model
that took into account the effect of shear stress on
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crystallization rate constant and induction time has
been proposed, and the distributions of crystallinity
along the stream-wise and gap-wise predicted; good
agreement with experimental values was observed
(Hsiung et al. 1996). Another model of shear-induced
crystallization kinetics in the injection molding proc-
ess was proposed by Isayev et al. (1995), which took
into account the shear effect on the rheological pa-
rameters, i.e., shear rate and relaxation time. This
simulation model is based on the theory of Eder and
Janeschitz-Kriegl et al. (1990), which assumes that
the locations of nucleation are created by the flow.
Friedl and McCaffrey (1991) simulated the crystal-
linity distribution of polyoxymethylene across a rec-
tangular part, and crystallinity profile through a
section, where the macrokinetics approach of Malkin
et al. (1984) was used to model the crystallization
behavior during the injection molding process. In
addition, Titomanlio et al. (1995) proposed a model
of crystallization kinetics which took into account the
effect of pressure on the equilibrium crystallinity, and
showed that they were able to increase the accuracy
of the prediction of the crystallinity distribution by
considering the pressure effect.

3.3 Crystallization Kinetics Considering Nucleation
and Crystal Growth Process

The actual crystallization process, however, consists
of two elementary processes: nucleation of crystals
and their growth. These two processes are independ-
ently influenced by temperature, pressure and shear
stress. In order to simulate the crystal morphology
and more realistic crystallization behavior during the
molding process, crystallization kinetics should be
described using separate terms for the nucleation rate
and the crystal growth rate.

Ishizuka and Koyama (1977) have shown that the
crystallization behavior of a running filament is well
reproduced by using generalized Avrami kinetics,
that take into account the temperature dependence of
the nucleation rate and the crystal growth rate. In the
case of a heterogeneous nucleation process, the crys-
tallinity x(t) is given by:

� ln 1� xðtÞ
xN

� �

¼ 1

xN

rc
rl

Z t

0

d %N

dt
vðt; tÞ dtþ %Nð0Þvðt; 0Þ

� �
ð7Þ

where

vðt; tÞ ¼ kf

Z t

t
GðuÞ du

� �m
ð8Þ

Here xN is the final crystallinity, G(u) the crystal
growth rate at time u, and N(t) the number of nuclei
at time t. m is the dimension of the growth of the

crystal, and kf is the corresponding shape factor. In
the case of three-dimensional crystal growth, m¼ 3
and kf¼ 4p/3 are adapted. rc and rl are the density of
the crystalline and liquid phases, respectively. The ef-
fects of orientation were also considered through the
effect of shear stress on the melting temperature in the
nucleation rate and crystal growth rate, which was
based on work by Kobayashi and Nagasawa (1970).

Crystallization behavior in the injection molding
process has been estimated using crystallization ki-
netics with the density of nuclei and crystal growth
rate by Okamoto et al. (1995) and Ito et al. (1996).
They considered the effect of shear stress on the crys-
tallization kinetics, experimentally or theoretically. It
is generally considered that the crystallization in large
products starts at the filling stage, where the polymer
is subjected to rapid cooling, high pressure, and high
shear stress. Therefore it is necessary to consider the
influence of pressure on the crystallization behavior,
because the pressure in the injection molding process
of large products often reaches more than 150MPa
during the filling stage, and the high pressure accel-
erates the crystallization. Simulation of crystallization
at high pressure under non-isothermal conditions was
carried out, and these simulation values agreed well
with experimental values, including the effect of pres-
sure on the melting temperature and glass transition
temperature on nucleation and crystal growth rates.
Later, Ito et al. (1996) described in more detail the
effects of pressure and shear stress on the crystalliza-
tion behaviors during injection molding. They dem-
onstrated that the model developed is a quantitative

Figure 3
Gap-wise distribution of predicted spherulite size of
polypropylene part at 0.5mm from the gate. Sample

molded at injection speed of 22.2 cm3s�1 and mold
temperature of 0 1C. S: surface layer; D1: 0.2mm from
the surface; D2: 0.4mm from the surface; D3: center
layer.
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phenomenological model that can predict not only the
crystallinity distribution, but also the spherulite size
distribution in stream-wise and gap-wise directions.
The predicted spherulite distribution in the gap-wise
direction of injection molded PP part is shown in
Fig. 3. Moreover, in order to accurately predict the
flow and crystallization phenomena in the injection
molding process, material physical properties—such
as density, thermal conductivity, and specific heat—
should be taken into account, as well as the crystal-
linity dependence of these material properties. They
also linked the simulation model between crystalliza-
tion and the flow with the effect of crystallization
on material physical properties. Figure 4 shows the
distribution of relative crystallinity in the gap-wise
direction of injection molded PP and PET parts. The
gap-wise distribution of relative crystallinity was in
good agreement with experimental values.
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Intermetallics: Crystal Structures

The search for new high-temperature structural
materials has stimulated much interest in ordered in-
termetallic compounds (Westbrook and Fleischer
1995, Williams 1997). Alloys based on the ordered
intermetallic compounds constitute a unique class of
metallic material that form a long-range ordered
crystal structure (as opposed to a random solid
solution) below a certain critical temperature, gener-
ally referred to as the critical ordering temperature
(Tc). For most of the aluminides of nickel, iron, and
titanium this Tc temperature is close to (usually
above) the melting temperature of an intermetallic. A
notable exception is Ti3Al, which disorders at 1100 1C
but has a melting point around 16001C. Iron alum-
inide of the Fe3Al type passes through two ordered
structures (D03 and B2) before becoming disordered
(Vedula 1995). It must be pointed out that a perfect
ordered crystallographic structure of an intermetallic
compound exists only at the exact stoichiometry cor-
responding to its stoichiometric formula. However,
quite a number of intermetallics, including the alu-
minides of nickel, iron, and titanium, exist over a
range of compositions, but the degree of order de-
creases as the deviation from stoichiometry increases.
Additional alloying elements can be incorporated
without losing the ordered crystallographic struc-
tures. The possibility of alloying the ordered struc-
tures of intermetallic compounds opens up new
avenues for development of novel high-temperature
alloys to improve or optimize properties for specific
applications. Therefore, a thorough understanding of
how atoms are arranged in an ordered fashion in the
crystallographic lattices of intermetallic compounds
is a major prerequisite for further development of
novel intermetallic-based high-temperature alloys
and understanding their mechanical, physical, and
chemical properties. This article presents a compre-
hensive view of the crystal structures of intermetallic

compounds, which have some potential as structural
materials for commercial applications, mainly at
elevated temperatures and hostile environments.

Ordered intermetallics based on aluminides and
silicides constitute a major group of intermetallics,
which has been extensively researched since the early
1990s. Another important group of intermetallics are
the Laves phases. They represent a huge group of
binary intermetallic compounds, many of which have
good combinations of high melting point, low den-
sity, and good oxidation resistance. Many ternary
elements and, in particular, refractory elements, have
large solid solubility in Laves phases for a potential
improvement of mechanical properties. Last but not
least, the crystal structures of some non-commercial
intermetallic compounds (important from the stand-
point of fundamental studies) will also be discussed.
Traditionally, the crystallographic lattices of inter-
metallic compounds have been quoted according to
the Strukturbericht designation. However, because
this system cannot be conveniently and systemati-
cally expanded to cover the large variety of crystal
structures currently being encountered, the system
has gradually fallen into disuse. Nowadays, the sys-
tem of Pearson symbols (Villars and Calvert 1991) has
become more widely used. However, because the
Strukturbericht designations are still quite popular, in
the present article each crystallographic lattice of
an intermetallic compound will be distinguished by
the Strukturbericht designation and accompanied by
the corresponding Pearson symbol in parentheses.

1. Aluminides and Silicides

1.1 Generic Cubic Crystal Structures

Figure 1 shows hard-sphere models of the generic
crystallographic unit cells of cubic aluminides and
silicides. The term ‘‘generic’’ means that these crystal
structures occur in aluminides and silicides naturally,
for example upon congruent solidification from the
melt without any change in composition.

Intermetallic compounds such as Ni3Al, Zr3Al, and
Ni3Si have an L12 (cP4) crystal structure (Fig. 1(a)), a
derivative of the face-centered cubic (fcc) crystal
structure. This unit cell contains four atoms, i.e., the
same number as fcc. The nickel (Ni3Al, Ni3Si) or zir-
conium (Zr3Al) atoms occupy face-centered positions
and the aluminum or silicon atoms occupy the cor-
ners of the unit cell. Both NiAl and FeAl possess a B2
(cP2) crystal structure a derivative of the body-cen-
tered cubic (bcc) crystal structure (Fig. 1(b)). The unit
cell contains two atoms, i.e., the same number as bcc.
In reality, it consists of two interpenetrating primitive
cubic cells and is sometimes referred to as the CsCl
type. The aluminum atoms occupy the cube corners
of one sublattice and the nickel atoms occupy the
cube corners of the second sublattice.
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Silicides such as Mg2Si, Co2Si, and Ni2Si possess a
more complex C1 (cF12) crystal structure with 12
atoms per unit cell (Fig. 1(c)). The archetype of this
structure is the ionic ceramic compound CaF2 (cal-
cium fluorite). This ionic structure can be viewed as
built on an fcc lattice of small cations (Ca2þ ) with
eight bigger anions (F�) forming a simple cubic
sublattice (at 1

4
1
4

1
4
etc. positions) inside the fcc

unit cell. There are (4Ca2þ þ 8F�) ions per unit cell.
Such a crystal structure is termed a fluorite structure.
If in some ionic compounds the fcc lattice is built on
large anions, and smaller cations are located inside
the fcc cell, then the C1 crystal structure is termed an
anti-fluorite structure. From the point of view of
atomic size, Mg2Si (and its companion intermetallics
Mg2Ge, Mg2Sn, and Mg2Pb) is regarded as fluorite
type whereas CoSi2 and NiSi2 are regarded as anti-
fluorite type.

The A15 (cP8) cubic structure with A3B stoic-
hiometry (Cr3Si and Nb3Al) and eight atoms per unit
cell consists of orthogonal chains of ‘‘A’’ (Cr or Nb)
atoms along /100S directions criss-crossing the bcc

arrangement of ‘‘B’’ (Si or Al) atoms (Fig. 1(d)). The
A15 is considered the simplest of the so-called topo-
logically close-packed (TCP) structures (Khantha
et al. 1989).

Finally, Fe3Al has the ordered cubic D03 (cF16)
crystal structure (Fig. 1(e)). This unit cell contains
eight bcc-type subcells and it may be thought of as
being composed of four interpenetrating fcc lattices
(notice that according to the system of Pearson sym-
bols the D03 lattice is classified as cubic face-
centered—cF). In each subcell the iron atoms occupy
corners and as such each of them is shared with
eight neighboring subcells, i.e., one eighth of the iron
atom per subcell. Since there are eight subcells, the
corner atoms provide eight iron atoms per unit cell.
In addition, four iron atoms occupy the centers of
four subcells, so altogether there are twelve iron at-
oms in the D03 unit cell. Including the four aluminum
atoms, which also occupy the centers of four subcells,
the total number of atoms per unit cell comes to six-
teen. Fe3Al transforms from the D03 structure to a
defective ordered cubic B2 (cP2) crystal structure at
temperatures above the critical ordering temperature
Tc of B814K (Vedula 1995).

1.2 Cubic Aluminides Stabilized by Alloying

Low-density and highly oxidation-resistant titanium
and zirconium trialuminide intermetallics, with re-
spective stoichiometric formulas Al3Ti and Al3Zr
(trialuminides), crystallize in tetragonal D022 (tI8)
and D023 (tI16) crystallographic lattices, respectively
(Fig. 2(b),(c)). Their crystallographic structures are
closely related to the L12 structure (Fig. 2(a)). They
can be essentially derived from the former by intro-
ducing an antiphase boundary (APB) with a dis-
placement vector of a/2 /100S on every (001) plane
in D022 and every second (001) in the D023 lattice
(Fig. 2(a),(b),(c)). It must, however, be pointed out
that a close examination of the close-packed planes
and their respective order in the L12, D022, and D023
structures reveals that the order in these planes is
distinctly different, being triangular (T) (Fig. 2(a)),
rectangular (R) (Fig. 2(b)), and mixed (T-R) (Fig.
2(c)) in the L12, D022, and D023 structures, respec-
tively. A close relationship between tetragonal and
cubic structures in Fig. 2 allows transformation of
tetragonal D022 Al3Ti into the L12 structure by
alloying with approximately 8–10 at% copper, nickel,
and zinc (Schubert et al. 1964a, Raman and Schubert
1965), chromium and manganese (Zhang et al. 1990),
iron (Kumar and Pickens 1988), and palladium
(Powers and Wert 1990). Similar transformation of
the low-symmetry D023 Al3Zr into the L12 structure
can be achieved by alloying with copper, nickel, and
zinc (Schubert et al. 1964a, b), chromium and iron
(Schneibel and Porter 1989), and manganese (Virk
and Varin 1991, 1992). There is a general consensus

Figure 1
Generic cubic lattices of aluminides and silicides. (a) L12
(cP4), (b) B2 (cP2), (c) C1 (cF12), (d) A15 (cP8), and (e)
D03 (cF16).
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that the alloying element atoms substitute mostly for
the aluminum atoms. It is to be pointed out that the
first case of systematic alloying-induced transforma-
tion to the L12 structure was reported for D022-struc-
tured Ni3V and hexagonal D019 (hP24)-structured
Co3V by Liu (1984) (so-called long range-ordered
(LRO) alloys). Both low-symmetry intermetallics are
transformed to the L12 structure by partially substi-
tuting iron for cobalt and nickel, respectively. The
crystallographic transformation to the L12 structure
in the LRO alloys results in a dramatic increase in
tensile ductility at room temperature as opposed to
the same transformation in Al3Ti, which does not
lead to any improvement in tensile ductility.

1.3 Noncubic Aluminides and Silicides

Commercially important aluminides and silicides such
as D019 (hP8) Ti3Al, L10 (tP4) TiAl, C11b (tI6) MoSi2,

tetragonal tP32 (no Strukturbericht designation; PTi3
prototype) Nb3Si, and its counterpart the tetragonal
D8l(tI32) a-Nb5Si3 (or D8m (tI32) b-Nb5Si3), do not
possess cubic structures. Nb5Si3 belongs to a wider
group of intermetallic compounds, so-called 5:3 silic-
ides, having a general stoichiometric formula M5Si3
(M¼Nb, Ta, Mo, V, Ti, Zr, W). These compounds
typically crystallize in either a tetragonal D8l (tI32)
(e.g., Nb5Si3, Ta5Si3, Mo5Si3, V5Si3, W5Si3) or a hex-
agonal D88 (hP16) structure (e.g., Ti5Si3). However,
the tetragonal M5Si3 can also crystallize with the D88
structure if they contain small amounts of interstitial
impurities, in particular carbon (Sauthoff 1996). Fig-
ure 3 shows the hard-sphere models of selected non-
cubic crystallographic structures.

The crystallographic unit cell of TiAl (Fig. 3(a)) is
commonly referred to as a face-centered tetragonal
(fct). The tetragonality is very small (c/a¼ 1 � 02). The
structure of MoSi2-type phases (Fig. 3(b)) has been
described as a superstructure of the bcc or CsCl
structure with three subcells stacked along the [001]
direction. The c/a ratio for MoSi2 is 2.45. Ti3Al has a
hexagonal structure (Fig. 3(c)) with eight atoms per
unit cell. Finally, the hexagonal structure of Ti5Si3 is

Figure 2
The L12 structure in titanium and zirconium
trialuminides, which can be stabilized by alloying of
tetragonal D022 Al3Ti and D023 Al3Zr with Cr, Mn, Fe,
Ni, Cu, Zn, and Pd. A hard-sphere model of the close-
packed planes in each crystal structure is also shown. (a)
Stabilized L12 structure of Al3Ti (X) where X is the
appropriate alloying element; triangular (T) ordering,
(b) D022 Al3Ti; rectangular (R) ordering, and (c) D023
Al3Zr; mixed triangular–rectangular (T-R) ordering.

Figure 3
Hard-sphere models of crystalline unit cells of non-cubic
aluminides and silicides. (a) L10 (tP4), (b) C11b (tI16),
(c) D019 (hP8), and (d) D88 (hP16).
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built up by two atomic species which occupy three
different crystallographic positions (Fig. 3(d)). The
titanium(I) atoms are arranged in chains parallel to
each other octahedrally surrounded by silicon atoms.
In contrast, the titanium(II) atoms form columns of
octahedrons connected along the c-axis. The octahe-
dral interstices can be partially or completely filled by
interstitials.

2. Laves Phases

The binary Laves phases with an AB2 composition
belong to the above-mentioned topologically close-
packed (TCP) structures. In the group of TCP inter-
metallics, the Laves phases constitute the single larg-
est group. They crystallize in the hexagonal C14
(hP12; MgZn2 prototype), the cubic C15 (cF24;
Cu2Mg prototype) (Fig. 4), or the dihexagonal C36
(hP24; MgNi2 prototype) structures. The C14, C15,
and C36 crystal structures differ only by the particular
stacking of the same two-layered structural units,
which allows structure transformations between these
structures and twinning by ‘‘synchroshear’’ (Hazzle-
dine et al. 1993). The stability of the three crystal
structures is controlled by both the atomic size
ratio of the A atoms and B atoms and by the valence
electron concentration of the Laves phase (Sauthoff
1996). Some Laves phases have been regarded
as promising for both functional and structural ap-
plications, such as superconducting C15 (Hf, Zr)V2,
magnetic C15 TFe2 (where T¼Ti, Zr, Hf, Nb, and
Mo), and materials for hydrogen storage C15 ZrV2,
ZrCr2, and C14 ZrMn2 materials (Sauthoff 1996).
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Intermetallics: Laves Phases

The class of intermetallics referred to as ‘‘Laves
phases’’ was first discovered by James B. Friauf
(1927). Friauf’s x-ray diffraction investigations fo-
cused upon the crystallographic forms of MgCu2 and
MgZn2. Following that discovery, in the 1930s Fritz

Figure 4
The C15 unit cell characteristic of Laves phases.
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Laves (e.g., Laves and Witte 1936) initiated a com-
prehensive investigation of the characteristics and
features of these materials. He ultimately reviewed
this work in articles published in 1954 and 1967. As a
consequence of the insight and body of knowledge
that Laves supplied, these intermetallic phases com-
monly bear his name. Subsequently, insightful inter-
pretations of the crystal structure by Komura (1962),
as well as the occurrence of stacking variants in the
intermetallic phase (Komura 1977), have furthered
the understanding of this class of materials. Accord-
ingly, owing to the contributions of these three pri-
mary investigators, literature references to the
intermetallic phases include FLK (Friauf–Laves–
Komura) phases. This article will review the charac-
teristics, properties, and applications of this class of
materials.

1. Crystallographic Features

1.1 Crystal Structure

Laves phases are topologically close-packed (t.c.p.),
ordered, intermetallic compounds with the approxi-
mate formula AB2. Most of these intermetallics crys-
tallize in one of the three crystal structure polytypes
(Strukturbericht designations of C14, C15, and C36).
The A atom is the larger of the two elements that
comprise the binary structure. Overall, the smaller B
atoms are coordinated tetrahedra that are linked
corner-to-corner (Fig. 1). The A atoms fit into the
interstices enclosed by the B-atom tetrahedra and are
coordinated into a wurtzite structure for the C14
structure and into a diamond structure for the C15
structure.

Individually, the C14 structure (MgZn2 prototype)
has P63/mmc symmetry in Hermann–Maugin sym-
bols. The structure is classified as hP12 in Pearson
notation. The C15 structure (MgCu2 prototype) has
the structure notation of cF24 (Pearson notation) and
the Hermann–Maugin space group is Fd%3m. The C36
structure (MgNi2 prototype) is a double hexagonal
representation of the C14 phase, and therefore
has the same symmetry (P63/mmc), but its structure
notation is hP24. The C36 phase is structurally an
intermediate stacking sequence between the C14
structure and C15 structure.

All Laves phases (including all polytypes, crystal
defects, etc.) can be constructed from one of six four-
layer fundamental stacking schemes of close-packed
planes shown in Fig. 2. The elementary stacking units
of the four interpenetrating atomic layers are defined
for the C15 phase by yXYZXYZy, for the C14
phase by yXY0XY0y, and the for C36 phase by
yXY0X0ZXY0X0Zy. In addition, a variety of other
intermediate stacking sequences (up to 21 layers)
have been defined. The three main polytypes have 12,
24, and 24 atoms per unit cell, respectively, and the
structures vary only in the stacking sequence of atom

planes (similar to disordered f.c.c. and h.c.p. metals).
The space filling and coordination are unchanged
between the structures. Based on a hard-sphere
model, the atomic packing factor is 0.71 when
rA/rB¼O3/2E1.225, where rA and rB are the radii
of the metal atoms in the ordered phase.

1.2 Bond Distances

The basic unit cells for the C14 and C15 structures are
shown in Figs. 3 and 4. A cross-section of each unit
cell is also illustrated. From these figures, the A atoms
have a coordination number of 16 (4Aþ 12B atoms)
and the B atoms have a coordination of 12 (6Aþ 6B
atoms). The geometry of bond distances (assuming
hard-sphere models) are demonstrative in understand-
ing the nature of Laves phases. For the C14 bond
distances, the respective A–A, B–B, and A–B dis-
tances are not all equidistant unless the axial ratio c/a
is exactly O(8/3). At c/a¼O(8/3), dA/dB (where d is
the diameter of the atom in the intermetallic unit cell)
is equal toO(3/2) (orE1.225) as discussed above. It is
important to note that based upon the cross-sections
of the unit cells shown in Figs. 3 and 4, the diameters
for the A and B atoms are actually the bond distances.
Following Berry and Raynor (1953) for nonideal axial

Figure 1
Distribution of (a) the A atoms and stacking of layers
and (b) the B atoms and stacking of tetrahedra in Laves
phases (after Barrett and Masalski 1980).
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ratios, two distances can be defined for the A and B
atoms, The A distances are dA1¼ c(1/2�2z) and
dA2¼ [a2/3 þ (2cz)2]1/2 where z is a parameter that
defines the relative position of A atoms above or be-
low the basal plane. The value of z is dependent upon
the specific alloy phase but is very near 1/16. The B
distances can be defined as follows: dB1¼ (1þ 3x)a
and dB2¼ (3x2a2þ c2/16)1/2, where x corresponds to
the B atom position in the lattice with respect to the a
lattice parameter and is approximately �1/6. In ad-
dition to the A and B distances, the A–B distances can
be defined as: dAB1¼ (a2/3þ c2z2)1/2, dAB2¼ [a2(1/
3þxþ 3x2)þ c2(1/4�z)2]1/2, and dAB3¼ [3a2(1/
3þx)2 þ c2(zþ 1/4)2]1/2. The bond distances for the
C15 structure type are defined as follows: dA¼ (aO3)/
4, dB¼ (aO2)/4, and dAB¼ (aO11)/8.

2. Abundance of Laves Phases

Laves phases form the most abundant class of binary
intermetallic phases. The ordered hexagonal C14

structure develops in approximately 131 defined bi-
nary compounds and 263 defined ternary com-
pounds, the ordered f.c.c. C15 structure in
approximately 219 binary and 272 ternary com-
pounds, and the ordered hexagonal C36 structure in
17 binary and 14 ternary compounds (Pearson 1985).
Therefore, including individual polytypes, over 900
binary and ternary Laves compounds have been de-
fined, with over 360 Laves phases being binary com-
pounds. When compared with the other most
common intermetallic phases (Fig. 5), it easy to dem-
onstrate the overwhelming abundance of the mate-
rial. For example, by just considering binary phases,
the Laves phases represent approximately one quar-
ter of the documented phases. By combining the bi-
nary and ternary phases, the Laves phases quickly
account for the occurrence of intermetallic phases
found in nature. The abundance illustrates the at-
traction for studying the crystallographic nature of
the material and alloy design schemes for optimizing
the properties of the intermetallic. According to
Laves (1967), the abundance of Laves structures
among metallic compounds has been attributed to
principles governing the geometric arrangement of
atoms on ordered lattice sites. For example, metallic
compounds tend to form with close packing of at-
oms, high atomic symmetry, and a metallic nature of
bonding, and Laves phases satisfy the geometric con-
ditions more efficiently than other metallic com-
pound structure types.

3. Geometric Features of Space Filling

Since Laves phases are predominantly metallic in
bonding nature and largely governed by geometric
space-filling principles, the metallic atom radii R of
the atoms forming the compound have often been
used to evaluate atomic size factors involved in the
occurrence of these phases. An atom with a metallic
diameter D (D¼ 2R) will have a different diameter, d,
in a Laves phase. Laves phases occur between the
metallic radii ratios (RA/RB) of B1.05�1.68. The
atoms forming the compound need to adjust in size to
accommodate the ideal space-filling radius ratio
(rA/rBE1.225) in the ordered Laves phase lattice; as
a result, the occurrence of Laves phases is more
broadly related to the ability of the A and B atoms to
expand or contract so that the ideal ratio is ap-
proached (Dwight 1961). In fact, space-filling models
expressed in terms of the compression of A and B at-
oms and respective atomic distances have proven to be
effective in evaluating the size and volume changes that
occur when atoms form a Laves phase (Pearson 1968).

The atomic size accommodation in forming the
C15 Laves phase is shown in Fig. 6. The atom size
difference between the metallic and intermetallic
phases (D–d) yields an apparent contraction (posi-
tive value) or expansion (negative value) of an atom

Figure 2
Six fundamental four-layer stacking schemes of the
close-packed direction of the Laves phases (after
Komora 1962).
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within the Laves phase. The bond distance contrac-
tion is defined as the atomic size difference between
the two structural environments (i.e., D–d). In Fig. 6
the intersections of the regression lines for the A, B,
and AB bond distance contractions are illustrated,
with only the data shown for the DAB–dAB distances.

The intersection of DA–dA and DB–dB regressions
occurs at a value that is slightly lower than the ideal
diameter ratio of O(3/2), indicating the potential
for compressive bonding forces during intermetallic
formation. Although Fig. 6 demonstrates size accom-
modation for the C15 Laves phase, identical plots can

Figure 3
Crystal structure of the C15 Laves phase.

Figure 4
Crystal structure of the C14 Laves phase.
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be constructed for the other polytypes. As will be seen
later, the significance of this plot becomes apparent in
the interpretation of the general properties of Laves
phases.

4. Electronic Structure

Although the geometrical considerations provide in-
sight into the occurrence of Laves phases and their
abundance, the interatomic bonding and the polytype
stability are more specifically correlated to the elec-
tronic structure. The stability of the individual Laves
phase polytypes is a function of changing electron
concentration. For example, in magnesium-based
Laves phases the C15 phase is stabilized at lower
electron concentrations (e/ao1.8), and the C14 phase
is stabilized at higher electron concentrations (Laves
and Witt 1936). In transition-element Laves phases,
the C15 phase has been shown to become stable at
very high electron concentrations (e/a42.3) (Elliot
and Rostoker 1958), and the C14 phase stabilized at
very low electron concentrations (e/ao0.73) (Wallace
and Craig 1966). One of the most interesting effects
of electron concentration on stability is found in
some AB2 Laves phases where B¼Ni or Co (Bardos
et al. 1961). Many A elements (A¼Ti, V, Nb, Ta,
Mo, W) do not form a Laves phase with nickel and
cobalt, even though the RA/RB ratios are favorable
for Laves phase formation. However, by substituting
silicon on the B lattice sites, ternary C14 compounds
can be produced. This phenomenon has been attrib-
uted to the binary phases having electron concentra-
tions that are too large. Ternary silicon additions
apparently decrease the effective electron concentra-
tion, thereby stabilizing the C14 phase.

To quantify the importance of the electronic struc-
ture Ohta and Pettifor (1990) used a simple bond

Figure 5
Abundance of the most common intermetallic structure types. The relative abundance of Laves phases are clearly
discernible compared with other structures.

Figure 6
Regressions of the bond contractions in forming the C15
Laves phases from the metallic elements. Data is shown
for A–B distances.
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order tight-binding analysis to study the relative phase
stability of AB2 structures such as C15, C14, C36 and
C11b. Their research indicates that electron densities
and band filling are also important in determining the
relative stability of these compounds, and some trends
can be identified by this simple method.

The stability of transition-metal Laves phases has
been examined by using both a linear-muffin-tin-
orbital method with an atomic sphere approximation
(LMTO–ASA) and a full-potential LMTO method
(see Ormeci et al. 1996, Chu et al. 1998). The relative
stabilities of the different stacking variants are ener-
getically very similar, and it appears to be possible to
stabilize different polytypes with impurities, consti-
tutional defects, or thermal quenching. In fact, for
many Laves phases containing chromium as the B
element (e.g., TiCr2, HfCr2, ZrCr2, NbCr2, etc.), ex-
cess chromium compositions or quenching from the
high-temperature equilibrium phase field are found to
stabilize the hexagonal polytypes. A similar situation
is found for rare earth elements with cobalt (MCo2,
where M is the rare earth element (Allen et al. 1977)).

5. Constitutional Defects in Laves Phases

Less than 25% of the binary Laves phases with RA/
RB ratios of between 1.05 and 1.68 have appreciable
ranges of homogeneity (Thoma and Perepezko 1995).
The frequency in the number of the intermetallic
phases exhibiting any solubility range is increased by
a factor of approximately two to three within the
specific RA/RB ratio ranges of 1.12–1.26 (C14 and
C36 phases) and 1.1–1.35 (C15 phases). The upper
and lower bounds for the C15 structures can be
physically defined as the limits at which the A–B
atom distance contractions are greater than the A–A
atom distance and B–B atom distance contractions,
respectively (see Fig. 6). In addition, the percent con-
traction, S, of the A atoms and B atoms forming the
AB2 Laves phases can be described as SX¼ 100(DX–
dX)/DX where X¼A or B. For all three main poly-
types the occurrence of solubility corresponds to a
lattice adjusted contraction (Slat¼SAþ 2SB) between
0 and 15%. The contraction size rule is a geometric
argument based upon the contraction of the atoms
forming the intermetallic structure.

Nonstoichiometry in Laves phases is typically
characterized by antisite substitutions. A variety of
studies has explored the point defect mechanisms,
and the prevailing indications are that a direct atom
site occupancy substitution occurs. A few examples
that exhibit a range of stoichiometry include ZrFe2,
Yal2, ZrCr2, NbCo2, TiCr2, and NbCr2, and the de-
fect mechanisms in these alloys all suggest antisite
substitution as the dominant point defect mechanism
(Zhu et al. 1999). From a hard-sphere model, it is
conceptually straightforward to imagine a smaller B
atom substituting on to a larger A-site. However, for

the few phases (with lower RA/RB ratios) that exhibit
solubility on the A-rich side of stoichiometry (e.g.,
NbCr2), the influence of the electronic structure may
provide the ability to accommodate the larger A at-
oms on B sites. For example, in NbCr2, the first-
principles calculations indicate that the position of
the Fermi level in the density of states suggests that
antibonding states are occupied in the C15 structure
(Ormeci et al. 1996). Since this is not an energetically
favorable condition, it is possible that alloying meth-
odologies which lower the valence electron contribu-
tions should be favored. Niobium has a lower valence
state than chromium and therefore, from an elec-
tronic structure argument, niobium occupancy of
chromium atom sites may reduce the number of filled
antibonding states. Accordingly, the Fermi level will
be located at a lower density of states. The more en-
ergetically favorable electronic structure may account
for solubility on the niobium-rich side of stoichiome-
try, despite the fact that the niobium atom is larger
than the chromium atom (DNb/DCr¼ 1.15). For ter-
nary alloying the point defect behavior is apparently
similar to the binary systems, and Thoma et al. have
explored this possibility (1997).

Finally, upon quenching of some Laves phase (in-
cluding NbCr2), the lattice parameter increases. Most
intermetallics behave in the opposite manner, with
the lattice parameter collapsing around the vacancies.
The origin of this effect has not been determined.

6. Deformation in Laves Phases

Studies on the mechanical properties of Laves phases
suggest that, as a class of materials, they exhibit a
ductile–brittle transition at 0.60Tm. The binary inter-
metallic phase is very strong and brittle at ambient
temperatures. The Vickers hardness of binary phases
typically varies between 600 and 1000VHN, with
toughness values estimated to be less than 5MPa m1/2.
Slip occurs predominantly on the (111)cub or (0001)hex
planes, with prism slip also being reported.

Due to the specific arrangement of atoms, defor-
mation involving simple planar slip is unlikely and a
‘‘synchroshear’’ or ‘‘zonal slip’’ mechanism involving
cooperative movement between planes of atoms may
be required (Allen et al. 1977, Livingston 1992, Chu
and Pope 1993). The mechanism of synchroshear is
graphically illustrated in Fig. 7 (extended from the
general stacking sequences illustrated in Fig. 2). The
deformable layer in the structure has been proposed
to consist of the acb-type sandwich. The smaller B
atoms shear by 1/6[–211] while synchronously, the
larger A atoms shear by 1/6[–1–12]. In other words,
the smaller atoms move from the illustrated c-site to
the b-site while the larger atoms move from the b-site
to the g-site. The synchroshear process has been used
to interpret slip, twinning and stacking faults, and
phase transformations in Laves phases.

243

Intermetallics: Laves Phases



Efforts to enhance the complex deformation process
have been made using constitutional defects. Ternary
additions on A and/or B lattice sites in the AB2 Laves
phase may permit enhanced dislocation mobility
(Livingston et al. 1989, Chen et al. 1998). In addition,
the existence of vacancy defects may assist the sync-
hroshear process in Laves phases (Hazzledine 1994).

7. Elastic Properties

The known elastic properties of Laves phases are
limited, but some are listed in Table 1 and compared
to common high-temperature systems. The high
Poisson ratios are an indication of a lack of strong
directional bonding compared with other intermetal-
lics with Poisson ratios near 0.2. Moreover, the low
shear modulus values suggest a potential for resist-
ance to brittle failure. For example, the Rice–Thom-
son criteria suggest that when Gb/go10, where
G is the shear modulus, b is the burgers vector, and
g is the surface energy, there is a tendency for resist-
ance to brittle failure. For example, in HfV2

G¼ 30GPa and g is estimated to be 2500mJm�2. If
1/2/110S perfect dislocations are mobile Gb/gB6.3,
and if 1/6/112S synchro-Shockley partial disloca-
tion are mobile Gb/gB3.7. Likewise, for NbCr2,
G¼ 80GPa and g is estimated to be 3800mJm�2. For
mobile 1/2/110S perfect dislocations Gb/gB10.4,
and for mobile 1/6/112S synchroshear Shockley
partial dislocations Gb/gB6.0. In both cases, the
synchroshear Shockley partial dislocations should
provide optimized ductility in the material if they are
mobile.

8. Applications of Laves Phases

8.1 Structural Applications

Even though the geometrically structured Laves
phases are the most abundant among the various in-
termetallics, they are the least utilized. Historically,
Laves phases have been perceived as a ‘‘pest’’ to the
steel and superalloy industries due to grain-boundary
embrittlement problems associated with Laves phase
precipitates. Stoichiometric binary Laves phases typ-
ically display low toughness at low temperatures,
contributing to the grain-boundary embrittlement.
For this reason, Laves phases were typically avoided,
until it was discovered that Laves-phase precipitates
(TaFe2) distributed in the matrix of ferritic steels (as
opposed to grain boundaries) yielded remarkable
wear-resistant properties (as well as good elevated
temperature strengths) without sacrificing the low-
temperature ductility (Bhandarkar et al. 1976). As a
result, it has been realized that Laves phases have
unique properties that make them attractive for
high-temperature structural applications (see, for ex-
ample, Sauthoff 1989). For example, they retain their
high strength (40.85 of ambient yield strength) at
half of the homologous melting temperature, which is
the highest of all intermetallics (Fleischer 1989).
Many of these phases also have high melting tem-
peratures, excellent creep properties (Anton and Shah
1991), reasonably low densities, and potentially good
oxidation resistance for alloys containing chromium,
aluminum, silicon, or beryllium.

Dual-phase structures of a Laves phase and a b.c.c.
phase are attractive candidates for high-temperature

Figure 7
The stacking sequence of the deformable acb ‘‘sandwich’’ in a Laves phase. For synchroshear, the smaller atoms move
from the c-site to the b-site while the larger atoms move from the b-site to the g-site.
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structural applications. Engineering materials can be
fabricated using enhanced alloy designs that limit the
brittle tendencies of the monolithic Laves phases. For
example, HfV2þNb multilayers for superconductiv-
ity applications have been successfully cold-rolled to
strains up to 30%, with no fracture of the Laves
phase (Inoue and Tachikawa 1977). In addition,
studies of NbCr2þ (Cr, Nb, or Ti) have demon-
strated marked improvements in ductility and tough-
ness (Takeyama and Liu 1991, Davidson et al. 1994).
Niobium and chromium both form eutectic struc-
tures with NbCr2 and, therefore, this ‘‘in situ com-
posite’’ has intrinsic stability to complement the
enhanced deformability. Precipitation and coarsening
of the Laves phase in the chromium–niobium and
chromium–hafnium systems have been found to be
extremely sluggish, even at 1200 1C, thus indicating a
slow diffusion process in these dual-phase alloys
(Thoma and Perepezko 1992, Kumar and Miracle
1994). Ductility and toughness are found to increase
with decreasing Laves phase content, and low-
temperature toughness values up to 20MPa m1/2

have been achieved (Davidson et al. 1994).

8.2 Nonstructural Applications

In addition to structural applications, Laves phases
also have significant nonstructural applications. In
fact, commercial markets have been found for unique
properties associated with Laves phases as summa-
rized in a review by Livingston (1992). For example,
(Tb,Dy)Fe2, or Terfenol-D, has been used as a mag-
netoelastic transducer because of its giant magnetore-
striction. Compounds of (Hf,Zr)V2 have demonstrated

superconducting properties with critical fields over
200kOe and a superconducting critical temperature
over 10 k. Laves phases such as Zr(Cr,Fe)2 have been
considered for hydrogen-storage applications due to
favorable hydriding–dehydriding kinetics and high
hydrogen-absorbing capacities. Finally, the Mo(Co,-
Si)2 Laves phase contributes to the wear-resistance of
‘‘Tribaloy’’ materials.

A large quantity of literature has focused upon
Laves phases for hydrogen-storage applications (see
encompassing papers by Shaltiel et al. 1977, Westlake
1983). Hydrogen-storage intermetallics contain inter-
stices with a suitable binding energy for hydrogen,
which allows its absorption or desorption near room
temperature and atmospheric pressure. An outstand-
ing feature of Laves phases is their large number of
interstices—for example, 17 per AB2 formula unit
for the C15 structure. The absorbed hydrogen may
occupy one or more of three types of tetrahedral in-
terstices. If each of these interstices were occupied by
one hydrogen atom (i.e., AB2H17), each host atom
would, on average, store 5.7 hydrogen atoms.

Due to electrostatic forces and swelling of the
tetrahedra during hydride formation, the maximum
hydrogen sorption is speculated to be six hydrogen
atoms per AB2 formula unit (i.e., AB2H6). However,
only one hydrogen atom per host atom is observed
(i.e., AB2H3) for hydrides with lattice constants less
than 8 (A. The reasons for this limitation need to be
understood (on an atomic scale), in order to improve
the hydrogen/metal ratio. As a comparison, the most
common industrial interest for a hydrogen-storage
intermetallic is LaNi5. The maximum hydrogen
sorption for this phase is also six hydrogen atoms per
formula unit (i.e., LaNi5H6), but the hydrogen/metal

Table 1
Polycrystalline elastic properties of C15 Laves phases as compared to some common intermetallics.

Sample Crystal structure G (GPa) E (GPa) B (GPa) n Tm (1C)

HfV2 C15 32 79 110 0.39 1550
NbCr2 C15 80 215 229 0.34 1730
HfCo2 C15 78 209 229 0.34 1670
TaCr2 C15 88 232 220 0.34 2020
ZrCr2 C15 65 204 157 0.32 1677
HfCr2 C15 73 188 153 0.30 1825
TiCr2 C15 79 204 165 0.30 (1370)
TiAl L10 74 181 110 0.23 (1463)
Ti3Al D019 57 146 106 0.27 (1164)
Ni3Al L12 92 238 190 0.29 (1360)
NiAl B2 70 183 156 0.30 1638
NbSi2 C40 153 363 192 0.18 1940
TaSi2 C40 151 359 192 0.19 2040
MoSi2 C11b 186 431 213 0.16 2020
Mo5Si3 D8m 127 325 243 0.28 2180
Mo5SiB2 D8l 143 361 254 0.26 (B2200)

Source: unpublished data from F. Chu and D. J. Thoma.
Parentheses indicate that the intermetallic does not melt congruent, and the given temperature is a stability limit.
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ratio (6/6) is less than the potential maximum for the
Laves phases (6/3). In fact, the LaNi5 structure is a
‘‘sister’’ structure of the Laves phase (with an extra
plane of B atoms) (Dwight 1961), and many alloying
additions that increase the hydrogenation properties of
LaNi5 result in a stabilization of a Laves phase.

One interesting component of geometric contribu-
tions of hydrogen in Laves phases is in the area of
bulk amorphization (Aoki and Masumoto 1993). For
example, it has been shown in numerous publications
that Laves phases with size ratios greater than 1.35
will amorphize upon the introduction of hydrogen
to the lattice. Although significant effort has been
directed towards this observation, no model can the-
oretically describe the event. Curiously, this phenom-
enon is directly correlated to geometric principles (see
Fig. 6), and most likely to electronic structure effects.

Without hydrogen, one of the most successful bulk
amorphous alloys has the composition Zr41.2Ti13.8
Cu12.5Ni10Be22.5 (Schneider et al. 1998). In this alloy
the formation of the bulk amorphous alloy has been
attributed to the ‘‘confusion principle.’’ This argu-
ment states that with enough atoms of different size,
the ordered arrangement of atoms upon cooling from
the liquid becomes difficult. This principle is also
consistent with the geometric arguments associated
with the formation of Laves phases. The Laves
phases are stable within size ratios of 1.05 to 1.68.
Moreover, with the somewhat complex ordered ar-
rangement of atoms in the topologically close-packed
structure, diffusion is typically sluggish (giving rise to
the outstanding high-temperature strength). With the
kinetic limitations in the structure, competition for
nucleation between competing Laves phases (for ex-
ample, in a deep eutectic trough) yields an ease in
amorphous alloy formation. Therefore, the ‘‘confu-
sion principle’’ can also be coupled to nucleation and
growth competition between the kinetically sluggish
Laves phases, and, in fact, decomposition of the
zirconium-based alloy yields multiple Laves phases.

9. Summary

Overall, Laves phases offer attractive features as a
class of intermetallics. Their abundance offers the
largest available platform for evaluating and design-
ing property responses in materials. Although struc-
tural applications for these phases are limited by their
brittle nature, dual-phase alloys have shown exciting
promise. Moreover, nonstructural applications are
diverse, and a wide range of applications have found
growing commercial markets.
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Liquid Crystals: Overview

A totally ordered system is rigid and unresponsive; a
disordered system represents chaos. Liquid crystals
succeed in being intermediate between these extremes.
As responsive, self-assembled systems combining
order with fluidity, they are intellectually fascinating
and technologically valuable. This brief overview
seeks to provide a perspective of them and stimula-
tion for the reader to learn about them.

1. Introduction

Liquid crystals represent a state of matter additional
to the three states of matter we all know, i.e., the
gaseous, the liquid, and of course the solid states,
including both crystalline and amorphous solids. In
the gas phase, the constituent units (atoms or mole-
cules) are widely separated, have high kinetic energy,
and move about freely and rapidly. In the liquid
phase, the atoms or molecules are much closer, but in
this condensed state they are still free to translate and
rotate, and have no overall organization. In the solid,
this freedom of motion is lost, and the units are
locked in position, in the case of the crystal in a reg-
ular, three-dimensional repeating lattice.

How then does the liquid crystal (LC) state fit into
this set of well-accepted states of matter? It does so by
lying intermediate between the crystalline solid and
the liquid states. Generally speaking, when a crystal
melts, it does so at a well-defined temperature and
passes to the liquid state through a transition which is
reversible, often with some degree of supercooling.
With a liquid crystal material however, the organized
molecular crystal again melts at a well-defined tem-
perature, but gives an intermediate LC phase or a
sequence of such phases before the molecularly dis-
organized isotropic liquid state is produced, again at
a well-defined transition temperature.

Here we must note that the ordered structure of a
crystal can also be broken down by solvents such as
water during the process of dissolution, now giving
the molecularly disorganized state of a solution. With
suitable materials such as soaps and other amp-
hiphiles, and controlled amounts of solvent, an
intermediate liquid crystal state or states having flu-
idity to some degree and ordering of micelles made up
of individual molecules may occur. Such LC phases,
consisting of amphiphile and solvent, are described as
lyotropic (solvent-induced) LC phases, so distin-
guishing them from those produced from pure ma-
terial or mixtures of pure materials by the action of
heat, these being called thermotropic LC phases.

Occupying a position intermediate between the crys-
talline solid and the isotropic liquid and combining

fluidity with organization, LCs not surprisingly have
properties intermediate between their contiguous
crystalline and disordered states. The intermediate
LC states, of which there are several types, are also
known as mesophases (Greek: mesos—between and
phasis—state).

Because of this combination of fluidity and order,
LCs have come to be a most challenging area of re-
search in a wide range of scientific disciplines as dis-
parate as chemistry, physics, biology, engineering,
electronics, mathematics, and theory. As such, LCs
represent one of the most multidisciplinary areas of
science, and in bringing together the activities of sci-
entists from many disciplines, LCs have yielded a raft
of new knowledge, new materials, new theory, and
new technological developments. They quite simply
are fascinating systems.

2. Discovery of Liquid Crystals

In the period 1834–1861 observations were made that
were later to be recognized as relating to LCs, but at
the time there was no follow through to an under-
standing of their significance. The observations were
made on biological samples derived from nerve
tissue, for example, myelin, a complex lipoprotein
forming a sheath round nerve cells. In aqueous
sodium oleate, these sheaths gave myelinic forms
visible in the polarizing optical microscope; they were
fluid and birefringent (anisotropic fluids), and there-
fore structurally ordered. The implications from such
observations were not however evident in the mid-
nineteenth century.

The discovery of LCs is therefore generally attrib-
uted to Friederich Reinitzer of the German Univer-
sity of Prague, because his studies of thermotropic
systems were followed through to acceptance that
LCs represent a true state of matter intermediate
between, but differing from crystals and isotropic
liquids. Reinitzer’s research paper (Reinitzer 1888)
was presented on May 3, 1888 and set out his obser-
vations on the pure materials cholesteryl acetate and
cholesteryl benzoate and the colored reflectance phe-
nomena exhibited by their melts. Most importantly,
for cholesteryl benzoate, he registered its double
melting behavior; the crystals changed at 145 1C to
give a cloudy fluid which suddenly clarified at the
much higher temperature of 178.5 1C.

The two transitions were reversible on cooling, the
transition from the cloudy state to the crystalline
state occurring with supercooling. Reinitzer also
studied thin films of the melt of cholesteryl benzoate
and observed the range of spectral colors reflected by
the fluid state until it crystallized, and that when such
films were viewed in transmission, the colored light
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was complementary to that reflected at the same
temperature. Reinitzer wrote to Professor Otto Leh-
mann at the Polytechnical School at Aachen about
his observations and sent him two samples. Details of
the interaction have been well documented by Kelker
and Knoll (1989), but the main point was agreement
that Reinitzer’s materials were pure and that the
phases formed were homogeneous. A year later, Leh-
mann, then at the University of Karlsruhe, published
his paper entitled Uber fliessende Kristalle, using for
the first time the term flowing crystal or liquid crystal.

In his own paper of 1888, Reinitzer acknowledges
that others before him had seen color effects in mol-
ten cholesteryl systems, but these observations were
very much less detailed; only Reinitzer had observed
the double melting phenomenon and the complemen-
tary relation between the transmitted and reflected
light. Today we accept that the color effects are
characteristic of the helical structures of many
cholesteric LC phases, or as they are now known,
chiral nematic (N*) LC phases. Through Reinitzer, a
true understanding of LCs began, and he must be
acknowledged as the true discoverer of LCs, the ap-
propriate date being that of his letter to Lehmann,
March 14, 1888.

3. Developments in the Late Nineteenth and Early
Twentieth Centuries

3.1 Materials

LCs occur in synthetic as well as naturally occurring
materials like cholesteryl esters. Synthetic azoxy
ethers were made in 1890, and as the prerequisite
for an elongated or rod-like molecular shape became
recognized, many other examples of synthetic LC
materials were found. Examples were 4-methoxycin-
namic acid, an elongated hydrogen-bonded dimer
and ethyl 4-azoxycinnamate (1) with the structure:

This material demonstrated that all LC phases
are not the same. Unlike the nematic (N) phase of
4-methoxycinnamic acid and the chiral N* phase of
cholesteryl benzoate, compound (1) gave a different
type of LC phase later characterized as a smectic
(Sm) LC phase. The existence of different LC phases
was clearly shown by Lehmann in 1907 with the
material cholesteryl decanoate (2), for which the
phase sequences on heating and cooling, respectively,
were:

Cr 82:2 1CLCð1Þ90:6 1C I and I 90:6 1CLCð1Þ
77:4 1CLCð2Þo70 1CCr ð2Þ

Later, Vorl.ander showed that ethyl 4-(4-met-
hoxybenzylidene)aminocinnamate (3) had the phase
sequence:

Cr108 1CLCð2Þ117 1CLCð1Þ136 1CI ð3Þ

both on heating and cooling, but with supercooling
of the recrystallization process. Here, Cr represents
the crystalline solid, I is the isotropic liquid and in
today’s terminology LC(1) is the nematic phase [N
for (2) and N* for (3)] and LC(2) is the lamellar
smectic A (SmA) phase (see Fig. 1).

The examples of compounds (2) and (3) allow the
definition of two further terms. For (2), the N (LC1)
phase is observed both on heating and cooling cycles,
but the SmA (LC2) phase only occurs on supercool-
ing the N phase below the melting point of the crys-
tals. The N phase is called enantiotropic and the SmA
phase monotropic. In the case of compound (3), both
the N (LC1) and SmA (LC2) phases are enantio-
tropic, being observed on both heating and cooling
cycles.

Although the number of LC materials was growing
steadily, and in a short period Vorl.ander and his
group contributed around 250, scepticism remained
in some quarters that LCs represent a true state of
matter. Tammann believed that LCs were colloidal
suspensions and Nernst that they were mixtures of
tautomers, and bitter arguments arose with those
who maintained that LCs were homogeneous states
of matter. However, review articles by Schenk and by
Vorl.ander in 1905 and growing physical evidence
from Stumpf on the optical properties of LCs led to
general acceptance of Lehmann’s belief which was
firmly established by the work of Georges Friedel
(1922). This article provided the foundation for fu-
ture progress on LCs and deserves to be read by all
working in the field.

(a) Nomenclature
Friedel strongly disliked Lehmann’s use of the term
liquid crystal to describe these anisotropic, fluid
states of matter, much preferring to call them meso-
phases (intermediate phases). His argument was that
LCs are neither true crystals nor true liquids, but
something totally distinct. Today, however, the terms
liquid crystal and mesophase coexist quite happily
and are used synonymously. A useful term derived
later from these earlier debates is the term mesogen to
describe a material that is structurally equipped, for
example, rod-like molecules, to form a mesophase or
liquid crystal.

(b) Phase morphology
More importantly, Friedel’s article gave us the terms
to describe the different LC phases that can exist,
often in the same compound with reversible transi-
tions defining their limits. These terms described the
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nematic phase (N) involving a statistically parallel
arrangement of rod-like molecules without any or-
dering of the ends of the molecules, the cholesteric
phase (Ch, but now known as the spontaneously
twisted or chiral nematic phase, N*) and the smectic
phase. Friedel defined only one type of smectic phase
(today’s SmA phase—see Fig. 1). Different types
of Sm phase are now known, but Friedel’s article is
elegant for its full analysis of the SmA phase as a
system of rod-like molecules lying roughly parallel
with their ends in planes and their long axes or-
thogonal to these planes which are free to move over
one another. It was also demonstrated that in an
aligned SmA phase mounted as a film between glass
surfaces, the layers may lie flat to the surfaces, the
sample behaving in the microscope as a uniaxial

crystal, as it is being viewed down the molecular
long axes.

However, Friedel realized that space may be filled
other than by flat layers, and that in unaligned sam-
ples, the layers may assume a curvature and fill space
with a continuum of focal-conic domains which are
composed of a series of curved, parallel surfaces
known as Dupin cyclides. He also understood that
the ellipses and their related hyperbolas, visible as
dark lines in the microscopic textures of such Sm
films, are optical discontinuities or defects in the
structure, i.e., lines along which the optic axis sud-
denly changes direction. The focal-conic microscopic
textures of smectics are characteristic and provide one
of the means of identifying mesophase types through
polarizing optical microscopy. With experience, all

Figure 1
Molecular ordering in the simpler calamitic liquid crystal phases. (a) Nematic phase (N)–statistical parallel alignment
of rods; (b) smectic A phase (SmA)–statistical parallel alignment of rods forming diffuse layers to which the axes of
the rods are on average orthogonal; (c) chiral nematic or cholesteric phase (N*)–schematic representation with the
rod-like molecules forming sheets in each of which the order is as in a nematic, but on passing through a stack of
sheets, the long axes and the director rotate forming a helical structure with a pitch orthogonal to the planes of the
sheets.
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but the most subtle transitions between different
liquid crystal phases can be detected microscopically,
and the phase textures can be used to characterize
(Gray and Goodby 1984) the different phase types—
N, N*, SmA, SmB, SmC, SmF, SmI.

As will emerge later, the diversity of known LC
phases has grown with the passage of time. Much
later, the discovery by Chandrasekhar et al. (1977) of
LC phases formed by disk-shaped molecules added to
the number, and has required an addition to the
nomenclature to distinguish such phases of discogens
from those of rod-like molecules. The latter are
described as calamitic LC phases and those of disk-
shaped molecules as discotic nematic and columnar
LC phases.

Some mesophases formed by rod-like molecules
are cubic in nature, and it is interesting that Reinitzer
first described such an LC phase. He clearly described
the blue color that appears in the isotropic liquid of
cholesteryl esters before the sample cools a little fur-
ther and gives the cloudy N* phase. The transient
blue color is now known to be associated with the
optically isotropic blue phases (BP) of which three are
now known. Other types of cubic mesophase are now
known; the first, not found until 1950, was originally
thought to be smectic (SmD), but it is now known not
to be a lamellar phase, but a cubic mesophase.

3.2 The Middle Period

This spans the period from about 1925–1958. The
years up to 1934 are marked by the extensive pub-
lications of Vorl.ander, who enriched the field with so
many new materials, sometimes as many as three LC
phases being formed by a single material. His work
firmly established that the LC phases known at that
time required rod-like molecules, but also demon-
strated that if the molecular length is great enough,
appreciable protrusions from the side of a molecule in
the form of lateral substituents can be tolerated. In
considering Vorl.ander’s contribution to the subject,
the single most important feature was, however, the
proof that the structural units of mesophases are
molecules. Until then, even Lehmann was unsure
about the building units involved and what happens
at the phase transitions.

Early understanding of phase structure and phase
transitions was enhanced by X-ray studies. In 1923 it
was shown that aqueous sodium oleate, a lyotropic
LC system, gave X-ray reflections consistent with a
lamellar structure, and E Friedel (the son of G Frie-
del) extended X-ray studies to ethyl 4-azoxybenzoate,
confirming G Friedel’s conclusion from microscopic
studies on defect textures that the LC phase is lamel-
lar (smectic). The first understanding of the different
types of smectic phase began in this period too,
through Herrmann’s X-ray studies of a material ex-
hibiting more than one smectic phase. These showed
clearly that a transition occurred from a lamellar

phase with a statistical ordering of the rods in the
layers at higher temperatures, to a lower temperature
smectic with a hexagonal ordering in the layers.
Herrmann also found that some thallium soaps had
the molecules arranged in layers, but with their long
axes tilted with respect to the layer planes.

In this period a very important event was the Far-
aday Society Meeting held in London in 1933 on the
subject of Liquid Crystals and Anisotropic Fluids.
Twenty four papers were presented at the meeting,
the dominance of Vorl.ander and his school being
emphasized by the fact that five of the presentations
were his. Other important names on the list of con-
tributors were Fr!eedericksz and Zolina (forces caus-
ing orientation of anisotropic fluids), Zocher
(alignment of LC phases by magnetic fields), Sir W
H Bragg (developing on Friedel’s focal-conic do-
mains and the involvement of Dupin cyclides), Os-
twald (viscous properties of LC phases), Lawrence
(lyotropic systems), Herrmann (X-ray studies), and
Bernal and Crowfoot (on structures of crystalline
materials that form LC phases on heating).

Some debate at the meeting was sparked by the
paper by Ornstein and Kast on new arguments for
the swarm theory of liquid crystals. Swarm theory,
first proposed by Bose in papers between 1907 and
1909, laid down that the nematic phase consisted of
elongated swarms of some 106 statistically parallel
aligned molecules, the bulk nematic being a random
ensemble of such swarms. In the published Faraday
Discussions, Zocher expressed strong reservations
about swarms, and despite experimentation in the
1930s to prove the existence of swarms, none was
successful, and none ever has been. By 1938 Zocher
was expressing still stronger reservations about the
theory, proposing instead that the nematic phase is a
continuum in which the molecules, although lying
locally statistically parallel, can change their orienta-
tion from one part of the bulk to another, but always
in a continuous manner, and that when for one rea-
son or another the change is made discontinuous,
then defect structures appear in the sample.

Zocher’s distortion hypothesis was the beginning
of modern continuum theory of LCs, and the 1933
Faraday Meeting indeed marked the beginning of the
end of swarm theory. However, it was not until much
later, as a result of the Second World War, at the
second Faraday Meeting in 1958, that the famous
paper by Frank (1958) was presented as a theory of
curvature elasticity. Based on his reexamination of
Oseen’s earlier theory of liquid crystals, this seminal
paper made possible the future developments of con-
tinuum theory of LCs by de Gennes and the Orsay
Group in France (see de Gennes and Prost 1993) and
by Ericksen in the USA and Leslie in the UK—see
the review by Carlsson and Leslie (1999).

The highly important textures given by thin films
of LCs when viewed between crossed polarizers in the
optical microscope are due to the anisotropy of their
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optical properties—their birefringence. This middle
period should also be remembered for the important
work by Chatelain in Montpellier on the refractive
indices of aligned nematics. His theoretical treatment
of their refraction and their ordinary and extraordi-
nary indices of refraction has been highly significant.

In the 1950s, organic chemists were also contri-
buting by conducting systematic studies of new ma-
terials aimed not simply at producing new materials,
but rather at establishing structure/property relation-
ships. The names of Weygand and Wiegand should
be mentioned here as well as that of Gray who pub-
lished 20 papers in the period 1951–1959 showing
that systematic changes in molecular structure cause
systematic changes in transition temperatures and
phase behavior. The relationships established in this
period were to prove of great value in later years in
achieving room temperature LCs for applications.

This middle period, sometimes described by the
less than well informed as a period in which little
happened, also saw some other very important
events, for example, the discovery by Robinson and
colleagues of lyotropic N* phases in solutions of the
polypeptide poly-g-benzyl-l-glutamate in organic sol-
vents, and the work of Eaborn and Hartshorne on the
mesophase exhibited by di-isobutyl silandiol, a mys-
tery that was unexplained until light was shed on it
through the discovery of the mesophases of disk-like
molecules 15 years later. Finally, there was the pub-
lication of the excellent review by Brown and Shaw
(1957), surely a catalyst for the escalation of activity
that occurred in the field from the late 1960s and
continues today.

3.3 The Period 1958 to the Present Day

(a) The first ten years
These years were not only the prelude to technolog-
ical applications of LCs, principally in the area of
electro-optical displays, but to applications of
thermochromic LCs. It is emphasised that these de-
velopments in applications, so important in stimulat-
ing research on LCs and generating funding, were,
certainly in the area of optoelectronics, a direct con-
sequence of knowledge stemming from fundamental
research done during these ten years. Three particular
points are noted below.

(i) As a result of Frank’s reformulation of Oseen’s
elastic theory of LCs, the combined efforts of Leslie
and Ericksen generated today’s viscoelastic theory of
LCs. Quoting from the review by Carlsson and Leslie
(1999), ‘‘this theory formulates rheological equations
of state for non-linear viscoelastic materials and is
needed in formulating the proper dynamical equa-
tions for anisotropic materials, such as liquid crys-
tals.’’ The theory is essential to understand properly
the dynamics of LCs under, for example, the condi-
tions of their reorientation by external fields, as in the

switching processes in an electro-optic display cell.
The theory was established in this period; the systems
would come later.

(ii) In 1958–1960, the Maier–Saupe theory of the
nematic state was published. This dispelled the idea
that dipole moments generate the molecular interac-
tions that form LCs, and focused attention on
anisotropic London dispersion forces as being
responsible for the molecular interactions. This
stressed the importance of the order parameter of
the system and focused attention on real molecules.

(iii) The review article already mentioned by
Brown and Shaw and five years later Gray’s mono-
graph on the Molecular Structure and Properties of
Liquid Crystals (Gray 1962) stimulated sufficient
interest in LCs to encourage Glenn Brown to host
an International Liquid Crystal Conference at Kent
State University in 1965. This was a small meeting
(some 90 delegates), but a significant one, unifying
the small body of LC researchers such that the meet-
ing was followed by another in 1968 at Kent and one
in 1970 in Berlin, and from then on biennially.

Research at the Westinghouse Corporation in the
USA had been going on from the late 1950s on the
uses of N* materials as temperature sensors. Some of
this work led by Fergason was reported at the 1965
and 1968 conferences, and the awakening interest of
industry in LCs was further evident at the 1968 con-
ference by the presence of the group under Heilmeier
from the Radio Corporation of America at Princeton
with clear interests in useful LCs for applications.
The quest for materials giving the N state at room
temperature was thereby stimulated.

(b) The 1970s
This was a rich decade for progress in LCs. The awak-
ening commercial interest in the USA was soon fol-
lowed by the discovery by Kelker and Scheurle of the
first room temperature nematic LC. This material was
4-methoxybenzylidene-40-butylaniline (MBBA) (4).

It melted at 21 1C and stayed nematic until 46 1C,
the nematic phase supercooling for long periods at
temperatures below 21 1C. The material was not
ideal. It was yellow, and the inter-ring linkage made
the material sensitive to moisture. However, it did
enable experimentation, most significantly in the
area of dynamic scattering (DS) displays wherein a
clear nematic film could be driven by a field into a
light scattering state by turbulence caused by ionic
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impurities/dopants. The instability of the material
made device manufacture difficult, but the devices
were marketed and they stimulated much interest and
more research.

This resulted in the UK Ministry of Defence giving
support to Gray for a materials program to find sta-
ble, room temperature LC materials for electro-optic
applications, with the emphasis on material stability.
The program was not big at first and its eventual
success, based upon structure/property relations for
LCs established by Gray in the 1950s and 1960s and a
swing in interest away from negative to positive di-
electric anisotropy materials, was achieved with the
assistance of just two colleagues. The swing to pos-
itive materials arose because of publications on the
twisted nematic (TN) device in publications/patents
by Schadt and Helfrich (1971) and Fergason. This
device is a field effect device and required high resis-
tivity materials which were desirably colorless and
stable.

The new materials were 4-alkyl- and 4-alkoxy-40-
cyanobiphenyls (5) (Gray et al. 1973), some of which
gave N phases in the pure state at room temperature,
and as mixtures incorporating the terphenyl analogs
(n¼ 2, R¼C5H11) to enhance

R ¼ C5H11; n ¼ 1ð5CBÞCr22:5 1CN35 1CI

TN-I covered the nematic range from �20 1C to
þ 60 1C and performed excellently in TN displays.
Details of this program and its commercialization by
BDH Ltd (later Merck Ltd, UK) have been recorded
by Hilsum (1991).

The cyanobiphenyls made available the materials
needed for production of reliable LC displays and
provided the secure basis for the infant LC display
industry later to become the multibillion dollar in-
dustry of today. The biphenyls also provided room
temperature smectics, and with chiral groups R or R0,
room temperature chiral N* materials. The simple
concept of removing the labile central linkage of
MBBA and compensating for the molecular short-
ening by using a terminal cyano group, which also
gave a high positive dielectric anisotropy, soon led
others to produce analogs, such as the phenyl-
cyclohexanes of Merck and the phenylpyrimidines
of Hoffman La-Roche, widening valuably the range
of physical parameters (birefringence, etc.) available
in room temperature systems.

The market place in the Far East welcomed
the first direct drive TN displays for watches and

calculators (Europe was not quite ready for portable,
battery-driven equipment), and soon demands arose
for displays portraying more complex data. Multi-
plexed devices were needed first, and new mixtures
with added esters were developed for these. The
growing demand for still more sophistication then led
to the supertwisted nematic (STN) display and also
active matrix addressing of devices using thin film
transistors. The area, including full color displays for
direct viewing and projection, and if needed having
high definition resolution, has been reviewed by
Schadt (1994). Today’s LC displays are very beautiful
creations, but work goes on to perfect still further
their viewing angle, brightness, and definition. These
displays are everywhere, in the home, the workplace
and the car, and take the industry into the new Mil-
lennium with high levels of confidence.

Other LC display forms have, of course, evolved,
for example, the ferroelectric (FLC) display stem-
ming from the seminal work of Meyer in the 1970s
involving chiral SmC LCs. These displays are capable
of microsecond rather than millisecond switching,
and although slow to become commercialized be-
cause of addressing problems, they will surely com-
mand an important place in the LC display industry
of the future.

The move towards displays using smectic LCs—
including of course the new antiferroelectric LC dis-
play—benefited greatly from the earlier fundamental
X-ray and neutron scattering studies of Levelut in
France and Leadbetter in the UK leading in the 1980s
to a clear structural classification of the then known
smectics. A distinction was made between true smec-
tics with little or no correlation between layers (SmA,
SmB, SmC, SmF, and Sml) and those phases previ-
ously regarded as smectics and now treated as soft
crystals, in which interlayer correlations really give a
loose three-dimensional order. These are simply re-
ferred to as B, E, G, H, J, and K phases or CrB, etc.
phases. The lettering system derives simply from
the order of phase discovery and is due to Sackmann
and colleagues in Halle who discovered the LC
miscibility rules that can be used as an added aid to
phase identification.

(c) New systems
With increased research activity, curiosity driven and
mission oriented synthetic work on new LC materials
led to the discovery of new and interesting phase
phenomena—new phase types, phase sequences, and
subphases. These have complicated the classification
system of the 1980s, but have not required its radical
change. The following examples should be mentioned.

(i) The elegant microscopic studies of Kleman on
defect structures and texts by Demus (1978) and Gray
and Goodby (1984) on mesophase characterization
and identification, stimulated phase studies, such as
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those of Cladis, on re-entrance phenomena whereby
phase sequences on cooling such as I–N–SmA–Nre

were established. Similarly, blue phases first noted by
Reinitzer received much attention, and the phases
BPI, BPII, and BPIII were established, the first two
having cubic defect structures.

(ii) The quest for new materials for the FLC dis-
play led to a host of new SmC materials. Amongst
these were many esters in which new phase types
have been found. One of these was the alternating
tilt equivalent of the uniformly tilted SmC phase, the
SmCalt phase, and its chiral analog the SmC�

A
phase with antiferroelectric properties. Ferrielectric
phases with tilt direction changes after sequences of
like tilt in the layers (SmC�

Fl) were also discovered
together with a range of subphases such as SmC�

a
and SmC�

g , often identified by differences in their
electro-optical behavior. The antiferroelectric phase
with its tristable switching characteristic has device
potential reported to be superior to that of an FLC
display and prototype commercial displays have been
produced.

(iii) Twist grain boundary phases provide further
examples of new phase discovery. The twist grain
boundary SmA* (TGBA*) phase was discovered by
Goodby et al. (1989). The phase is an interesting ex-
ample of a frustrated LC structure in which the
opposing tendencies of the system to be twisted and
lamellar are met by the formation of lamellar blocks
between a succession of which there exists a twist.
This generates a regular array of screw dislocations
which remarkably were predicted by de Gennes 17
years earlier when he realized the analogous roles of
the director in a SmA and the magnetic vector po-
tential of a superconductor. Later a tilted version
(TGBC*) of the TGBA* phase was found at the
N*�SmC* transition.

3.4 Other Major LC Topics

(a) Discotic LC systems
These were first discovered by Chandrasekhar et al.,
at Bangalore (1977) (see Discotic Liquid Crystals:
Overview). The systems they studied had typically a
central flat core to which long chains were attached
via ether or ester linkages. The example shown is
hexa-substituted benzene, a hexa-ester.

Such flat disk-like molecules can form nematic
phases (ND) in which the planes of the molecules lie
parallel, but in a disordered array with respect to
their centers, or columnar phases (Col) of different
types where the disk-shaped molecules stack up in
columns and the columns pack with their long axes
parallel in an ordered or a disordered manner. Many
discotic materials are now known, with a variety of
cores and side groups. Such systems have now been
extended through molecules which are not themselves
disk-like, but may aggregate, for example, by hydro-
gen bonding, to form disk-shaped aggregates which
can give ND and Col phases. Examples are di-
isobutylsilandiol, several polyols, and some carbohy-
drate materials, for example, galactopyranoses. Ac-
tivity in the discotic field has been stimulated by
possible applications of doped columnars as nonlin-
ear conducting materials.

(b) Liquid crystal polymers (LCPs)
There are two classes of these moderate (oligomeric)
to high molar mass LC systems, main chain LCPs
with mesogenic groups linked end to-end, preferably
via flexible spacers, to form the backbone and side
group LCP (see McArdle 1989) with the mesogenic
groups linked by one end to the backbone. The me-
sogenic units may be calamitic, discotic or amp-
hiphilic (or mixed) and thermotropic or lyotropic
mesophases may be formed.

The discovery of the side group type is due to Fin-
kelmann who has also contributed greatly by synthe-
sizing the first LC elastomers, which have greatly
extended the scope for technological applications of
LCP systems, including those in the areas of electro-
optics and optical nonlinearity. The field has widened
too to include combined systems, where the polymer
has main chain and side group LCP characteristics,
and also composites of high and low molar mass LC
materials.

Polymer dispersed liquid crystals (PDLC) are re-
lated to composites where micron scale droplets of
low molar mass nematic LC are dispersed in a glassy
isotropic polymer matrix. Flexible sheets may be
produced which scatter light because of the random-
ness of the directors of the N droplets, but applica-
tion of an external electric field aligns the director and
gives a clear film. Such PDLC systems are of interest
for switchable panels and indeed electro-optical
displays.

(c) Metallomesogens
Mesogens incorporating metals were studied by
Vorl.ander in the early 1900s, but the field of organo-
metallic mesogens really began to develop in the mid-
to late 1970s through the work of Billard and of
Giroud-Godquin. The material types are now very
diverse, as is the range of metals used in them, and
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examples extend to calamitic, discotic, and polymeric
LC systems. The field of metallomesogens has been
well reviewed in recent times (Serrano 1996).

4. The Recent Years

The productivity of the 1970s in generating techno-
logical applications and the new areas of discotics,
LCPs, and metallomesogens led to concerns that the
subject of LCs might be going to fragment into sub-
groups with separate scientific meetings, so losing the
invaluable coherence gained from the biennial Inter-
national Liquid Crystal Society Conferences. Fortu-
nately this has not occurred, partly because advances
in theory, techniques, physical studies, etc. are critical
for all areas. However, other factors have contributed
to binding the subject together, and it is useful to
consider some of them; also, they nicely illustrate
some of the new science evolving today.

4.1 Oligomers

These naturally bridge the low and high molar mass
LC areas. They were originally studied to establish
how polymeric characteristics evolve in low molar
mass LCs and have been important in this way, but
new aspects too have arisen through studies of LC
dimers/trimers. Recently, a new type of smectic pack-
ing (intercalated Sm) was found by Luckhurst and his
group for certain calamitic symmetric dimers, and in
some asymmetric calamitic dimers, Hardouin and his
group found that middle order terminal chain lengths
give rise to interesting anomalies of the smectic pe-
riodicity, connecting with the interposition of N
phases between two different Sm types in the homol-
ogous series of symmetric dimers.

4.2 Polycatenars

These are molecules in which a rod-like core termi-
nates in one or two moieties that are disk-like. For a
hexacatenar (phasmid) such as structure (7), the
phases are predominantly columnar, but for some
tetracatenars, short-chain homologs may be SmC and
N, while longer chain homologs are hexagonal Col.

Also, lamellar SmC, cubic and hexagonal Col
phases have been found by the group at the Centre
de Recherche Paul Pascal in France on heating a single

pure polycatenar, and Weissflog at the Max Planck
Gesellschaft in Halle found the sequence lamellar
SmC, oblique Col, lamellar SmC, N, I on heating a
six-ring double-swallow-tailed mesogen similar to a
polycatenar. These observations effectively remove
any real demarcation between calamitic and discotic
systems.

4.3 Amphitropic Systems

These are materials that form both thermotropic and
lyotropic LC phases. Recently Tschierske and col-
leagues at the Martin Luther University in Halle,
Germany have shown that for certain N-benzoyl-1-
amino-1-deoxyglucitols, related materials, and their
mixtures, all the sequential parts of the classical phase
diagram of R-theory for lyotropic amphiphile/water
systems (II, HI, VI, L, VII, HII, III) can be realised
thermotropically, dispelling another artificial barrier
between lyotropics and thermotropics.

4.4 Other Areas of Fundamental Importance

The length of this overview is limited; the scope of
LCs—the fourth state of matter according to some—
is immense. Justice cannot be done to all the areas
evolving today, and I conclude with a selection of just
some of these, well aware that many others are being
neglected.

(a) Physical properties, theory, and modeling
Credit must be accorded to the physical scientists who
bring so many new techniques (Chandrasekhar 1992;
Demus et al. 1999), including atomic force micros-
copy and freely suspended film technology, to bear on
LC systems, extending knowledge of their properties
and parameters. Their research is fundamental to all
in the field, including the theoreticians who, following
on those mentioned earlier, continue to effect progress
in theoretical understanding of LC systems, impor-
tantly by incorporating flexibility, as in real molecules,
into the molecules of their models. Important
contributions have been made by Chandrasekhar,
Madhusudana, and Shashidhar on near neighbor
intermolecular correlations and pretransitional ef-
fects. Luckhurst and many others have also made
big advances in the area of computer simulation of
LC systems aimed at the prediction of mesogen be-
havior through the molecular dynamics approach.

(b) Confined geometry systems
Perfection of thin film LC devices has led to much
research on anchoring of mesogens at various surfaces
(including gratings), leading to a new branch of the
subject dealing with LCs in confined geometries
(Crawford and Zumer 1996), also covering LCs
in polymer networks, reflective coatings, and aniso-
tropic gels.
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(c) Lyotropic systems and biology
Lyotropic LCs, important in oil, food, and detergent
technology, also progress strongly with studies of
new cationic, anionic, and zwitterionic amphiphiles
and increasing interest in carbohydrate-based mate-
rials, reminding us of the important role of lyotropics
in biological systems and life itself. A valuable review
is that by Hiltrop (1994). In this context, other active
areas concern the role of hydrogen bonding in cre-
ating LC phases, studies of LC supramolecular
assemblies, and the synthesis of dendrimers, whereby
large spherical assemblies with surfaces which are LC
active can be constructed.

(d) Bent or banana-shaped mesogens
Chirality has always been an important feature of LC
research and until recently was assumed to be essen-
tial for the production of helical LC structures. These
can, however, be formed by achiral banana-shaped
molecules, and this discovery has led to a wealth of
publications in this area.

5. Conclusion

Our understanding of LCs continues to extend and
advance through fundamental research stimulated
and supported through their technological applica-
tions. The cycle is then completed by the feedback
of new results from basic research into developing
technology for new areas such as in-plane switching
displays, cholesteric gel displays, light emitting LCPs,
plasma switching of LC displays, and in the area of
photonics, spatial light modulators, and optically
switched systems. A knowledge of LCs is important
today because of their omnipresence, and as already
said, the aim of this overview has been to encourage
the reader to seek that knowledge from this diction-
ary and detailed sources such Demus et al. (1998).
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Liquid Crystalline Polymers: An

Introduction

The science of liquid crystals is much older than that
of polymers, while the science and practice of liquid
crystalline polymers (LCPs) are much more recent
than either. To appreciate this comparatively new
field, a measure of familiarity with both liquid crys-
tals and polymers is helpful.

The liquid crystalline state is intermediate in nature
between a crystal and a normal liquid. A liquid crys-
tal has long-range orientational order between mol-
ecules without the three-dimensional long-range
positional order which would relate each molecule
to a crystal lattice. A liquid crystal thus possesses
anisotropy, which is typical of a crystal—optical an-
isotropy is particularly significant—yet flows like a
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liquid. If the term ‘‘liquid crystal’’ is too oxymoronic
for comfort, then the alternative of ‘‘meso phase’’ is
used; this highlights the intermediate character of the
substance. On a scale of temperature, the liquid crys-
tal phase is also intermediate in that, on heating, it is
revealed at the melting point (Tm) of the crystal phase
and occupies a range of stability until the so called
‘‘upper’’ or ‘‘clearing’’ transition. At this tempera-
ture, the upper transition temperature or Tlc-i, it
transforms to the familiar liquid or ‘‘melt’’ phase,
which is isotropic. Systems in which liquid crystal-
linity are seen in a particular temperature range are
known as thermotropic.It should also be emphasized
that long-range orientational order does not imply
that all molecules are perfectly aligned, rather they
show preferential orientation about a symmetry axis
known as the director. Liquid crystallinity is gener-
ally observed in materials formed from molecules
which have rod-like or disk-like character. The char-
acteristics of a particular liquid crystal, such as Tm,
Tlc-i, its optical properties, its thermal stability, etc.,
can in considerable measure be tailored by appropri-
ate molecular design.

There are three classes of liquid crystal phase:
nematic, smectic, and cholesteric. The nematic phase is
the most straightforward of the three, in that it con-
tains only long-range orientation order without any
long range positional order. Smectic phases contain, in
addition, some measure of long-range positional or-
der, which nevertheless falls short of full three-dimen-
sional periodicity. There are numerous classifications
of smectic phases, depending on the exact nature of
the positional order. Cholesteric phases occur where
the forming molecules have a chiral center (carbon
atoms where none of the attached groups are equiv-
alent). They are similar in many respects to nematics,
yet the molecular chirality imparts a twist about an
axis normal to the molecular director. The twist is very
gradual at the molecular level, yet it makes a signif-
icant imprint on the micron scale and thus on the
optical texture. The most important application of
liquid crystals is in displays, where their optical
anisotropy is allied to their ability to be steered by
applied fields, both electrical and surface, to produce
the familiar flat panel display devices.

The polymeric state is characterized by long, in-
tertwined, chain-like molecules which are flexible at
temperatures above the glass transition. The molec-
ular motion occurs on different scales. There are local
motions about flexible links in the chains, which may
require a level of local co-operativity. There are co-
operative rearrangements of the local packing; these
enable motion of segments of the chains and endow
polymers with rubbery properties. The viscous flow
behavior, typical of conventional liquids, also occurs
in polymers. Yet where the molecular weight of the
chains is high, viscous flow is very slow and can be
eliminated altogether by chemically cross-linking the
chains. In a wide range of polymers, crystallization is

possible. It usually occurs without eliminating chain
entanglements and, because of this compromise, it
is normally incomplete. The ‘‘crystallinity’’ of a poly-
mer is an important physical characteristic that has a
significant influence on its properties. Except in
the crystalline phase, neighboring polymer chains do
not lie parallel to each other—although there may be
local orientational correlation between some chemical
groups (see Structure of Polymer Glasses: Short-
range Order). Preferred orientation of the chains
accompanies mechanical deformation of a poly-
mer, the most important example being the axial
alignment of chains on stretching. Such alignment can
be stabilized below Tg or by crystallization, but on
reheating to the melt or rubbery state, the polymer
relaxes, both structurally and mechanically. Polymers,
as a result of their long, entangled molecules, are
endowed with considerable plasticity and tough-
ness. They consequently have extraordinary utility
as structural materials.

1. Main-chain Liquid Crystalline Polymers

1.1 Effect of Molecular Length

A main-chain LCP consists of anisotropic, ‘‘me-
sogenic’’ units joined end-to-end. Where the individ-
ual chemical units are not sufficiently anisotropic in
shape to form nonpolymeric liquid crystalline phases
by themselves, two questions need to be addressed.
First, how long would a rigid rod unit have to be
before it became liquid crystalline? Second, if the
units are joined together into a chain, how stiff will
that chain have to be before it shows liquid crystalline
behavior? The first question is really one that is rel-
evant to small molecule thermotropic liquid crystals.
Flory (1956) showed, on entropic principles alone,
that a rigid rod will switch from the isotropic to the
liquid crystalline phase when its axial ratio (length
divided by diameter) exceeds 4.0; later work from the
same department modified this critical value to 6.4.
The introduction of an energy term, which favors
parallel packing, may reduce this value. However, it
also means that it is possible to simulate an upper
transition temperature, which was not possible with
the original Flory theory as it was ‘‘athermal’’. How-
ever, the Flory theory also included the effect of
dilution with a solvent; this aspect will be discussed in
Sect. 1.3 in the context of lyotropic systems.

A question which is more relevant to the stability
of a liquid crystalline phase in a polymer system, is
how stiff would a chain of anisotropic units have to
be before it becomes liquid crystalline? By ‘‘how
stiff,’’ the question also implies an additional mean-
ing in this case of ‘‘how straight’’. A useful measure
of straightness is the parameter known as persistence
length. This can be understood as the mean distance
over which a chain maintains a memory of its start-
ing orientation. For many thermotropic main-chain
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systems, it has been found that the criterion for liquid
crystallinity is that the ratio of persistence length to
diameter should exceed 5.0. The fact that the persist-
ence length of a molecule decreases with increasing
temperature (as the rotation about chain backbone
bonds becomes increasingly easy) means that the
critical value of ‘‘persistence ratio,’’ as it has been
called, also leads to a prediction of Tlc-i. The issue of
the molecular criteria for liquid crystalline stability in
polymers is addressed in more detail by Donald and
Windle (1992).

1.2 Managing the Melting Point

The first attempt to make a LCP was by Vorlander in
1923. He synthesized polybenzamide, but found that
he had made an infusible solid which, while perhaps
birefringent, was not in any sense a liquid. Figure 1
gives an indication of why Vorlander was not suc-
cessful. It shows data for both Tlc-i and Tm for a series
of oligomers made from phenyl groups para-linked
through esters. Figure 1 shows that, as expected, the
upper transition temperature of liquid crystalline sta-
bility increases with increasing length. It also shows
that the crystal melting point increases with length.
The fact that the melting point increases more slowly
than the upper transition means that the temperature
range of liquid crystalline stability also increases with
length—a fact that would appear to bode well for
main-chain polymers. However, at a length of only
8 units, the melting point is approaching 575K, while
for a polymer of perhaps 100 units or more the melt-
ing point exceeds 775K. In a darkened room, the
polymer would glow a dull red at this temperature. It
leads to chemical breakdown of the polymer as well
as being impractical from the standpoint of polymer
processing. Many modifications can be made to a
chain to reduce the crystal melting point; many of
these will reduce Tlc-i as well. Example modifications
include the addition of bulky side-groups, short side-
chains, or the insertion of increasingly flexible links
between the anisotropic units. In addition, the chain
can be kinked through the addition of bent units. The
price paid for this approach is a reduced temperature
range of liquid crystalline stability—a range in which
thermal processing must be accomplished if the
advantages of a LCP are to be realized.

Another approach is to separate units that are suf-
ficiently anisotropic in shape to be mesogenic in their
own right using flexible spacers of increasing length.
These flexible spacers are typically sequences of CH2

units. Table 1 compares a low molecular weight liq-
uid crystalline molecule with the equivalent molecule
joined through –(CH2)10– sequences. (The individual
molecule is terminated with two –(CH2)5 groups).
The transition temperatures are of the order of 100K
higher in the connected (polymeric) case. The con-
nectivity reduces the freedom of motion of the mol-
ecule in the higher temperature, less-ordered phase,

and thus the entropy change at the two transitions. It
is also interesting that both the transition tempera-
tures alternate up and down with the incorporation
of each additional CH2 unit into the spacer. This
phenomenon, which is known as the ‘‘odd–even ef-
fect,’’ is attributed to the fact that an odd number of
units, as opposed to an even number, has a lowest
energy conformation which is kinked rather than
straight.

The surest way of decreasing Tm without decreas-
ing Tlc-i—and thus avoiding any reduction in the
temperature range of liquid crystalline stability—is to
build the chain from two or more different units
positioned at random to form a random copolymer.
The units are typically para-linked. The straightness
of the chain is therefore not compromised, although
the random positioning of the different units means
that the chain cannot contribute to the full three-
dimensional periodicity of a crystal lattice. In many
of the more widely used thermotropic random co-
polymer systems, crystallinity is in fact maintained
right across the copolymer composition range, even
though the crystal melting point is very substantially
reduced, especially in mid-range. Figure 2 shows
melting point data for the random copolyester sys-
tem, hydroxy benzoic acid (HBA)–hydroxy nap-
hthoic acid (HNA), the base of many polymers of
the Vectra range. Random copolymerisation is by far

Figure 2
Melting points and upper transition temperatures (Tlc-i)
for a series of oligomers based on p-hydroxybenzoic acid
(HBA).
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the most widely used mechanism of melting point
control in thermotropic main-chain systems.

1.3 Lyotropic Systems

Systems in which the liquid crystalline phase is x
accessed by the addition of a solvent are known as
lyotropic rather than thermotropic. The distinction
can, however, be overdrawn as solvent additions sim-
ply tend to reduce the temperatures bounding the
phase in an otherwise thermotropic system. Figure 3 is
a schematic phase diagram of a polymer–solvent sys-
tem containing a liquid crystalline phase. The polymer
molecule is intrinsically liquid crystalline in nature
(see polymer axis). The addition of the solvent

(moving right to left across Fig. 3) reduces the crys-
tal melting point; in practical systems, this means that
the system can be processed at more convenient tem-
peratures. As with aspects of molecular design that
reduce the melting point, side groups, flexible spacers,
etc., Tlc-i, is reduced more quickly than the melting
point. The temperature range of liquid crystalline sta-
bility is therefore reduced and eventually eliminated
with increasing solvent content. In (thermodynamic)
phase space, where temperature and concentration are

Figure 2
The variation in crystal melting point with composition
for a thermotropic random copolyester based on HBA
and HNA.

Table 1
The influence of connection through flexible spacers to form a chain on the transition temperatures of a small rod-like
molecule.

Figure 3
A schematic phase diagram of a rigid chain polymer/
solvent system.
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both variables, the single phase regions are always
separated by a region in which two phases of different
composition are in equilibrium with each other. The
narrow region separating the isotropic and liquid
crystalline phases is known as the ‘‘Flory chimney,’’
and was predicted ahead of experimental evidence and
even of the recognition of the concept of a LCP. Fig-
ure 3 also includes a crystal solvate (CS) phase, which
corresponds to a crystal structure in which a propor-
tion of solvent molecules is incorporated into the
crystal lattice. It is a feature of some commercially
significant systems, particularly those which form the
basis of the production of aramid fibers such as
Kevlar and Twaron. In these cases, the polymer is
poly p-phenylene terephthalamide and the solvent is
pure sulphuric acid (H2SO4). To regain the solid poly-
mer, lyotropic routes require the solvent to be washed
out. This limits their applicability to fibers and
thinfilms.

1.4 Fridelian Classification: Nematic, Smectic, or
Cholesteric

If one envisages main-chain LCPs to be assemblies of
smooth snake-like chains, then it follows that the
order will be the simplest, namely nematic. With long
chains, ends are sparse and it is not sensible to con-
sider that they could segregate into layers in any way
equivalent to small-molecule smectics. In any case,
there will be polydispersivity—so the chain molecules
would be of unequal lengths. However, polymer
chains are generally far from smooth and consist of
chemical repeats; furthermore there is now evidence
(Hanna et al. 1993) in some of the more widely used
thermotropic copolyester systems, that the parallel
chains above the crystal melting point maintain a
degree of longitudinal register so that phenyl groups
remain opposite phenyl groups on the neighboring
chains, and likewise ester linkages with ester linkages.
Although the segregation does not involve the chain
ends, it is nevertheless a form of smectic-type order.
To note the distinction, it has been referred to as
‘‘chain smectic.’’ This finding was also significant
in that it explained the rapid rate of crystallization
observed in these systems; the register is achieved in
the highly mobile liquid crystalline phase, leaving
only more local rearrangements to be made on sub-
sequent crystallization. Liquid crystalline phases
based on alternating mesogenic and flexible spacer
sequences also tend to show chained smectic layer
structures because the chemically distinct sections of
the chain segregate so that like is next to like on
neighboring chains. There is evidence that some
smectic polymers transform to nematics with increas-
ing temperature, as the one-dimensional positional
order is lost before the orientational order is lost.
Polymer chains containing chiral centers form the
cholesteric phase. The period of the gradual twist is a
major contributor to the rich optical texture shown

by these polymers. Under conditions where it is, in
effect, a diffraction grating for light, the polymers can
be most attractive optically.

In general, optical textures are dominated by the
presence of topological defects in the liquid crystal-
line phase. They are essentially singularities in direc-
tor fields, similar in some respects to the features of a
fingerprint. Their exact form depends on the relative
magnitudes of the different elastic distortion moduli
of the field, which describe the energy penalty of
splay, twist, and bend distortions. In main-chain
LCPs, the splay constant is particularly high, whereas
in smectic structures where the splay of the layers is
difficult, the bend constant is higher.

1.5 Properties of Main-chain Liquid Crystalline
Polymers

(a) Flow and orientability
Main-chain LCPs show remarkable properties under
flow. The first characteristic is that, for a given mo-
lecular weight, the polymer has a much lower melt
viscosity in the liquid crystalline state than in the iso-
tropic. The reduction can be as much as an order of
magnitude. Easier flow of the mesophase may simply
be related to the reduced entanglement density of the
aligned state. However, for semi-flexible chains such
as thermotropic random copolyesters, there is evi-
dence for entanglements at molecular weights above
10000 or so, i.e., the melt shows viscoelastic proper-
ties. When such a flow-aligned sample is released
mechanically, it retracts in a similar way to a conven-
tional polymer. However, the retraction can crumple
the aligned mesophase and lead to banded textures.

Another key aspect of the flow of the liquid crys-
talline polymeric state is the efficiency of molecular
chain alignment under extensional flow, or flows
which contain an extensional component. Because
there is already local parallelism of neighboring
chains and, at least, a reduced entanglement density,
the orientation occurs much more readily with strain.
It is also possible to orient main-chain material in
electrical or magnetic fields; however, flow fields are
dominant in terms of application to processing.

(b) Mechanical properties
Oriented LCPs do not contain a distinct amorphous
phase unlike conventional polymers. The full elastic
stiffness in the direction of the highly oriented chain
axes can thus be realized, as can the strength. Fibers
drawn in the liquid crystalline phase and subsequently
solidified—either by cooling in the case of thermo-
tropics or by removal of the solvent in the case of
lyotropics—therefore provide remarkable and very
useful mechanical properties. Because they are not
limited to thin sections to enable solvent removal,
thermotropics can be processed to form bulk materials
using injection molding or extrusion. Moldings can
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show a high degree of molecular alignment in the
predominant flow direction, especially near outer sur-
faces. Such alignment can endow the product with
enhanced stiffness and good strength, but only along
the flow axis. Tensile stress components normal to this
direction can lead to easy splitting. For a closely re-
lated reason, weld lines in thermotropic polymer mo-
ldings are often sources of considerable weakness, so
that optimal mold design is of the essence.

(c) Physical and environmental stability
Thermotropic polymers show little shrinkage on
solidification and have a low coefficient of thermal
expansion. They are thus excellent candidates for high
precision moldings, where it is important that the ex-
act mold shape is reproduced as faithfully as possible
in the product. In general, LCPs show remarkable
resistance to most solvents—indeed the solvents used
in lyotropic processing have to be among the more
aggressive of liquids, and are correspondingly cum-
bersome to handle. The resistance stems from the fact
that the segmental increase in entropy on dissolution
is restricted, as the additional freedom of motion of
the chain in solution is limited by its intrinsic stiffness.
Again, this environmental stability is useful in high
precision applications where even modest uptake of
small molecules would cause swelling and distortion.
It also commends the polymer for applications in a
wide range of organic environments.

(d) Optical properties
It is interesting that the types of groups (typically ring
structures) incorporated into a molecular chain to
endow it with stiffness are often those with a ten-
dency to be electro-optically active. Thus the ability
to achieve ready alignment in the mesophase means
that the active groups can be mutually oriented so as
to give the anisotropy essential to many useful optical
properties. Furthermore, the high degree of align-
ment means that the polymer is very homogeneous in
terms of density and quality of alignment, and thus
scatters little light.

(e) Cost
A significant drawback of LCPs for bulk applications
is their comparatively high cost—perhaps 10 times
that of a common commodity polyolefin. This mainly
stems from the high cost of many of the aromatic
monomers used. Molecular engineering is expensive.

2. Side-chain Liquid Crystalline Polymers

2.1 Introduction

While main-chain LCPs were generally developed
by polymer scientists who were interested in
making their chains stiffer, side-chain materials were
developed by people from the small molecule liquid

crystalline community who were interested in attach-
ing their molecules to conventional polymer back-
bones. An early finding was that attachment tended
to destroy the liquid crystalline phase. The random-
ness of the backbone obviously had a dominant in-
fluence and compromised the liquid crystalline order
which the side groups would otherwise achieve if left
to themselves. However, with a flexible spacer be-
tween the mesogenic side group and the backbone,
the liquid crystalline phase is once again stabilized as
the side groups mutually align. This effect is illus-
trated in Fig. 4. In addition, the temperature range of
stability of the mesophase is larger than for the side
groups by themselves. Consider for example, the
molecule shown in Fig. 5 and a flexible spacer of six
CH2 units. For the mesogenic units by themselves but
with the flexible spacer attached as a tail, the liquid
crystalline phase is stable over a temperature range of
some 20K, from the crystal melting point of 330K to
Tlc-i at 350K. With the mesogenic group attached to
the acrylate backbone through the spacer of six
(CH2) units, the temperature range of stability in-
creases to 85K, which is now between the Tg at 305K
and Tlc-i at 390K. One contributor to this increased
range is the suppression of crystallinity as a result of
attachment to the backbone. While the backbone
eliminated liquid crystallinity when no spacer was
present, it has the effect of significantly increasing
the upper temperature limit of stability with the
spacer in place. The reason for this is not related to
the organization of the side chains—which is argu-
ably more difficult as a result of attachment to the
backbone—but is due to the restriction of the motion
of the side chains in the isotropic phase. The entropy
of the isotropic phase is thus reduced and the change
in entropy on the loss of liquid crystalline order

Figure 4
Illustration showing the need for flexible spacers
between mesogenic side chains and the backbone to
ensure the expression of liquid crystalline order by the
side groups.
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correspondingly reduced. The result, remembering
that Tc¼DH/DS, is that Tlc-i is increased.

2.2 Friedelian Classification

Side-chain LCP systems lend themselves naturally to
smectic structures where the mesogenic groups organ-
ize themselves into layers, and the flexible backbone
and flexible spacer (and tail if present) are not ordered
and fill the space between the layers. In a typical sys-
tem, the smectic phase transforms to the nematic on
heating, and this then transforms to the isotropic. As
the amount of flexible material present increases in
proportion to the mesogenic groups, the smectic–ne-
matic transition temperature increases, while the ne-
matic to isotropic temperature is reduced. When the
temperatures merge with increasing flexible content,
the nematic phase is lost; the upper limit of smectic
stability begins to decrease as the system becomes in-
creasing dilute in mesogenic groups.

2.3 Control of Structure and Properties in Side-chain
Liquid Crystalline Polymers

It is useful to consider the advantages of making a
side-chain LCP compared with using just the me-
sogenic side groups as a low molecular weight liquid
crystal. First, the temperature range over which the
mesophase(s) is stable is increased. The suppression
of crystallinity as a result of attachment to a back-
bone also has the advantage that optical clarity can
be maintained with the polymer thoroughly in the
solid state. The second advantage of attaching active
groups to a backbone is not unique to the liquid

crystalline state. If one wishes to achieve multifunc-
tionality using different types of groups, it is very
likely that, as separate molecules, they would segre-
gate. This may be disadvantageous with respect to
achieving the right range of properties; certainly in
the case of optical properties, segregation is likely to
be disastrous as it will render the material opaque.
Attachment to backbones in a random fashion en-
courages functional side groups to remain ‘‘in solu-
tion.’’ Examples of such an approach would be
addition of dye groups, groups with highly nonlinear
optical properties, or groups which are cholesteric to
those most effective in providing liquid crystalline
stability.

Probably the greatest advantage in attaching me-
sogenic side groups to conventional backbones is the
mechanical stability which the backbones endow. If
they have a high molecular weight (a condition which
is often a special challenge to the synthetic chemist
with this class of material), then the viscosity is much
increased and stable films may then be produced from
them. The active groups may be oriented within these
films using external fields, and in some cases, poled to
align dipoles to achieve particular properties such as
second-order optical nonlinearity. Where the back-
bone also prevents crystallization and Tg is conven-
iently placed, the polymer may be cooled to a stable
glass film after the orientation process to give an
active device that is mechanically stable.

2.4 Liquid Crystalline Elastomers

In this class of side-chain LCP, the conventional
backbones are chemically cross-linked to make an
elastomer at all temperatures above Tg. A material
that is both a liquid crystal and an elastomer opens
up a unique series of possibilities for the coupling
of stress strain with the orientation of the liquid
crystalline texture. The phenomena displayed by
such systems, e.g., strain-induced optical switching,
intrigue scientifically and challenge commercially.
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Magnesium: Alloying

Like most metallic elements, magnesium in its pure
form is soft and of limited use as a structural mate-
rial. Besides mechanical properties, many other char-
acteristics can be influenced by adding controlled
amounts of other elements to magnesium (ASM
1999). Improvement of processability can be as im-
portant as the influence on properties of the final
part. In conventional alloy production, alloying is
performed by adding elements to molten magnesium,
either as pure elements, hardeners, or compounds
that are reduced in contact with molten magnesium.
A certain liquid solubility is required to form a
homogeneous solution at the alloying temperature.
Figure 1 shows elements with extensive, limited, and
negligible solubility in molten magnesium (Nayeb-
Hashemi and Clark 1988, Roberts 1958, Emley 1966).
No data have been found for the elements with no
indications in Fig. 1. The solubilities are based on
binary systems. Ternary- and higher-order effects will
in general reduce the solubilities in more complicated
alloys. Although most alloying elements are present in
substantial amounts, requiring extensive solubility, this
is not always the case. Beryllium is active at the ppm
level reducing oxidation rate and carbon promotes
grain refining even if the liquid solubility is vanishingly

small. By applying nonconventional techniques such
as stirring-in of particulates, cospraying of different
materials, or mechanical alloying/powder sintering,
alloys with special compositions can be produced.

The solid solubility of an alloying element is a key
factor in determining its effect on properties. The
common hardening processes, age hardening, solid
solution hardening, and work hardening, rely on a
sufficiently high solid solubility. The solid solubility
depends on factors like relative atomic size, valency,
and electronegativity as well as similarity of crystal
structure. A comprehensive discussion of these effects
is given by Roberts (1958). Unlike the situation for
aluminum, rapid solidification as obtained, for ex-
ample, in melt spinning, does not cause significant
extension of the solid solubility. The following max-
imum solid solubilities for alloying elements have
been reported (at.%) (Nayed-Hashemi and Clark
1988): Ag (3.8), Al (12.0), Ca (0.8), Ce (0.28), Cu
(0.15), Gd (4.5), In (19.4), La (0.1), Li (18), Mn (1.0),
Nd (0.1), Pb (7.75), Si (0.003), Sn (3.35), Sr(B0), Tb
(4.6), Th (0.52), Y (3.75), Zn (2.4), Zr (1.0). As for the
liquid solubility, addition of further alloying elements
may influence the solid solubility, usually reducing it.

Current magnesium alloys are based on the fol-
lowing alloying elements (in the order of increasing
atomic number): Be, C, Al, Si, Mn, Cu, Y, Zn, Zr,

M

Figure 1
Solubility of elements in molten magnesium.
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Ag, La, Ce, Pr, and Nd. Earlier alloys containing Li
and Th were used for special purposes. Ca, Sr, Pb,
Gd, and Tb have been investigated as possible alloy-
ing elements.

1. Influence of Alloying

1.1 Molten Metal Reactivity

Magnesium oxide and magnesium nitride are stable
compounds, readily formed when molten magnesium
is exposed to air. The oxide layer formed on molten
magnesium does not form an efficient barrier to further
oxidation. Formation of fractures in the surface layer
during growth exposes free metal to the atmosphere
and accelerated oxidation occurs. This process is also
accelerated by the high vapor pressure of magnesium.
It has been observed that certain alloying elements re-
duce the rate of oxidation. Aluminum, which is present
in many commercial alloys, significantly reduces the
reactivity, possibly because a more dense oxide layer
is formed. Beryllium has a profound effect, even at
levels of 5–15ppm commonly used in commercial die
casting alloys (Emley 1966). Its strong effect is due to a
pronounced enrichment in the surface film.

1.2 Control of Impurity Elements

The growth in the use of magnesium alloys for appli-
cations exposed to severe corrosive environments, e.g.,
automotive parts, relies on the introduction of a series
of high-purity alloys for pressure die casting. These
alloys contain aluminum as the main alloying element.
In preparing such alloys, manganese is first added at
relatively high temperatures to a level higher than
specified. Following addition of aluminum and some-
times zinc, the temperature of the molten alloy is
lowered to the casting temperature. During this period
iron will be precipitated together with some manga-
nese and aluminum, as intermetallic constituents. Due
to the strong mutual influence of iron and manganese
on the liquid solubilities, as well as the decreasing
solubility of both elements with decreasing tempera-
ture it is possible to reduce the iron content well below
50ppm (Holta et al. 1997). This is required in corro-
sion-resistant high-purity die casting alloys. Currently
no metallurgical ways to remove other critical impu-
rities like copper and nickel have been established.
This will be a challenge for the use of magnesium
die casting alloys in future closed loop recycling, i.e.,
recycling back to the original application. Other
alloying elements that reduce the iron content are
provided by the rare earth elements and zirconium.

1.3 Effect on Microstructure

Magnesium alloys are commonly grouped in two
alloy families: (i) magnesium–aluminum alloys and

(ii) zirconium grain-refined alloys. The microstruc-
tures of these alloy families are easily distinguishable
by the grain structure (see Figs. 2 and 3).

(a) Magnesium–aluminum alloys
These alloys develop a dendritic structure with rela-
tively coarse grain size (Fig. 2). Grain refining can be
accomplished by stirring-in carbon-containing addi-
tives prior to casting. The effect is better the higher
the temperature during carbon addition. Formerly
hexachloroethane was used; however, due to the
health hazards, this has been replaced by wax-fluor-
spar-carbon mixtures, etc. In pressure die casting,
grain refining is accomplished by rapid cooling and
turbulent die-filling, hence there is no need for addi-
tives. The magnesium-rich part of the magnesium–
aluminum phase diagram is shown in Fig. 4. Com-
mercial alloys contain typically 2–10wt.% aluminum.
Zinc in amounts up to 1wt.% can be added, and in

Figure 2
Microstructure of AZ91.

Figure 3
Microstructure of ZE41.
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some instances up to 3wt.% is used in alloys for
sacrificial anodes. Manganese is always added to
high-purity alloys to remove iron. Magnesium and
aluminum are fully soluble in the liquid state, and a
eutectic reaction takes place at 437 1C: liquid-
a(Mg)þ b(Mg17Al12). According to the phase
diagram the aluminum contents of the various phases
present at the eutectic temperature 437 1C are
approximately 33wt.% (l), 41wt.% (b), and
12.7wt.% (a). The lever rule implies that the weight
fraction of the brittle b-phase in the eutectic will
be approximately 0.72 after solidification. For this
reason the amount of aluminum in commercial alloys
is limited to a maximum of about 10wt.%.

During solidification considerable segregation
occurs and in practice the Scheil equation, describing
solidification under conditions of complete mixing in
the liquid phase and no diffusion in the solid phase,
provides a reasonable description. The solid solubility
of aluminum in magnesium decreases with decreasing
temperatures. Solution treatment, T4, is usually car-
ried out slightly below the eutectic temperature, and
age hardening is obtained from precipitates formed at
temperatures in the range 170–210 1C. The precipi-
tates formed are rather coarse platelets on the (0001)Figure 4

Mg–Al phase diagram.

Figure 5
Age hardening precipitates.
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planes of the magnesium matrix, and the harden-
ing effect is rather limited (Polmear 1994). Dis-
continuous precipitation may occur at the grain
boundaries, especially at aging temperatures in the
range 250–400 1C. For alloys with aluminum content
below 6–7wt.% the hardening effect is negligible.

For castings that are not heat treated, the duc-
tility and fracture toughness increase with decreasing
contents of aluminum. This is due to the embrittling
effect of the b-phase. For die castings, remarkable
ductilities approaching those of wrought materials
are obtained at aluminum levels below 6–7wt.%.
Magnesium–aluminum alloys exhibit relatively poor
creep properties at temperatures exceeding 120 1C.
This is especially the case for fine-grained materials
with high levels of aluminum. Excessive creep occurs
in the low-melting-point grain boundary regions.
Reduction of the aluminum content and addition of
silicon, which causes formation of stable Mg2Si par-
ticles, improve creep resistance considerably. Rare
earth elements like neodynium, cerium, and lantha-
num form intermetallic constituents of the Al4RE
type, adding creep strength both by particle stab-
ilization and by reduction of the volume fraction of
the low-melting-point eutectic constituents.

(b) Zirconium grain-refined alloys
Zirconium additions provide an extremely efficient
method of grain refining magnesium alloys, Fig. 3.
A prerequisite is that elements like aluminum and
manganese, which effectively suppress the liquid solu-
bility of zirconium in magnesium, are not present.
Elements compatible with zirconium grain refining
include zinc, rare earth elements, silver, and yttrium.

While binary magnesium–zinc alloys show inferior
mechanical properties and castability, effective grain
refinement by zirconium, combined with additions
of rare earth elements to reduce microporosity, led
to the introduction of alloys like EZ33 and ZE41
(Unsworth 1989). A special alloy, ZE63, provides
a high-strength version, where a special solution
treatment in hydrogen atmosphere is used to remove
some of the embrittling intermetallic phases at the
grain boundaries by formation of rare earth hyd-
rides. By this process, zinc is made available for sub-
sequent precipitation hardening during annealing at
temperatures around 140 1C. Figure 5 shows a trans-
mission electron micrograph of age hardening
precipitates in a magnesium–zinc–rare earth alloy
(Wei et al. 1995).

Silver promotes efficient age hardening in alloys
like EQ21 and QE22. These alloys also contain
neodynium-rich mischmetal (a mixture of rare earth
elements) and zirconium. The age hardening precipi-
tates are relatively stable at elevated temperatures
and provide strength and resistance to creep up to
temperatures around 250 1C.

A recently developed commercial alloy system is
the WE alloys, containing yttrium and neodynium-
rich mischmetal in addition to zirconium. The WE-
alloys develop a stable finely dispersed precipitate
distribution during heat treatment. The following
prerequisites to obtain good high-temperature me-
chanical strength are fulfilled:

(i) The alloying elements have a high solubility
in solid magnesium at elevated temperatures falling
sharply with decreasing temperature, allowing pre-
cipitation to occur.

(ii) The precipitated particles are stable with a high
melting point and corresponding low solid solubilities
of the alloying elements, reducing the particle coars-
ening rate.

(iii) A high amount of magnesium is contained in
the strengthening phase, to secure a high volume
fraction of precipitates.

The heavy rare earth elements gadolinium and ter-
bium are even more efficient than yttrium in stabiliz-
ing the structure, and experimental alloys containing
these elements show excellent properties up to 300 1C.
As an example a Mg–20wt.% Tb alloy shows ulti-
mate tensile strength in the range 280–300MPa and
0.2% proof stress 220–250MPa at 300 1C (Kamado
et al. 1992).
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Marine Teeth (and Mammal Teeth)

Under the competitive pressures within complex eco-
systems, the teeth of marine organisms have developed
through evolutionary time to enable the organisms to
feed successfully in their particular ecological niche.
The diets of organisms vary, in part, due to differences
in the susceptibility of their food and to differences in
their feeding ability. Such teeth exhibit a diverse range
of composition, microarchitecture, and overall mor-
phology as revealed by recent studies of mineralized
tissues (Mann et al. 1989, Simkiss and Wilbur 1989,
Weiner and Lowenstam 1989, Frankel and Blakemore
1991). While many species of marine organisms have
teeth constructed predominantly from the polysaccha-
ride chitin (b-1-4-linked polymer of 2-acetamido-2-
deoxy-D-glucose, often found partially deacetylated),
those whose teeth have been modified by the inclusion
of inorganic components (biominerals) reveal many of
the strategies that have been studied extensively in
recent years. Such studies are proving inspirational to
materials scientists in their quest for inorganic and
composite materials of desired composition, form, and
function. An ecological approach provides a particu-
larly helpful perspective to understand the diversity of
teeth in marine organisms.

1. Shark Teeth

Perhaps the most famous teeth in the marine envi-
ronment are those of the large predatory sharks,
although within the group of sharks and rays, a va-
riety of tooth structures occurs depending on feeding
habit. In rays and some sharks, teeth are used mainly
for crushing. Light microscope images of teeth from
two species of shark are shown in Fig. 1. Their
function in this predatory species is to both seize
and cut, using an extensive array of such teeth dis-
tributed along a readily articulated jaw. New teeth
are continually being produced and matured in order
to replace those lost during feeding. The hardened
outer layer of the teeth, the enamelloid, contains, as
its inorganic phase, calcium hydroxyapatite (ideally
Ca10(PO4)6(OH)2) but with significant substitutions
of F�, Mg2þ , and carbonate (CO2�

3 ) ions, at levels
(e.g., as wt.% : F 3.6, Mg 0.34, and CO3 0.9) gen-
erally higher than found in human tooth enamel
(Legeros et al. 1994). Fish that feed by scraping and
excavating coral substrates have specialized teeth
with fluoroapatite crystals arranged in bundles
throughout the enamel, and often incorporating
additional metal ions in the mineralized phases, pro-
viding effective toughness for this feeding apparatus.
Other species of fish have teeth containing iron on the
tooth cap, which are brown in color and are readily
detected on the electron microprobe. Possible bio-
logical functions for this iron include hardening of

the teeth or detoxification by removal of excess iron
from the animal (Motta 1987).

2. Functional Group Approach

A particularly insightful analysis of the relationships
between tooth structure, use in feeding and ecological
niche is provided by the functional group analysis of
herbivorous molluscs (Steneck and Watling 1982).
Thus, algas are graded in seven groups according to
their grazing difficulty or toughness, ranging from
microalgas to filamentous algas and on to calcareous
algas and crustose coralline algas (the most difficult
to graze). The teeth of the molluscs that graze on
these algas are arranged on a tongue-like organ (the
radula) but differ greatly in their design and micro-
architecture while providing excavation ability, con-
tact points and effective width of the graze stroke
appropriate for feeding on the desired algas. In
one design, many teeth are employed in a sweeping
action (‘‘brooms’’) but the teeth are not mineralized
or hardened, consisting mainly of the polysaccharide
chitin. Similarly constituted teeth are found in
another group of molluscs whose teeth (‘‘rakes’’)
are used to graze filamentous algas. A dramatic
change occurs in the next group of herbivorous
molluscs, the limpets, whose radula has a greatly
decreased number of teeth per row but the major
teeth (‘‘shovels’’) are hardened by the inclusion of
silica and iron biominerals. These teeth provide
greater excavating ability on harder substrata such
as leathery macrophytes and crustose coralline algas.
In the final group, the chitons, teeth for excavation
(‘multi-purpose tool’) can have up to three cusps, also
heavily mineralized using iron and calcium biomin-
erals, with soft unmineralized marginal teeth that
lightly sweep the substratum. In this analysis, the
feeding apparatus of the chiton is the most versatile

Figure 1
Light microscope image of tooth of (left) the tiger shark
Galeocerda cuvier and (right) the shortfin mako shark
Isurus oxyrinchus. The teeth are B2 cm in their longest
direction (specimens courtesy of Museum of Western
Australia).
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of all the groups since it can sweep and excavate
simultaneously.

3. Limpets and Chitons

The early identification by Lowenstam (1962, 1967,
1971) of the dominant minerals present in limpet and
chiton radular teeth has stimulated extensive studies
of these teeth, through which some of the prominent
paradigms of biomineralization have been enunciated
(Lowenstam 1981). A schematic cross-section of the
anterior end of a chiton is shown in Fig. 2. The major
features associated with the radula are shown
although, for clarity, the radular muscles are omit-
ted. The anatomical structures in the limpet are very
similar. The radula consists generally of over 70 rows
of teeth ranging from young, soft, unmineralized
teeth (still enclosed in the radular sac whose cells de-
liver ions for mineralization) to mature, hardened,
and heavily mineralized teeth that are used in feeding.
Thus, in a single radula, there are teeth at all stages of
mineralization that can be used in identifying and
characterizing the processes of mineralization.

3.1 Limpets

The radula teeth of a typical limpet (Patella laticos-
tata) and a chiton (Acanthopleura hirtosa) are shown
in Fig. 3. In both cases, the cusp and major lateral
teeth strike the substratum during feeding and are
hardened by the inclusion of iron biominerals. Ex-
tensive studies (Webb et al. 1989) reveal that, in the
limpet mineralized teeth, long acicular needle-like
crystals (0.2–1.0 mm in length, 15–20 nm in width) of
the iron biomineral, goethite (a-FeOOH) are embed-
ded in a fibrous matrix oriented generally with the
[001] needle axis. These radula teeth have a charac-
teristic brown color. The crystals are remarkable in
being single domain crystals as shown by high-reso-
lution electron microscopy and by 57Fe Mossbauer
spectroscopy, exhibiting very narrow spectral line

widths. Another, minor phase of iron present in the
teeth (and detectable by Mossbauer spectroscopy) is a
poorly crystalline superparamagnetic material (nano-
scale particles of iron(III) oxyhydroxide) accounting
for about 6% of the Mossbauer spectral area in the
mature teeth and located predominantly in the base of
the teeth (almost all of the goethite is located in the
cusp). The other biomineral present in limpet teeth is
silica (SiO2), which is observed in a range of structural
motifs (globular, silicified hollow tubes, and silicified
fibrous organic framework) constructed from aggre-
gates of 5–15 nm amorphous particles. The silica par-
ticles are amorphous under electron microscopy but
distinct chemical environments for Si can be observed
by solid state nuclear magnetic resonance spectro-
scopy. The tooth contains regions of distinct micro-
architecture, with the silica region located in the tooth
cusp, behind the goethite-containing region. Other
minor elements identified in the tooth may be involved
in matrix modification, such as the putative role for
Cu in enzyme-mediated oxidative cross-linking of the
organic matrix.

Figure 2
A schematic cross-section of the anterior end of a
chiton.

Figure 3
Scanning electron microscope images of the radula of (a)
the limpet (Patella laticostata) and (b) the chiton (A.
hirtosa) where arrows indicate the major lateral teeth.
Scale bar is 500 mm.
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3.2 Chitons

The dominant feature of the major lateral teeth of the
chiton radula is their blackening by the presence of
the iron biomineral magnetite (Fe3O4) on the cusp
and extending along the posterior side used for
feeding (for review see Webb et al. 1989). Depending
on the species, other biominerals identified in the
teeth include a carbonated hydroxyapatite and flu-
oroapatite as well as poorly crystalline iron phases,
some with phosphate. The elemental composition of
the teeth has been studied by diverse analytical tech-
niques such as proton-induced x-ray emission and
under the electron microprobe. Mapping of teeth
at different stages of mineralization has indicated
that elements are mineralized at different stages. Iron
appears early on, leading to a rapid blackening of the
teeth. Calcium, fluoride, and phosphorus are detected
at a later stage (for the species A. hirtosa) corre-
sponding to the appearance of a fluoroapatite bio-
mineral. A distinctive increase in Zn appears during
mineralization in this species, corresponding perhaps
to the hardening of the organic matrix through sec-
ondary cross-linking.

The first mineralization product identified in the
chiton tooth is electron-dense nanoscale particles
whose electron diffraction pattern is that of ferrihyd-
rite (5Fe2O3.9H2O). Similar particles are observed in
the superior epithelial cells, arranged within aggregates
known as siderosomes (1mm and smaller diameter),
through which the mineralizing ions are transported.
The rate and mechanistic details of this transport
process and transmembrane transfer are not known.
Extensive and complex mineralization is evident by the
following tooth row. This is in marked contrast to that
observed in the limpet where a single crystalline phase,
goethite, dominates within the tooth cusp. In the chi-
ton, in addition to ferrihydrite, there can be three
other iron biominerals within an individual tooth:
goethite, lepidocrocite (g-FeOOH), and magnetite.
The magnetite quickly dominates the iron biominer-
als formed such that, as shown by Mossbauer spectro-
scopy, it accounts for almost all of the spectral area.
The distinctive pair of magnetic sextets corresponding
to the two sublattices of magnetite is apparent but the
spectrum also contains a doublet, corresponding to
15% of the spectral intensity, which is due to an
iron(III) component. Furthermore, in some studies,
oxidation of magnetite to maghemite (g-Fe2O3) has
been reported.

Ultrastructural studies of the more heavily miner-
alized teeth are severely hindered by difficulties in
sectioning. Access to inner regions of these teeth has
been achieved through embedding the teeth in resin
and then carefully grinding them down. This proce-
dure provides smooth surfaces for electron micro-
scopy and Raman vibrational spectroscopy, allowing
simultaneous mapping of elemental content and min-
eral phases. For the species A. hirtosa the results of

this mapping in a mature tooth are shown in Fig. 4.
The complexity of the mineralization is apparent,
with three iron oxide phases being identified as well as
the apatite. The control of mineralization to create
these distinct regions of mineralization is thought to
involve both differential cellular processes as well as
in situ factors related to the organic matrix. This
matrix contains polysaccharide and protein. For the
chiton A. hirtosa, the chitin is a-chitin (consisting of
arrays of antiparallel hydrogen-bonded chains) and
the protein is rich in the acidic side chains aspartic
and glutamic acids, with phosphoserine also being
detected in appreciable quantities. These are likely
nucleation sites for calcium mineralization. The chitin
and protein components possess a close spatial rela-
tionship, with a number of factors suggesting that the
degree of organic-matrix mediated control differs in
the different regions of the tooth. Furthermore, the
physical arrangement of the matrix fibers should
contribute to the mechanical properties of the tooth:
the magnetite—mineralized posterior region is hard-
ened appropriately for abrading the rocky substrate
and its constituent crustose coralline algas, while
the matrix-rich apatite and lepidocrocite-mineralized
regions are constructed so as to absorb the physical
shocks encountered during the feeding process.

4. Concluding Remarks

Biology provides a rich, exotic array of feeding strat-
egies within the marine environment. The present
article does not seek to be comprehensive. For exam-
ple, a particularly interesting modification of the
radula for feeding is provided by the cone shells which
use a specialized harpoon to immobilize prey (Olivera
et al. 1985). The harpoon is essentially a hollow radula
tooth and the harpoons are stored in the radula sac,
analogous to the anatomical features of the chitons
and limpet shown in Fig. 1. Finally, the characteristics
of the teeth of parasitic lamprey species have been
correlated with their feeding habits, particularly the
preference for flesh-feeding or blood-feeding (4Potter
and Hilliard Potter and Hilliard 1987).

Figure 4
Schematic cross-section of mature tooth of the chiton,
A. hirtosa, showing the distribution of phases.
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Martensite

The phase termed martensite in ferrous alloys is the
product of a displacive, diffusionless transformation of
the high-temperature f.c.c. solid solution austenite (g),
cooled at a rate sufficiently rapid to suppress diffu-
sional decomposition at temperatures above the mar-
tensite range. In carbon steel, the martensite produced
by quenching may thus be regarded as a supersatu-
rated solid solution of interstitial carbon in b.c.c. iron,
with a structure that is a distorted (tetragonal) version
of the equilibrium ferrite (a) structure (and commonly

designated a0). Martensitic reactions are also observed
in a number of interstitial-free substitutional ferrous
alloys (Fig. 1), the product structure being of cubic
symmetry if the parent phase is an ideal solid solution
and tetragonal (t) if the martensite inherits some
degree of order from the austenite. In certain systems,
with an austenite of low stacking fault energy (SFE),
a martensitic transformation to a fully coherent, close-
packed hexagonal (c.p.h.) product (e martensite) is
observed. In most cases, formation of e martensite
precedes formation of a0 martensite, but it may
also form within the strain fields associated with a0
martensite.

1. Thermodynamics

In a broad range of ferrous alloys, cooled rapidly
from temperatures in the austenite phase field, the
diffusional decomposition of the austenite may be
suppressed. If the austenite that is stable at elevated
temperatures is retained on cooling to temperatures
significantly below that at which the free energies of
parent and product phases are equal (T0), then there
is a chemical driving force for the formation of a me-
tastable martensitic product (a0) with a composition

Figure 1
Reflected light micrograph of martensite that is the
product of ‘‘burst’’ transformation in an Fe–30wt.% Ni
alloy. The zigzag pattern of plates is considered the
product of autocatalytic nucleation, the nucleation of
one martensite variant being stimulated in the strain
field of a preceding plate.
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equivalent to that of the austenite from which it
would form. Martensitic transformation commences
on cooling at a temperature (Ms) for which the level
of undercooling below T0 and thus the chemical driv-
ing force are sufficient to overcome the energy barrier
to martensite nucleation that arises from a combina-
tion of interfacial and strain energies. The transfor-
mation is reversible on reheating but, for most ferrous
alloys, the reverse transformation does not com-
mence until a temperature (As) that is typically well
above T0 is reached and there is often a large thermal
hysteresis.

The transformation temperatures Ms and As are
typically strongly dependent on composition in both
substitutional and interstitial alloys of iron, with an
increase in solute content invariably leading to a
decrease in both these critical temperatures. In the
absence of rigorous thermodynamic analysis, the
equilibrium temperature is commonly approximated
as T0 ¼ 1

2
ðMs þ AsÞ, while empirical relationships

have been developed to provide an approximate
guide to the influence that alloying elements have on
the transformation temperatures (e.g., Honeycombe
and Bhadeshia 1995). The origins of the composition
dependence Ms are not fully understood. However,
the role of alloying elements in strengthening and thus
stabilizing the austenite mechanically has been estab-
lished as a key factor, and there is evidence that Ms is
also influenced by the degree of order in the austenite,
the volume and symmetry changes that accompany
transformation, and, where appropriate, variations in
the magnetic properties of the parent phase.

Given that the transformation is displacive, appli-
cation of stress during transformation may assist or
oppose the transformation depending on the nature
of the stress. For a polycrystalline sample subjected
to a uniaxial tensile stress, the transformation may be
stress-activated at temperatures aboveMs. Within the
temperature rangeMs up to a limiting Md, martensite
nucleation may be either stress-assisted through a
positive interaction between the applied stress and the
transformation shear, or strain-induced through the
introduction of appropriate nucleating defects during
plastic deformation of the austenite.

2. Crystallographic Characteristics

At the structural level, a martensitic transformation is
characterized by the maintenance of a lattice corre-
spondence, which associates uniquely a unit cell of
the parent lattice with a unit cell of the product. The
Bain correspondence between f.c.c. austenite and
b.c.c.(t) martensite (Fig. 2) identifies a b.c.t. cell
of axial ratio O2 within the f.c.c. structure, with a
cube axis becoming the tetragonal c axis and two
cubic /110S directions normal to this defining the
remaining /100S axes of the tetragonal cell. This
correspondence implies that the change in structure

may be accomplished by atomic displacements equiv-
alent to a homogeneous deformation (or Bain strain)
of the parent lattice, and the symmetry of the mar-
tensite is determined by the point symmetry of the
parent austenite and the symmetry of the Bain strain.
Except for certain degenerate cases, the symmetry
elements that survive the strain form a subgroup of
the symmetry elements of both the parent lattice and
the strain. In most instances, the symmetry of the
martensite structure is thus lower than that of the
parent phase and that of the low-temperature equi-
librium phase it most closely resembles. In ferrous
martensite, a tetragonal structure is most commonly
sustained in those systems in which the martensite
inherits point defect arrays or local or long-range
order present in the austenite.

For the martensitic f.c.c. to b.c.c.(t) transformation,
an orientation relationship is invariably observed be-
tween the parent and product structures. This rela-
tionship varies with alloy composition over a relatively
narrow range between two simple extremes, com-
monly referred to as the Kurdjumov–Sachs (K-S) and
Nishiyama–Wasserman (N-W) relationships, and
described by

K-S : ð101Þa0:ð111Þg N-W : ð101Þa0:ð111Þg
½111�a0:½110�g ½101�a0:½121�g

These two relationships are related by a rotation of
approximately 51 about [101]a0. Measured orientation
relationships are in practice irrational and neither the
close-packed planes nor the close-packed directions
they contain are exactly parallel.

In ferrous alloys, the martensite phase adopts a
plate-like (Fig. 1) or, in some instances, lath mor-
phology, and there is a change in shape which

Figure 2
Schematic representation of the Bain lattice
correspondence between principal axes of b.c.t.
martensite (a0) and f.c.c. austenite (g) unit cells. The Bain
strain involves a contraction of B20% along [001]a0 and
expansions of B12% parallel to [100]a0 and [010]a0 to
generate an a0 cell of appropriate dimensions.
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accompanies transformation and which occurs homo-
geneously over the transformed volume. This shape
change has the geometric characteristics of an invari-
ant plane strain (IPS), in which the interface plane
(the habit plane) remains invariant (i.e., undistorted
and unrotated), thus minimizing the strain energy as-
sociated with the homogeneous deformation of a
macroscopic region of the parent crystal. Evidence for
this change of shape is most readily observed at a free
surface where the intersection of a martensite plate
with the surface leads to a uniform tilting of the sur-
face and pronounced surface relief. For the f.c.c. to
b.c.c.(t) transformation, the magnitude of the shape
strain is typically 0.2, while the volume change is of
the order of 3% (0.03). The shape strain thus com-
prises a large component of shear on the habit plane
with a small dilation normal to the habit plane.

In the case of the f.c.c. to c.p.h. transformation, the
product e martensite is coherent with the parent au-
stenite and the habit plane is rational {111}g. How-
ever, for the f.c.c. to b.c.c.(t) transformation, the
habit plane, whilst generally regarded as unique for a
given alloy, is most commonly irrational and the in-
terface between martensite and austenite is partially
coherent. Measured habit planes have been observed
to vary with alloy composition and Ms temperature,
and with the strength and stacking fault energy of the
parent austenite. For those plate martensites forming
at low temperatures (0.6–1.4wt.% carbon in plain-
carbon steel), the measured habit planes are typically
described as being close to {3,10,15}g or {259}g, while
at intermediate transformation temperatures the
habit planes are more commonly close to {225}g. At
elevated transformation temperatures (o0.6wt.%
carbon in plain-carbon steel), the product is lath-like
and the habit plane approaches {111}g.

3. Crystallographic Theory

If the homogeneous lattice strain B implied by the
lattice correspondence is combined with an appro-
priate rigid body rotation R, the matrix product de-
fines a homogeneous total lattice strain St (¼RB)
that will generate the martensite lattice in its observed
orientation relationship with the parent lattice. How-
ever, this total strain rarely leaves a matching plane
between parent and product structures that is unro-
tated, and it is thus incompatible with a macroscopic
shape deformation that is an invariant plane strain.

This apparent anomaly may be reconciled if it is
assumed that the total strain is only locally homoge-
neous and occurs inhomogeneously on a macroscopic
scale so as to maintain an interface plane that is un-
distorted. The shape strain Sr may thus be considered
the product of the total strain and an additional
strain, which periodically relieves the accumulating
misfit across the interface in order that the habit
plane remain invariant, i.e., Sr¼StL. Since it can

produce no further change in structure, the strain L is
lattice invariant and, in the simplest form of the the-
ory, is assumed to constitute either a slip or a partial
twinning shear in parent or product lattices. Alter-
natively, the total strain St may be considered the
product of consecutive invariant plane strains, i.e.,
St¼SrL

�1, and is thus an invariant line strain, with
the invariant line parallel to the line of intersection of
the habit plane and the plane of lattice invariant
shear (LIS).

This mathematical description of the transforma-
tion crystallography forms the basis of the pheno-
menological theory of martensitic transformations.
Given as input the lattice correspondence and lattice
parameters of initial and final lattices, and the plane
and direction of LIS, the theory permits calculation
of the magnitude, plane, and direction of the shape
strain Sr, the magnitude of the LIS, and the orien-
tation relationship between the lattices. If St is itself
an invariant plane strain then the analysis is simpli-
fied; there is no requirement for an LIS and the two
lattices related by B may be fully coherent across a
planar interface. One such transformation is the
f.c.c. to c.p.h. transition in austenite of low SFE,
where the interatomic spacings within parallel close-
packed planes are similar and the change in structure
may be accomplished by a shear, equivalent to one
half of the twinning shear, between alternate pairs
of {111}g planes in any one of three /11%2Sg twinning
directions.

For transformations for which St does not allow an
invariant habit plane, St may be combined with a
lattice invariant strain L to define an invariant habit
plane, across which there is sufficient structural con-
tinuity to permit rapid glissile motion of the semico-
herent interface. Predictions of the crystallographic
theory, based on the assumption that the LIS is a
simple shear, are in good agreement with available
experimental measurements for many transforma-
tions, including those ferrous martensites with a habit
plane near to {3,10,15}g. However, in this form the
theory is incapable of accounting satisfactorily for
the variations in crystallography observed in ferrous
alloys, most notably for those transformations of
{hhl}g habit. These include plate-shaped transforma-
tion products with {225}g habit plane and lath mar-
tensites, where the habit plane moves towards {111}g.

4. Morphology and Substructure

Ferrous martensites with habit planes near to
(3,10,15)g take the form of thin, parallel-sided plates
that are completely internally twinned on (112)a0. As
the habit plane deviates from (3,10,15)g, the marten-
site plates become progressively less regular and the
substructure more complex. In Fe–Ni alloys, as the
weight fraction of nickel is reduced from 0.35 to 0.29,
the plates adopt a more lenticular form (Fig. 1), the
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twin density decreases, and the twins do not extend
completely across a plate. Martensite plates of (225)g
habit typically have one near planar interface with
the surrounding austenite and one less regular inter-
face, decorated with small subsidiary sideplates. Pairs
of plates are often described to form in a ‘‘butterfly’’
or ‘‘angle-profile’’ configuration. The substructure
of (225)g plates is complex; while (112)a0 twins are
observed in most plates, the density and extent of
twinning vary significantly from plate to plate and
there are other planar inhomogeneities within the
plates. As the morphology and substructure of the
martensite plates become less well defined, the agree-
ment between predictions of the crystallographic
theory, based on a simple LIS, and experimental ob-
servations becomes progressively less satisfactory.

The transition to a lath morphology that occurs in
low-carbon martensite and in certain substitutional
ferrous alloys remains incompletely understood. A
lath product is common in transformations occurring
at elevated temperatures and in systems in which
both parent austenite and product martensite have
relatively low resistance to plastic flow. There is
also evidence of isothermal formation of lath mar-
tensite in, for example, Fe–Ni–Mn alloys at temper-
atures below ambient. In each case, transformation
involves growth of thin, parallel laths in ‘‘packets’’
in which each adjacent lath has the same shape
deformation and orientation relationship with the
parent austenite. Except in instances in which adja-
cent lath pairs are twin-related, thin films of retained
austenite are commonly observed between laths and
between lath packets, implying that each lath within
a packet is independently nucleated. Individual laths
typically have a dense dislocation substructure,
which is considered to be the product of extensive
plastic accommodation of the shape strain within the
martensite.

5. Martensite Nucleation and the Kinetics of
Transformation

Martensitic transformations are first-order transfor-
mations and thus proceed via the localized nucleation
and growth of individual crystals of martensite within
austenite. Martensite plates typically form on multi-
ple variants of the habit plane in a given grain of
austenite. In some systems, nucleation may occur
isothermally as the result of thermal fluctuations
at temperatures above the range in which athermal
nucleation occurs, but in ferrous alloys nucleation is
more commonly athermal and proceeds with reduc-
tion of temperature below Ms.

Theoretical approaches to martensite nucleation
are commonly classified in two groups: those that
derive from conventional models of homogeneous
or heterogeneous nucleation and those that involve
considerations of lattice instability. In the classical

approach, the strain energy accompanying nuclea-
tion, which has both shear and dilational compo-
nents, is minimized for a disk-like form, the scale of
which is determined by a combination of strain en-
ergy and interfacial free energy. Reasonable estimates
of the energy barrier to nucleation rule out any pos-
sibility of homogeneous nucleation and this has led to
various models for heterogeneous nucleation in as-
sociation with some form of critical nucleating defect.
The importance of such defects to nucleation has
been confirmed experimentally through direct obser-
vation and experimental studies of transformations
occurring in small particles and coherent precipitates.

Defects comprising suitably spaced groups of dis-
locations or faults have been shown capable, in prin-
ciple, of reducing the energy barrier (and thus the
critical nucleus size) to thermally activated (isother-
mal) nucleation. However, there is little direct experi-
mental information on the nature of the defects that
in practice facilitate nucleation. In certain circum-
stances, the defect configuration is such that a tem-
perature may be reached where the activation barrier
to heterogeneous nucleation vanishes, allowing ather-
mal nucleation to proceed. A special example involves
nucleation of fully coherent e martensite, where
the lattice deformation is an IPS and the interfacial
energy is correspondingly small. Transformation is
preceded by dissociation of lattice dislocations into
widely spaced partial dislocations separated by a layer
of stacking fault with a configuration approximating
to a thin layer of the c.p.h. phase. The critical nucleus
is thus deemed to comprise either a single layer fault
or a number of such faults on alternate {111}g planes.

An alternative, nonclassical approach to marten-
site nucleation arises from consideration of poten-
tial localized mechanical instability in the vicinity of
a lattice defect. Some displacive transformations, in-
volving small lattice strains, may be interpreted in
terms of a general lattice instability (soft phonon
mode) that manifests as a static wave representing a
structural change throughout the parent crystal.
However, with their relatively large lattice strains,
martensitic transformations in ferrous alloys are
unlikely to occur in this manner.

Once nucleated, growth of individual martensite
plates in most austenites is so rapid that the global
transformation kinetics can be considered to be con-
trolled exclusively by the rate of nucleation. Interface
velocities approach one half of the velocity of a
transverse shear wave in the parent crystal. Individ-
ual plates partition the volume available to them,
apparently reaching a size determined by mechanical
constraints to growth. In most ferrous alloys (includ-
ing plain-carbon and low-alloy steels), where the
transformation strains are large and there is no
observable lattice softening through the transforma-
tion range, plastic accommodation accompanies for-
mation of even very small plates. Growth of these
plates is not reversible on heating or removal/reversal
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of an applied stress because this plastic accommoda-
tion strain is irreversible.

However, in certain ferrous alloys there is a reduc-
tion in the elastic modulus sufficient to permit growth
to be accommodated elastically, when plates form in
groups or clusters of crystallographic variants that
permit self-accommodation of the shear component
of the shape strain. Such assemblies of plates are
in a thermoelastic or mechanoelastic equilibrium, so
that they form and grow when the temperature is
lowered below Ms or a shear stress is applied imme-
diately above Ms, and shrink and disappear if the
sign of the chemical or mechanical driving force
is reversed. Thermoelastic martensites have been ob-
served in, for example, Fe–Pt, Fe–Pd, and Fe–Ni–
Co–Ti alloys.

Global transformation kinetics, which in essence
define the volume fraction of transformed product as
a function of time and temperature, may be either
athermal or isothermal. In the former, the transfor-
mation proceeds only with decreasing temperature,
while in the latter the transformation progresses with
time at a constant temperature and exhibits classical
C-curve behavior, even though the temperature
may be well below the range in which significant dif-
fusion may occur. For both modes of transformation,
once initiated the transformation is rarely continuous
but tends to proceed in discontinuous ‘‘bursts’’ with
decreasing temperature (athermal transformation)
(Fig. 1), or increasing time at temperature (isother-
mal transformation). Each burst is the product of
autocatalytic nucleation and rapid growth of numer-
ous plates. Individual plates grow to near final size

very rapidly, so that transformation proceeds pre-
dominantly via the nucleation and growth of new
plates. Transformations in most ferrous alloys exhibit
athermal transformation kinetics; however, there are
systems that exhibit isothermal martensitic transfor-
mations, including, for example, certain Fe–Ni–Mn
alloys where transformation occurs at temperatures
well below ambient.

Bibliography

Cahn J W 1977 The symmetry of martensites. Acta Metall. 25,
721–4

Christian J W 1975 Theory of Transformations in Metals and
Alloys, 1st edn Pergamon, Oxford

Delaey L 1991 Diffusionless transformations. In: Cahn R W,
Haasen P, Kramer E J (eds.) Materials Science and Techno-
logy, Vol. 5, Phase Transformations in Materials. VCH,
Weinheim, Germany

Honeycombe R W K, Bhadeshia H K D H 1995 Steels, Micro-
structure and Properties, 2nd edn. Arnold, London

Muddle B C 1982 The crystallography and morphology of fer-
rous martensites. In: Aaronson H I, Laughlin D E, Sekerka
R F, Wayman C M (eds.) Proc. 1st Int. Conf. on Solid-Solid
Phase Transformations. TMS-AIME, Warrendale, PA

Nishiyama Z 1978Martensitic Transformation. Academic Press,
New York

Olson G B, Owen W S (eds.) 1992 Martensite. ASM Inter-
national, Materials Park, OH

Wayman C M 1964 Introduction to the Crystallography of
Martensitic Transformations. Macmillan, New York

B. C. Muddle and J. F. Nie
Monash University, Clayton, Victoria, Australia

276

Martensite



Nanoscale Ceramic Composites

A new class of structural ceramic materials with
superior mechanical properties is currently being
developed. These materials are known as ‘‘ceramic
nanocomposites’’ and are produced by combining a
structural ceramic matrix, such as Al2O3, ZrO2, or
Si3N4 with a nano-sized second phase. The second
phases typically used are ‘‘nanoparticles’’ which are
300 nm or less in size and added in quantities between
1 vol.% and 30 vol.% (Todd 1995). Ceramic nano-
composites have been reported to possess both room-
and high-temperature properties which are greatly
superior to those of the monolithic matrix in a variety
of material systems, indicating that a ‘‘structural
synergism’’ occurs between the matrix and second
phase in these systems (Niihara and Nakahira 1988,
Ding et al. 1993, Pezzotti and Sakai 1994). In this
article, the development of the most widely studied
ceramic nanocomposite, Al2O3–SiC, will be dis-
cussed. In particular, the processing steps required
to fabricate Al2O3–SiC nanocomposites and a review
of their microstructures will be given. Most impor-
tantly, the improvements in mechanical properties
over monolithic Al2O3 will be presented, and the
possible mechanisms responsible for these improve-
ments will be discussed.

1. Processing and Microstructure of Al2O3–SiC
Nanocomposites

Al2O3–SiC nanocomposites are produced using
standard ceramic processing techniques. Matrix and
second-phase powders are typically comilled in an
organic medium to achieve a uniform dispersion of
second phase throughout the matrix. After milling,
the nanocomposite powder is dried and then densified
using pressureless sintering or hot pressing. Relative
to that of monolithic Al2O3, densification in the
nanocomposite is strongly inhibited by the presence
of particles on grain boundaries, which reduce the
rate of grain-boundary diffusion. As a result, the
sintering conditions necessary to achieve full densifi-
cation are strongly dependent on the amount of sec-
ond phase, with the sintering temperature increasing
significantly with the second-phase volume fraction.
While monolithic Al2O3 can be pressureless sintered
to near-theoretical density at 1400 1C, a temperature
of 1775 1C is necessary for full densification in a
nanocomposite of Al2O3 containing 5 vol.% SiC
(Stearns et al. 1992). In fact, no study has shown
that full density can be achieved using pressureless
sintering in a nanocomposite containing more than
5 vol.% SiC. The difficulties of densification in the

nanocomposite can be alleviated by hot pressing.
During hot pressing, an applied pressure increases the
driving force for densification, allowing dense nano-
composites to be manufactured at lower temperatures
(e.g., 1500 1C for 5 vol.% SiC) and with higher vol-
ume fractions of second phase (e.g., 20 vol.% SiC at a
temperature of 1675 1C) (Stearns and Harmer 1996).

The processing steps used to produce nanocom-
posites have a significant effect on their microstruc-
tures and properties. It is well known that the
properties of the nanocomposite are strongly depend-
ent on the second-phase dispersion (Stearns et al.
1992). Specifically, a uniform dispersion of second
phase is critical to obtaining superior properties in
the nanocomposite relative to the monolith. Unfor-
tunately, the spatial distribution of the second phase
has been shown to be very sensitive to the processing
conditions used, indicating that small changes in
processing can lead to significant differences in the
properties of the nanocomposite.

The microstructures of nanocomposites produced
using the above technique are also strongly depend-
ent on the amount of second phase present. In nano-
composites with a high volume fraction of second
phase (45 vol.%), matrix grains are equiaxed with a
narrow size distribution, and second-phase particles
are uniformly distributed among the matrix grains.
An example of this type of microstructure (5 vol.%
SiC in Al2O3) can be seen in Fig. 1. On the contrary,
in samples with a low volume fraction of second
phase, the grain-size distribution of matrix grains
may be significantly wider and in extreme cases,
abnormal grains may be present.

N

Figure 1
Scanning-electron-microscope image of the
microstructure of a Al2O3–5 vol.% SiC nanocomposite
showing the presence of both intergranular and
intragranular particles.
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As shown in Fig. 1, second-phase particles in the
nanocomposite are either located on grain bounda-
ries (intergranular) or inside grains (intragranular).
As will be discussed later, the location of particles
with respect to grain boundaries plays the paramount
role in the improvement of the properties of the
nanocomposite over the monolith (Xu et al. 1997). In
particular, intragranular particles are believed to be
responsible for the superior room-temperature pro-
perties of the nanocomposite, while the intergranular
particles are believed to be responsible for its supe-
rior high-temperature properties. Intergranular par-
ticles also significantly increase the microstructural
stability of the nanocomposite. The interaction of
particles with grain boundaries strongly inhibits
matrix grain growth which would normally take
place at high temperatures. Figure 2 shows SiC
particles inhibiting grain growth in the nanocompos-
ite by pinning migrating grain boundaries. The rel-
ative proportions of intra- and intergranular particles
is strongly related to the matrix grain size in the
Al2O3–SiC system, with the percentage of intergran-
ular particles decreasing significantly with the grain
size. For example, approximately 70% of particles
are expected to be intergranular for a grain size of
1mm, whereas 25% of particles are expected to be
intergranular for a grain size of 5mm (Stearns and
Harmer 1996).

2. Room-temperature Properties of Al2O3–SiC
Nanocomposites

The superior mechanical properties of Al2O3–SiC
nanocomposites at room temperature were first

shown by Niihara, who found that the addition of
5 vol.% of 300 nm SiC particles to Al2O3 increased
the strength from 380MPa to 1100MPa (Niihara
and Nakahira 1988). Furthermore, it was shown
that a simple annealing treatment at 1300 1C for
1 hour in argon gas subsequently increased the
strength of the nanocomposites to over 1500MPa.
Niihara reported that the addition of the SiC parti-
cles also resulted in a significant increase in the frac-
ture toughness, from 3.8MPam1/2 to 4.7MPam1/2.
The superior properties of Al2O3–SiC nanocompos-
ites over monolithic Al2O3 have been confirmed by
a number of researchers, although none of these im-
provements have been as dramatic as those reported
by Niihara (Zhao et al. 1993, Borsa et al. 1995, Jang
et al. 1996).

While the superior properties of the nanocompos-
ite are well documented, the mechanisms responsible
for the improvement in properties are still unclear.
Proposed strengthening and toughening mechanisms
for the unannealed nanocomposite include the
reduction in critical flaw size due to the development
of intragranular particle-induced subgrain bounda-
ries, the attraction of intergranular cracks into matrix
grains by residual tensile hoop stresses which arise
due to the large thermal-expansion mismatch be-
tween Al2O3 and SiC, and the formation of a surface
layer of compressive stresses during machining. The
subsequent increase in strength and toughness after
annealing has been attributed to the healing of sur-
face flaws and the retainment of machining-induced
compressive surface stresses, both the result of a
slower stress relaxation behavior in the nanocom-
posite (Thompson et al. 1995).

In addition to having improved strength and
toughness relative to monolithic Al2O3, Al2O3–SiC
nanocomposites also have superior wear properties.
The improved wear properties are the result of a
change in fracture mode which occurs when the con-
centration of the SiC second phase is greater than
B4 vol.%. While monolithic Al2O3 exhibits predom-
inantly intergranular fracture, the large thermal-
expansion mismatch between Al2O3 and SiC results
in an apparent strengthening of Al2O3 grain bound-
aries, causing the nanocomposite to fracture
transgranularly. As a result, grains in Al2O3–SiC
nanocomposites are worn away slowly, in contrast to
monolithic Al2O3 where wear typically involves the
removal of entire grains due to the relatively weak
interface at grain boundaries. The effect of the
change in fracture mode on the wear properties of
the nanocomposite is dramatic. In one study, the wet
erosive wear rate of a 5 vol.% SiC nanocomposite
was measured to be one-third that of monolithic
Al2O3 with the same grain size (Walker et al. 1994).
Furthermore, the lack of grain pullout in the nano-
composite allows a higher-quality surface finish to be
prepared (and retained during wear) than is possible
with monolithic Al2O3.

Figure 2
Scanning-electron-microscope image of SiC particles
(5 vol.%) inhibiting grain growth by pinning migrating
Al2O3 grain boundaries.
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3. High-temperature Properties of Al2O3 –SiC
Nanocomposites

In addition to its superior room-temperature pro-
perties, Al2O3–SiC nanocomposite also possesses
superior high-temperature properties. The superior
strength and toughness of the nanocomposite at
room temperature are retained as high as 1000 1C
(Niihara and Nakahira 1988). Furthermore, studies
have shown that at higher temperatures, the creep
resistance of Al2O3 is increased significantly by the
presence of SiC particles (Ohji et al. 1995, Thompson
et al. 1997). As shown in Fig. 3, the creep rate of
Al2O3 containing 5 vol.% SiC (150 nm) is 2–3 orders
of magnitude lower than that of monolithic Al2O3 at
temperatures as high as 1300 1C. In addition, the
creep life of the nanocomposite is more than an order
of magnitude longer than in the monolith. Unfortu-
nately, the failure strain of the nanocomposite is
lower than that of Al2O3 due to the nucleation of
cavities at intergranular particles. The improved
creep resistance of Al2O3–SiC has been attributed
to a number of mechanisms. These mechanisms in-
clude a reduction in the rate of grain-boundary dif-
fusion due to the presence of intergranular particles;
an inhibition of shape-accommodation processes nec-
essary for creep to occur, such as grain-boundary
sliding and migration; and a reduction of the intrinsic
grain-boundary diffusivity of Al2O3 by silicon cation
contamination. The dominant mechanism responsi-
ble for the improved creep behavior of the nanocom-
posite is unknown.

4. Concluding Remarks

Ceramic nanocomposites are relatively new materials
which appear to have promise. In particular, Al2O3

containing nano-sized SiC second-phase particles
has been shown to possess both room- and high-
temperature properties which are superior to mono-
lithic Al2O3. These properties, which include higher
strength and toughness, increased wear resistance,
lower creep rates at elevated temperatures, and
excellent microstructural stability, make nanocom-
posites an attractive alternative to monolithic ceram-
ics for many structural applications.
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Nematic Discotic Liquid Crystals

The discotic nematic (ND) phase consists of an ori-
entational ordered arrangement of disk-like mole-
cules but with no long-range transitional order. The
director defining the preferred axis of orientation of
the molecules is the molecular short axis or the disk
normal.

The first example of an ND phase was observed in a
triphenylene derivative (Fig. 1(a)). With R¼O-C8H17

the ND phase occurs in the temperature range be-
tween 180 and 222 1C. Although a large number of
discotic liquid crystals have been synthesized in the
meantime, most of them show higher ordered colum-
nar phases rather then the nematic phase. Thus, only
a comparatively small number of discotic nematic
liquid crystals are known so far, and a more or less
complete set of physical properties is available for
only a few.

Therefore, most of the results presented here refer
to a special class of discotic liquid crystals as model
systems (Fig. 1(b)) (Chandrasekhar 1998).

1. Properties of the Discotic Nematic Phase ND

For the discotic nematic phase as for the calamitic
one the anisotropy of various physical properties,
such as refractive index (n), dielectric permittivity (e),
and magnetic susceptibility (w) is related to the order
parameter S ¼ 1

2
/3cos2y� 1S.

Consequently, the temperature dependence of the
anisotropic values is mainly owing to the temperature
dependence of S, whereas the magnitude as well as
the sign of the anisotropy is determined by the mo-
lecular structure.

In contrast to almost all rod-like molecules, the flat
molecular structure causes a negative sign of both the
optical and the magnetic anisotropy (Fig. 2). These
are characteristic features of all discotic liquid crys-
tals. As a consequence it is not possible to achieve an
uniaxial alignment by applying a homogeneous mag-
netic field (Levelut et al. 1981).

For the dielectric anisotropy both signs are found,
depending on the presence of permanent dipole mo-
ments and their orientation with respect to the mo-
lecular short axis, i.e., the disk-normal. Since the
selected compounds do not possess any dipole mo-
ment, the dielectric anisotropy is also negative in this
case (Fig. 2).

Generally, the order parameter, S, is directly pro-
portional to the anisotropy of the magnetic mass

Figure 1
Two examples of nematic discotic liquid crystals. (a)
First nematic discotic liquid crystal, a triphenylene
derivative. (b) Principal structure of the model
compounds, based on a benzene-centered multiyne core.

Figure 2
Temperature dependence of anisotropic properties of
the discotic nematic phase (multiyne derivatives, where
R¼ heptyl (B7), octyl (B8), and nonyl (B9), see Fig.
1(b)): (a) refractive indices, (b) dielectric constants, (c)
dielectric anisotropy, (d) magnetic susceptibility
anisotropy (10�6 SI units) (after Sabaschus 1992,
reproduced with permission).
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susceptibility, which for the discotic case has been
determined only for very few liquid crystals. Neglect-
ing small corrections for the inner field, the order
parameter, S, can also be easily determined from the
optical anisotropy, which in the absence of perma-
nent dipole moments is proportional to the dielectric
anisotropy. Using the same standard extrapolation
procedure as for calamitic liquid crystals, absolute
values of S can be obtained.

As Fig. 3 shows, all three different physical pro-
perties give the same temperature dependence for the
naphthalene-centered multiyne under investigation.

At low temperatures the experimental values agree
with the order parameter calculated by the Maier–
Saupe theory, but while approaching the clearing
temperature, distinct deviations are observed.

Quite probably this effect is owing to an increased
twist of the outer benzene rings at higher temperature
reducing the molecular anisotropy mainly caused by
the aromatic rings. In conventional rod-like mole-
cules such a twisting will not affect the molecular
anisotropy because of the molecular rotation around
the long axis.

A characteristic property of the nematic phase is its
elastic behavior favoring a uniform director orienta-
tion. There are three basic deformations: splay, twist,
and bend, which are described by the elastic constants
K1, K2, and K3 respectively.

The elastic constants of the discotic nematic phase
have been measured only for a few compounds
(Phillips et al. 1993, Chandrasekhar 1998). For some
multiyne compounds K3 and K1 could be obtained by
the electric field induced deformation and K2 from
the critical cell-thickness for which a change from a

helical structure to a uniform orientation takes place
in chiral doped samples (Fig. 4).

It is interesting to note that the values are in
the same order of magnitude as that obtained for
calamitic liquid crystals. Considering ellipsoids with
different shape anisotropy, a reversed sequence of the
elastic constants is predicted for disk-like molecules
in comparison to rod-like nematic liquid crystals:
K24K14K3 (Sokalski and Ruijgrok 1982), being
confirmed by the experimental investigations (Fig. 5).

As for calamitic liquid crystals the temperature
dependence of the elastic constants is approximately
given by the square of the order parameter (KiBS2).

For a complete description of the viscoelastic
properties, the set of five viscosity coefficients is
needed, which have not yet been determined for a
discotic nematic liquid crystal. Only a few values of
effective viscosity parameters were measured. At
the same temperature the viscosity exceeds that of
calamitic liquid crystals by two orders of magnitude.
Concerning flow alignment, it was predicted that
owing to the disk-like shape of the molecules the di-
rector will adopt negative angles with respect to the
flow direction, not positive angles as in the calamitic
case (Chandrasekhar 1998).

2. Physical Properties of the Discotic Cholesteric
Phase

It is well known for calamitic systems, that chiral
molecular structure present either in the liquid crystal
compound or in a dopant will twist the nematic to the
chiral nematic phase (cholesteric phase). A similar
helical structure is exhibited by chiral twisting a
nematic phase consisting of disk-like molecules as
shown in Fig. 5. The preferred orientation of the
short axis of the disks, i.e., the director n rotates

Figure 3
Temperature dependence of the order parameter
obtained from the dielectric (e), magnetic (w), and optical
(n) anisotropies in comparison to the order parameter
predicted by the Maier–Saupe theory (solid line).
Naphthalene-centered multiyne with
R¼�C�C�+�C9H19 (after Sabaschus 1992,
reproduced with permission).

Figure 4
(a) Apparent dielectric constant of an initially
homeotropically aligned sample as a function of the
applied voltage. From the threshold voltage UC the bend
elastic constant K3 is calculated, whereas K1 is deduced
from fitting the rise of the apparent dielectric constant.
K2 was obtained from the critical cell thickness with
chiral doped systems in which a transition from twisted
to the untwisted state takes place (see Fig. 6). (b) Elastic
constants of the multiyne compound B9 (see Fig. 1(b))
(after Kr .uerke 1999).

281

Nematic Discotic Liquid Crystals



about the helix-axis (z). The pitch, p, is the distance of
one full revolution. Right-handed (p40) and left-
handed (po0) helical structures can be formed.

Replacing the nonchiral side chains of the nematic
triphenylene (see Fig. 1) by chiral substituents lead
to the first example of a discotic cholesteric
phase (R¼O-(CH2)3CH(CH3)C2H5)) with a pitch
of B30 mm at 200 1C (Chandrasekhar 1998). As for
calamitic liquid crystals the helical pitch can be de-
termined either from the periodicity appearing in a
fingerprint texture in samples prepared with the hel-
ical axis parallel to the substrates or by the distance
between cano-lines in a wedge-shape sample with the
helical axis normal to the substrates. Since discotic
liquid crystals tend to adopt a homeotropic align-
ment, the Cano method generally cannot be applied.
Quite remarkably for multiyne compounds, weak an-
choring is often observed. Thus, cholesteric discotic
phases based on multiyne compounds exhibit the
grandjean texture with cano-lines at larger thick-
nesses of the wedge, whereas at smaller thicknesses a
transition to the homeotropic alignment takes place
and a fingerprint texture is observed (Fig. 6). At even
smaller sample thickness a transition to the untwisted
homeotropic aligned nematic phase occurs, allowing
determination of the twist-elastic constant, K2, from
the critical thickness d0¼ p/2 �K3/K2 (Fischer 1976).

Using discotic multiyne compounds it was demon-
strated that as in the case of calamitic liquid crystals
depending on the lateral substituents, either a short
helical pitch or a temperature-induced helix inversion
can be realized. With the S-enantiomer of a radial
pentayne, with R¼OC2H4CH(CH3)C3H6CH(CH3)2,
X¼OC16H33 (see Fig. 7), selective reflection of right-
handed circularly polarized light is observed in the
temperature range between �25 1C and 10 1C. Taking
into account the mean refractive index (n¼ 1.73) the
value of the pitch could be calculated from the wave-
length of maximum reflection to be p¼ 0.3 y 0.4 mm.
With a substituent R¼OCH2CH(CH3)C2H5, a
cholesteric phase is obtained which shows an unu-
sual temperature dependence of the pitch resulting in
a helix inversion at about 97 1C (Fig. 7). Dissolving
the chiral compound in a nematic induced multiyne
cholesteric phases. The pitch induced is inversely
proportional to the concentration of the dopant (c).
The constant of proportionality, which depends both
as the nematic host and the temperature, is called the
helical twisting power of the chiral dopant. As Fig. 7
shows, the pc product is found to be independent of
composition, thereby establishing the relation 1/pBc
(chiral dopant), which is well known for induced
cholesteric phases with calamitic liquid crystals. Re-
markably, the inversion temperature does not depend
on the concentration, showing that the inversion
effect is an intrinsic property of the chiral dopant
(Langner et al. 1995).

Obviously, with suitable molecular structures, val-
ues of pitch and temperature dependencies similar to
those of calamitic cholesteric phases can be produced.
However, much less is known about the relationship

Figure 5
Schematic representation of the discotic cholesteric
phase. The local director n is propagating around the
axis z describing a left-handed or right-handed helical
structure of a certain pitch p.

Figure 6
Schematic representation of the Cano experiment using
planar alignment conditions with a discotic cholesteric
liquid crystal exhibiting weak anchoring and
corresponding view through the polarizing microscope.
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between the chiral molecular structure and the helix
formation.

It is interesting to note that extremely high helical
twisting powers were found with chiral compounds
such as sugar derivatives (Kr .uerke et al. 1993) and
nonliquid crystalline chiral substituted hexaynes
(Booth et al. 1996). These compounds induce short-
pitch cholesterics (po0.3 mm) with concentrations
below 20wt.%, although they do not possess a
cholesteric phase themselves.

As in calamitic cholesteric systems with high chira-
lity, up to three blue phases BPDI, BPDII, BPDIII
were observed with these induced cholesteric discotic
systems. Single crystals of BPDI and BPDII can also
be grown (Fig. 8). A chiral triphenylene derivative
has been synthesized, which is the first pure discotic
compound exhibiting a Blue Phase (Heppke et al.
2000).

A special feature of discotic compounds in general
is the pronounced tendency to form a vitrified state,
which enables the preservation of liquid crystalline
order in the glassy state with moderate cooling rates.

Exploiting this, it was possible to use the special
method of Kossel spectroscopy to determine the
symmetry and lattice constants of both BPDI and
BPDII, which turned out to be the direct analogues of
the corresponding blue phases formed by calamitic
cholesteric systems. Neither the critical pitch at which
the blue phase occurs, nor the structure of blue

Figure 7
Temperature dependence of the helical pitch (a), and the
helical twisting power (b) for a pure discotic cholesteric
pentayne (R¼CH2CH(CH3)CH2CH3, X¼OC16H33)
which exhibits a temperature-induced helix inversion at
Ti B97 1C, and for diluted mixtures with a suitable
discotic nematic compound (Langner et al. 1995,
reproduced by permission of from Journal of Materials
Chemistry, 1995, 5, 693–9).

Figure 8
Textures of discotic blue phases observed under a
polarizing microscope on cooling from the isotropic
liquid: (a) BPDIII or ‘‘blue fog’’, (b) BPDII single crystal,
(c) BPDI platelet texture.
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phases seem to be significantly altered by the different
shape anisotropy of discotic liquid crystals.

Also, the free surface of vitrified discotic blue
phases could be investigated for the first time by
atomic force microscopy (Fig. 9). The surface is
strongly modulated at a periodicity which corre-
sponds to the lattice constants of the respective blue
phases, but no indication of defects owing to discli-
nation lines could be found (Hauser et al. 1997).

3. Special Properties and Potential Applications

As demonstrated so far, there are no fundamental
differences between nematic and cholesteric phases of
rod- and disk-like molecules. Essentially, the director
seems not to care about the molecular shape aniso-
tropy. The peculiar phenomenon of an inverse or even
re-entrant phase sequence ND-Col(-ND) has been re-
ported (Chandrasekhar 1998), but a theoretical anal-
ysis is still lacking. Some electro-optical effects such as
dynamic scattering (Dubois et al. 1981), Frederiks
field effect (Heppke et al. 1988) and an electrically
tunable cholesteric mirror (Kr .uerke et al. 2000a) were
also demonstrated but never made it to application.

However, biaxiality is especially related to molec-
ular shape. Nematic biaxiality is anticipated to
appear between the calamitic and the discotic nema-
tic phases. Although numerous attempts have been
made to observe it, there is still a doubt about
its existence for low molecular weight thermotropic
systems.

Owing to their molecular shape, discotic com-
pounds exhibit negative birefringence (Dno0). This
property is commercially used in polymer compensa-
tion films to enhance the color characteristics of wide

viewing angle STN (super-twist nematic) display de-
vices (Mori et al. 1997).

Potential nondisplay applications have also been
demonstrated: the high tendency to form a glassy
state makes discotic liquid crystals suitable materials
for holographic information storage at reasonable
temperatures (Contzen et al. 1996). The special class
of multiyne compounds shows a highly sensitive in-
trinsic photoelectric reorientation effect (MacDonald
et al. 1999). The use of discotic materials as lubricants
has been demonstrated (Eidenschink et al. 1999).

A special kind of nematic phase is obtained by
mixing discotic materials with electron acceptors such
as trinitrofluorenone: charge transfer interaction
leads to the formation of columnar rod-like supra-
molecular assemblies, thereby inducing the so-called
calamitic nematic phase, NC, in a certain range of
concentration (Chandrasekhar 1998). Similar nema-
tic and cholesteric phases are obtained by dilution of
columnar liquid phases with suitable hydrocarbons
such as dodecane. These systems exhibit phenomena
such as selective reflection and polar switching
(Kr .uerke 2000b).
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Nickel Alloys: Nomenclature

The numbering and identification of a nickel alloy is
initially defined by the individual producers and users
of the alloy. This has led to a profusion of trademarks
and specific alloy designations. The Special Metals
Corporation sells product under the trademarks
BRIGHTRAY, INCONEL, INCOLOY, MONEL,
NIMONIC, and UDIMET, among others. Haynes
International uses the trademarks HASTELLOY and
HAYNES. Other trademarks used for nickel alloys
and nickel-based superalloys include MAR-M by
Martin Metals Corporation, Rene by General Elec-
tric Corporation, PWA by Pratt & Whitney Aircraft
Division, United Technologies Corporation, and
Nicrofer by Krupp VDMGmbH. Examples of specific
alloy designations include RENE 41 by Teledyne
Allvac, alloy 625LCF by Special Metals Corporation,
and CMSX-4 by Cannon–Muskegon Corporation. In
many instances, different trademarks are used for the
same alloy produced by the several manufacturers.

There is presently no worldwide clearing-house
dedicated specifically to nickel alloys. Without this

specific unified system of alloy identification, the
potential exists for confusion due to more than one
identification number being used for the same alloy,
or for the same number to be used for two or more
different alloys. This gap is filled by generic coding
and identification systems: for example, the Inter-
national Organization for Standardization (ISO),
the Unified Numbering System (UNS), and the
Werkstoff system. Table 1 lists examples of common
names of alloys and the appropriate classification
numbers.

The ISO publishes a list of designations for nickel
alloys. It is an international agency for standardiza-
tion comprising the national standards entities of
about 90 countries. The interests of users, producers,
governments, and the scientific community are
brought together and the international exchange of
goods and services is facilitated. Use of these desig-
nations simplifies communication related to alloys.

The Unified Numbering System for Metals and
Alloys (UNS) correlates many metal and alloying
identification systems administered by societies and
trade associations. Assignments for the alloys are
processed by the American Society for Testing and
Materials, West Conshohocken, PA, and the Society
of Automotive Engineers, Warrendale, PA. The UNS
number is only an identifier of an alloy for which
limits have been established in specifications pub-
lished elsewhere. The UNS designation is not a spec-
ification as it defines no requirements for form,
condition, or properties.

Table 1
Examples of nickel alloys with nomenclature and
designations.

Common
name UNS no. Werkstoff nr.

ISO
designation

Nickel 200 N02200 2.4060/66 NW2200
Alloy 214 N07214
Alloy 330 N08330 1.4864
Alloy 400 N04400 2.4360 NW4400
Alloy K-500 N05500 2.4375 NW5500
Alloy 600 N06600 2.4816 NW6600
Alloy 686 N06686
Alloy 718 N07718 2.4668 NW7718
Alloy MA754 N07754
Alloy 800 N08800 1.4876 NW8800
Alloy 800HT N08811 1.4876 NW8811
Alloy 901 N09901 2.4662 NW9911
Alloy 925 N09925
Alloy B-2 N10665
Alloy C-22 N06022
Alloy G-3 N06985 2.4619 NW6895
Alloy C-276 N10276 2.4819 NW0276
REN !E 41 N07041
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The European Standards system of identification,
sometimes called the Werkstoff numbering system,
defines rules for designating steels and alloys by a
series of numbers and letters to express principal
characteristics and applications. This identification
system is international and incorporated into the
national standards of the participating CEN mem-
bers, including Austria, Belgium, Denmark, Finland,
France, Germany, Greece, Iceland, Ireland, Italy,
Luxembourg, Netherlands, Norway, Portugal, Spain,
Sweden, Switzerland, and the UK.

See also: Nickel-based Superalloys: Alloying
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Nickel-based Superalloys: Alloying

The nickel–chromium and nickel–iron–chromium-
base superalloys are critical materials for high-stress,
high-performance applications in the aerospace,
power generation, and transportation industries.
Superalloys are noted for their ability to retain their
high strength and creep-rupture resistance up to a
high fraction of their melting temperature, in addi-
tion to generally high strength. These alloys are based
on a face-centered-cubic (f.c.c.) matrix which is tol-
erant to significant alloying for strengthening and
for resistance to oxidation and other environmental
attack. The development of superalloy compositions
depends on an understanding of the effects of the
various alloying elements on the alloy microstructur-
al features, and the role these features play in
imparting the desired high performance.

Chromium additions ofB10–25% to nickel provide
an alloy base that is both oxidation- and creep-resist-
ant. Chromium oxide scales provide environmental

protection of the underlying base alloy at high
temperatures by restricting the diffusion rate of oxy-
gen and sulfur inward, and metallic elements from the
alloy outward. A more formable and machinable
material is provided by additions of iron to the nickel-
base alloy. These nickel–chromium and nickel–iron–
chromium-base alloys have relatively low creep
strength. However, the properties of both of these
f.c.c. matrices can be greatly improved by solid-solu-
tion strengthening, precipitation strengthening, and
dispersion strengthening.

Strong solid-solution strengthening of the g-f.c.c.
matrix is produced by additions of the refractory
elements molybdenum and tungsten. This effect is
noted at elevated temperatures due to the slow dif-
fusion of these elements through the matrix structure.
Aluminum and chromium are also potent solid-
solution strengtheners. Iron, titanium, vanadium,
and cobalt also contribute, but to a lesser degree.
Solid-solution strengthening is related to differences
in atomic diameter. An additional contribution can
result from differences in electron vacancy number.
The latter effect is partly due to a lowering of stack-
ing fault energy, which would lead to reduced creep
by making cross slip more difficult in the g matrix.
Superalloys having good creep strength due to solid-
solution strengthening, combined with excellent
resistance to oxidation and corrosion, include
INCONEL alloy 617 and HASTELLOY alloy X.

The predominant strengthening precipitates in
nickel-base superalloys are gamma-prime, g0, and
gamma-double prime, g00. The g0 phase, typically
identified as Ni3(Al,Ti), is an intermetallic phase be-
tween nickel and aluminumþ titanium. Its crystal
structure is an ordered f.c.c., L12-type that contrib-
utes antiphase boundary (APB) strengthening to the
two phase g–g0 alloy. Because the structure of both
the g0 precipitate and the g matrix are f.c.c. and
the mismatch between the phases is low (0–1%), the
interfacial energy is low and long-term stability of the
precipitate is enhanced. The g0 phase has two unusual
characteristics. First, its strength increases with
increasing temperature to B800 1C, and second, it
has a limited amount of inherent ductility that pre-
vents severe embrittlement should a massive mor-
phology, such as a grain boundary film, develop. The
g0 phase can be highly alloyed. The elements alumi-
num, titanium, molybdenum, tungsten, and chro-
mium strengthen the g0 phase. Niobium and tantalum
also strengthen it, but to a lesser extent.

The g00 phase is also an ordered phase but has a
body-centered-tetragonal structure and the compo-
sition Ni3Nb. While g0 is the predominant matrix-
strengthening phase in nickel-base superalloys,
addition of significant levels of iron causes two
changes. First, the g00 phase tends to be more stable
than g0 and hence the g00 serves as the major strength-
ening precipitate, although g0 can still be present.
Compositions representing this situation include
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INCONEL alloys X750, 706 and 718. Second, the Z
phase in nickel–iron-base superalloys is primarily
Ni3Ti and aluminum plays essentially no direct role
in the precipitation strengthening. However, the sta-
bility of both g0 and g00 phases in Ni–Fe superalloys is
enhanced by aluminum.

Long-time exposure at about 650–750 1C can cause
transformation of the g0 and g00 phases to Z and d
phases, respectively. Coherency strain energy associ-
ated with the mismatches in lattice constants is
believed to be the driving force for these transforma-
tions. The Z phase has a h.c.p. crystal structure and
forms either as cellular precipitates or intragranular
Widmanst.atten plates. Cellular precipitation that nu-
cleates at the grain boundaries can be detrimental
to stress rupture ductility. The second mode, Wid-
manst.atten plates may reduce strength, but not duc-
tility. The transformation of the metastable g00 phase
to the equilibrium d, with a DO2 crystal structure, as
well as the Z phase formation can be slowed by: (i)
additions of aluminum and boron, (ii) replacement of
some niobium with tantalum, and (iii) limiting the
temperature of application.

Creep deformation occurs in crystalline solids by
three mechanisms: dislocation creep, diffusional
creep, and grain boundary sliding. The volume
fraction of precipitate particles has a large effect on
creep and stress rupture resistance in nickel-base
superalloys. Creep strength, as defined as the stress
producing a given steady-state creep rate, has
been demonstrated to be proportional to the g0 vol-
ume fraction. In addition, stress rupture strength
of many commercial superalloys with g0 contents of
15–60 vol.% have been shown to be proportional to
the g0 volume fraction. The g0 volume fraction, par-
ticle size, and morphology affect the interaction be-
tween the precipitates and deformation-related
dislocations. The g0 precipitates are cut by disloca-
tions when the interparticle spacing is small, while at
larger particle spacing dislocations bypass g0 by loop-
ing or climb mechanisms. The mode and extent of
creep deformation and the transition from the cutting
to bypassing also depend on deformation strain rate
and temperature, APB and fault energy of the g0, the
strength of the g matrix and g0 phases, coherency
strains, and solute diffusivity in g and g0. All of these
factors are a function of the alloy composition. The g0
volume fraction can be raised by increasing the
aluminum, titanium, tantalum, and niobium con-
tents; it can also be increased by reducing the solu-
bility of these elements in the g matrix by raising
the chromium, cobalt, molybdenum, and tungsten
contents in the alloy.

Grain boundaries are relatively weak links in
nickel-base superalloys. A reduction in grain bound-
ary sliding obtained by small additions of elements
such as carbon, boron, zirconium, and hafnium
can, thus, have a significant effect on creep strength.
Carbon additions result in precipitation of M23C6

(usually Cr23C6) particles, the distribution of which at
grain boundaries can be controlled through heat
treatments. A continuous grain boundary film of
M23C6 can form during prolonged exposure above
about 975 1C. The reaction to form this film occurs
between intragranular MC carbides, rich in Ti, Hf,
Zr, and refractory elements, and the g matrix to form
g0 plus M23C6 at grain boundaries. The presence of
this film reduces rupture ductility. Boron, zirconium,
and hafnium segregate to grain boundaries and im-
prove high-temperature creep strength and ductility.
These grain-boundary-segregating elements appear to
reduce grain boundary diffusion rates. This would
lower creep rates and slow down the process of in-
tergranular stress rupture. Hafnium additions, up to
about 2.0%, can also modify carbide morphology
and improve rupture ductility. Some newer superal-
loys have a portion of the carbon replaced by boron
and use borides, which, unlike primary MC carbides,
can be manipulated by heat treatment. Higher boron
and lower carbon contents are also used to manip-
ulate the formation of the relatively ductile g–g0
eutectic phase.

The nickel-base alloys with the highest creep
resistance have the highest g0 volume fractions and
high levels of refractory elements. These alloys, em-
ployed in high- temperature, high-stress turbine com-
ponents such as blades, are used in the as-cast and
heat-treated condition. Examples of such alloys are
alloy B-1900, MAR M-200, and alloy IN-738. Large
turbine components that cannot be cast to shape are
made from wrought superalloys with lower g0 volume
fractions and lower strength so that the alloys can
be mechanically worked by rolling or forging. These
alloys, such as Waspaloy, UDIMET alloy 700, and
NIMONIC alloy 115, have higher chromium and
lower refractory element contents to avoid formation
of unwanted topologically close-packed phases that
degrade properties. The creep strength of wrought
alloys is lower than that of the cast alloys. Part of this
difference is attributable to grain size; cast alloys have
a coarser grain size than wrought alloys.

Manipulation of the grain structure of superalloys
has produced significant improvement in creep
strength. Directional solidification (DS) technology
has minimized or eliminated grain boundaries ori-
ented transversely to the applied stress and resulted in
improved creep strength compared with polycrystal-
line cast alloys. Extension of this technology to pro-
duce single crystal alloys has improved creep strength
further. The latter improvement has allowed the
elimination of elements such as boron, zirconium,
and hafnium that were previously added to improve
the grain boundaries. Examples of these directionally
solidified and single crystal alloys include DS MAR
M-200þHf and alloy CMSX-4, respectively.

Powder metallurgy processing is also used for the
production of superalloys. Powders produced by
rapid solidification of molten alloy are subsequently
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consolidated to produce alloy structures that are
fine-grained and amenable to hot-working practices.
Very strong alloys with cast-type compositions
can now be treated as wrought alloys. In addition,
the maturation of hot isostatic pressing as a con-
solidation technique has allowed near-net shapes to
be manufactured with the attendant benefit of cost
reduction.

Powder metallurgy processing of a different type
has produced superalloys with greatly improved
creep strength by incorporating uniform dispersions
of insoluble fine particles in superalloy matrices.
Chemical techniques have been used for some time to
produce alloys without reactive elements. Unfortu-
nately, these reactive elements such as aluminum and
titanium are also the ones providing precipitation
hardening and good creep strength. Mechanical pow-
der production techniques, for example, mechanical
alloying, have overcome this limitation and allowed

combinations of solid-solution strengthening, precip-
itation hardening, and dispersion strengthening to be
achieved in a single alloy. Examples of oxide disper-
sion-strengthened (ODS) alloys are INCONEL alloys
MA754 and TD NiCr. As with DS materials, aniso-
tropic and aligned grain shapes are critical for max-
imizing creep strength in these alloys.

Advanced nickel-base materials more recently
developed include composite superalloys and inter-
metallics. The principle of composites is to strengthen
a ductile nickel-base matrix with strong second-phase
fibers. This can be achieved either by mechanically
incorporating fibers, such as tungsten, into a super-
alloy matrix or by directionally solidify liquid eutectic
alloys such that one phase grows with a fibrous or
lamellar morphology. Studies of intermetallics have
been directed to the nickel aluminides NiAl and
Ni3Al and alloying of these bases to achieve useful
combinations of strength and ductility. As expected,

Figure 1
Creep strengths of selected superalloys.
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alloys based on the NiAl intermetallic also exhibit
good oxidation and corrosion resistance.

The creep strengths of many of the types of super-
alloy discussed above are compared in Fig. 1. Stress-
to-rupture in 100h is plotted as a function of test
temperature. The increases in stress rupture strength
when going from solid-solution strengthened alloys to
alloys strengthened by increasing fractions of g0, and
finally to single crystal and ODS alloys are shown.

See also: Nickel Alloys: Nomenclature
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Oxide Glasses

The structure of the typical glass formers B2O3, SiO2,
GeO2, and P2O5 is reported in terms of three-
dimensional infinite cross-linking of units forming
short-range order with no long-range order. The
effects of intrinsic defect formation and of extrinsic
defects caused by foreign impurities are discussed in
relation to basic properties of the glassy state. Glasses
for practical purposes result from the many possible
combinations of network-forming oxides together
with one or several modifier oxides MI

2O (MI¼Li,
Na, or K) and/or MIIO (MII¼Mg, Ca, Sr, Ba, Pb)
and/or MIII

2 O3 (MIII¼La, Ce). Incorporating the
so-called intermediate oxides, Al2O3, Fe2O3, TiO2,
ZrO2, etc., into glasses leads to an enormous exten-
sion of possible vitreous materials with special prop-
erties. Ion conductivity and optical properties are
briefly reviewed in this article.

1. Glass-forming Binary Oxides

In the broad field of solid-state materials, the binary
oxides B2O3, SiO2, GeO2, and P2O5 are known as
typical glass formers. Using many types of methods of
preparation, they form readily the noncrystalline state.
With sufficient purity, an isotropic bulk body is easily
formed even as the result of slow cooling from the melt
or by the application of sol–gel preparation techniques,
or as thin films by deposition from the vapor state.

1.1 The Glass Structure as a Random Network of
Units

The increased glass-formation tendency of the oxides
is a result of fundamental features of the chemical
bond. Starting from the left-hand side of the periodic
table, owing to the high difference of the electro-
negativity, highly connective crystalline ionic lattices
of oxides prevail, yielding packing of units with a
high density. Going on to the right-hand side, an
increased contribution of covalent bonding occurs,
and at the same time the coordination number de-
creases. Especially in the upper series, the bonds are
more directed to the oxygen ligands. Hence, space
filling is reduced because structures are formed which
can be considered as intermediate with regard to the
molecular structures of the volatile oxides of the
nonmetallic elements at the upper right-hand corner
of the periodic table. Of course, owing to the ability
to form two-fold covalent bonds, oxygen is specially
suited to link structural units having coordination
numbers of 3, 4, or 6, and which makes pos-
sible continuous cross-linking, thus leading to highly

polymeric network structures. The requirements of
electroneutrality, allowing at most little charge sep-
aration, suggest the formation of triangular units of
BO3/2 or of tetrahedral units such as [BO4/2]

�, SiO4/2

and GeO4/2, OPO3/2, or [PO4/2]
þ . Zachariasen

(1932), the founder of the theory of glass structure,
defined these units to be the origin of a molecular-like
short-range order. Owing to three-dimensional infi-
nite cross-linking, highly polymeric network struc-
tures are formed without or with only very poor
residual order in the adjacent coordination spheres.

However, units with coordination number of 6, e.g.,
the corner-shared octahedrons ReO6/2 of ReO3 or of
compounds with the perovskite-type structure, do not
seem to be able to form glasses. This appears to be the
result of a strong directionality of the bonds with an-
gles near to 1801 at the bridging oxygens. Hence, the
distribution of spatial configurations in the adjacent
coordination spheres is extremely restricted, thus lead-
ing to the preference for crystallization.

Figure 1(a) shows for SiO2 that the bond angle, a, at
the bridging oxygen atom is ao1801. Variation
of such angles around an average value of 1501 and
the freedom of rotation about the Si–O bonds make
possible the occurrence of a broad distribution of
structural configurations, yielding a continuous ran-
dom network structure with no, or strongly reduced,
long-range order. The essential structural prerequisite
for a preference of glass formation is the existence
of units with coordination numbers of 2, 3, or 4, which
are connected by a divalent linking atom, e.g., oxygen.
As shown in Fig. 1(a), the structure of vitreous silica
can also be described by randomly distributed five-,
six-, seven-, and higher-membered rings. Their vibra-
tional dynamics have been studied by Elliott (1997).

Depending on the kind of preparation and thermal
treatment, frequently a small residual degree of
medium-range order is found to be maintained. In
comparison to a random distribution, just those con-
figurations in the second and sometimes even in the
third coordination sphere appear with an increased
frequency, which are typical for the crystalline mod-
ifications tridymite and cristobalite of silica. Actually,
analysis of experimental radial distribution function
results suggests small contributions of those config-
urations, which reflect a relationship to the crystallite
approach to glass structure as proposed by Lebedev
(1921). The structure of vitreous GeO2 is analogous
to that of vitreous silica, having an average angle at
the bridging oxygen atoms of 1331.

Figure 1(b) shows the two-dimensional connection
of rings of BO3/2 units in vitreous B2O3 with random
ring statistics and the preferential formation of
boroxol rings, as deduced from diffraction measure-
ments (Bell and Carnevale 1981).

O
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Mixtures of B2O3 and SiO2 have been shown to
form glasses by using sol–gel preparation techniques.
Commonly, small additions of a third, more basic,
oxide initiate phase separation in the melt. Vogel
(1992) elucidated the manifold phenomena of phase
separation in glasses. The combination of B2O3 with
P2O5 leads to the crystalline compound BPO4, whose
structure consists of a network of alternating (BO4/2)

�

and (PO4/2)
þ tetrahedrons. The structure and se-

quence of crystalline modifications occurring on
heating BPO4 is very analogous to that for silica;
however, with the essential difference that glass
formation is completely inhibited. Indeed, the ener-
getically favored pairwise contacts of (BO4/2)

� or
(PO4/2)

þ units imply the formation of even-membered
rings and, obviously, such a restriction is the reason
for the lack of glass formation.

P2O5 in the pure state exists as the molecular com-
pound P4O10, whose structure is closely related to the
urotropine structure. Contact with protic agents, e.g.,
traces of water, gives rise to polymerization leading to
two-dimensional continuous random cross-linking of
OPO3/2 units in the glassy state (Fig. 1(c)).

The fundamental structural features for glass for-
mation are also valid for chalcogenide glasses. Be-
cause of their chain-like structure, elementary sulfur
and selenium and also their binary compounds, e.g.,
with germanium and arsenic, act as glass formers.
Many combinations have been studied (for a review
see Feltz 1993).

1.2 Intrinsic and Extrinsic Defects

The ideal structure of glass-forming oxides and
chalcogenides is understood as a continuous random
network of subassemblies in a structural skeleton that,
although variable in its spatial configuration, becomes
rigid when all the bonds are complete. With decreas-
ing temperature, the melts of glass-forming com-
pounds undergo a continuous transition from a
viscous liquid to the vitreous state showing the typ-
ical shape-conserving behavior of an elastic solid. Of
course, increasing the viscous flow of a highly poly-
meric structure requires the breaking of bonds. Partial
depolymerization of the continuous network structure
has to take place the higher the temperature, thus
leading to intrinsic point defect formation. Actually,
the nonbonding electron pairs of the bridging oxygen
atoms make possible a favored mechanism of defect
formation. As shown in Fig. 2(a), the covalent bonds
are preferentially broken in such a way that the elec-
tron pair of the corresponding bond remains on one
of the fragments; in other words, this is a heterolytic
process. The energy required for breaking the bond is
reduced by an increase of the coordination number at
a silicon atom in the transition state. Effectively, the
vacant site is filled by a nonbonding electron pair
from another neighboring bridging oxygen.

Such an increase of the coordination number from 4
to 5 at the silicon atom in the transition state of the
defect formation reaction is quite plausible (Liebau
1985). The lone pair electrons of a bridging oxygen
from the environment guarantees a stabilization re-
ducing the free energy of formation of pairs of charged
dangling bonds as intrinsic defects. The positively and
negatively charged defect centers should thus be as-
sumed to occur in the supercooled melt with an equi-
librium concentration nC¼ n0 exp(�DG/2RT) at a
given temperature. Its value is then determined by the
free energy of the relevant defect generation reaction

2SiO4=2 þOðSiO3=2Þ2"þOðSiO3=2Þ3 þ SiO3=2O
�

The total concentration of bonds is given by
n0¼ (rNA/ %M)Sxizi/2, where %M is the average atomic
mass, NA is the Avogadro number, xi is the mole

Figure 1
Schematic illustration of the network structure of the
glass-forming oxides (a) SiO2 and GeO2, (b) B2O3, (c)
P2O5.
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fraction of the corresponding element, zi the coordi-
nation number, and r is the density.

A concentration, nC, of defect pairs corresponding
to the temperature of the glass transition range is
frozen in during the process of vitreous solidification.
Such centers with a concentration of about 1019 cm�3

persist in the vitreous state of silica (Lucovsky 1979)
because it is quite unlikely that all the broken bonds
can be reunited into intact units to form an ideal glass
structure without defects during solidification of
the supercooled melt. Consequently, homogeneous
glasses of stoichiometric composition exhibit a con-
stitutional disorder owing to the presence of posi-
tively and negatively charged defect centers. In
analogy to point defects in crystals, the predominant
defect type is that whose formation reaction involves
the smallest expense of free energy.

Foreign impurities, e.g., small concentrations of
water or Na2O, are expected to reduce the concentra-
tion of intrinsic defects corresponding to the reactions

þOðSiO3=2Þ3 þ SiO3=2O
� þH2O-

2SiO3=2OHþOðSiO3=2Þ2
þOðSiO3=2Þ3 þ SiO3=2O

� þNa2O-

2SiO3=2O
� þ 2Naþ þOðSiO3=2Þ2

SiO2 prepared by SiCl4/O2 pyrolysis contains residual
Si–Cl bonds. Increasing oxygen cleavage occurs when
silica is heated to temperatures above about 1200 1C.
SiO2 is decomposed on volatilization: SiO2-SiOþ
1
2
O2. Therefore, deposition from the vapor at a re-
duced oxygen pressure leads to nonstoichiometric
SiO2�d. Oxygen defect states mSiO3/2 with single elec-
trons prevail. They can be interpreted as homolytic-
ally broken Si–Si bonds. At higher oxygen defect
concentrations, a range of Si(SiyO4�y) (0oyo4)
species is formed, leading to increasing phase separa-
tion on annealing, which is in accordance with the
equilibrium phase diagram of Si/SiO2.

The rutile-type analogous GeO2 modification with
octahedral GeO6/3 units is transformed at 1049 1C to a
b-quartz-like structure with GeO4/2 units, yielding al-
ready at 1116 1C a highly viscous melt. The glass that
is formed on cooling has a similar structure to that of
silica. There is also a concentration of pairs of oppo-
sitely charged defects as shown in Fig. 2(a) for silica;
however, with the difference that the transition state
with increased coordination is expected to be more
stabilized. In contrast to vitreous silica, an increased
coordination number of 5 or even 6 at the germanium
atom should be favored because for germanium the
empty d electron states are energetically more avail-
able. Further, oxygen liberation is facilitated when

Figure 2
Intrinsic constitutional disorder of vitreous silica with increase of coordination number at silicon in (a) the transition
state and (b) the interlayer interaction of vitreous B2O3.
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GeO2 melts are heated in a reduced oxygen atmos-
phere. The atomization enthalpy of GeO2,
DHA¼ 1415 kJmol�1, is significantly lower than that
for SiO2, DHA¼ 1855 kJmol�1. Up to an overall com-
position of GeO1.8, melting of Ge/GeO2 mixtures in
an argon atmosphere leads to homogeneous glasses
even at slow cooling. The formation of charged defect
pairs [GeO3/2]

� [O(Ge(O3/2)3]
þ is suggested to be en-

ergetically more preferred than neutral defects of
GeO3/2 or units of O3/2Ge–GeO3/2. The latter type of
structural units is found to comprise the characteristic
short-range order of the chalcogenide glasses Ge2S3
and Ge2Se3 (Feltz 1977).

Because of the well-known Lewis acidity of triva-
lent boron, vitreous B2O3 is expected to show an
increased stability of the transition state, which is
shown schematically in Fig. 2(b). When a bridging
oxygen atom with its nucleophilic lone pair electrons
is close to a boron atom of an adjacent unit, the
trigonal planar BO3/2 group will form a distorted
tetrahedron, thus strengthening the structure by an
interlayer interaction. However, commonly because
of hygroscopicity, the structure of B2O3 glasses is
modified by OH groups forming HOBO2/2 units,
which reduces the interlayer interaction or even
interrupts the two-dimensional network structure:

O3=2B�OðBO2=2Þ2 þH2O-BO3=2 þ 2HOBðO2=2Þ2

P2O5 is one of the most hygroscopic materials.
Hence, the real structure of vitreous phosphorus
oxide is governed by the formation of OH groups
which interrupt the network of two-dimensional cross-
linking of the O¼PO3/2 units. Actually, the structure
can be interpreted as a highly condensed poly-phos-
phoric acid with randomly distributed cross-linking
between the chains. At high purity, partial formation
of charged intrinsic defects [PO4/2]

þ and O¼PO2/2O
�

in the polymeric state should also be possible.

1.3 Viscous Flow and the Glass Transition
Temperature

Only the presence of extrinsic and/or intrinsic defects
makes possible the viscous flow of typical glass form-
ers such as the oxides. Of course, the concentration of
intrinsic defects and those resulting from oxygen
cleavage increase with temperature. The concen-
tration of residual OH groups can be reduced by
the evaporation of H2O, thus leading to an increase
of the connectivity because bridging oxygens are
restored. Actually, there are several mechanisms of
defect formation with consecutively increasing values
of the free energy, thus leading to increasing values of
the activation energy of viscous flow with increasing
temperature. This is shown in the Arrhenius plot of
viscosity Z¼ Z0 exp(En/RT) in Fig. 3.

Depending on time, there can be a continuous
transformation from the glassy state showing the typ-
ical elasticity of solids to the viscous flow of a liquid.
Hooke’s law states that a change of shear stress, dSG,
will be proportional to the increase of shear defor-
mation, da, which gives the time dependence

da
dt

¼ 1

G

dSG

dt

where G is the shear modulus. For plastic deformation
of the vitreous body, i.e., with the onset of viscous
flow, the shear stress, SG, will be proportional to the
gradient of the velocity of flow perpendicular to the
direction of shear stress. This corresponds to a New-
tonian liquid satisfying the equation

dv

dx
¼ SG

Z

where Z is the viscosity measured in Pas. The total
deformation (dy/dt) is given by Maxwell’s differential
equation for viscoelastic flow behavior:

dy
dt

¼ 1

G

dSG

dt
þ SG

Z
or

dSG

dt
¼ G

dy
dt

� SG

Z=G

The rate of variation of the shear stress (dSG/dt) is
proportional to the rate of deformation (dy/dt). If
flow processes are operative, the rate of shear stress
coupled with deformation will become smaller the
greater is SG and the smaller is the quotient Z/G. The
latter represents a relaxation time t¼ Z/G describing
the rate at which the body escapes the external load by
decay of the shear stress. Thus, according to this
equation, whether the material in question is to be
regarded as a glass or a supercooled liquid depends on
the duration, Dt, of the observations. The term SG/t
can be neglected if Dt5t, because the body is actually

Figure 3
Temperature dependence of the viscosity of various
glass-forming compounds.
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Hookean. In the opposite case, i.e., Dtbt, glasses and
even crystalline solids can undergo plastic deforma-
tion, i.e., dy/dtE0. In the intermediate region, i.e., for
DtEt, the transition from the glassy solid to the liquid
state or vice versa, the so-called glass transition, can
be observed. With the arbitrarily taken relaxation
time of about 5min as a convenient time of observa-
tion, the shear modulus of 31 GPa of vitreous silica
provides a viscosity Z¼ 1013 Pas, which is a charac-
teristic value of the viscosity in the glass transition
range. The glass transition temperature of about
1150 1C for vitreous SiO2, 845 1C for glassy GeO2, and
in particular the low value of about 220 1C for B2O3,
all depend strongly on the residual concentration of
extrinsic defects.

Figure 4 shows the enthalpy as a function of tem-
perature for glass-forming systems. If a glass melt is
cooled with a rate, qA, sufficient to prevent crystal-
lization, a thermal equilibrium still exists in the re-
gion of supercooling. Despite the high viscosity,
initially the redistribution of internal energy or enth-
alpy between the degrees of freedom of the system is
able to keep pace with the cooling rate, qA¼�(dT/
dt). The number and type of ruptured bonds and thus
the size of flow units, as well as their translational,
vibrational, and rotational behavior, are subject to
change with temperature, thus indicating structural
relaxation. Delays are observed if the reaction rate,
which is limited by such processes, falls behind the
cooling rate. The system then can no longer keep
pace with the cooling rate. The amount of enthalpy
remaining in the melt is greater than that expected for
thermodynamic equilibrium at that temperature.
Consequently, the supercooled melt becomes addi-
tionally metastable because the structural relaxation

process freezes in the transition range yielding the
vitreous state. Glasses are metastable with respect to
the supercooled melt and also with respect to the
crystalline state, and are thus metastable in a dual
sense. Glasses are said to be in the frozen state of a
supercooled melt. The freezing temperature, TZA, is
defined as the point of intersection of the two straight
lines shown in Fig. 4 and, obviously, it depends on
the cooling rate. Hence, rapid cooling with qB4qA
provides a higher freezing temperature TZB4TZA.

Commonly, the glass transition is measured by
thermal analysis or using a dilatometer starting from
the glassy state with a heating rate qB4q1, q24qA.
Because of retarded relaxation, the freezing temper-
ature, TZA, will now be bypassed until the slope of the
curve increases, the greater the slope, the higher the
heating rate q24q1. The glass transition temperature
TG1 or TG2 can be obtained from the tangents to the
curves. Of course, its value is a function of the cool-
ing rate as well as of the heating rate. For conven-
tional practical purposes, the glass transition
temperature corresponds to values of the viscosity
in the range 1011oZo1013 Pas. It is only at the tem-
perature TE, the softening temperature being coupled
with a value of the viscosity Z¼ 1010.3 Pas, that the
behavior coincides with the portion of the curve that
characterizes the state of equilibrium of the super-
cooled melt. TM is the point of onset of change in
shape owing to the weight of the specimen. Measur-
ing a rapidly cooled sample, e.g., with q1oqB, leads
to a negative deviation from the curve before the
freezing temperature TZB is achieved because there is
sufficient time for structural relaxation. The whole
thermal history of a solid in the vitreous state affects
the behavior approaching the glass transition range
and that is valid for all properties of glasses. Hence,
the properties, e.g., the refraction index, can be tuned
by thermal treatment within small tolerances, which
is important for the application of glasses in optics.

2. Silicates, Germanates, Phosphates, and Borates
as Glass-forming Systems

The great range of glass-forming systems results from
the many possible combinations of different glass
formers, and the variability of composition that is
introduced by including some of the numerous other
oxides.

There are substances with defined composition and
structure, which undergo decomposition during melt-
ing, yielding a mixture of different compounds.
Madrell’s salt, crystalline NaPO3, for example, has
an infinitely extended helix of tetrahedral OPO2/2O

�

units, with a repeat period of three units. In the melt,
the structure undergoes considerable rearrangement.
Cyclophosphates (NaPO3)n with 3ono7 have been
detected following vitreous solidification. Pb2SiO4

has the structure of a tetracyclo-silicate, according to

Figure 4
Temperature dependence of the enthalpy in the glass
transition region.
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the formula [Pb2O]4[Si4O12] which is decomposed
during melting, yielding a mixture of different cyclic
and chain-like anion species, whose negative charge is
compensated for by fragments of the modifications of
PbO. The thermal cracking, yielding a mixture of
different structural configurations, makes it possible
to understand the formation of highly refractive flint
glasses for optical purposes containing up to 70
mol% PbO.

The addition of the more basic metal oxides MI
2O

(MI¼Na or K) and/or MIIO (MII¼Ca, Sr, Ba, Pb)
to the usual glass-forming oxides B2O3, SiO2, GeO2,
and P2O5 modifies the network structure. As shown
schematically in Fig. 5, the modifier oxides Na2O and
CaO break the bridging bonds by nucleophilic attack,
simultaneously generating negatively charged termi-
nal (nonbridging) oxygen atoms, which preferentially
coordinate the inserted metal ions. At the beginning,
these interactions primarily have the character of
ionic bonds, which means that the network is inter-
rupted and the degree of connectivity is progressively
degraded by such additives.

The glass-forming tendency usually increases with
the incorporation of network modifiers because of the
increase in structural configuration possibilities. Of-
ten it has a maximum in the region of the eutectic
composition, which can be interpreted as a compos-
itional region of inhibited crystallization owing to the
disorder. However, sometimes even a special unit of
short-range order is formed in the melt, which exists
only in the noncrystalline state (Feltz and Pfaff 1985).
Relatively high values of the viscosity are typical be-
cause of the lowered liquidus temperature in a eutec-
tic region. However, even small amounts of additives
can sometimes, at least locally, greatly reduce the
high viscosity of network formers, e.g., traces of
Na2O at the surface of vitreous silica, so that crys-
tallization processes are initiated.

The incorporation of network modifiers alters fun-
damentally the glass properties. Owing to the forma-
tion of less directed ionic bonds, the structural
skeleton collapses into a closer packing. Hence, the
molar volume will decrease and the glass transition
temperature is lowered owing to the reduced degree
of cross-linking. An increase of the polarizability
arises from the negatively charged nonbridging at-
oms, and thus the anharmonicity of thermal vibra-
tions also increases. Consequently, the coefficient of
thermal expansion will increase.

The higher the content of network modifier in the
glass, the higher is the concentration of nonbridging
atoms. The increasing saturation of the electrophili-
city of the units of the network-forming oxide leaves
the nonbonding electron pairs increasingly liable to
polarization by the cations. Hence, the covalent char-
acter of the metal–oxygen bonds increases, so that the
corresponding coordination polyhedrons increasingly
take on the role, together with the rest of the anions,
of determining the structure and properties of the
glass. This gives a plausible explanation of the exist-
ence of glasses with high metal oxide content, so-
called invert glasses (Trap and Stevels 1959). With
only 40mol% SiO2 in a glass (Na2O)15(K2O)15
(CaO)15(BaO)15-(SiO2)40, a network of silicate units
no longer exists. The low degree of covalency in the
M–O bonds and the resulting relatively high mobility
of the melts lead to a strong tendency towards crys-
tallization. This tendency is opposed by the presence
of several different metal oxides with differing coor-
dination numbers and slightly varying bond dis-
tances, with an increase in configuration entropy.

Obviously, with a variation of the ratio of network
former and modifier the kind of interaction is pro-
gressively changing, thus making understandable the
ambiguous function of the less basic so-called inter-
mediate oxides in the structure of glasses. If intro-
duced in low concentration, Li2O and MgO have a
modifier function with a coordination number of 6 or
more. At high concentrations and especially in the
presence of more basic modifier oxides, e.g., of Na2O
or K2O, they are able to enter the network, forming

Figure 5
Schematic illustration of the structure of a soda-lime
silicate glass (the fourth oxygens of the units directed
upward or downward are omitted).
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units of (LiO4/2)
3� and (MgO4/2)

2� with a coordina-
tion number of 4, i.e., strengthening of the silicate
glass network occurs. In an analogous way, Al2O3

acts predominantly in strengthening. Al2O3 entering
the structure of glassy SiO2, GeO2, or B2O3 with a
coordination number 6, i.e. as a modifier, is found to
be confined to small concentrations. As illustrated in
Fig. 6, additions of alumina are able to compensate
for changes of the glass structure and properties
caused by the typical modifier oxides owing to the
reaction

2SiO3=2O
� þ 2Naþ þAl2O3-2SiO4=2

þ 2½AlO4=2�� þ 2Naþ

Besides the SiO4/2 units, tetrahedral units [AlO4/2]
�

are formed, completing the network in a similar way
to that known from the skeleton structure of feldspar.
Fe2O3 shows a similar behavior. Other oxides of the
intermediate type, e.g. TiO2, ZrO2, or Nb2O5, also
form octahedral units that tend to strengthen the
glass structure by the formation of strong bonds to
the nonbridging negatively charged oxygens.

2.1 Silicate Glasses and Some Peculiarities of
Germanate Glasses

Because of hygroscopicity, alkali silicate glasses are
less important for practical purposes. In the series of
binary systems M2O–SiO2 (M¼Li, Na, K, Rb, Cs),
the sodium silicate glasses show the highest value of
ion conductivity. However, with gradual substitution
of one alkali ion by another alkali ion, all properties
that are affected by transport mechanisms display a
distinctly nonlinear behavior. The conductivity of
glasses containing a mixture, e.g., of sodium and po-
tassium ions, is found to be lower by several orders of
magnitude than that for the two pure-component
systems. This effect is called the mixed-alkali or
mixed-mobile-ion effect, indicating a mechanism of

dynamic interaction between the mobile modifier ions
and the network structure. Bond percolation, coupled
with ion motion, has been suggested to be the reason
for this unusual behavior (Ingram et al. 1991).

Extended ranges of phase separation in the liquid
state are typical for the binary systems MO–SiO2

(M¼Mg, Ca, Sr) and also in the subliquidus range of
temperature for BaO–SiO2. More suitable for appli-
cation are the combined systems M2O–MO–SiO2,
e.g., Na2O–CaO–SiO2, used for windows or in optics
as crown glasses. Figure 5 shows schematically the
action of the two different oxides with a modifier
function. Owing to the increased coulomb attraction
of the divalent Ca2þ ions, the mobility of the Naþ

ions is generally blocked, i.e., the electrical conduc-
tivity is greatly reduced. However, they still tend to
microphase separation, thus leading to leaching. An
addition of 2–3% of alumina makes it possible to
suppress this microphase separation, yielding glasses
of high chemical stability that are suitable for many
applications.

Despite the structure of vitreous GeO2 being very
similar to that of SiO2, the interaction with modifier
oxides gives rise to an anomaly in comparison with
silicate glasses. In accordance with expectation, the
structural modification of GeO2, e.g., by Na2O, is
initially associated with an increase in density. For
larger amounts of modifier the density passes through
a maximum that is caused by a change of the ger-
manium coordination number from 4 to 6. Obvi-
ously, the higher concentration of negatively charged
nonbridging oxygens favors the formation of octa-
hedral (GeO6/2)

2� units that are incorporated into the
network. Owing to the larger Ge–O distances, cou-
pled with the higher coordination number, the den-
sity decreases until again a collapse of the network
prevails caused by still higher concentrations of
Na2O. Of course, germanium more easily adopts a
coordination number of 6 than silicon, which can also
be seen considering the structure of BaGe(Ge3O9) in
comparison with that of benitoite BaTi(Si3O9).

2.2 Borate and Borosilicate Glasses

Because of the high electrophilicity of the BO3/2 units,
owing to the three-fold coordinated boron, the
glasses show an increased tendency for a change of
the coordination number, giving rise to the so-called
boron anomaly. Nonbridging oxygen formation as a
result of Na2O incorporation into B2O3 is found to be
confined to less than 3 mol% modifier:

2BO3=2 þNa2O-2BO2=2O
� þ 2Naþ

In the range up to about 40 mol% Na2O, the for-
mation of [BO4/2]

� units predominates. NMR meas-
urements elucidated the continuous increase in
concentration of these groups, yielding a maximum
at 45mol% (Bray 1985). They have a network cross-
linking function because the connectivity increases.

Figure 6
Schematic illustration of the replacement of two SiO2 by
Al2O3 in a sodium silicate glass (the fourth oxygens of
the units directed upward or downward are omitted).
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Higher Na2O contents produce a decrease in coordi-
nation number, until at 70 mol% all the boron is
again in three-fold coordination. Obviously, owing to
Coulomb repulsion, adjacent (BO4/2)

� groups are less
favourable than neighboring BO2/2O

� units, whose
negative charge appears more localized on the non-
bridging oxygens.

B2O3 is a common ingredient of chemically resist-
ant and thermal shock-resistant glasses. Commonly,
borosilicate glasses contain the components SiO2 and
Na2O, i.e., nonbridging oxygens are thus present. By
analogy with Al2O3, the incorporation of B2O3 into
such a glass leads to the binding of the nonbridging
oxygens providing tetrahedral units which are incor-
porated into the network, strengthening the glass
structure.

2.3 Phosphate Glasses

Glass formation in the binary systems MI
2O–P2O5

(M¼Li, Na, K) and MIIO–P2O5 (M¼Mg, Ca, Sr,
Ba, Zn, Pb) from the melt exceeds a little the limiting
composition MPO3 or M

II(PO3)2 (50mol% MIIO or
MI

2O). At lower modifier concentrations, they are
extremely reactive with water. Even Ca(PO3)2 glass
still indicates a strong dependence of the optical
absorption and dispersion behavior on a residual con-
tent of water between 0.005moll�1 and 0.16moll�1

(Ariagada et al. 1987). It is necessary to degrade
the polymeric phosphate anion structure by sufficient
addition of basic oxides in order to reduce the hydro-
lytic attack of water. As an example, the Naþ super-
ionic conducting system Na1þ 3xZr2(PO4)3�3x-(SiO4)3x
with 0oxo1 (NASICON) can be mentioned (Good-
enough et al. 1976). The network structure is formed
by octahedral [ZrO6/2]

2� units that are connected by
tetrahedral [P1�xSixO4]

(1�x)þ units in the ratio 2 to 3.
Hence, for x¼ 0 the structure comprises a framework
of {[(ZrO6/2)

2�]2[(PO4/2)
þ ]3}

� with Naþ inserted into
the interstices of the network. Glasses having high
Naþ ion conductivity have been proposed based on
this system (Susman et al. 1983).

3. Ion Conductivity and Optical Properties of
Oxide Glasses

3.1 Ionic Conduction and the Structure of Glasses

Dielectric oxide glasses are frequently used as insula-
tors, i.e., extremely high resistivity values and low
dielectric losses are desirable. Figure 7 shows the high
resistivity of different oxide glasses. The residual con-
ductivity is limited by the mobility of Naþ ions.
Indeed, as a result of blocking owing to the presence
of Ca2þ ions, glasses with higher Naþ ion concen-
trations have a higher resistivity than vitreous silica
containing only 10 ppmNaþ (Mackenzie 1965).

Highly ionic conducting glasses have attracted in-
creasing interest as solid electrolytes for batteries
(Tuller and Barsoum 1985, Tuller et al. 1980, Feltz
1987, Burckhardt and Rudolph 1991). Only mono-
valent cations of a suitable size, e.g., Liþ and Naþ

ions, have sufficient mobility and, of course, the con-
ductivity is the higher the higher their concentration.

The mechanism has been described by ion jumping
which involves a thermal activation of the mobility,
i.e., all of the monovalent ions are assumed to be
available for taking part in the transport and, owing to
the loosened structure, the number of vacant sites in
their surrounding is assumed to be sufficient. How-
ever, for Na2Si3O7 in the glassy state, the Naþ ion
concentration is extremely high, e.g., 21moll�1. Nev-
ertheless, there are experimental results that suggest an
alternative weak electrolyte model of ion jumping to
be valid, even for low ion concentrations (Tomozawa
et al. 1980, Lezikar et al. 1980). A temperature-
dependent dissociation equilibrium is taken into
account corresponding to

�ONa"�O� þNaþ

for silicate, germanate or phosphate glasses, or

½ðBO4=2ÞNa�"ðBO4=2Þ� þNaþ

for borate and borosilicate glasses, or

½ðAlO4=2ÞNa�"ðAlO4=2Þ� þNaþ

for aluminosilicate glasses. Only the dissociated part
of the total sodium ion concentration is assumed to
take part in the conduction, i.e., the thermal activation
energy is interpreted to be split into one term involving
the thermal energy of dissociation and a second term

Figure 7
Resistivity plot vs. inverse temperature of highly
resistive oxide glasses: (a) Na2O–CaO–SiO2 glass, (b)
SiO2 glass with 10 ppm Naþ , (c) Ca2Si3O8 glass with
200 ppm Naþ , (d) (CaO)0.43(Al2O3)0.13(SiO2)0.42 glass
with 103 ppm Naþ , (e) CaB4O7 glass with 5% Naþ .
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that is the mobility activation energy of that part of
the Naþ ions that is liberated for motion.

The formation of negatively charged (BO4/2)
� and

(AlO4/2)
� units as part of the network is coupled with

the creation of more free volume for opening addi-
tional percolation paths. Because of the less localized
negative charge, dissociative Naþ excitation should
be favored, i.e., the dissociation energy will be low-
ered. At the same time, the potential barrier profile
along the percolation paths will become more bal-
anced, producing lower values for the activation
energy of the mobility. Altogether the Naþ ion con-
ductivity is suggested to be improved when negatively
charged nonbridging oxygens are incorporated into
network-forming units, as shown for borosilicate and
aluminosilicate glasses, or by the action of other suit-
able intermediate oxides, such as ZrO2 or Nb2O5.
Some results are collected in Table 1. Impedance
measurements have been used to reveal the mecha-
nism of ion transport in glasses (Elliott 1988, Kahnt
and Schirrmeister 1987, Kahnt 1991).

Ion transport is also used for the controlled for-
mation of inhomogeneous glasses with a definite re-
fractive index profile which are becoming increasingly
important as components of gradient optical systems
for imaging as well as for waveguide functions
in micro-optics. Figure 8 shows the relative changes
of the refractive index as a result of Naþ /Agþ in-
terdiffusion (Kaps and V .olksch 1987).

3.2 Optical Properties of Oxide Glasses

The refractive index and its dispersive wavelength
dependence are important parameters that determine
the suitability of oxide glasses as optical media. This
theme is explored more thoroughly by Fanderlik
(1983). For practical purposes, one can define a mean
dispersion, originally introduced by Abbe, which is
the difference in refractive indices for two wave-
lengths, Dn¼ n1�n2. In the visible spectral region, it is
also referred to as the main dispersion, defined as
nF�nC, in terms of the refractive indices for certain

spectral lines of cadmium, such as F0 ¼ 479.99 nm for
n1 and C0 ¼ 643.85 nm for n2. The refractive behavior
of an optical medium depends essentially on the re-
duced refractive index n�1 in the relevant wavelength
range, so that normalization of the refractive index ne
at a wavelength between F0 and C0 is necessary. The
green line e¼ 546.07 nm of the mercury spectrum is
specified for this purpose. The quantity (nF0�nC0)/
(ne�1) is the relative dispersion, and the reciprocal of
the relative dispersion is known as the Abbe number,
ve¼ (ne�1)/(nF0�nC0). Figure 9 shows ne/ve for optical
glasses in the visible range in the usual form of pres-
entation. Highly refractive glasses tend to have
smaller Abbe numbers, i.e., high relative dispersion.

Optical imaging systems require a combination of
glasses with different refractive indices. Good imag-
ing quality in normal polychromatic light, however, is
not possible unless the dispersion curve has the same
partial dispersion in all its sections. In general, the

Figure 8
Relative changes of the refractive index Dn/
Dn0¼ (nx,t�nx,0)/(n0,t�n0,0) (J�) and relative Agþ

concentration zAg/zAg,0 (&’), expressed by the counts
in the microprobe detector after Naþ /Agþ

interdiffusion at 283 1C (J&) and 423 1C (�’) during
time of t¼ 40 h.

Table 1
Glasses with high Naþ ion mobility.

Composition s300 1C (S cm�1) EA (eV)
Stability against

water Reference

Na2Si2O5 3.0� 10�4 0.63 Medium leaching Feltz and B .uchner (1987)
(Na2O)40(B2O3)10(SiO2)50 2.0� 10�3 0.55 Medium leaching Ingram and Hunter (1984)
(Na2O)40(B2O3)50(P2O2)10 1.8� 10�4 Medium leaching Levasseur et al. (1981)
(Na2O)16.7(Al2O3)16.7(SiO2)66.7 1.3� 10�4 0.94 Very stable Hunold and Br .uckner (1980)
(Na2O)40(Al2O3)15(B2O3)15(SiO2)30 2.5� 10�4 0.64 Stable Feltz and Popp (unpublished

data)
(Na2O)33.3(ZrO2)16.7(SiO2)50 1.2� 10�3 0.55 Very stable Susmann et al. (1983)
Na4Nb(PO4)3 0.7� 10�3 0.60 Very stable Barth and Feltz (1989)

299

Oxide Glasses



dispersions of two glasses are different, which gives
rise to colored rings, an effect called chromatic
aberration. If the glasses in a combination of prisms
and lenses have different dispersions, a color com-
pensation for two wavelengths is possible in any
given case: (n0x�n0y)¼ c(n00x�n00y). For prisms, the
constant c is the ratio of the small refracting angles,
and for lenses it is the ratio of the focal lengths f.

Consequently, the achromatism can be adjusted,
for example, to the wavelengths F0 and C0 of the main
dispersion (achromats) if the geometrical parameters
are suitably chosen. For a pair of lenses, the equation
c¼ f0/f00 ¼ v0e/v00e¼ (n0F�n0C)/(n00F�n00C) is valid. How-
ever, outside the two wavelengths F0 and C0, there is
still color separation, the so-called secondary spec-
trum, and in high-resolution optical systems it is nec-
essary to correct for at least one other wavelength in
the middle of the region between F0 and C0. This re-
quires relative partial dispersions to be introduced:
P¼Dn/(nF0�nC0), such as PlF0 ¼ (nl�nF0)/(nF0�nC0). A
large series of glasses can be grouped together in a flat
curve, which can be approximated by a straight line,
the so-called normal straight line, if one of the rel-
ative partial dispersion (l¼ const.) is drawn vs. the
Abbe number ve: PlF0 ¼ aþ bveþ (cv2e). This empirical
relationship of Fig. 10(a) expresses the fact that a
change in dispersion in a partial range is in conform-
ity with the change in dispersion in the entire wave-
length region under consideration. This case is called
normal behavior, or normal partial dispersion.

The secondary spectrum of a lens combination can
be described by the relative partial dispersion PlF0 as
follows: DSlF0 ¼ (P0

lF0�P00
lF0)/(v0e�v00e), where f is

the focal length of the objective. The wavelength l,

and thus nl in PlF0, now occurs as a variable. As shown
in Fig. 10(b), an achromatic color correction for two
wavelengths leads to a value of zero because P0

lF0 and
P00

lF0 are equal to unity for a given wavelength, which
results in DSlF0 ¼ 0. If P0

lF0 and P00
lF0 are different

from unity but identical in magnitude and sign, the
result is a third zero, and thus color correction for a
third wavelength (apochromatic color correction).
Glass pairs deviating from the normal straight line
are said to have an anomalous partial dispersion and
they make it possible to design apochromats whose
resolving power is better than that of achromats.

Glasses that differ considerably in the position and
intensity distribution of their electronic absorption
and vibrational spectra, and thus in their structure,
have been found suitable for practical use. If, for
example, the silicate glasses of a certain group of
compositions are correlated to a normal straight line,
the deviations will be positive for borate glasses and
negative for phosphate glasses. Burckhardt (1984)
has shown that glasses with isostructural units, e.g.,
silicate and germanate glasses, are ruled out for apo-
chromatic combination, because the resonance points
corresponding to the electronic and vibrational tran-
sitions are shifted in conformity. However, two-lens
achromates can be made of such glass pairs.
Apochromats require glass pairs in which l1 (elec-
tronic transition) and l2 (vibrational transition) for
one glass are either situated both between the corre-
sponding resonance sections of the other glass, or
both outside. The resonance sections of the one me-
dium must enclose those of the other. There are also
ways to calculate the position of the third zero from
structure-related optical parameters.
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Oxynitride Glasses

Oxynitride glasses are special types of silicate or
alumino-silicate glasses in which oxygen atoms in
the glass network are partially replaced by nitrogen
atoms. Thus, they occur in M–Si–O–N and M–Si–
Al–O–N systems where M is a modifying cation such
as one of the alkali metals (Li, Na, K); the alkaline
earths (Mg, Ca, Ba, Sr or Y), and the rare earth
lanthanides.

Following some early work on solubility of nitro-
gen in silicate glasses, interest in oxynitride glasses
grew when it was discovered that silicon nitride based
ceramics contained oxynitride glass phases at grain
boundaries, as a result of the use of oxide sintering
additives. It was found that the composition and
volume fraction of these glass phases determine the
properties of the material, particularly their high-
temperature mechanical behavior. The desire to
understand the nature of these intergranular phases
resulted in a number of investigations on oxynitride
glass formation, structure and properties which have
shown oxynitride glasses to possess higher refractori-
ness, elastic modulus, viscosity and hardness com-
pared to the corresponding oxide glasses as a result of
the extra cross-linking provided by nitrogen within
the glass structure.

1. Solubility of Nitrogen in Glasses

One of the first investigations of nitrogen in silicate
glasses (Mulfinger 1966) was concerned with the phys-
ical and chemical solubilities of gaseous nitrogen in
soda-lime-silica glasses and how this related to inclu-
sions encountered in glass manufacture. The physical
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solubility of nitrogen in these glasses was found to be
extremely low after bubbling nitrogen gas through the
glass melt. However, by bubbling ammonia gas
through the melt for five hours at a temperature of
1400 1C, the chemical solubility of nitrogen in the
glass reached 0.33wt.% nitrogen, a value 105 times
higher than that of the physical solubility. It was pro-
posed that nitrogen was substituting for oxygen,
under reducing conditions, in the SiO4 tetrahedra
within the silicate network. This leads to a higher than
average coordination of non-metal atoms as in:

This results in increased cross-linking and, hence, a
more rigid glass network.

Elmer and Nordberg (1967) introduced ten times
as much nitrogen (3wt.%) into porous borosilicate
glass by heating in ammonia, which resulted in sig-
nificant increases in annealing temperature, indenta-
tion hardness and electrical resistivity, and a marked
decrease in the thermal expansion coefficient of these
glasses. In this case, the changes observed in the
physical properties of the glass resulted from the
incorporation of nitrogen into the structure. Devit-
rification of these glasses could be induced electro-
lytically and it was noted that incorporation of
nitrogen inhibited this devitrification. This was at-
tributed to increased viscosity, due to the presence of
(¼NH) and (¼N�) groups in the glass.

Davies and Meherali (1971) concluded that the
solubility of nitrogen in glass melts was chemical
rather than physical, and found that severe reducing
conditions had to be imposed in order to dissolve
significant amounts of nitrogen into glass melts. The
solubility of nitrogen increased with increasing
basicity, indicating that bridging rather than non-
bridging oxygen atoms were involved in the dissolu-
tion reaction.

An investigation of the solubility of nitrogen in
CaO–SiO2–Al2O3 metallurgical slags, (Dancy and
Janssen 1976) compared physical and chemical meth-
ods of dissolving nitrogen in these melts. Under
1 atm. of nitrogen, an equilibrium solubility of
0.25–2.5wt.% nitrogen was achieved after 24 h. By
contrast, when Si3N4 was added to the melt, again
under a nitrogen atmosphere, nitrogen incorporation
was very rapid and reached significantly higher levels
(4wt.%). It was suggested that most silicate melts
should not be significantly reducing to dissolve N2 or
NH3 to any great extent and that it was necessary to
dissolve nitrogen from nitrides such as silicon nitride.

Jack (1976) noted that the local atomic arrange-
ment in Si3N4 is a tetrahedral array of nitrogen atoms

around a central silicon atom, similar to the SiO4

tetrahedron within the network of silicate glasses.
The lengths of Si–N, Si–O and Al–O bonds are sim-
ilar and it was proposed therefore that nitrogen could
be easily incorporated into the network of silicate and
alumino-silicate glasses.

2. Glass Formation in M–Si–Al–O–N Systems
and Their Representation

Many investigations have been carried out on glass
formation and properties in several M–Si–O–N and
M–Si–Al–O–N systems (where M¼Modifying Cat-
ion) and these are listed in Table 1.

Preparation of oxynitride glasses (Hampshire et al.
1994) involves wet ball milling of appropriate pow-
ders—silica, alumina, the modifying oxide plus silicon
nitride or aluminum nitride—in isopropyl alcohol us-
ing sialon milling media, followed by evaporation of
the alcohol. Typically, large batches (50–60 g) are
melted in boron nitride lined graphite crucibles under
0.1MPa nitrogen pressure at 1700–1750 1C for 1 h in a
vertical tube furnace, after which the melt is poured
into a preheated graphite mould at 850 1C. The glass
is annealed at this temperature for one hour to re-
move stresses and slowly cooled.

Convenient methods of representing both Si–Al–
O–N and M–Si–Al–O–N systems involve the concept
of reciprocal salt pairs. The four-component Si–Al–
O–N system is a square plane which has, as compo-
nents, the oxides and nitrides of silicon and alumi-
num. The introduction of a further cation gives a
five-component system represented by J.anecke’s tri-
angular prism shown in Fig. 1 for the Y–Si–Al–O–N
system in which the boundaries of the complete glass
forming region are outlined.

The concentrations of all components are
expressed in equivalents instead of atoms or gram-
atoms. One equivalent of any element always reacts
with one equivalent of any other element or species.
For a system containing two types of cations, A and
B with valencies of vA and vB, respectively, then:

equivalent concentration of A ¼ ðvA½A�Þ=ðvA½A� þ vB½B�Þ

where [A] and [B] are, respectively, the atomic con-
centrations of A and B.

If the system also contains two types of anions, C
and D with valencies vC and vD, respectively, then:

equivalent concentration of C ¼ ðvC½C�Þ=ðvC½C� þ vD½D�Þ

where [C] and [D] are, respectively, the atomic con-
centrations of C and D.

It is convenient to let the right hand top corner
of the basal square represent one mole of Si3N4. In
going from right to left, 3 Si4þ is gradually replaced
by 4Al3þ and, from top to bottom, 4N3� is replaced
by 6O2�, so that the corners of the square are Si3N4,
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Si3O6, Al4O6 and Al4N4. By moving into the prism,
the third ‘‘cation’’ also needs to be taken into
account. Any point in the prism represents a combi-
nation of 12 positive and 12 negative valencies. The
concentrations can be expressed as percentages so
that:

equivalent percentage ðe=oÞ of Si
¼ ð4½Si�Þ � 100=ð4½Si� þ 3½Al� þ vM ½M�Þ

where [Si], [Al] and [M] are, respectively, the atomic
concentrations of Si, Al and the third cation M (in

this case Y) in any composition and vM is the valency
of M. Any vertical plane has a constant nitrogen:ox-
ygen ratio on which:

equivalent percentage ðe=oÞ of nitrogen
¼ ð3½N�Þ � 100=ð2½O� þ 3½N�Þ

where [O] and [N] are, respectively, the atomic con-
centrations of oxygen and nitrogen within any com-
position.

This representation was adopted by Drew et al.
(1981, 1983) and Hampshire et al. (1985, 1994) to
describe the limits of glass formation for Mg– and
Y–Si–Al–O–N systems. The limits of the metal alu-
mino-silicate glass regions are plotted on the oxide
face of the prism and the glass forming region is
seen to expand initially as nitrogen is introduced and
then diminishes above B10 equivalent per cent (e/o)
N until the solubility limit for nitrogen is exceeded.
Depending on the particular system, it was found
that a limit of 17–25 e/o of oxygen could be replaced
by nitrogen.

In M–Si–O–N systems, much smaller glass–form-
ing regions are observed as can be seen from the small
areas marked a and b in Fig. 1. This confirms the
ability of Al2O3 to extend the range of glass forma-
tion in both silicate and oxynitride systems. The mis-
cibility gap in various silicate binary systems extends
into the equivalent M–Si–O–N system with resulting
phase separation in most of the glasses, as found by
Ohashi and Hampshire (1991) in the Ce–Si–O–N
system and shown in Fig. 2.

Figure 1
Three-dimensional representation of the complete glass
forming region in the Y–Si–Al–O–N J.anecke prism
(after Drew et al. 1981, 1983).

Table 1
Studies of glass formation and properties of oxynitride glasses in different M–Si–O–N and M–Si–Al–O–N systems.

Modifying cation (M)
studied in M–Si–O–N and
M–Si–Al–O–N systems References

Ba Tredway and Risbud (1983)
Ca Desmaison-Brut et al. (1988), Drew et al. (1981), Loehmann (1983), Sakka et al.

(1983)
Ce Ohashi and Hampshire (1991)
Li Messier and Gleisner (1988), Reau et al. (1993)
Ln¼La, Ce, Nd, Sm, Eu,
Dy, Gd, Ho, Er, Yb

Menke et al. (2000), Murakami and Yamamoto (1994), Ohashi et al. (1995),
Ramesh et al. (1997), Rocherulle et al. (1989)

Mg Drew et al. (1981), Hampshire et al. (1985), Leng-Ward et al. (1986), Tredway and
Risbud (1984)

Nd Drew et al. (1981), Hampshire et al. (1985), Ramesh et al. (1996)
Sc Tredway and Loehmann (1985)
Y Drew et al. (1981), Hampshire et al. (1994), Lemercier et al. (1996), Lemercier et al.

(1997), Leng-Ward and Lewis (1985), Loehmann (1983), Messier (1987), O’Meara
et al. (1992)

Mixed cations Pomeroy et al. (2003), Weldon et al. (1996)
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3. Effects of Nitrogen on Properties and Structure
of Oxynitride Glasses

Early work on the correlations between nitrogen in-
corporation into oxynitride glasses and changes in
their physical properties was reported by Loehmann
(1980, 1983). Glass transition temperature (Tg), mi-
crohardness and fracture toughness increased with
increasing nitrogen content, while the thermal expan-
sion coefficient decreased. IR spectroscopic analysis
indicated that the incorporated nitrogen became
bonded to silicon in the glass network and by sub-
stitution for oxygen, produced a more tightly and
highly linked structure. These reports did not take
into account changes in the Al or the modifying cat-
ion concentration and so these property changes
could not be attributed solely to incorporation of
nitrogen.

The first systematic studies on the effect of replac-
ing oxygen by nitrogen in oxynitride glasses with fixed
cation compositions were reported by Drew et al.
(1981, 1983) and Hampshire et al. (1984, 1985). For
all Mg–, Ca–, Y–, and Nd–S–Al–O–N glasses with a
constant cation ratio, incorporation of nitrogen re-
sulted in increases in glass transition temperature (Tg),
shown in Fig. 3 and also viscosity, resistance to de-
vitrification, refractive index, dielectric constant and
a.c. conductivity. Figure 4 shows that viscosity in-
creases by more than two orders of magnitude simply
by replacing 18 e/o oxygen by nitrogen.

In the Y–Si–Al–O–N system (Hampshire et al.
1994), it was found that Tg, viscosity; microhardness;
Young’s and shear moduli all increase systematically
with increasing nitrogen:oxygen ratio for different se-
ries of glasses. This same study also investigated the
effect of fixed Si:Al and Y:Al ratios on properties of
glasses with constant O:N ratio. As Si content in-
creases, Tg and viscosity increase while elastic moduli;
hardness and thermal expansion coefficient decrease.
With increasing Al:Y ratio, elastic moduli and thermal
expansion coefficient decrease while the Tg and vis-
cosity decrease to a minimum (at 16 e/o Al) and then
increase with further increase in Al content. It appears
that changes in Tg and viscosity may be governed by
simultaneous mechanisms with opposing effects:

(i) the enhancement of the cross-linking of the
glass network, so reducing the number of nonbridg-
ing anions, which dominates at high Al:Y ratios when
4 coordinated Al is prevalent.

Figure 2
Glass formation in the Ce–Si–O–N system (after Ohashi
and Hampshire 1991).

Figure 3
Effect of nitrogen on glass transition temperature (Tg) of
Mg–, Ca–, Nd–, and Y–Si–Al–O–N glasses (after Drew
et al. 1981).

Figure 4
Effect of nitrogen on viscosity of Y–Si–Al–O–N glasses
(after Hampshire et al. 1984).
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(ii) the decrease in network compactness due to the
increase in 5 or 6 coordinated Al atoms at lower Al:Y
ratios.

Properties of various Ln–Si–Al–O–N glasses have
been reported (Menke et al. 2000, Murakami and
Yamamoto 1994; Ohashi et al. 1995; Ramesh et al.
1997). A decrease in the lanthanide ion radius, and
hence an increase in the cation field strength, results
in increases in Tg shown in Fig. 5, and also viscosity,
Young’s modulus and hardness while molar volume
decreases.

In Ln–Si–Al–O–N glasses with higher Ln and Al
content, Young’s modulus and hardness increase lin-
early with cation field strength (decreasing cation ra-
dius) but properties such as thermal expansion
coefficient and glass transition temperature do not
show this linearity and there is a discontinuity in all
properties within the lanthanide series observed at
Gd (Menke et al. 2000).

3.1 Nitrogen Coordination in Glasses

The resulting improvements in glass properties by
substitution of nitrogen for oxygen has usually been
attributed to an increase in the cross-linking of the
silicate network due to the replacement of a two-
coordinated bridging oxygen atom, by a bridging
nitrogen atom coordinated by three silicon ions.
Extensive studies on the coordination of nitrogen
in oxynitride glasses using Fourier transform infrared
spectroscopy (FTIR), x-ray photoelectron spectros-
copy (XPS), nuclear magnetic resonance (NMR)
and neutron diffraction have been carried out by
Brow and Pantano (1984), Hater et al. (1989), and
Jin et al. (1993). Rouxel et al. (1990) also used

Raman spectroscopy. The structural features are as
follows:

(a) Nitrogen is present in the structural network as
Si–N bonds, as evidenced by the shifting of the po-
sition of the Si–O–Si stretching peak towards that of
Si–N. If nitrogen exists only as precipitated Si3N4, the
position of the Si–O–Si peak would not be expected
to change. The preference is for Si–N bonding over
Al–N as indicated by 29Si NMR.

(b) Nitrogen is present in threefold coordination
(suggested by XPS studies and consistent with sys-
tematic changes in the physical and chemical prop-
erties of the glasses). However, some nitrogen atoms
are bonded to only two Si atoms, or even one, instead
of three, as in:

ðaÞ � Si�N� � Si �
ðbÞ � Si�N2�

This suggests that nonbridging nitrogen atoms may
also be present. The local charge on the nonbridging
nitrogen ions is balanced by the presence of interstitial
metal ions in their vicinity. In the case of silicate
glasses, nonbridging oxygen atoms replace bridging
oxygen atoms at high modifier contents. For (a)
above, while the N atom links two silicon atoms
rather than three, it is still effectively a ‘‘bridging’’ ion.

(c) The glass network contains Si(O4), Si(O3N)
and Si(O2N2) tetrahedral structural groups identified
by 29Si NMR–MAS.

4. Crystallization of Oxynitride Glasses to Form
Glass-ceramics

As with other silicate glasses, oxynitride glasses may
be heat treated at the appropriate temperature to
crystallize as glass-ceramics (Leng-Ward and Lewis
1990, Thompson 1992, Hampshire 1993). The crys-
talline phases formed depend on both the composi-
tion of the parent glass and the heat-treatment
process. The conventional process to produce a
glass-ceramic involves two steps: a low temperature
heat treatment of glasses to induce nucleation fol-
lowed by heating to a second higher temperature to
allow crystal growth of the nuclei. Many glasses re-
quire the addition of a nucleating agent to promote
the crystallization process (Tredway and Risbud
1984) but oxynitride glasses appear to be self-nucle-
ating because nucleation occurs heterogeneously on
FeSi particles as found by Dinger et al. (1988) and
Besson et al. (1993), in Y2O3–SiO2–AlN glasses.

Many studies of crystallization of oxynitride
glasses have concentrated on the Y–Si–Al–O–N sys-
tem. The glass-ceramic transformations in a glass of
composition (in e/o) 28Y:56Si:16Al:830:17N were
studied by Ramesh et al. (1998) using both classical

Figure 5
Effect of rare earth cation on glass transition
temperature (Tg) of Ln–Si–Al–O–N glasses; Ln¼Ce,
Sm, Dy, Ho, Er (after Ramesh et al. 1997).
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and differential thermal analysis techniques and these
two methods were found to be in close agreement.
Optimum nucleation and crystallization temperatures
were determined in relation to the glass transition
temperature. The major crystalline phases present are
mixtures of different forms of yttrium disilicate and
silicon oxynitride. Bulk nucleation was observed to
be the dominant nucleation mechanism. The activa-
tion energy for the crystallization process was found
to be 834KJmol�1.

Leng-Ward and Lewis (1985) studied the crystal-
lization at 1250 1C of a series of glasses of constant
cation composition (in e/o) 26Y:42Si:32Al with zero
to 30 e/o nitrogen. As nitrogen content increases,
gradual replacement of yttrium disilicate phase by
yttrium aluminum garnet (YAG) was observed and
nitrogen was mainly incorporated into Si2N2O.

Hampshire et al. (1994) studied the crystallization
behavior of a glass (in e/o) 35Y:45Si:20Al containing
23 e/o nitrogen and found that B-phase (Y2SiA-
lO2N), Iw-phase (Y2Si3Al2(O,N)10) and wollastonite
(YSiO2N) formed at temperatures below 1200 1C
while a-yttrium disilicate (Y2Si2O7), apatite
(Y2Si3O12N) and YAG (Y3Al2O12) formed at higher
temperatures. At relatively low heat treatment tem-
peratures of B950–1100 1C, the nucleation and
growth of N–wollastonite (YSiO2N) and the inter-
mediate phases B and Iw are kinetically favored over
that of the more stable equilibrium phases YAG and
Si2N2O. In a study of the initial stages of crystalli-
zation of this same glass (Besson et al. 1997), it was
found that the creep rate is higher than for the parent
glass, since the residual glass following nucleation has
a lower viscosity due to a decrease in yttrium and
increase in impurity cations. Following complete
crystallization, the creep rate was very low.

Further studies on the crystallization of B and Iw
phases in these Y–Si–Al–O–N glasses have been
reported (Lemercier et al. 1997, Gonon et al. 2000,
Young et al. 2000, MacLaren et al. 2001, Diaz and
Hampshire 2002).

5. Effect of Nitrogen Content, Surface Condition,
and Heat Treatment on Fracture of Oxynitride
Glasses

The fracture behavior of glasses of composition (in
e/o) 35Y:45Si:20Al with 0 e/o N and 17 e/o N was
assessed (Lemercier et al. 2002) by means of flexural
strength measurements and using a fractographic ap-
proach. Heat treatments at Tg�20 1C and Tgþ 20 1C
were carried out on polished flexural specimens in
order to round out the crack tips produced during the
surface-finishing step.

Without any heat treatment (just after polishing),
the oxide glass exhibits a slightly higher flexural
strength of 191MPa compared with 162MPa for the
oxynitride glass. For the oxide glass, a heat treatment

at Tg�20 1C results in an increase in strength to 295
MPa, which remains essentially constant after a
treatment at Tgþ 20 1C (310MPa). The strength of
the oxynitride glass after treatment at Tg�20 1C
(344MPa) is twice the strength measured on the
nontreated glass and, after treatment at Tgþ 20 1C, is
three times higher (479MPa), resulting in a signifi-
cant difference in fracture strength between the two
glasses, suggesting that nitrogen strengthens the glass
network.

A double stage glass-ceramic heat treatment
(960 1C for 1 h and 1050 1C for 5 h), which allows
crystal growth to form B-phase, was carried out on
the 17 e/o N glass samples. A strength of 549 MPa
was measured for the glass-ceramic.

Based on a statistical distribution of location of
fracture origins, it appears that:

(i) Without any heat treatment, fracture occurs
from defects present on both the plane surface and
the chamfer. The surface finish does not affect this
observed behavior.

(ii) After a heat treatment at Tg�20 1C, fracture
occurs mainly from the plane surface.

(iii) After a heat treatment at Tgþ 20 1C, the frac-
ture origins were in the bulk of the material, regard-
less of composition, size or surface finish.

6. Potential Applications

Specialty or ‘‘new’’ glasses with novel functions are
being used in modern industrial sectors such as opto-
electronics, microelectronics, communications tech-
nologies, biomedical devices and niche areas of the
automotive and architectural sectors. Oxynitride
glasses are one addition to the range of ‘‘new’’ glasses
and, in view of their durability, higher refractoriness,
tailored thermal properties, etc., areas of potential
application are in: passive coatings on electronic
substrates; novel glaze systems for refractory protec-
tion; novel glass decoration enamels; high tempera-
ture joining of ceramics and of ceramics to metals and
higher temperature range glass-ceramics for struc-
tural applications.

7. Concluding Remarks

Oxynitride glass formation occurs in a number of
M–Si–Al–O–N systems and up to 30 e/o nitrogen can
be accommodated within the glass. As nitrogen
increases, glass transition temperatures, elastic mod-
ulus, viscosity and hardness increase while thermal
expansion coefficient decreases. The effect of nitrogen
on properties is much greater than the effect of cat-
ions. For a constant cation composition, viscosity
increases by more than two orders of magnitude as 18
e/o oxygen is replaced by nitrogen. For rare earth
sialon glasses of constant composition; viscosity;

306

Oxynitride Glasses



Young’s modulus and Tg increase linearly with
decreasing ionic radius. Spectroscopic studies have
identified the structural features of glasses and the
role of nitrogen.

For two glasses in the YSiAlON system with
nitrogen contents of zero and 17 e/o N, appropriate
heat treatments at a temperature close to Tg promote
the blunting of surface cracks by viscous flow, which
is improved by increasing the heat treatment temper-
ature slightly over Tg. This results in a flexural
strength of 480MPa for the oxynitride glass as a
result of a change in the location of the failure origin
from the surface to the bulk of the material.

Many studies on crystallization of oxynitride
glasses have been carried out. Some of these have
identified suitable two stage heat treatments for
nucleation and growth of crystal phases to form
glass ceramics with significant increases in strength
over the parent glass.
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Paper: Porosity

The porosity of paper determines a number of the
final properties such as absorptivity, opacity, strength,
and ink–paper interactions. The porosity and the pore
size distribution can be measured by a number of
techniques, but most of these techniques have some
difficulties. The porosity is determined by the packing
characteristics of fibers, fines and pigments, chemical
additives, and processing conditions. The porosity of
paper is not uniform, but can vary in both the thick-
ness direction and within the plane. For certain grades
of paper, a coating is applied to the top surface of the
paper to modify the porosity of the top surface.

The porosity of paper is especially important for
some paper products that are required to absorb flu-
ids such as tissue- and towel-type grades. Printing is
strongly influenced by the porosity of the surface
layer (Bureau 1976). The barrier properties and
strength properties are influenced by the paper
porosity. The porosity of the top surface of paper
surfaces also influences the performance of ink jet
printing. Therefore, the porosity of paper is an
important topic of study.

1. Measurement Techniques

There are a number of methods to characterize the
porosity or void fraction of paper, as described by
others (Murakami and Imamura 1984). These meth-
ods can be classified in various ways and give differ-
ent levels of detail. In simple terms, porosity is the
volume of the voids divided by the total volume of
the sample. However, to measure either of these
quantities is not simple because of the complex nature
of paper. The volume of the sample can be estimated
from a caliper method along with the dimensions of
the sample. However, the roughness of paper and the
compressibility of the sample will generate some
uncertainty in this measurement. If the density of
the fiber and pigment component of the sheet can be
estimated, then the porosity can be estimated from
the weight of the sample.

Other techniques involve the displacement of the
voids with a gas or liquid, and measuring the amount
of fluid that is taken up by the sample. With these
techniques, the sample is placed in a vacuum, and
the amount of fluid that fills the voids is measured.
Helium is considered a desirable gas because of its
small molecular size. Other wetting fluids such as
water or silicon oils can be used to obtain a good
estimate, but questions arise about the ability of some
fluids to penetrate all of the voids and the modifica-
tion of the pore structure by the probe fluid.

The mercury intrusion method has found wide-
spread acceptance, and is of special interest. This
method gives the void volume and the pore size dis-
tribution by measuring the amount of intrusion as a
function of the applied pressure. Mercury is a nonwet-
ting fluid and, therefore, large pressures are required
to force mercury into the small pores. By measuring
the intrusion volume as a function of pressure, and
assuming a contact angle, the volume of voids at vari-
ous radii is obtained. Figure 1 is an example of mer-
cury intrusion data for a coating on plastic film and a
coating on paper. Note that the coating on paper has
two peaks in the pore size distribution, one at 2.5mm
that is associated with the paper and one at 0.06mm
associated with the coating layer.

The coating on plastic film only has small pores
and a peak at about 0.1 mm. This peak is larger than
the coating on paper because it has a larger pigment
size. At high pressure, a number of corrections must
be made to account for the compression of mercury,
expansion of the sample chamber, and compression
of the solid fraction. As the pressure is reduced in this
method, the volume–pressure curve normally has a
hysteresis. Pits or large pores within the structure that
are only connected to the outside surface by smaller
pore cause this hysteresis.

A common experimental method in industry to
characterize porosity is by air permeability. A few
standard test methods and devices such as the
‘‘Gurley’’ or the ‘‘Sheffield’’ measure the rate of air
flow through a sample for a given pressure drop
across the thickness. High porosity corresponds to
high airflow rates in general. However, this measure-
ment is not an actual measurement of porosity,

P

Figure 1
Mercury penetration results for a coating on plastic film
and on paper. The pigment diameters on plastic and
paper are 0.5 and 0.1mm, respectively.
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because the air flow rate is a function of the paper
thickness, the connectivity of the pore space, and the
size of the pores. This test is good for a comparison
and quality control, but it does not give actual po-
rosity values. For flow through a porous media, a
common expression used for paper is the Carman–
Kozey equation, given as

v ¼ DP

kmLS2ð1� eÞ2=e3

where v is the average velocity of the fluid, DP is the
pressure difference across the sample, k is a constant
equal to 4.17 for most situations, m is the fluid vis-
cosity, L is the thickness of the sample, S is the spe-
cific surface area (area/volume), and e is the void
fraction. Of all the parameters, the void fraction is
the most influential on the flow rate, but the sample
thickness and specific surface area are not as easy to
obtain. However, the flow rate measurement is a
quick and convenient method to compare samples
and obtain some idea of porosity.

One interesting technique combines the air perme-
ability with a liquid displacement type idea, and is
described in more detail by Murakami and Imamura
(1984). In this method, the sample is saturated with
some wetting fluid. An increasing pressure difference
is applied across the sample, and the rate of airflow is
measured as a function of pressure. When the pres-
sure difference that matches the capillary pressure
holding the fluid in the capillaries is reached, the
capillary will empty, and the air flow rate will
increase. Therefore, the porosity and the pore size
distribution are obtained with this method.

Other methods are possible to characterize the void
volume and the pore size distribution. Cross-sectional
examination with a scanning electron microscope and
computer analysis may give some detailed informa-
tion (Allem and Uesaka 1999). Nitrogen adsorption
will characterize the specific surface area of a sample.
Light-scattering measurements can help reveal the
porosity and pore size if assumptions are made with
regard to the materials index of refraction.

2. Process Parameters that Influence Porosity

In general terms, the porosity of paper is determined
by the packing of fibers and pigments in the sheet
during processing. For example, decreasing the
amount of fine material should tend to increase
porosity. A number of other factors influence the
porosity of paper such as chemical additives used for
retention, the preconditioning of the fibers through
mechanical action, drying conditions, and calende-
ring conditions. The pore size distribution is often
taken to be a log-normal distribution, as shown by
Niskanen et al. (1998).

Mechanical agitation, ‘‘beating’’ or ‘‘refining,’’ is
one method to modify the paper fiber and the final

paper porosity. Wood fibers change their physical
characteristics with mechanical agitation or ‘‘beat-
ing’’; microfibers are released from the fiber surface
increasing the ability of fibers to hydrogen bond with
other fibers. In addition, fine fiber fragments are gen-
erated. Refining normally decreases the porosity and
decreases the pore size distribution (Murakami and
Imamura 1984). The compression of fiber mats dur-
ing drainage is described by Sayegh and Gonzalez
(1995).

After paper is formed with a filtration step, the wet
mat is pressed to remove more water and dried with
heat. During the drying step, water leaves the struc-
ture, and surface tension forces of the water pull the
components of the paper together. The dimensions of
the mat decrease, and the amount of shrinkage de-
termines to some extent the porosity of the paper (see
Paper: Structure). The shrinkage is a complex proc-
ess, and is linked to other issues such as cockle and
curl. Rance (1980) gives a detail review of the con-
solidation of the paper web and shrinkage during
drying.

Calendering of paper is often carried out to in-
crease the gloss properties of the sheet. Special coated
grades of paper are calendered to produce high-gloss
properties that produce desirable print properties and
optical properties. Calendering involves the applica-
tion of a compression force in a nip with a short
duration. The ideal case is when the surface rough-
ness of the paper is reduced while retaining the bulk
properties. Often, the entire sheet is compressed, and
the porosity is reduced with calendering. The influ-
ence of calendering on paper porosity is discussed in
Kershaw (1980).

With computer simulations and mathematical sta-
tistics, the structure of paper and its pore space can
be characterized and predicted (Deng and Dodson
1994). Fibers with a log-normal distribution in length
can be mathematically packed into regions, and the
resulting structure and pore space characterized. De-
tails of the sheet uniformity and pore space can be
modeled with a computer. The complex nature of the
fiber, such as its porosity and flexibility, still limits
realistic predictions by computer models.

3. Uniformity of Porosity

During the formation of paper, water is drained
through a filter media from a suspension of fibers and
fillers to generate a mat. Modern machines promote
drainage in two directions, top and bottom, in an
attempt to make paper with the top and bottom sur-
faces the same. During drainage, the large fibers are
easily captured on the machine filter media or ‘‘wire’’
while fine fibers and fillers move easily with the water
phase. Common filtration theory indicates that as
the filtercake increases in thickness, finer material can
be caught. Therefore, in a one-dimensional drainage
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experiment there is often a gradient of fine material
within a filtercake. The same phenomenon is
observed with paper, in that fine material such as
fiber fragments or filler particles are captured in some
layers of the structure and depleted in other regions
(Kajanto et al. 1998).

Another complexity with paper production is that
the machine wire with the established filtercake will
pass over a number of foils or drainage elements.
Each element can actually force a small amount of
water back into the filtercake, disrupt the filtercake,
and remove the fine material deposited there. The net
result is that paper is often depleted of fine material at
its surfaces. If drainage is in one direction, there is
often a large difference between the ‘‘wire’’ side and
the ‘‘felt’’ side of the paper. Figure 2 depicts the
drainage event and how fine material can deposit in
different concentrations in different regions of the
structure. The effect of filler location on paper prop-
erties is described by Allan et al. (1997). An analysis
of variable fine particle retention within a filtercake is
given in Tien et al. (1997).

A surface that is depleted of fines will tend to have
a large pore size near the surface. This large pore size
leads to low gloss of the sample, low image quality
after printing, and a high ink demand to reach certain
ink density targets during printing. As discussed,
calendering can increase the gloss of paper and may
influence the pore size of the surface layer, but too
much calendering crushes the internal pores, causing
poor opacity of the sheet.

The porosity of paper not only varies in the thick-
ness direction due to the nonuniform distribution of
fine material, but it can vary in the plane of the paper
due to uniformity of the fiber mass distribution and
the orientation of fibers. If the mass distribution of
fibers or fines is not uniform in the plane of the paper,
the ‘‘formation’’ of the paper is evaluated as ‘‘poor.’’
A simple test of formation is to look through the
paper with a light source on the other side. If there
are regions of dark and light or it has a ‘‘cloudy’’
appearance, then the mass distribution of fiber is not
uniform. The reason for the dark and light regions
arises from the differing abilities of various regions to

scatter light. This difference is a function of the po-
rosity and the pore size of these regions. There is no
standard method to characterize the variability of
pore structure within the plane of the sheet.

4. Paper Coating

In a number of grades of paper, a pigmented coating
is applied to the surface of the paper to increase the
optical and printing properties of the paper. The fiber
small dimension is often around 30 mm, while coating
pigment particles are usually less than 1mm in diam-
eter. The structure, roughness, and pore size of the
coating layer is much finer than the base paper.
Therefore, the coating increases the gloss, increases
the opacity and brightness, and decreases the ink de-
mand. The coating also will increase the possible res-
olution of the printed image. Figure 1 shows how the
presence of a coating can increase the pore volume
around a pore size of 0.1 mm. This pore volume is all
at the surface of the paper, where a fine pore structure
is needed for printing. This pore size is also good for
light scattering, leading to an improved opacity of the
product. Coating structure and pore size is detailed in
Lepoutre (1988).

Aqueous paper coatings are often composed of
kaolin or calcium carbonate pigments, latex binders,
and other co-binders such as starch or protein.
Depending on the quality of interest, coating weights
of 5–30 gm�2 are normal. Coatings are often applied
to the web at high speed with a pond or applicator
roll, and the excess removed with a blade as shown in
Fig. 3. The porosity of the base sheet influences this
coating operation because capillary pressure and fluid
pressure will drive the water phase and sometimes the
pigment into the paper web. Highly porous base
sheets lead to dewatering of the coating shortly after
contact that can lead to operational problems at the
blade and poor hold out of the coating layer on the
paper surface. Therefore, the porosity of the base
paper is important even in the coating operation.

The drainage of the coating suspension can create a
situation similar to the drainage of paper fibers illus-
trated in Fig. 2: fine material can be redistributed
within the thickness direction of the coating. This
redistribution may generate a different pore structure

Figure 2
Fiber cross-sections and pigments during a drainage
event. Fine material is transported through the wire and
can be nonuniform in the thickness direction.

Figure 3
The blade metering process showing the loss of water
from the coating into the paper web.
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within the coating layer than that expected from
coatings on plastic films. The movement of binder
during the application or drying of coatings is called
binder migration. This movement of binder is
thought to have an impact on the final properties of
the coating layer. The drying conditions associated
with drying of the coating layer are known to influ-
ence the printing properties of the coating layer. A
print defect called ‘‘back-trap mottle’’ is linked to the
rapid drying of the coating layer. This defect must be
generated by a nonuniform distribution of pores
within the top surface of the coating layer.

5. Conclusions

The porosity of paper influences a wide range of
properties important to the use of paper. Due to the
complex nature of paper fibers and coating pigments,
the pore space is difficult to describe in detail. A
number of methods are available to characterize the
porosity and the pore size distribution. The porosity
of paper is determined by a number of process var-
iables, but is a strong function of the fiber properties
and any post-treatment of the paper web such as ca-
lendering. The porosity of paper is not uniform, but
often varies both in the thickness direction and in the
plane of the paper. Paper and paperboard are often
coated with a pigmented coating to modify the surface
pore structure. The porosity of the base web influences
the coating operation, and the coating pore structure
has an important impact on the printing process.

New techniques to measure and characterize paper
porosity are being developed. Some techniques are
able to measure the porosity of paper on-line. The use
of computers to characterize paper structure has im-
portant implications for our ability to understand the
complex pore structure in papers and paper coatings.
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Paper: Structure

The mechanical behavior of a fiber network, such as a
paper sheet composed of pulped wood fibers, depends
on the fiber and fiber-to-fiber bond properties and the
geometrical structure of the bonded fibrous network.
The principal objective of a mathematical model is
to predict the mechanical properties of the fiber net-
work in terms of the properties of the fibers, bonds,
and structure of the fiber network. In paper, the fibers
are often collapsed, ribbon-like structures, which
are bonded together primarily by hydrogen bonds
formed when the sheet is pressed and subsequently
dried.

The first attempt to develop a mathematical model
for predicting the mechanical behavior of a fiber net-
work such as paper was made by Cox (1952), who
demonstrated how fiber orientation distribution
influences the elastic behavior of the system. The
analysis predicted all the elastic constants of a fiber
mat in terms of the fiber orientation distribution ex-
pressed as a Fourier series.

Cox assumed that the fibers experience an axial
strain corresponding to the sheet strain acting in the
direction of the axis of the fiber. Cox’s original theory
has been subjected to numerous refinements and
extensions which take into account the structure
of the fiber network, the modeling of the fibers, the
effects of drying-induced strains, the modeling of
bond deformation, the nonlinear constitutive effects
of the deformation response of the fibers and bonds,
and the effect of fiber buckling for fibers that experi-
ence compressive strains.

The Cox model was modified by Qi (1997) to
account for transverse normal and shearing compo-
nents of strain in the fiber by assuming that the fiber
takes on the same strains as those of the sheet. This
assumption is equivalent to that used in laminate
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theory; therefore, if the fibers are assumed to lie in the
plane of the sheet, the Qi model gives the same result
as that predicted by laminate theory.

Early work regarding the development of mathe-
matical models can be found in Algar (1966), Dodson
(1973), Kallmes (1972a, b), and Van den Akker
(1970, 1972). General aspects of paper physics can be
found in books by Niskanen (1998) and by Deng and
Dodson (1994). A review of research involving the
modeling of the mechanical behavior of paper was
given by Ramasubramanian and Wang (1999).

In this article, the basic assumptions and results
of current mathematical models for predicting the
in-plane mechanical behavior of paper are presented.
The approach that is presented is based on the
mesomechanics of the fibers that comprise a fiber
network following the work of Perkins (1983, 1990).

1. Basic Elements of the Mathematical Model

The choice of the mesoelement that is used in the
construction of a mathematical model depends on the
density of fiber sheet. In the case of low to medium
density paper (to be defined subsequently), a typical
mesoelement can be taken as an individual fiber along
with the portions of crossing fibers that cross it and
bond it to the fiber network. In order to develop a set
of simple, closed-form expressions for the elastic
moduli of the paper sheet, it is necessary to assume
that the fibers are straight and that they lie in the
plane of the paper. As discussed in the sequel, these
assumptions can be relaxed, however, it is then nec-
essary to perform the prediction of sheet properties
numerically. Restricting attention to the low-density
system comprised of straight fibers, the typical
mesoelement of length, l, and orientation, y, is
shown in Fig. 1. The mesoelements are coupled to the
network by means of the crossing fibers. The strains
in the sheet are presumed to be transmitted to the
mesoelements by bending and shearing deformation
of the crossing fibers and by shearing deformation of
the fiber–fiber bonds. Thus the axial strain in the
mesoelement fiber is not uniform but varies from the
ends, where it is zero, to the middle, where its value is
at its maximum. If the mesoelement is long enough
and if the coupling is weak, the mesoelement strain is
less than that associated with the sheet.

The model is further illustrated by Fig. 2, which
shows a portion of a fiber that is coupled by two
crossing fibers to the remainder of the network. The
boundary between the element and the network is
depicted by a dashed line. This boundary is assumed
to be located a distance, l/2, from the centerline of the
primary fiber, where l represents the center–center
distance between bonds, lb is the bond length along
the fiber, and wf and tf are the width and thickness of
the fiber, respectively. If l is small in comparison with
wf, as would be expected in moderately dense paper,

the coupling is primarily attributable to the shearing
deformations of the fiber–fiber bonds. In a very low-
density system such as tissue paper, the bending and
shearing deformation of the crossing fibers may be
substantial.

On the assumption that the fiber is linearly elastic,
the stress, sf, at any point along the fiber is related to
the fiber strain, ef, at that point by

sf ¼ Eafef ð1Þ

where Eaf is the effective axial modulus of the fiber.
The effective axial modulus depends not only on
the inherent properties of the fiber but also on how
the fiber is bonded to other fibers in the network.
Thus, there is a stiffening effect due to the reinforce-
ment of other bonded fibers. Eaf can be considered
as an inherent property of the paper system, or its
value can be estimated in terms of an idealized paper
network.

Figure 1
Typical fiber of length, lf, and orientation, y, showing
the angle of crossing fibers, b.

Figure 2
Portion of a fiber segment along a mesoelement showing
the bond centroid distance, l, the bond length, lb, and the
fiber width, wf. The mesoelement boundary applicable to
low-density networks is shown as the dashed line.
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For example, if the fibers are idealized (Figs. 1
and 2) as thin rectangular strips (e.g., perfectly col-
lapsed thin-walled springwood fibers), and if the den-
sity of the network is low enough so that on average
the fiber surface is only half (or less) in contact with
other fibers in the network, then it can be shown that

Eaf ¼ ðl=lbÞðEfL þ EfTÞ
CB

EfL þ EfT

EfL

� �
l � lb

lb

� � ð2Þ

where

CB ¼ 1þ EfT

EfL

tanhB

B
ð3Þ

and

B ¼ lb

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kb

tf

EfT þ EfL

EfTEfL

� �� �s
ð4Þ

Here Efl and EfT represent the elastic moduli in the
axial and transverse directions of the fiber, respec-
tively; tf is the thickness of the collapsed fiber; and l
and lb are as previously defined.

The factor CB determines the amount of reinforce-
ment associated with fiber bonding. The constant kb
in the factor B (Eqn. (4)) determines the stiffness of
the fiber–fiber bond. It is expected that these factors
are related to the degree of fiber refining which
roughens the fiber surface and causes damage or sep-
aration of the S1 layer of the cell wall. As the bond
stiffness becomes very small, CB tends to a value of 2
and the reinforcing effect vanishes. At the other
extreme, the bond becomes infinitely stiff and the
factor Cb tends to unity.

The bond stiffness can be measured directly as
shown by Thorpe et al. (1976) where individual fibers
are bonded to a fiber shive which is supported and the
fiber is loaded by an externally applied axial load.
The value of kb measured in this way is on the order
of 1013Nm�3.

The modeling of the elastic properties of the fiber
depends on a number of factors related to whether or
not the fibers are thin-walled and collapsed in the
paper sheet and whether or not it is considered nec-
essary to include the effects of the S1 and S3 layers of
the cell wall. Refer to the work of Mark and Gillis
(1983) and Salmen and de Ruvo (1985) for detailed
information regarding the modeling of the fiber. Note
that the transverse fiber modulus, EfT, should be
computed based on the crossing angle that the cros-
sing fibers make relative to the primary fiber as dis-
cussed in the following.

The strain in the fiber, ef, is determined by the sheet
strain and the degree of coupling between each fiber
and the other fibers in the sheet. As shown in Fig. 1, a
fiber of length lf is coupled to the rest of the network
through the crossing fibers. The equilibrium equation

for fiber mesoelement based on the equilibrium of a
typical element along the fiber length is

d

dx
Eaf

def
dx

� �
� kfef ¼ �kfes ð5Þ

where

es ¼ excos2yþ 2exysinycosy ð6Þ

Equation (6) represents the normal component of
strain in the sheet in the direction y corresponding to
the orientation of the fiber. The factor kf is the
effective stiffness of the coupling between the fiber of
orientation y and the other crossing fibers that couple
the fiber to the network. The stiffness kf includes the
flexibility of the fibers in bending (which may be dis-
cernible for low-density sheets) and the flexibility of
the fiber–fiber bond. If the idealized system of rec-
tangular cross section straight fibers is considered,

kf ¼ 2

l
ðl � lbÞ3
12EfLIf

1þ 12fEfLIf

GfAfðl � lbÞ2
 !

þ 2

Abkb

" # ð7Þ

where If represents the moment of inertia associated
with the fiber cross-section, Gf represents the cell wall
shear modulus, f is a factor that depends upon the
fiber cross-sectional shape (it is 6/5 if the fiber is rec-
tangular), Ab is the area of the fiber–fiber bond, and
kb is the bond stiffness.

Equations (2)–(4) and (7) can be used to estimate
values of Eaf and kf in an idealized case. These quan-
tities can also be considered as fundamental param-
eters of the system which are to be determined by
mechanical property testing. In the latter case, direct
measurement of paper mechanical response is used
with the theoretical property relations to calculate
‘‘experimental’’ values of Eaf and kf.

It should be noted that the values of the effective
axial modulus, Eaf, and the coupling stiffness, kf, are
dependent on the orientation angle, y, inasmuch as
the network lengths, l and lb, and the bond area, Ab,
are dependent on orientation angle. In order to per-
mit the subsequent closed-form expressions for the
moduli of the sheet it is necessary to take the network
lengths as their average values for the sheet. These
values are dependent on the orientation distribution
of the fibers as shown below.

For a prescribed sheet strain given by ex, ey, exy, the
normal component of sheet strain in the direction of
the fiber, es, is known. Equation (5) can be solved by
assuming an arbitrary value of es. The factors Af, Eaf,
and kf should properly be considered as varying in
some random fashion. In this case, the solution to
Eqn. (5) is very difficult. An alternative procedure is
to select average values for Af, Eaf, and kf and to
determine an average fiber response. When this pro-
cedure is followed, the solution of Eqn. (5) is easily
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obtained as

ef ¼ es 1� coshax
coshaL

� �
ð8Þ

a ¼ kf

AfEaf

� �0:5

ð9Þ

L is half the fiber length and Af is the cross-section
area of the fiber.

The strain energy of a typical segment element is
calculated as

We ¼ 1
2
EafAfle2sZL ð10Þ

where

ZL ¼ 1� tanhaL

aL
ð11Þ

and can be identified as a coupling efficiency. For
strong coupling and long length, ZL approaches
unity. At the other extreme of very short length or
very energy of the system can be written

W ¼
Z x

0

Z p

0

D0 f
�
ylWedydl ð12Þ

where D0 represents the number of segment elements
per unit area and f �ylWedydl represents the probabil-
ity of finding a segment having a length in the interval
l, lþ dl and orientation in the interval y, yþdy.

Suppose that f �yl can be expressed in the form

f �y ¼ ½fyðy; a1; a2; a3; y; amÞ�
� ½flðls; b1; b2; b3; y; bmÞ� ð13Þ

Here, fy describes the fiber orientation distribution as
a function of y depending on the m parameters, a1, a2,
y, am. Likewise, the distribution of fiber lengths, l,
depends on n parameters b1, b2,y, bn. In general, the
parameters a1, a2, y, am are assumed to be functions
of l, while the parameters b1, b2, y, bn are functions
of y.

The evidence available suggests that coupling
between the two distributions is weak and therefore
as an approximation, valid for at least certain papers,
it can be assumed that the length and orientation
distributions are independent. For this assumption,
the parameters a1, a2, y, am and b1, b2, y, bn are
constants, and the strain energy per unit sheet area
can be written in the form

W ¼ 1

2

os

raf

Z p

0

flEaf e2s fydy ð14Þ

where os represents the basis weight, Eaf represents
the apparent fiber density and

fl ¼
Z N

0

ZLfldl ð15Þ

The length of parameter fl and the apparent fiber
modulus, Eaf, may depend upon the orientation
direction, y, as a result of the stresses imposed on
the fibers during drying of the sheet. Analytically, it
can be assumed that the apparent fiber modulus, Eaf,
depends upon the shrinkage and restraint conditions
present during drying in the following way:

Eaf ¼ Eaf0ð1þHeNDÞ ð16Þ

where Eaf0 , a constant, represents the apparent fiber
modulus in the absence of drying restraint, H is a
constant that predicts the magnitude of stiffening,
and

eND ¼ ðaxM þ exDÞcos2yþ ðayM þ eyDÞsin2y ð17Þ

Here axM and ayM represent the sheet shrinkage
strains during unrestrained drying in the x and y di-
rections, and exD and eyD represent the sheet strains
applied or allowed during drying. Thus, for unre-
strained shrinkage conditions, exD¼�axM and
eyD¼�ayM. It is evident that eND is related to the
magnitude of restraint that a fiber of orientation y
would be subjected to during the drying of the sheet.
In the following analysis, it is further assumed that
eND is positive, that is, the fibers are loaded in tension
as a result of any drying restraint.

Experimental results of the effects of drying
restraint were performed by Setterholm and Chilson
(1965). Data taken from their work (cf. Perkins and
Mark (1981)) indicates that the parameter H has val-
ues that lie in the range of 10 to 30. Experimental
evidence of the effect of drying restraint on the prop-
erties of the fibers in the network was shown by Wuu
et al. (1991).

With the help of Eqn. (16), integration of Eqn. (14)
can be easily carried out, if the length factor, fl, is
independent of y. In fact, fl does depend on y, be-
cause the coupling parameter a that appears in ZL
depends on Eaf. If one assumes that the influence of
variation in Eaf through y in fl has an insignificant
effect on the prediction of the elastic moduli of the
sheet, there is no serious analytical error committed
in assuming the fl is independent of y.

The stress–strain relations for the sheet can be
obtained from the strain energy function W after
carrying out the integration through the relations

tx ¼ @W

@ex
ty ¼ @W

@ey
txy ¼ 1

2

@W

@ exy
ð18Þ

where tx, ty, txy represent the force per unit edge
length of the paper sheet.

To express conveniently the resulting elastic mod-
uli it is desirable to express the orientation distribu-
tion fy(y) in terms of its Fourier series expansion.
When the x direction is one of the axes of elastic
symmetry, for example the machine direction, and
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y¼ 01 corresponds to this direction,

fyðyÞ ¼ 1

p
½1þ a1cos2yþ a2cos4y

þ a3cos6yþ?þ ancos2nyþ?� ð19Þ

After substitution of Eqns. (19) and (16) in Eqn. (14)
and subsequently using Eqn. (18), the Young’s mod-
uli E�

x; E
�
y , the shear modulus G�

xy, and the Poisson
ratios uxy;uyx corresponding to plain stress loading of
the sheet are found to be

E�
x ¼ 1

16

os

raf
flEaf0

h
ð1þ/eSÞð6þ 4a1 þ a2Þ:

þ eD

2
ð8þ 7a1 þ 4a2 þ a3Þ

i
1� vxyvxy
�  ð20aÞ

E�
y ¼ 1

16

os

raf
flEaf0

h
ð1þ/eSÞð6� 4a1 þ a2Þ:

þ eD

2
ð8� 7a1 þ 4a2 � a3Þ

i
½1� vxyvxy� ð20bÞ

nxy ¼

ð1þ/eSÞð2� a2Þ þ eD

4
ða1 � a3Þ

ð1þ/eSÞð6� 4a1 þ a2Þ � eD

2
ð8� 7a1 þ 4a2 � a3Þ

ð20cÞ

nyx ¼

ð1þ/eSÞð2� a2Þ þ eD

4
ða1 � a3Þ

ð1þ/eSÞð6þ 4a1 þ a2Þ þ eD

2
ð8þ 7a1 þ 4a2 þ a3Þ

ð20dÞ

G�
xy ¼

1

16

os

raf
flEaf0

� ½ð1þ/eSÞð2� a2Þ þ eD

2
ða1 � a3Þ� ð20eÞ

where

/eS ¼ 1
2H½ðaxM þ exDÞ þ ðayM þ eyDÞ� ð21aÞ

eD ¼ 1
2
H½ðaxM þ exDÞ � ðayM þ eyDÞ� ð21bÞ

An inspection of Eqns. (20a–e) indicates that the
elastic constants depend only on the first three pa-
rameters, a1, a2, a3, that occur in the Fourier series
expansion for fy. Furthermore, if the influence of
drying restraint is not incorporated or if the sheet is
dried under conditions of no restraint, the elastic
moduli depend only on the parameters a1 and a2. For
this condition, Eqns. (20a–e) are essentially the same
as those given by Cox (1952) when y¼ 01 corresponds
to a direction of elastic symmetry in the sheet. (Note,

however, that the effects of fiber–fiber bonding and
the effect of finite fiber length are taken into account.)

The number of coefficients of the Fourier series
expansion for fy that are necessary for predicting the
elastic properties, therefore, depends on the func-
tional relation between the apparent fiber modulus,
Eaf, and orientation, which in turn depends on the
procedures and conditions of drying. Incorporation
of any other phenomena affecting the angular dep-
encence of the strain energy stored in the sheet may
change the number of Fourier coefficients appearing
in the elastic constants.

It is theoretically possible to describe any fiber ori-
entation distribution in terms of the parameters a1,
a2, a3, y of the Fourier series expansion. However, a
single-parameter function would simplify the expres-
sions for the elastic moduli. The reduction to one
parameter can be accomplished very simply by trun-
cating the Fourier series and retaining the single pa-
rameter a1. However, reduction to a coefficient in the
Fourier series expansion can have some significant
effects. For example, for freely dried paper, the shear
modulus should decrease with increased anisotropy,
but this reduction effect will be predicted only if the
coefficient a2 is retained in the expansion of Eqn.
(19). A single-parameter function would predict the
shear modulus to be independent of the degree of
anisotropy of the paper.

An alternative approach is to employ a distribution
function that has only one shape parameter. For a
general discussion of fiber orientation distribution
refer to Perkins and Mark (1981). The two most
suitable single-parameter distributions are the ellip-
tical and the von Mises distributions. The distribu-
tions and their corresponding values of a1, a2, a3 are
given in Table 1.

2. Application of Theory to Prediction of Elastic
Moduli of a Paper Sheet

Equations (20a–e) can be used to estimate the effects
of changes in structural parameters on the elastic
properties of paper, or to estimate from experimental
measurements the parameters of the system. As an
example, if the values of Ex and Ey can be obtained
from measurements of the Young’s moduli in the
machine and cross-machine directions, the remaining
in-plane elastic moduli can be estimated.

To use Eqns. (20a–e) in this example, it is necessary
to investigate the influence of drying restraint. The
stiffening parameter H of Eqn. (21) has been esti-
mated by experiment (Setterholm and Chilson 1965)
to lie in the range 10–30. From a knowledge of the
drying restraint conditions and sheet shrinkage
behavior, the values of /eS and /eDS can be cal-
culated. The ratio of the experimental Young’s mod-
uli for the machine and cross-machine directions can
be equated to the ratio E�

x/E
�
y from Eqns. (20a,b). The
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elliptical or von Mises distribution can be written in a
Fourier series form (Table 1). The first three coeffi-
cients of the expansion can then be taken as a1, a2, a3,
respectively. The inversion of this relation would
yield a value of the concentration parameters for ori-
entation z or k can then be used to obtain a1, a2, a3
and subsequently the values of vxy, vyx, and Gxy. The
measurement of two Young’s moduli then permits all
the in-plane elastic moduli for the sheet to be esti-
mated. The calculation is best performed for several
different assumptions regarding the variable in Eqn.
(21), to ascertain the reliability of the assumptions.

The choice of fiber orientation distribution
function can have significant effects on predictions
obtained from Eqns. (20a–e). For a given fiber ori-
entation, predictions of vxy, vyx, and Gxy from exper-
imental measurements of Ex and Ey may be different
for the elliptical distribution from those for the von
Mises distribution. While the elliptical distribution or
the single-parameter cosine distribution is the easiest
to apply, the von Mises distribution is considered to
provide more accurate estimates (Perkins and Mark
1981).

In the case of fiber segment length distributions,
the Erlang distribution has been found to be quite
satisfactory. This, the function fls can be taken as

fls ¼
ðls=bÞc�1expð�ls=bÞ

b½ðc� 1Þ!� ð22Þ

Here, b and c are determined by fitting the distribu-
tion to the experimental data. The product bc is equal
to the mean value of ls. The standard deviation for
the distribution is bOc. For further information, refer
to Perkins and Mark (1981).

The distance between fiber crossings of fiber-to-
fiber bonds along a given fiber, l(y), is an important
property of the fiber network. Assuming that the fib-
ers are all straight, the bond centroid distance de-
pends on the direction of the fiber and the overall
orientation distribution of the fibers in the network.
The bond centroid distance is determined by the
number of fibers that cross a given fiber. This prob-
lem was studied by Kallmes and Corte (1960) and by

Komori and Makishima (1977) who showed that

nðyÞ ¼ 2DfNl2

V
JðyÞ ð23Þ

where

JðyÞ ¼
Z p

0

f ðyÞ sinðy� aÞj jda ð24Þ

Here, Df denotes the fiber diameter, or in the case of a
flattened fiber, the z-direction thickness of the fiber. N
represents the number of fibers in a volume V. The
function J(y) represents the average value of the sine
of the crossing angle, y�a, for a fiber of orientation y.
The function J(y) can be expressed in series form as
shown by Chang (1983)

JðyÞ ¼ 2

p
1�

XN
n¼1

an

ð2n� 1Þð2nþ 1Þcosð2nyÞ
" #

ð25Þ

The rationale for Eqn. (23) follows from the obser-
vation that 2Dfl(lsinb) represents the volume occu-
pied by the two crossing fibers times the projected
length of the crossing fiber. Thus, the average number
of contacts is the number of fibers, N, in a volume, V,
times the ratio of the volume associated with one
crossing to the total volume of fiber material.

The average distance between bond centroids, l(y),
along a fiber of orientation y is taken as the reciprocal
of the average number of crossings per unit length.
Therefore,

lðyÞ ¼ V

2DfNlJðyÞ ð26Þ

The average number of crossings considered over the
set of all fibers is

%n ¼ 2DfNl2

V
I ð27Þ

where

I ¼
Z p

0

f ðaÞJðaÞda ð28Þ

Table 1
Parameters for the elliptical and von Mises fiber orientation distributions.

Parameter

a1 a2 a3

Elliptical fy ¼ z
p

1
cos2yþzsin2y

	 

2 z�1

zþ1

	 

2 z�1

zþ1

	 
2
2 z�1

zþ1

	 
3
von Misesa fy ¼ 1

pI0ðkÞe
kcos2y 2

I1ðkÞ
I0ðkÞ 2

I2ðkÞ
I0ðkÞ 2

I3ðkÞ
I0ðkÞ

a In(k)¼modified Bessel function of the first kind and order n.
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or in series form as shown by Chang (1983)

I ¼ 2

p
1�

XN
n¼1

an

ð2n� 1Þð2nþ 1Þ

" #
ð29Þ

The overall average distance between bond centroids
for the network is

l ¼ V

2DfNlI
ð30Þ

The quantity Nl represents the total length of fiber in
a volume, V. If M¼ rfAfNl represents the mass in
volume V, then the expressions for bond centroid
distance can be written,

lðyÞ ¼ rf
2rs

Af

Df

1

JðyÞ ð31Þ

l ¼ rf
2rs

Af

Df

1

I
ð32Þ

When the fibers are assumed to be completely flat-
tened, then Df is the thickness tf and Af¼wftf and the
bond centroid distances can be written

lðyÞ ¼ wf
rf
2rs

1

JðyÞ ð33Þ

l ¼ wf
rf
2rs

1

I
ð34Þ

The fiber crossing angle can be obtained from the
definition of J(y) since this quantity represents the
average value of the sine of the angle between two
crossing fibers for a fiber of given orientation angle y
relative to the reference direction. Therefore, the
average crossing angle b is given by

b ¼ arcsinðJðyÞÞ ð35Þ

The bond area is calculated from the crossing angle.
Therefore,

AbðyÞ ¼ w2
f

JðyÞ ð36Þ

and the average bond area for fibers of all orientat-
ions is

Ab ¼ w2
f

I
ð37Þ

These network properties are to be used in the cal-
culations for the fiber coupling parameter kf and
the effective fiber modulus Eaf in Eqns. (2) and (7),
respectively.

When the relations provided in Eqn. (20) are to be
used to predict the sheet elastic moduli, the values of

l, and Ab are to be taken from Eqns. (34) and (37)
because these relations relate the average properties
of the sheet over all directions. The portion of the
fiber that is bonded, lb, is defined using Eqns. (36)
and (37) as the apparent length necessary in order
that the product lbwf is equal to the bond area. On the
other hand, the methods leading to Eqn. (20) can be
performed numerically with the angle dependence of
bond centroid distance, bond length, and bond area
taken into account using Eqns. (33) and (36) in the
expressions for Eaf and kf. The numerical approach
makes it possible to avoid the simplifying assumption
of independence of angular dependent and fiber
length effects that are discussed above.

Using the relations above, it can be shown that
when the sheet density, rs, is equal to one-half the
fiber density, rf, the fibers will be in contact with
adjacent fibers on one side of the fiber or the other
and the unbonded length goes to zero. Given that the
fiber density is 1500 kgm�3, the network relations
above predict that fibers will have no unbonded or
free length when the sheet density is above
750 kgm�3. For paper sheets characterized by a den-
sity in excess of this figure, the mesoelement model
depicted by Fig. 1 should be modified so that there is
no free fiber length. This would suggest that the me-
soelement should be taken as the fiber itself. There-
fore, for sheet density in excess of 750 kgm�3 the
relations for the elastic moduli (Eqn. (20)) can still be
used as long as the effective axial fiber modulus from
Eqn. (2) is taken as the axial fiber modulus, EfL, and
the network coupling stiffness, kf, is taken as

kf ¼ Abkb

l
ð38Þ

When the procedure described above is used for pre-
dicting the elastic moduli of sheets with sheet density
in excess of 750 kgm�3 it is clear that the prediction
neglects the transverse and shearing strains in the
fiber. The laminate approach was explored by Schul-
gasser and Page (1988) and by Page and Schulgasser
(1989) in order to take into account the transverse
and shearing contribution. They showed that the
transverse properties of fibers are especially impor-
tant as regards the prediction of the in-plane shear
modulus and the Poisson ratios of the sheet. In the
works of Lu et al. (1995), Lu and Carlsson (1996),
and Lu et al. (1996) the authors develop what they
refer to as a mosaic model that incorporates the
in-plane axial and transverse elastic moduli of the
fiber. This approach makes use of the finite element
method to analyze a representative element that is
characteristic of the fiber segments and bonds that
comprise the paper network. A model for moderate
to high density paper was also proposed by Uesaka
(1990) where the transverse strain effects were taken
into account by modifying the theory leading to
Eqns. (20) to incorporate transverse fiber strain in a
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similar fashion to the modeling of the axial strain.
This work takes into account the contribution of the
fiber-to-fiber bonds, but neglects the fiber Poisson
and shearing effects. An approximate model that ac-
counts for transverse strain, Poisson and shearing ef-
fects, and the fiber–fiber bonding has been proposed
by Perkins (1999).

3. Nonlinear Geometry and Constitutive Effects

The assumption of linear elastic behavior of the fiber
and bond materials can be relaxed while using
essentially the same approach as that outlined above.
The mechanical response of paper when loaded uni-
axially, as in the example of a simple tensile test, was
studied by Ramasubramanian and Perkins (1988)
who developed algebraic expressions for predicting
the uniaxial stress–strain response. The expressions
are sufficiently complex that their evaluation by
computer is necessary. This work was extended to
account for moderate to high density papers by
Perkins et al. (1991). Subsequently, Sinha and
Perkins (1995) adapted the mesoelement approach
to provide a constitutive model for use in finite
element analysis.

The basic approach outlined above can be modi-
fied to take into account a number of nonlinear
effects if one does not require that closed form ex-
pressions be obtained for the prediction of mechan-
ical response. In other words, the mesoelement
approach can be extended by performing the calcu-
lations numerically rather than in algebraic form. The
effects of fiber curl, fiber buckling, nonelastic consti-
tutive models for the bond and fiber components, as
well as certain aspects of failure at the mesoelement
level can be studied when the mesoelement model
is analyzed by the finite element method. The basic
approach has been presented by Perkins (1999).

See also: Paper: Porosity
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Pearlite

Pearlite forms as the result of the eutectoid reaction
and consists of alternate lamellae of ferrite (a) and
cementite (Fe3C, y) growing synchronously and co-
operatively into the austenite (g) phase. It is certainly
the most recognizable, most esthetically pleasing, and
the most commercially important eutectoid phase
transformation. Because of its historical importance
ferrous pearlite has become the prototype for non-
ferrous pearlites as well. Pearlite was first described
by Sorby in 1886 and has since gone through several
major changes in the description of its formation.
Because pearlite involves the nucleation and growth
of two new phases, which ultimately cooperate, this
phase transformation has unique characteristics that
distinguish its development. The well-established fea-
tures of pearlite formation will be outlined in this
article and details concerning the role of thermo-
dynamics and the importance of crystallography in
the development of a pearlite colony are presented.
Emphasis will be on binary Fe–C alloys; however,
Fe–C–X alloys will also be discussed.

1. Morphology and Historic Development

Pearlite is generally observed to nucleate at austenite
grain boundaries and grow into the parent phase as
approximately spherically shaped grains. These
grains are called nodules and are composed of a
number of structural units called colonies in which all
of the plates are parallel. Because of crystallographic
constraints it is often observed that the pearlite
nodules only grow into one of the adjoining grains.
Figure 1 shows the parallel plates of a colony in a
hypereutectoid steel where all the pearlitic ferrite is
etched away. The radial nature of the colony is
revealed, as well as the connection of the cementite
lamella with the proeutectoid grain boundary ce-
mentite. When growing colonies intercept grain and
twin boundaries, individual lamella either are halted
or abruptly change growth direction upon impinge-
ment. At high reaction temperatures, ‘‘group nod-
ules’’ of pearlite may form that consist of many
colonies of pearlite. The overall morphology of a
group nodule may be approximately described as
spherical. At lower reaction temperatures, pearlite
nodules, again consisting of many colonies, form as
hemispheres or as sectors of spheres. This morphol-
ogy is known as ‘‘grain boundary’’ pearlite or as
‘‘nodular fine pearlite.’’

In an Fe–C alloy of eutectoid composition, pearlite
is the only product formed from the eutectoid tem-
perature, 727 1C, down to about 600 1C. Small
amounts of bainite appear at 600 1C. The proportion
of bainite increases with decreasing temperature, and
at 500 1C the amounts of pearlite and bainite are
about equal. The pearlite reaction then disappears

rapidly. In hypo-and hypereutectoid steels, pearlite
forms at similar temperatures after the proeutectoid
constituent has formed whose proportion diminishes
with decreasing temperature. A hypoeutectoid steel
containing as little as 0.35% carbon can be wholly
converted to pearlite.

Since the work of Sorby, major contributions to the
understanding of pearlite nucleation and growth have
been made by Mehl and Hagel (1956) and by Hillert
(1962). Each of these explanations was the primary
and generally accepted description of pearlite trans-
formation from the 1930s to the 1950s for the former
and since the 1960s for the latter. In Mehl’s repeated
nucleation and growth mechanism of pearlite forma-
tion, an initial plate of cementite forms at an austenite
grain boundary. Following this, it is thermodynam-
ically and energetically (a low-energy interfacial struc-
ture between ferrite and cementite minimizes the
nucleation barrier for each phase) favorable for a fer-
rite plate to nucleate on either side of the cementite
plate. This is followed by cementite plate nucleation,
and so on, resulting in sideways growth, i.e., increased
volume of the pearlite colony perpendicular to the
lamellae. Although still pedagogically attractive,
Mehl’s mechanism has not been verified by section-
ing experiments. Hillert (1962), however, pointed out
that the growth of pearlite is a gradual process with
the lamellae branching and searching for an optimum
or favorable orientation between them.

Once found, rapid cooperative growth ensues
because of the highly mobile incoherent interface.
On the question of branching vs. independent nucle-
ation of precipitate lamellae, repeated sectioning ex-
periments point conclusively toward the branching

Figure 1
Scanning electron micrograph of a pearlite colony
grown from proeutectoid cementite. All the ferrite and
much of the matrix are etched away. The plates of
cementite lamellae are attached to a film of grain
boundary proeutectoid cementite film.
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explanation (Hillert 1962, Mangan and Shiflet 1999).
Hackney and Shiflet (1987a, b) added crystallographic
considerations at the growth interface to explain
pearlite edgewise growth behavior. On their observa-
tions, growth ledges migrate across the pearlite/
austenite interphase boundary and are shared bet-
ween ferrite and cementite. The lamellae of these two
phases are thus forced to lengthen at the same rate.
Because the pearlite growth front requires ledges,
many pearlite phenomena, such as synchronous
growth, the inability of individual lamellae to pene-
trate grain and twin boundaries unaffected, and the
precipitation of interphase boundary carbides, can be
simply explained.

2. Thermodynamic Considerations

Pearlite nucleation is best visualized on the basis of
the Fe–Fe3C phase diagram with extrapolated phase
boundaries (Fig. 2). An alloy of hypoeutectoid com-
position cooled from the austenite phase field to tem-
perature T1 provides favorable conditions for ferrite
nucleation. As a result of kinetic considerations,
proeutectoid ferrite can still form at temperatures
below that of the eutectoid. This is represented by the
extrapolated phase boundaries below the eutectoid
temperature. After grain boundary ferrite forms, the
carbon concentration at its boundaries is that of the
extrapolated Ae3 curve, x

ga
g . Substantial supersatura-

tion is now present for cementite nucleation at the
ferrite/austenite boundaries. When a cementite par-
ticle nucleates at this boundary, the carbon concen-
tration at the austenite/cementite (y) boundary, xgyg , is
that of the extrapolated Acm curve. Both the volume
free energy and interfacial energy conditions are now
excellent for the nucleation of another crystal of

ferrite. This ferrite crystal nucleates with deference to
the cementite crystal establishing one of the three
orientation relationships.

At a lower temperature (T2) the alloy lies between
the extrapolated Ae3 and Acm and there is sufficient
supersaturation with respect to both ferrite and
cementite nucleation so that both can occur at the
grain boundary. Hence, it may be possible to form an
entirely pearlitic microstructure in an off-eutectoid
alloy if it is quenched to temperatures below the
extrapolated Acm. Similar arguments can be made for
hypereutectoid alloys where at small undercoolings
grain boundary cementite appears first.

3. Nucleation and Crystallography

Because pearlite is the result of a solid–solid phase
transformation, nucleation cannot be separated from
crystallography. In Fe–C pearlite the two lamellar
components are composed of b.c.c. ferrite and com-
plex orthorhombic cementite (Fe3C, here the con-
vention that the lattice parameters aoboc is
adopted). The association of these two structures
has consistent and reproducible effects beyond form-
ing a well-defined lamellar phase. Pearlite can nucle-
ate at three different sites, namely in association with
proeutectoid ferrite, at austenite boundaries where
no precipitation has already occurred, and at pro-
eutectoid cementite interphase boundaries. Although
the importance and number of orientation relation-
ships reported has fluctuated over the years, three
have been consistently reported in the literature.
They are the Bagaryatsky (1950), Isaichev (1947), and
Pitsch (1962)–Petch (1953) orientation relationships,
as expressed in Table 1. Analysis reveals that the
Bagaryatsky and Isaichev relationships are very simi-
lar with only a few degrees of rotation around the
b-axis of cementite. As shown in Table 1, however,
each orientation relationship yields unique interla-
mellar habit planes. Hence, their distinction should
be preserved (Zhou and Shiflet 1992).

The relative frequency with which the three orien-
tation relationships occur in pearlite depends upon
alloy composition and thermal history. The general
trends for all three have not yet been established.
Unfortunately, most reports in the literature are in-
correct because of reliance on essentially two-dimen-
sional sections (electron transparent foil) of a pearlite
colony to interpret its three-dimensional structure.
These studies can misrepresent the actual situation.
Mangan and Shiflet (1999) have shown with a com-
bination of electron backscattered diffraction using
scanning electron microscopy and repeated sectioning
of entire pearlite colonies that the Pitsch–Petch rela-
tionship develops when a colony is initiated by ferrite
nucleating at a cementite/austenite interphase bound-
ary. This occurs in both hypo- and hypereutectoid
alloys. The nucleation conditions for establishing

Figure 2
Portion of the eutectoid region of the Fe–C phase
diagram with extrapolated Ae3 and Acm and a/(aþ g)
phase boundaries. Various compositions are indicated at
two isotherms, T1 and T2.
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either the Bagaryatsky or Pitsch–Petch orientation
relationships have not yet been determined.

Zhou and Shiflet (1992) demonstrated that each
orientation relationship possesses a unique interla-
mellar atomic habit plane (Table 1). Each of these
habit planes is consistently maintained under all heat-
treatment conditions, whether between lamellae in a
single colony or between lamellae in different grains.
Even lamellae that are curved preserve their habit
planes listed in Table 1 for each orientation relation-
ship. Curvature obtains with the addition of steps at
the interlamellar boundaries, the terraces of which
maintain the atomic matching.

4. Edgewise Growth of Pearlite

Pearlite has been shown to consist of two interwoven
crystals of ferrite and cementite (Hillert 1962). A
pearlite colony increases its volume by edgewise
growth. Sideways growth occurs by lamella branch-
ing; no new crystals are created. Growth occurs by
diffusion of the carbon to the advancing plate edges.
The pearlite growth interphase boundary is histori-
cally considered the most likely to be crystallograph-
ically disordered or incoherent. There have been
several studies of pearlite where the orientation rela-
tionship of a pearlite colony with the austenite grain
it is growing into has been characterized, with the
finding that no systematic orientation relationship
occurred. However, Hackney and Shiflet (1987a)
have shown that the absence of a reproducible ori-
entation relationship does not preclude a partially
coherent interphase boundary. They emphasized the
role of crystallography in the growth of pearlite and
developed an integrated mechanism of growth where-
by the ledges at the pearlite/austenite growth inter-
face also provide a means by which the position of
the ferrite/cementite lamellar interface can be altered.

Pearlite growth kinetics at a given temperature is
generally considered to be the same for all nodules
and independent of time when occurring in a two-
phase region. More careful measurements have
shown that the growth rate at a given temperature

is a function of time and can be different from nodule
to nodule and from colony to colony in the same
nodule. This is probably owing to the role of the
nonreproducible, but still partially coherent interface
with the austenite grain that is being consumed.

An edgewise growing colony of pearlite with in-
terlamellar spacing S is shown in Fig. 3. For the
transformation to progress, carbon redistribution
from ferrite to cementite must occur for carbon-rich
cementite (6.67% carbon) and carbon-depleted ferrite
(o0.03% carbon) to grow. As shown in Fig. 3 a
number of diffusion paths are available for carbon.
Solute can redistribute in the austenite, in the ferrite,
and along the interphase boundaries between pearlite
and austenite. Volume diffusion in austenite appears
to govern pearlite growth; however, contributions
from diffusion through other diffusion paths cannot
yet be ruled out and are likely to contribute. Carbon
diffusion through ferrite may occur, as its diffusivity
is much higher than in austenite. Carbon diffusion
along the reaction interface can become substantial
since diffusivity along an interface is usually higher
than in the bulk, particularly at low temperatures.
Figure 3 also highlights the important parameters
associated with modeling pearlite growth, including

Table 1
Orientation relationships and interlamellar habit planes of ferrous pearlite.

Relationship Orientation relationship Habit plane

Bagaryatsky (1950) [100]y:[%110]a (001)y:(112)a
[010]y:[111]a
(001)y:[11%2]a

Isaichev (1947) [010]y:[111]a (101)y:[11%2]a
(101)a:(11%2)a

Pitsch (1962)–Petch (1953) [100]y 2.61 from [31%1]a (001)y:(%2%15)a
[010]y 2.61 from [131]a

(001)y:(%2%15)a

Figure 3
Schematic diagram of a pearlite colony with various
growth parameters defined.
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the edgewise velocity, V, interlamellar spacing, S, and
interphase boundary thickness, d. Growth data for
near-eutectoid Fe–C assuming control by diffusion of
carbon in austenite have been measured but signif-
icant deviations between the experimental data and
calculated growth rates exist at all temperatures,
especially at lower ones. This suggests that carbon
diffusion along pearlite/austenite boundaries signifi-
cantly contributes to growth kinetics.

The widely used Zener–Hillert (Zener 1946, Hillert
1957) equation for pearlite growth is based on the
assumptions that the supersaturated austenite is in
local equilibrium with the constituent phases of pear-
lite at the reaction front, and the volume diffusion of
carbon in austenite is rate controlling. This equation
is derived from the flux balance of carbon required for
the reaction and from an accounting made for the
influence of lamellar interfacial energy on the driving
force for growth. The interlamellar spacing of pearlite
is thought to be constant at fixed temperatures and
decreases markedly with decreasing temperature. An
additional consideration is that if the lamellar spacing
is sufficiently fine, Sc, then all the available energy is
tied up in the interfaces, halting growth, thus yielding:

G ¼ 2Dg
c

f af y
� x

ga
g � xgyg

xyay � xaya
� 1
S
� 1� Sc

S

� �
ð1Þ

where Dg
c is the volume diffusivity of carbon in au-

stenite, the various xi are defined in Fig. 2, and the
fractions of the two phases, f a, f y, are based on the
lever rule. Equation (1) does not provide a unique
solution because there are two unknown parameters,
G and S, at a given undercooling. Attempts to specify
S have been made by means of ad hoc optimization
conditions, most notably by Zener (1946). Optimiza-
tion theories do predict that undercooling and lamel-
lar spacing are related by S �DT¼ constant, which for
a eutectoid alloy have been shown to apply at small
DT (about 60 1C) below the eutectoid temperature.
Applying Zener’s maximum growth theory gives the
optimum pearlite spacing to be twice the critical spac-
ing, S¼ 2Sc, and inserting into Eqn. (1) gives a growth
rate proportional to S�1. Boundary diffusion-control-
led pearlite growth has also been considered (Hillert
1969) and follows a similar relationship where growth
is now proportional to S�2 and is maximized when
S¼ 3Sc/2. More rigorous derivations have been given
by Hillert (1972).

5. Ternary Fe–C–X Pearlite

The addition of a second solute element to Fe–C
invariably affects the formation of pearlite. Substitu-
tional element additions alter the activity of carbon.
Also, the partitioning of X between ferrite and
cementite has a dramatic effect on growth. Indeed,
improvement of hardenability is obtained by addition

of elements that reduce pearlite formation kinetics,
e.g., molybdenum. At small undercoolings (high tem-
peratures) partitioning of the substitutional element
can occur. However, as the reaction temperature is
lowered diffusion of X becomes increasingly sluggish.
There are two different types of partitioning
behavior. The first is when the alloying element parti-
tions preferentially to either pearlitic cementite (chro-
mium, molybdenum) or pearlitic ferrite (silicon) at
the transformation front over the full temperature
range of pearlite formation, although the extent of
partitioning decreases progressively as the tempera-
ture falls. The second is the alloying addition, e.g.
manganese, partitions preferentially at the transfor-
mation front at high temperatures but the extent of
partitioning decreases until a temperature can be
identified below which there is no partitioning of the
alloying element at the growth front. Ridley has been
involved in many of these experimental studies and
has given an extensive review (Ridley 1984). Another
effect of addition of elements such as manganese,
depending on composition and reaction temperature,
is that pearlite can grow in either a two-phase region
where all the austenite should be consumed by pear-
lite, or a three-phase region where austenite coexists
with pearlite at equilibrium. The consequences of
growth in a three-phase field (ferrite, cementite,
austenite) are increasing lamellar spacing and a con-
tinuously changing growth rate with time during iso-
thermal treatments. Cahn and Hagel (1962) call this
divergent pearlite and Hillert (1982) has given a ther-
modynamic description of this observation. Another
possible occurrence in ternary alloys is the growth
of pearlite in a two-phase austeniteþ cementite
phase field above the eutectoid temperature in hype-
reutectoid alloys. This results from the slow partition-
ing of manganese and local equilibrium conditions
applied to carbon, which allow ferrite to form. The
addition of elements that form carbides, such as
vanadium and chromium, can lead to parallel sheets
of carbides within the ferrite lamella. These interphase
boundary carbides map out the position of the pearlite
growth interface. This microstructure has been inter-
preted by Zhou and Shiflet (1991) to be the result of
growth control by means of ledges.

6. Summary

Much has been learned about pearlite in steels since
the early twentieth century. Further understanding of
this very unique phase transformation will greatly
benefit with the improvement of analytical and high-
resolution microscopes and the greater access to
thermodynamic databases. Much more needs to be
learned to ascertain correctly the roles of crystallo-
graphy, solute partitioning paths, and concomitant
precipitation within pearlite in the progress of the
pearlite reaction.
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Phase Diagrams

Properties of materials are related to their microstruc-
ture. In turn, the microstructure is related to the con-
stitution, which states the number of phases present,
their proportion, and their composition. To determine
the constitution we need to know the phase diagram.

Typically, in a solid, microstructure consists of
grains of phases that abut against one another. These
grains may consist of only one phase (a single-phase
microstructure), or they may be grains of many
phases (a polyphase microstructure).

An assessment of the overall properties of a
material may proceed by determining first the consti-
tution of the phases involved, then combining this
with the knowledge of their specific properties (i.e.,
crystal structures, physical properties, etc.) and, finally
and very importantly, incorporating the knowledge of
the distribution of the phases in the microstructure,
(i.e., the shapes and sizes of the grains, how they fit
together, and how they interact, etc.). In this process,
the knowledge of the constitution is an important
initial step.

The information that allows us to predict the con-
stitution from a graphical plot of phases that may be
involved is known as a phase diagram. Hence, con-
stitution is a function of what kind of a phase dia-
gram is used for a given material. The independent
state variables that control the phases present in a
given phase diagram are the number of components
(i.e., elements) involved, the chemical composition
(i.e., the proportion of the components in the mate-
rial), the temperature, the external pressure, magnetic
field, electrostatic field, etc. Simple phase diagrams
generally involve only two state variables, for exam-
ple the temperature and composition. If one is plotted
vertically and the other horizontally, a graphical rep-
resentation is obtained, showing the distribution of
the various possible phase fields allowed by the two
variables, as will be shown below.

1. Phases

All materials exist in gaseous, liquid, or solid form,
usually referred to as a phase, depending on the con-
ditions of state (i.e., the magnitude of state variables
involved). The term ‘‘phase’’ refers to that region of
space occupied by a physically homogeneous material.

In a phase diagram, each single-phase field is
depicted graphically and is usually given a single
label. Engineers often find it convenient to use this
label to refer to all the material having a constitution
related to this field, regardless of how much the
physical properties of the materials may be contin-
uously changing from one part of the field to another.
This means that in engineering practice the distinc-
tion between the terms ‘‘phase’’ and ‘‘phase field’’ is
often neglected, and all materials having the same
phase name are referred to as the same phase.

2. Equilibrium

There are three states of equilibrium: stable, meta-
stable, and unstable. These three conditions are illus-
trated schematically in a structural sense in Fig. 1.
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Stable equilibrium exists when the object is in its
lowest energy condition; metastable equilibrium
exists when additional energy (DG) must be intro-
duced before the object can reach true stability; un-
stable equilibrium exists when no additional energy
is needed before reaching metastability or stability.
Although true stable equilibrium conditions seldom
exist in real everyday materials, the study of equi-
librium systems is extremely valuable, because it
constitutes a limiting condition from which actual
conditions can be estimated.

3. Thermodynamic Considerations

The state variables that are selected to control a given
system determine the free energy values of all the
possible phases that can exist in that system for all
possible combinations of the variables (all the state
points in a state diagram plot). The phases that are
actually recorded in a phase diagram represent the
lowest value of the free energy at each state point.

4. The Gibbs Free Energy

The Gibbs free energy of a system may be defined as:

G ¼ H � TS ð1Þ

where H is the enthalpy, T is the absolute tempera-
ture, and S is the entropy. Enthalpy is the ‘‘heat
content,’’ and is therefore related to the specific heat
of the given phase.

H ¼ E þ PV ð2Þ

where E is the total ‘‘bonding’’ energy, P is the pres-
sure, and V is the volume. A system is in equilibrium

when it shows no tendency to change, or

dG ¼ 0 ð3Þ

The immediate states for which dGa0 are unstable
and are only realized for limited periods in practice,
unless the temperature is very low and atoms cannot
move. If, as the result of thermal fluctuations, the
atoms become arranged in an intermediate state, they
will rearrange again into a free energy minimum. If
by a change of temperature or pressure, for example,
a system is moved from a stable to a metastable state,
it will, given time, transform to a new equilibrium
state later.

Graphite and diamond at room temperature and
pressure are examples of stable and metastable equi-
librium states. Given time therefore, diamond under
these conditions will transform into graphite. Simi-
larly, the cementite constituent in steels (Fe3C) is
metastable and will transform to graphite and iron.

Any transformation that results in a decrease in
Gibbs free energy is possible if the kinetics are
favorable. Therefore a necessary criterion for any
phase transformation is

DG ¼ G2 � G1o0 ð4Þ

where G1 and G2 are the free energies of the initial
and final states respectively. The transformation need
not go directly to the stable equilibrium state, but can
pass through a whole series of intermediate metast-
able states. With extremely rapid freezing of liquids,
even thermodynamically unstable structures (such as
amorphous metallic ‘‘glasses’’) can be produced.

5. Systems

A physical system consists of a set of components
(i.e., substances, or a single component) that is iso-
lated from its surroundings, a concept used to facil-
itate study of the effects of conditions of state.
‘‘Isolated’’ means that there is no interchange of mass
between the substance and its surroundings. The
components in alloy systems, for example, may be
two metals, such as copper and zinc; a metal and a
nonmetal, such as iron and carbon; a metal and an
intermetallic compound, such as iron and cementite;
or several metals, such as aluminum, titanium, and
vanadium. Components are almost always elements,
but sometimes they can be designated as stoichio-
metric chemical compounds. These components com-
prise the system and should not be confused with the
various phases found within the system.

5.1 System Components

Phase diagrams and the systems they describe are
often classified and named for the number (in Latin)
of components in the system illustrated in Table 1.

Figure 1
Free energy as a function of the arrangements of atoms
in phases. A: stable configuration, B: metastable
configuration (after Porter and Easterling 1992).
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Clearly, as the number of components increases, so
does the number of possible systems (Table 2).

This table shows that even if only four components
are chosen from a group of, say, 90 elements, the
possible number of combinations runs into millions,
which is a warning that the phase diagrams of qua-
ternary systems are a long way from being deter-
mined, unless they can be calculated via a computer
program using estimates of free energies.

6. Phase Diagrams

These are graphical plots that were devised to show
the relationships between the various phases that
appear within the system under equilibrium condi-
tions. As such, the diagrams are variously called con-
stitutional diagrams, equilibrium diagrams, or phase
diagrams. A single-component phase diagram can be
simply a one- or two-dimensional plot, showing the
phase changes in the given component (for example
in iron) as temperature and/or pressure changes.
Most diagrams, however, are two- or three-dimen-
sional plots describing the phase relationships in sys-
tems made up of two of more components, and these
usually contain fields (areas) consisting of mixed-
phase fields, as well as single-phase fields. Some typi-
cal examples are shown below.

7. Phase Rule

The phase rule, first announced by J. Willard Gibbs
in 1876, relates the physical state of a mixture to the

number of constituents in the system and to its con-
ditions. It was also Gibbs who first called each ho-
mogeneous region in a system by the term ‘‘phase.’’
When pressure and temperature are the state varia-
bles, the rule can be written as follows:

f ¼ c� pþ 2 ð5Þ

where f is the number of independent variables (called
degrees of freedom), c is the number of components,
and p is the number of state phases in the system. The
Gibbs phase rule applies to all states of matter (solid,
liquid, and gaseous), but when the pressure is con-
stant, the rule reduces to:

f ¼ c� pþ 1 ð6Þ

8. Unary Systems and Phase Diagrams

8.1 Invariant Equilibrium

According to the phase rule, three phases can exist in
a stable equilibrium only at a single point of a unary
diagram ( f¼ 1�3þ 2¼ 0). This limitation is illus-
trated as point 0 in the hypothetical unary pressure–
temperature (PT) diagram shown in Fig. 2. In this
diagram, the three states (or phases)—solid, liquid,
and gas—are represented by the three correspond-
ingly labeled fields. Stable equilibrium between any
two phases occurs along their mutual boundary, and
invariant equilibrium among all three phases occurs
at the so-called triple point, 0, where the three
boundaries intersect. This point also is called an
invariant point because, at that location on the dia-
gram, all externally controllable factors are fixed (no
degrees of freedom). At this point, all three states

Table 1
Classification of phase diagrams and systems.

Number of components Name of system or diagram

1 Unary
2 Binary
3 Ternary
4 Quaternary
5 Quinary, etc.

Source: Massalski (1998)

Table 2
Possible number of systems (n¼ number of elements
(say 90); m¼ number of elements in a system).

n!
m!ðn�mÞ!

Binary
90!
2!88! ¼ 4005

Ternary
90!
3!87! ¼ 117480

Quaternary
90!
4!86! ¼ 2555190

Figure 2
Schematic pressure-temperature phase diagram (after
Baker 1992).
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(phases) are in equilibrium, but any changes in pres-
sure and/or temperature will cause one or two of the
states (phases) to disappear.

8.2 Univariant Equilibrium

The phase rule says that stable equilibrium between
two phases in a unary system allows one degree of

freedom ( f¼ 1�2þ 2). This condition, called univar-
iant equilibrium, or monovariant equilibrium, is
illustrated as lines 1, 2, and 3 separating the single-
phase fields in Fig. 2. Either pressure or temperature
may be freely selected, but not both. Once a pressure
is selected, there is only one temperature that will
satisfy equilibrium conditions and, conversely, the
three curves that issue from a triple point are called
triple curves: line 1, representing the reaction between
the solid and the gas phases, is the sublimation curve;
line 2 is the melting curve; and line 3 is the vapor-
ization curve. The vaporization curve ends at point 4,
called a critical point, where the physical distinction
between the liquid and gas phases disappears.

9. Bivariant Equilibrium

If both the pressure and temperature in a unary sys-
tem are freely and arbitrarily selected, the situation
corresponds to having two degrees of freedom, and
the phase rule says that only one phase can exist in
stable equilibrium (p¼ 1�2þ 2). This situation is
called bivariant equilibrium. The stable equilibria for
binary systems are summarized in Table 3.

Table 3
Stable equilibria for binary systems.

Number of
components

Number of
phases

Degrees of
freedom Equilibrium

2 3 0 Invariant
2 2 1 Univariant
2 1 1 Bivariant

Figure 3
(a) Molar free energy curve for the a phase. (b) Molar
free energy curves for a and b phases (after Porter and
Easterling 1992).

Figure 4
Schematic binary phase diagram showing miscibility in
both the liquid and the solid states.
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10. Phase Stability

The extent of solid solubility of phases, the stability
of phases, the temperature dependence of stability,
and the choice of structures that are actually
observed in phase diagrams are the result of compe-
tition among numerous possible structures that could
be stable in a given system. This competition is based
on the respective values of the Gibbs free energy of
each competing phase and the variation of this energy
with temperature, pressure, composition, and possi-
bly other extensive parameters. In its simplest form,
the free energy can be written as in Eqn. (1).

As is well known, numerous factors contribute to
the H and S parameters. The major contribution to
the entropy is from statistical mixing of atoms
(DSmix), but there can be additional contributions
from vibrational effects (DSvib), distribution of mag-
netic moments, clustering of atoms, and various long-
range configurational effects. The main contributions
to the enthalpy result from atomic mixing (DHmix),
which are in turn related to the interaction energies

between neighboring and further distant atoms in a
given structure and are based upon electronic, elastic,
magnetic and vibrational effects. Much progress has
been made in measuring, calculating, and predicting
many such effects, and hence progress continues to be
made in the evaluation of the related thermodynamic
quantities and ultimately the phase diagrams.

In a binary system, the free energy G of a given
phase typically has a downward parabolic form
between the values for the two components (say A
and B) as composition changes. This is illustrated
schematically in Fig. 3(a). If the structures of the two
components are different, two free energy curves may
have to be considered at every temperature to deter-
mine lowest energies, as in Fig. 3(b). Such curves will
become displaced as temperature changes, and at
each temperature the lowest free energy configuration
across the diagram will determine the form of the
phase diagram at each composition. The well-known
‘‘tangent construction’’ is used for that purpose to
determine the free energies when mixtures of phases
result in lowest G.

Figure 5
Derivation of a phase diagram with complete liquid and solid miscibility from free energy curves (after Prince 1966).
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11. Features of Phase Diagrams

The areas (fields) in phase diagrams, and the posi-
tions and shapes of the points, lines, surfaces, and
intersections in it, are controlled by thermodynamic
principles and the thermodynamic properties of all of
the phases that constitute the system.

11.1 Phase-field Rule

The phase-field rule specifies that at constant tem-
perature and pressure, the number of phases in
adjacent fields in a multicomponent diagram must
differ by one.

12. Binary Diagrams

The study of systems of more than one component
involves a study of solutions. The simplest type of a
multicomponent system is a binary, and the least
complex structure in such a system is a single solu-
tion. Some of the aspects of single-phase binary
systems will now be considered.

12.1 Solid Solutions

We shall consider here only two state variables: tem-
perature and composition. The replacement of nickel
atoms by copper atoms on the lattice of nickel is an
example of a substitutional solid solution. Nickel can
dissolve copper at all proportions, providing an
example of complete solid solubility. This is possible
only if the sizes of the atoms differ by no more than
about 15%. There are many examples of restricted
mutual solid solubilities, even between elements with
similar crystal structures and atom sizes. When a
continuous solid solution occurs in a binary system,
the phase diagram usually has the general appearance
of that shown in Fig. 4. The diagram consists of two
single-phase fields separated by a two-phase field.
The boundary between the liquid field and the two-
phase field in Fig. 4 is called the liquidus; that
between the two-phase field and the solid field is
called the solidus. In general, the liquidus is the locus
of points in a phase diagram representing the tem-
peratures at which alloys of the various compositions
of the system begin to freeze on cooling, or finish
melting on heating; a solidus is the locus of points

Figure 6
Derivation of a eutectic phase diagram involving free energies of a, b and liquid phases (after Gordon 1968).
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representing the temperatures at which the various
alloys finish freezing on cooling, or begin melting on
heating. The phases in equilibrium across the two
phase-field in Fig. 4. (the liquid and the solid solu-
tions) are called conjugate phases.

12.2 Free Energies and Binary Phase Diagrams

We can now illustrate a few examples of binary phase
diagrams. The simplest case is a system which is com-
pletely, if not ideally, miscible in both the liquid and
solid states. The free energies G(L) and G(S) are both
parabolas, the relative positions of which change with
temperature as shown in Fig. 5. If the melting points
of the pure metals are different, the S (¼ a) becomes
tilted. Intersections and tangent constructions then

become possible, yielding the well-known phase
diagram with a liquid and solid showing complete
miscibility, as in Fig. 4. The Ti–Zr phase diagram
(Fig. 7(a)) is a good example of this behavior.

12.3 Constitution and Lever Rule

Figure 5 also provides the basis for understanding
how the constitution (mentioned in Sect. 1) can be
derived for any given alloy. Figure 5(c) illustrates that
at temperature T3 the lowest free energy path
between A and B will be along the G curve for the
a-phase (from A to C2), then along the tangent be-
tween C1 and C2, and finally, along the G curve
for the liquid between C2 and B. The tangent contacts
1 and 2 represent the situation when the alloy is

Figure 7
Assessed phase diagrams: (a) Ti–Zr, (b) Cu–Ag, (c) Cu–Zn (after Massalski 1990, ASM/NIST Phase Evaluation
Program).
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two-phase (a of composition C1 and L of composi-
tion C2), and this is the basis of the phase diagram
shown in Fig. 5(f), at temperature T3. The knowledge
of constitution stipulates that we also determine pro-
portions of the two phases present in equilibrium for
any alloy within the two-phase field, and this is done
by employing the lever rule. Thus, for an alloy of
composition X at T3, the proportion is given by the
ratio of the two segments m and n as follows:

a=L ¼ n=m ð7Þ

Other forms of phase diagram may be derived in
the same way. For example, a eutectic form of the
phase diagram is obtained if two free energy curves
are involved for the solid phases, as shown in Fig.
3(b); or if the solid phase free energy curve is con-
tinuous, but has a positive ‘‘hump’’ in the middle of
the composition range, typically because of atomic
size difference effects.

This is illustrated schematically in Fig. 6. The
Cu–Ag phase diagram (Fig. 7(b)) is a good actual
example of a binary eutectic. Constitution of any
alloy in this system, for any state point, could be

derived by the same procedure as mentioned above
for alloy X in Fig. 5(f).

12.4 More Complex Diagrams

More complex phase diagrams may involve the pres-
ence of one or more ‘‘intermediate phases,’’ which
have the lowest free energies in the system at some
temperatures and compositions. A good example is
the Cu–Zn binary phase diagram, shown in Fig. 7(c),
which involves two terminal phases, a and Z, and five
intermediate phases: a, b, g, d, and e.

With a little practice, a set of hypothetical free
energy curves could be constructed for all the phases,
as well as their respective displacements with tem-
perature, such that the overall free energy trends
would yield the observed diagram. This serves to
emphasize the fact that many selected sets of free
energy curves can be postulated that would repro-
duce an actual phase diagram. Only experimental
measurements of some of the thermodynamic quan-
tities representing the actual phases can confirm
which free energy curves are really valid and repre-
sent the actual free energy situations.

13. Ternary (and Higher) Component Phase
Diagrams

When a third component is added to a binary system,
the graphic representation of the equilibrium condi-
tions in two dimensions becomes too complicated.
One option is to add a third composition dimension,
by using a triangular base with a vertical dimension

Figure 8
Free energies of L and three solid phases S of a ternary
system (after Haasen 1996).

Figure 9
Ternary phase diagram showing three-phase equilibrium
(after Rhines 1956).
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Figure 10
(a) Hypothetical binary phase diagram showing many typical errors of construction. (b) Error-free version of the
phase diagram shown in (a) (after Okamoto and Massalski 1991).
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for temperature. Free energy curves now become
free energy humps, lines become surfaces, etc. This is
illustrated in Fig. 8. A corresponding phase diagram
may be as that illustrated schematically in Fig. 9.
Even more complex graphics have been proposed for
higher systems, but generally only selected portions
of the actual diagrams can be represented. Further
details will be found in the cited literature.

14. Phase Diagram Errors

Because phase diagrams are an expression of ther-
modynamic conditions, it is necessary to ensure that
the constructed graphics are thermodynamically cor-
rect and compatible. Unfortunately, this is frequently
not the case, and hence many efforts have been made
in the past, and continue to be made, to evaluate
critically the existing literature on phase diagrams
(see Phase Diagrams: Data Compilation).

An example of a hypothetical complex phase dia-
gram involving 23 errors is shown in Fig. 10(a), and
an error-free version of the same diagram is shown in
Fig. 10(b). Some errors are quite obvious, even to
beginners, but the reader will need to consult the cited
literature (Okamoto and Massalski 1991) for a
detailed discussion of all the depicted errors and
their correction.

15. Determination of Phase Diagrams

A very large literature exists on the various methods
for determining phase diagrams. Historically, many
of the well-known diagrams were determined experi-
mentally, long before the obvious connection
between phase thermodynamics and phase diagrams
was fully realized. Experimental techniques involve
metallography, cooling and heating thermal arrest
studies (DSC techniques), x-ray measurements, mag-
netic measurements, dilatometry, electron micro-
probe, etc., to mention only a few.

Parallel with this activity, an extensive literature
has grown on the measurements of the thermody-
namic properties of elements, compounds, and
phases, which can then be used to derive the respec-
tive free energies and their changes with different
state variables. Once free energies are known, phase
diagrams can be derived via computer calculation
and modeling.

It is also possible to perform no experimental work
at all (either metallurgical or thermodynamic), and to
use computer programs that will simulate and opt-
imize free energies from assumed models of different
structures, and their bonding energies, and then to
derive phase diagrams entirely by calculation. It is
obvious that many opportunities and pitfalls exist in
all of these approaches.

See also: Phase Diagrams: Data Compilation
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Phase Diagrams: Data Compilation

One of the characterizing features of a given alloy is
the set of phases that coexist at a given temperature.
When exposed to a different temperature, phases may
dissolve, others may form, and the relative amounts
of the phases present may change. The results can be
seen in micrographs. This rearranging may involve
intermediate phase configurations that are unstable
over time, or metastable. The system will continue to
form finally stable phase configurations, driven by
thermodynamic potentials, for that alloy composi-
tion. Phase diagrams commonly reflect the thermo-
dynamic stable equilibrium state.

Phase diagrams reveal the sets of phase config-
urations that coexist, thermodynamically stable or
metastable, when temperature, pressure, or the concen-
trations of the constituent elements vary.

To know for a given alloy the phases that one can
expect is a basic requirement for understanding its
metallurgical processes and applications. For the
development of new candidate materials it is vital to
know at the earliest possible time the phases that
might be formed, transform, or dissolve. To know
how the phase configurations change and the condi-
tions under which the phase reactions occur reveals
possible processing routes to establish (or to avoid)
specific phase configurations.

The controlling parameters are the temperature,
pressure, and the selection of elements that interact.
They control the alloying process and the service life
of a component, where the working materials in the
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environment interact with the component as a func-
tion of pressure and temperature. Targeted develop-
ment of new ‘‘high-tech’’ materials without an idea of
the possible phase configurations is commercially and
technically almost impossible, because of the number
of independent variables.

1. The Number of Possibilities

The number of possible alloy systems, i.e., binary,
ternary, multicomponent, is extremely large. If one
assumes that 80 elements are sensible candidates for
engineering materials, the numbers of possible ele-
ment combinations yield something like 1023 possi-
bilities, the variation of concentrations within each
element combination not being considered. Modern
technical alloys may contain up to 12 elements, and
knowledge about possible phase configurations is
scarce. Compared to these numbers, the number of at
least partially examined systems is very small. For the
important group of ternary systems only a little more
than 15% of the candidate systems have ever been
studied experimentally.

Nevertheless, the amounts of known data and di-
agrams are so large and their intercorrelation so
complex that only coordinated international efforts
can organize evaluation and access.

2. APDIC, the Alloy Phase Diagram
International Commission

APDIC was set up in 1986 to safeguard the quality of
phase diagram evaluations and to provide globally the
best possible coordination of the major phase diagram
projects. Under the auspices of APDIC, the Binary
Evaluation Program was completed under the aus-
pices of ASM International (see Sect. 7 (Massalski)).
The MSIT Higher Order Evaluation Program con-
tinues under the auspices of MSI, Materials Science
International Services, Stuttgart, Germany (see Sect. 7
(MSIT Workplace)). The members of APDIC are:

* Argentine Committee for Phase Diagrams,
Argentina

* ASM International, USA
* Baikov Institute of Metallurgy, Russia
* Brazilian Committee for Phase Diagrams of

Materials, Brazil
* Canadian Phase Diagram Research Associa-

tion, Canada
* Chinese Phase Diagram Committee, China
* Department of Chemistry, University of Genoa,

Italy
* Deutsche Gesellschaft f .ur Materialkunde,

Germany
* Groupe de Thermodynamique et Diagrammes

de Phases, France
* Indian Institute of Metals, India

* Institute of Materials, UK
* Japanese Committee for Alloy Phase Diagrams,

Japan
* Korean Committee of Thermodynamics and

Phase Equilibria, Korea
* Materials Science International Services, Stutt-

gart, Germany
* Max-Planck-Institut f .ur Metallforschung, Stutt-

gart, Germany
* Polish Academy of Sciences, Poland
* Royal Institute of Technology, Sweden
* Ukrainian Phase Diagrams and Thermodynam-

ics Commission, Ukraine

The annual activity reports of APDIC members
can be obtained from www.msiwp.com.

3. Thermodynamic Calculation of Phase
Diagrams

In the past graphical representations were mainly
used for discussing constitutional problems. Now, in
addition, powerful simulation programs are available
for calculation of phase diagrams (Calphad). These
allow approximations even into concentration–
temperature regions where no experimental data are
available, provided the thermodynamic data are
available. The leading group in generating such data
is the Scientific Group Thermodata Europe (SGTE);
application software packages such as Thermocalc,
Chemsage, and Fact are used, and, as the latest, a
user-friendly development called Pandat.

Owing to the large number of possible materials
systems it is necessary that any materials develop-
ment is supported by computer simulations to limit
the number of experimental studies necessary.

Compilations of critically evaluated phase diagram
data (see Sect.7 (Massalski, Okamoto, MSIT Work-
place)) provide the information to validate and check
the computer results against reality and can partially
substitute missing thermodynamic data.

4. Phase Diagram Publications

Phase diagram data can be found in journals, mon-
ographs, compilations, and also in an electronic
information system (Sect. 7 (MSIT Workplace)) that
arranges all data on all alloy systems in terms of
element combination. The information can be found
in topical monographs such as ‘Binary Magnesium
Systems,’ etc., journals such as Journal of Alloys
and Compounds, Zeitschrift f .ur Metallkunde, Journal
of Phase Equilibria, etc., and compilations such as
the Red Book series, ‘Binary Phase Diagrams,’ the
Ternary Alloys series, etc.

It is worth pointing out that one third of the
total of phase diagram publications, starting in 1900,
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originates from the former Soviet Union. To obtain
the original experimental results one would have to
monitor over 300 journals in order to stay informed.
This is done by the Materials Science International
Team; Fig. 1 shows the growing rate of data pub-
lished, as retrieved from the MSIT Workplace.

5. Critical Evaluation of Phase Diagrams and
Related Data

There is a wide range of experiments, distinctly dif-
ferent in kind, that can give clues to the constitution
of alloys. These may be micrographic, thermal, or
phenomenological in nature and as different as meas-
urements of hardness, electrical resistivity, mass
spectrometry, calorimetry, and microscopy.

Many experiments are done with a specific purpose
in mind and may be conflicting when one tries to
integrate them into a phase diagram description. The
critical evaluation of these data has to start with the
sample preparation, to validate the type of experiment
with respect to the specific alloy and the conclusions
made. Experience from the Higher Order Evaluation
Program shows that occasionally a mere reinterpre-
tation of experimental findings can establish consist-
ency. Other criteria in critical evaluations are the
conformity with the underlying thermodynamic prin-
ciples and, for example, the compatibility of ternary
data with the binary boundary systems when one of
the three concentrations is approaching zero.

Profound critical evaluation together with contin-
uous updating are the selection criteria for safe
investment in phase diagram compilations.

6. Listing of Major Phase Diagram Sources

Table 1 lists the numbers of materials systems cov-
ered by the individual phase diagram compilations.
These figures are distinctly different from the some-
times quoted ‘‘number of phase diagrams’’ where
different versions of the same phase diagram, differ-
ent scale conversions, etc., are often added up to give
misleadingly large figures.

For ternary systems, where phase diagrams are
three-dimensional constructs, it is assumed that all
cuts and projections are presented which are available
and necessary for the understanding of the system.
Where this is not the case this article refers to
‘‘selected diagrams.’’

7. Notes and Comments on Table 1

7.1 Hansen 1

‘Der Aufbau der Zweistofflegierungen’; editor: M.
Hansen; publisher: Springer Verlag, 1936.

This is the first compilation of the binary alloy
systems, covering 828 systems.

7.2 Hansen 2

‘Der Aufbau der Zweistofflegierungen’; editors: M.
Hansen, K. Anderko; publisher: McGraw-Hill, 1958.

This book is a complete revision of Hansen 1. It
contains 1334 systems, covering the literature to
1955–57. Compared to Hansen 1, the detailed critical
evaluations are condensed to short presentations of
the accepted data. Atomic percent presentation of
diagrams is used. Later compilations (Massalski,
Okamoto) still contain a considerable number of
phase diagrams from the pioneering works of Hansen.

7.3 Elliott

‘Constitution of Binary Alloys,’ First Supplement;
editor: R. P. Elliott; publisher: McGraw-Hill, 1965.

This book was published as a supplement to Han-
sen 2. It contains 1719 systems, covering the literature
to 1961.

7.4 Shunk

‘Constitution of Binary Alloys,’ Second Supplement;
editor: F. A. Shunk; publisher: McGraw-Hill, 1969.

This was published as the second supplement to
Hansen 2 after Elliott. It is comprehensive for the
period 1962–64 and contains 2380 alloy systems.

7.5 Massalski

‘Binary Alloy Phase Diagrams’; editor-in-chief: T.
Massalski; publisher: ASM International, 1986 (1st
edition), 1990 (2nd edition).

Figure 1
Phase diagrams and constitutional data in the literature.
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Table 1
Compilations of phase diagrams and related data (arranged in increasing order of elements and year of publication).

Author/
editor

Systems
covered

No. of
systems
covered

Critically
evaluated

Period
covered by
bibliography Description

Available
format

Publication
year Comments

Hansen 1, 2 Binaries 1334 All To 1957 Text,
diagrams

Printed 1958 2nd edition

Elliot Binaries 1719 All To 1961 Text,
diagrams

Printed 1965 Supplement
to Hansen

Shunk Binaries 2380 All 1962–64 Text,
diagrams

Printed 1969 Supplement
to Elliot

Moffat Binaries 1920 Some To 1999 Text,
diagrams

Printed 1977
and
ongoing

Loose-leaf

Massalski Binaries 2965 Most 1900–91; to 1994
on CD-ROM

Text, tables,
diagrams

Printed and
CD-
ROM

1990 2nd edition

Lyakishev Binaries 42276 All To 1992 Text, tables,
diagrams

Printed 1996–2000 In Russian

Okamoto Binaries 2335 Most 1900–2000 Text, tables,
diagrams

Printed 2000 Update of
Massalski

Levinsky Binaries 188 All To 1994 Text, tables,
diagrams

Printed 1997 p–T–X
diagrams

Effenberg
(‘Ternary
Alloys’)

Ternaries 3500 All 1900–2000 Text, tables,
diagrams

Printed 1988 and
ongoing

Vols. 1–18

3
3
6

P
h
a
se

D
ia
g
ra
m
s:

D
a
ta

C
o
m
p
ila

tio
n



Villars,
Prince,
Okamoto

Ternaries 7380 No 1900–89 Tables,
diagrams

Printed and
CD-
ROM

1995 Selected
diagrams

‘Equilibrium
Phase
Diagrams’

2-, 3-, 4-,y
component

Some 1900(?) and
ongoing

Text,
diagrams

Printed and
CD-
ROM

1964 and
ongoing

Formerly
‘Phase
Diagrams
for
Ceramicists,’
12 volumes

Effenberg
(‘Red
Book’)

1-, 2-, 3-, 4-
, y
component

All systems
published

No 1990 and
ongoing

Text, tables,
diagrams

Printed 1990 and
ongoing

18 books
published

MSIT Workplace (an interactive working environment)
Literature
evaluations

Ternaries 3600 All 1900 and
ongoing

Text, tables,
diagrams

Electronic 1996 Also contains
Effenberg
‘Ternary
Alloys’

Literature
contents

1-, 2-, 3-, 4-
, y
component

8000 No 1990 and
ongoing

Text, tables,
diagrams

Electronic 1996 Also contains
Effenberg
‘Red Book’

Literature
references

1-, 2-, 3-,4-
, y
component

100 000 NA 1900 and
ongoing

Bibliography Electronic 1996

BRB Binaries 1500 Partially 1990 and
ongoing

Tables,
diagrams

Electronic 2001 Not yet public

P–T–x Binaries 188 All To 1994 Text, tables,
diagrams

Electronic 2000 Identical to
Levinsky

Science
forum

Internet-based ‘‘global workshops,’’ information channels such as ‘‘ongoing work’’
and ‘‘discussion groups’’

Electronic 2000

3
3
7

P
h
a
se

D
ia
g
ra
m
s:

D
a
ta

C
o
m
p
ila

tio
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The second edition contains 2965 binary systems,
most of which were critically evaluated within the
International Binary Evaluation Program; 450 sys-
tems are adapted from earlier work. This compilation
is the accepted standard reference work. It describes
the phase relationships in tables and diagrams, both
with accompanying text.

7.6 Moffatt

‘Binary Phase Diagrams Handbook’; editor: W. G.
Moffatt; publisher: General Electric, 1977 and ongo-
ing.

This handbook includes systems that are not gath-
ered in the compilations listed above, according to
the editor. In addition to actual phase diagram in-
formation, this compilation includes an index that
cross-references binary systems found in Moffat and
the other compilations on binary systems. Updates of
this handbook have been published biannually since
1977 as loose-leaf collections to replace or to supple-
ment the preceding data sheets.

7.7 Lyakishev

‘Phase Diagrams of Binary Metallic Systems’; editor-
in-chief: N. P. Lyakishev; publisher: Mash-
inostroenie, 1996–2000 (in Russian).

The compilation consists of four volumes present-
ing over 2276 systems. In the critical evaluations, the
authors use both original articles and earlier compi-
lations. This work differs from the other binary com-
pilations in including lattice parameters.

7.8 Okamoto

‘Desk Handbook: Phase Diagrams for Binary Alloys’;
editor: H. Okamoto; publisher ASM International,
2000.

This compilation is a revised version of Massalski
to which the present editor contributed substantially.
It provides updates for about 600 systems and 170
new systems. It aims to select the ‘‘best’’ diagram for
each system and usually gives one or two key refer-
ences per system.

7.9 Levinsky

‘Pressure Dependent Phase Diagrams of Binary
Alloys’; author: Yu. Levinsky; editor: G. Effenberg;
publishers: MSI, ASM International, 1997.

The p–T–x compilation by Yu. Levinsky is based
on the evaluation of over 12000 individual publica-
tions. A total of 188 binary systems is reviewed. Data
are presented for p–T, ppart–T, and ppart–p diagrams,
and their isobaric and isothermal sections. The data
for transformations in the condensed state are
described concisely and only where they differ from
or are lacking in other compilations.

7.10 Effenberg

‘Ternary Alloys’; editor-in-chief: G. Effenberg; pub-
lisher: MSI, 1988 and ongoing.

This series makes up part of the MSIT phase
diagram program, carried out since 1984. All ‘‘system
reports’’ are thoroughly evaluated and uniformly
structured. The series proceeds by metal–X–Y cate-
gories, within a category in alphabetical order. There
are 18 volumes available covering the Me–X–Y cat-
egories with Me¼Ag, Al, Au, Li, Mg. At the time of
publishing a category contains all ternary system for
which data are available. It is the only series that
provides critical evaluations for all systems, as far as
published data allow.

7.11 Villars, Prince, Okamoto

‘Handbook on Ternary Alloy Phase Diagrams’;
editors: P. Villars, A. Prince, H. Okamoto; publisher:
ASM International, 1995.

This handbook contains data on 7380 ternary sys-
tems. The bibliography covers literature until 1989.
Selected ‘‘best choice’’ phase diagrams are presented
in this 10-volume compilation together with a very
short text, but there are 43695 references and exten-
sive crystallographic data. The references have an
identifier that allows the full paper to be ordered
from ASM International.

7.12 ‘Phase Equilibria Diagrams’

Formerly ‘Phase Diagrams for Ceramists’; editors:
different over 12 volumes; publishers: AcerS and
NIST, 1964–96 and ongoing.

This series is a joint effort of the American Ceramic
Society and the National Institute of Standards and
Technology, USA. It presents ceramic systems and
started at the time that Hansen worked on the metal
systems. It is a collection of 12 hardcover volumes
(1964–96), five softbound issues (1991–97), a zirco-
nium monograph (1998), and a CD-ROM (1997),
covering oxides, salts, high-pressure systems, semi-
conductors, chalcogenides, borides, carbides, and
nitrides. The number of published phase diagrams
is given as about 25000.

7.13 Effenberg

‘Red Book, Constitutional Data and Phase Dia-
grams, Annual Summaries of the World Literature’;
editor-in-chief: G. Effenberg; publisher: MSI, 1993.

This book series extracts annually from over 300
journals and symposia information related to phase
diagrams, thermodynamics, and crystallography, and
presents about 120 previously unpublished papers per
year. Covered are two-, three-, four-, five- (and more)
component systems, whatever is published, starting
with the publication year 1990.
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The information is arranged by element combina-
tions. Each summary extracts from each paper those
and only those data that are relevant for the respec-
tive element combination. The summaries are trans-
lated into English, uniformly structured, and consist
of text, tables, diagrams, and reference to the original
sources. Materials property data are included where
available within the above scope. A total of 18 books,
over 10000 pages, has been issued.

The series is integrated in the MSIT Workplace
and provides virtually full control over all publica-
tions on phase diagrams.

7.14 MSIT Workplace

The Materials Chemistry Knowledge Network. This
is a working environment consisting of databases,
communication platforms, and a global team of sci-
entists, addressing phase diagrams and related data
for materials systems, including topical workshops.

The MSIT Workplace identifies all element com-
binations that have ever been studied, makes this
information available, and maintains the information
up to date, on different levels:

(i) Literature citations: since 1900 and ongoing,
over 100000 links from element combination to the
literature.

(ii) Literature contents: all systems since 1990 and
ongoing; see ‘Red Book’.

(iii) Literature evaluations: ternary systems; see
‘Ternary Alloys’ from MSI.

(iv) Ongoing work and moderated discussions.
The MSIT Workplace is the outlet of the largest

phase diagram program of all, on which over 100
scientists from four continents have collaborated
continuously since the mid-1980s.

This interactive system integrates and exceeds the
‘Ternary Alloys’ (MSI) and ‘Red Book’ series, which
both originate from the same team. For more infor-
mation see http://www.msiwp.com/

G. Effenberg
Materials Science International Services GmbH,

Stuttgart, Germany

Polymer Crystallization: General Concepts

of Theory and Experiments

The transformation of an amorphous crystallizable
polymer into a semicrystalline material is not in-
stantaneous even under favorable thermodynamic
conditions. The subject of polymer crystallization is

concerned with the description of this process, both
from the phenomenological and the molecular view-
point. The properties of semicrystalline polymers
depend markedly upon the kind and distribution of
the nanocrystals, as well as upon the total degree of
crystallinity (Gedde 1995). Consequently, the control
of physical properties is only possible through an
understanding of the crystallization kinetics and the
underlying molecular processes. Results of such stud-
ies shed light upon polymer crystallizability and mor-
phology (Bassett 1981), which is directly related to
kinetics.

Under appropriate conditions of temperature,
pressure, and mechanical stress, or under the influ-
ence of solvents, a spontaneous three-dimensional
arrangement of the molecules can take place (Bassett
1981). This orderly arrangement is called the
crystalline state. Here the molecular organization
is rather complex due to the fact that the crystalli-
zing entities are not isolated structure elements,
but interconnected by many molecular segments (tie
molecules).

In a phase transformation such as crystallization,
the two basic processes are the nucleation process by
which a new phase is initiated within the parent
phase, and the subsequent growth of the new phase
(Wunderlich 1976). Nucleation and growth are con-
current processes that have been extensively analyzed
in monomeric systems. The former may occur ho-
mogeneously, by statistical fluctuations in the parent
phase, or by formation of nuclei catalyzed by hetero-
geneities or impurities present in the melt.

Figure 1 illustrates schematically a model of
crystalline lamellae and its associated structural
features: the crystalline region with a three-dimen-
sional ordered structure, the interfacial zone, and the
amorphous region consisting of chain segments in
disordered conformations connecting adjacent crys-
tallites. The crystal thickness lc depends on crystal-
lization temperature Tc and consequently a wide
range of lc can be obtained. The average crystal
thickness can be determined from small-angle x-ray
scattering (SAXS) (Balt!a-Calleja and Vonk 1989) or
from the Raman low frequency longitudinal mode
(Gedde 1995). The ribbon-like lamellae organize
themselves into higher ordered structures showing
spherical symmetry (spherulites), when crystallized
from the melt. Spherulites are spherically symmetric
birefringent structures that display a Maltese cross
when viewed under crossed polarizers using an op-
tical microscope. Other crystalline morphologies vary
from rods and sheet-like aggregates to a random dis-
tribution of lamellae (Bassett 1981).

For most flexible polymers crystallization from the
melt takes place well below Tm. Thus high under-
cooling is required for crystallization. The reason
for this behavior is related to the high interfacial
free energy associated with the basal planes of the
laminar crystallites and the difficulty in extracting
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ordered sequences of sufficient length from the dis-
ordered melt. Polymer crystallization may occur ei-
ther from a deformed melt by application of an
external force or from a quiescent melt. In the case
of polymer glasses crystallization takes place in
the temperature window between the glass transi-
tion temperature, Tg, and Tm (cold crystallization)
(Gedde 1995).

Crystallization is accompanied by the evolution
of latent heat (Wunderlich 1976). This property
can be used to follow the crystallization kinetics by
calorimetric methods. Traditional techniques use
dilatometry (Mandelkern 1989). More recent meth-
ods include wide-angle x-ray scattering (WAXS)
and SAXS using synchrotron radiation Wutz et al.
(1995), Fourier transformed infrared spectroscopy
and nuclear magnetic resonance (Gedde 1995),
neutron scattering methods and dielectric spectros-
copy (Nogales et al. 1999a). In the case of glassy
polymers the microhardness technique has been
recently used to follow the kinetics of cold crystalli-
zation in situ (Rueda et al. 1994, Balt!a-Calleja and
Fakirov 2000).

1. Density Fluctuations as Precursors of
Crystallization

In isotropic polymers, crystallization usually pro-
ceeds through nucleation and growth mechanisms
(Strobl 1996) leading to the formation of a micro-
meter scale organization of crystalline lamellae
arranged within spherulites, axialites, or other sup-
ramolecular structures (Wunderlich 1976, Strobl

1996). However, in polymers, nucleation and growth
is not the only mechanism inducing the building-up
of a microphase-separated system consisting of an
amorphous and crystalline phase. Oriented amor-
phous polymers, for example, may exhibit crystalli-
zation processes governed by the spinodal
decomposition (SD) mechanism (Strobl 1996). Due
to the fact that the formation of a nucleus implies the
appearance of surfaces, the nucleation step requires
an induction time where no crystals are present.

In the induction period, precrystallization proc-
esses may be present tending to promote a parallel
arrangement of chain segments creating a density
fluctuation across the system. This process, which is
in agreement with pioneering ideas of Flory, starts
with a local parallel organization of polymer chain
segments, due to intramolecular interactions, fol-
lowed by a subsequent increment in the intermolecu-
lar interaction between them. Recently, simultaneous
WAXS and SAXS experiments performed in iso-
tropic melts during the induction time of crystalliza-
tion have revealed the existence of an excess of
scattering at low angles. The latter has been inter-
preted as a signature of ordering phenomena acting
as precursors for the crystallization process (Imai
et al. 1992a, 1992b).

These experiments included initially semiflexible
polymers (Imai et al. 1993, Ezquerra et al. 1996), but
lately the range of polymers exhibiting this effect has
been broadened to include flexible polymers Terrill
et al. (1998), very rigid polymers Ania et al. (1999)
and low molecular weight systems (Semmelhack
and Esquinazi 1998). To illustrate these phenomena,
Fig. 2 shows the simultaneous WAXS and SAXS
patterns taken during an isothermal cold crystalliza-
tion experiment (Tc¼ 270 1C) on new thermoplastic
poly-imide (TPI) Ania et al. (1999). Here, it is clearly
seen that in the early stages of crystallization, an
excess of scattering at low angles (SAXS) rendering
the formation of a maximum around q¼ 0.5 nm�1

emerges before the appearance of Bragg maxima in
the WAXS patterns.

Figure 3 shows the time evolution of the normal-
ized integrated SAXS intensity as a function of time
for three different crystallization temperatures
(265 1C, 270 1C, and 272 1C). It is seen that the de-
lay time between the appearance of SAXS scattering
(indicated by upward arrows) and the onset of crys-
tallinity (denoted by downward arrows) increases as
crystallization temperature decreases. The time evo-
lution of the SAXS excess of scattering appears to
follow the kinetics of a SD mechanism as described
by the Cahn-Hilliard theory developed for metal
alloys. For homopolymers, a phenomenological the-
ory has been developed in which it is shown that the
coupling between density and chain conformation
may induced a liquid–liquid bimodal within the equi-
librium liquid-crystalline solid coexistence region
Olmsted et al. (1998).

Figure 1
Schematic representation of lamellar nanostructure in
semicrystalline polymers. The model shows lamellae of
thickness lc with interfacial defect boundaries alternated
by amorphous regions of thickness la. Dc denotes the
average coherent length of the crystals (from Balt!a-
Calleja et al. 2000).
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2. Bulk Crystallization

2.1 Spherulite Growth

The kinetics of crystallization is frequently analyzed
by polarizing microscopy. The spherulites are usually
circular in shape during the initial stages of crystal-
lization, and the radii are measured before they im-
pinge on their neighbors (Gedde 1995, Bassett 1981,
Wunderlich 1976). The temperature range over which
the growth rate can be measured depends on the
number and size of the spherulites and the latter de-
pend, in turn, on the nucleation and growth rates.
The growth rate may be so high that the dissipation
of the heat of crystallization prevents the attainment
of isothermal conditions. In some cases the light
scattering technique is used to derive the spherulite
radius also for measurements of the growth rate
(Gedde 1995).

2.2 Crystalline Phase Evolution: Avrami Analysis

In the course of isothermal crystallization of poly-
mers one observes a sigmoidal rapid increase of the
degree of crystallinity xc followed by a very slow in-
crease (Zachmann and Stuart 1960) (Fig. 4 top). The
comparatively rapid first increase is called primary
crystallization while the following much slower proc-
ess is denoted as secondary crystallization. In the po-
larizing microscope one observes that during primary
crystallization spherulites are growing outward from
nuclei until impingement produces polygonal struc-
tures and termination of the radial growth results
(Fig. 4 bottom). During primary crystallization to a
first approximation one can assume that the degree of
crystallinity within the spherulites is constant.

The sigmoidal form of the curve can then be ex-
plained by applying the theory of Avrami to the
growth of the spherulites. In this theory one takes
into account the impingement of morphological units
like spherulites with statistically distributed centers.
One then obtains:

Xs ¼ 1� expð�ktnÞ

which relates Xs the amount or fraction of molecules
transformed into spherulites or other morphological

Figure 3
Variation of the integral intensity, log[I(t)/I(0)], in the
range 0.12–1.15 nm�1 as a function of time for various
temperatures: Tc¼ 265 (.), 270 (B), and 272 1C (~).
Downward arrows denote the onset of crystallization.
Upward arrows indicate the appearance of SAXS
scattering.

Figure 2
Variation of (a) small- and (b) wide-angle x-ray
scattering during isothermal treatment of New-TPI at
Tc¼ 270 1C from the glass. The patterns were obtained
simultaneously using synchrotron radiation.
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units after some time t, at a given crystallization tem-
perature, to the growth rate parameter k and mode of
nucleation n. The overall transformation rate k
embodies both nucleation and growth (presumed by
Avrami to occur under isovolume conditions). The
Avrami approach was later modified by Mandelkern
to include incomplete crystallization (Mandelkern
1989). The analysis of the overall crystallization data
for many polymers follows quite well the above equa-
tion for the initial crystallization process.

The value of n can be obtained from the slope of a
double logarithmic plot, log � logXs against logt. In-
tegral values between n¼ 1 and n¼ 4 have been found
in many polymers. Usually it is assumed that n is 1, 2,
or 3 according to whether crystal growth takes place
in one, two, or three directions at once (rods, disks,
spheres, respectively) (Wunderlich 1976). However, in
other cases fractional data fitting have been reported.
For n¼ 4, growth is spherulitic from embryos spo-
radically nucleated in time and position.

During secondary crystallization Xs stays constant
equal to 1 while the crystallinity xc slowly increases
(Zachmann and Stuart 1960, Zachmann and Wutz
1993). There are three possible mechanisms to explain
such an increase: (i) the crystallites may become

thicker while the amorphous regions become thinner;
(ii) new crystals may grow within the lamellar stacks;
or (iii) in the case that the spherulites are not com-
pletely filled by lamellar stacks, new lamellar stacks
consisting of lamellar crystals separated by noncrys-
talline regions may be formed. By means of simulta-
neous measurements of WAXS, SAXS, and light
scattering (LS), it is possible to distinguish between
the three possible processes to explain secondary
crystallization. From LS measurements one can de-
rive the radius of the spherulites R as a function of
time and thus determine the end of primary crystal-
lization where R becomes constant. From the change
of the crystal reflections intensity measured by
WAXS one can derive the variation in the overall
degree of crystallinity xc. Finally, from the SAXS
measurements, one can derive the change of the scat-
tering power or invariants (Miller 1979) (scattering
intensity integrated over all scattering angles). By us-
ing all this information in the evaluation of the results
one can determine the mechanism of secondary crys-
tallization (Zachmann and Wutz 1993).

2.3 Amorphous Phase Evolution

As described in the previous paragraph, the experi-
mental input in crystallization comes to a large extent
from x-ray scattering techniques. These techniques
(SAXS and WAXS) provide information about the
structure of the ordered regions at different length
scales. Processes occurring in the amorphous fraction
of the material are, however, ‘‘invisible’’ for these
techniques due to the absence of order.

In glass-forming polymers, at temperatures above
the glass transition temperature, Tg, there appears a
characteristic relaxation process, called a-relaxation,
which involves motions extended to several molecular
segments. In semicrystalline polymers at T4Tg, some
of the long amorphous polymeric chains are re-
stricted to move between the crystalline regions. The
occurrence of crystallinity in a polymer is revealed in
the dynamics of the a-relaxation (in contrast to that
of the pure amorphous polymer) by three specific ef-
fects: (i) a decrease of the intensity of the relaxation;
(ii) an increase of the characteristic relaxation time;
and (iii) a concurrent change in its shape (Ezquerra
et al. 1994a, Dobbertin et al. 1996). In particular,
dielectric spectroscopy experiments (DS) have shown
that, upon crystallization, the dynamics of the a-re-
laxation is strongly affected by the progressive devel-
opment of the crystalline phase (Ezquerra et al.
1994a, 1994b).

Figure 5 shows the real-time evolution of the a-
relaxation during an isothermal crystallization process
at Tc¼ 188 1C for poly(ether ketone ketone) (PEKK)
(Ezquerra 1994b). Figure 5 (top) and (bottom) show
the dielectric loss, e00, and dielectric constant, e0, values
respectively. In Fig. 5 (top) every curve presents the

Figure 4
(top) Typical variation of degree of crystallinity as a
function of time during isothermal crystallization of
polymers (from Zachmann and Stuart 1960); (bottom)
schematic representation of structural changes
(spherulite growth) during primary and secondary
crystallization.
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dependence of e00 versus frequency at a selected crys-
tallization time (labeled on the right side of the figure).
The initial curve, at t¼ 0, corresponds to the initially
amorphous polymer. Figure 6 shows the variation of
the WAXS pattern in real time during isothermal
crystallization of PEKK at Tc¼ 188 1C. The x-ray
scattered intensity is represented as a function of the
reciprocal lattice vector s¼ (2 siny)/l where 2y is the
scattering angle. As crystallization time increases
the 110 (s¼ 2.09 nm�1) and 200 (s¼ 2.58 nm�1) re-
flections, characteristic of an orthorhombic unit cell,
appear Gardner et al. (1992).

As crystallization proceeds three main features are
observed in Fig. 5 (top). First, there is a reduction of
the intensity of the a-relaxation process as the crys-
tallization time increases. Second, a shift of the fre-
quency of maximum loss towards lower frequency
values is detected. Third, a concurrent change of the
shape parameters is observed. Some of these features
are illustrated in Fig. 7, which shows the plot of the

logarithm of the maximum loss frequency, nmax, as a
function of the crystallization time (tc). If one con-
siders that (2pnmax)

�1 is an average relaxation time,
the observed decrease of nmax suggests a slowing
down of the overall chain mobility as crystallization
occurs. Another important parameter that can be
extracted from the dielectric experiments is dielectric
strength, De, which is related to the area under the
relaxation process. Since De is proportional to
the density of dipoles involved in the a-relaxation,
the decrease of De with tc can be associated with the
progressive reduction of the amorphous phase as
segments of the polymeric chains crystallize. Figure 8
shows the correlation found between De and the x-ray
crystallinity. The straight line drawn represents the
best linear fit to the experimental data. As shown, the
straight line extrapolates to De¼ 0 at a crystallinity
value different from 100%. This finding suggests that
the restriction in the motion of polymeric chains in
the amorphous regions due to adjacent crystalline
regions is higher than expected only on the basis of
the amorphous content. From this result one may
infer the existence of a tightly bound amorphous
phase of rigid disordered chains, which are con-
strained under the influence of the crystal lamellae
(Nogales et al. 1999a, 1999b, Cheng et al. 1986).

Figure 5
Real-time evolution of the a-relaxation dielectric loss, e00
(top), and dielectric constant, e0 (bottom), values versus
frequency during an isothermal crystallization process at
T¼ 188 1C at selected crystallization times.

Figure 6
Three-dimensional plot showing the real-time evolution
of the WAXS patterns with crystallization time (tc) at
Tc¼ 188 1C of PEKK. The diffracted x-ray intensity has
been represented as a function of the reciprocal lattice
vector s¼ (2 siny)/l for each time in seconds.
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3. Solution Crystallization

Crystallization from solution has been investigated
in concentrated solutions, polymer–diluent systems,
and diluted solutions. Concentrated solutions are
characterized by the random distribution of polymer
segments throughout the mixture, and in many sys-
tems the diluent is prevented from entering the crystal

lattice. These differences are important in the crys-
tallization mechanisms. There are few studies of the
kinetics of concentrated solutions and dilute crystal-
lization has been less extensively studied than bulk
crystallization despite the numerous theoretical and
experimental investigations of the resulting morphol-
ogy (Gedde 1995).

Following the discovery in 1957 that polymeric
materials could crystallize as very thin lamellar single
crystals (B10 nm thick and several mm in lateral di-
mensions) from dilute solution, it became evident
that the ‘‘fringed micelle model’’ (Wunderlich 1976)
was no longer consistent with the new knowledge
gained at that time. The orientation of the chain axis
is preferentially perpendicular to the wide face of the
flat crystals. The latter thickens during growth
through a screw dislocation mechanism leading to a
spiral terrace structure (Wunderlich 1976). Since the
average length of the molecules is much larger than
the crystal thickness, the inescapable conclusion is
that the lamellae present a chain-folded structure.
Under stress-free conditions, chain folding appears to
be the preferred mode of growth from dilute solution.

Very stiff rod-like synthetic molecules cannot
fold, and therefore, form glasses or liquid crystals.
Stiff polymer molecules usually contain aromatic
rings, exhibiting good thermal properties, high glass
temperatures, and few single bonds. Therefore these
stiff-chain polymers show considerable inflexibility,
insolubility, and intractability. Advanced polymers

Figure 7
Variation of the frequency of maximum loss values nmax

corresponding to Fig. 5 (top) as a function of
crystallization time tc.

Figure 8
Variation of De with crystallinity as derived from WAXS experiments. The straight line represent the best linear
dependence to the experimental data.
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such as poly(ether ether ketone) (PEEK), PEKK,
poly(ethylene naphthalate) (PEN), and new TPI, are
examples of rigid backbone that belong to this class
(Ezquerra et al. 1996, Nogales et al. 1999b). Several
natural polymers (starch, etc.) also fall into this cat-
egory, even though they can crystallize under appro-
priate conditions.

The thickness of solution-grown lamellar crystals
tends to be uniform, for a given solvent, at a given
crystallization temperature, and depends strongly on
the crystallization temperature. However, the thick-
ness is independent of molecular weight, except for
low molecular weights Ungar et al. (1985). A great
variety of crystal habits have been observed from la-
mellae to dendritic forms (Bassett 1981). The crystal
habits depend on the crystallization temperature or
undercooling, on the polymer–solvent interaction,
and on the solution concentration (Keller 1986).

Crystallinity of solution-crystallized polymers is
substantially higher than that of the corresponding
bulk-crystallized samples. Although solution-formed
crystals thicken as a function of time during anneal-
ing, thickening does not take place during isothermal
crystallization from dilute solution (Organ and Keller
1985). This fact, which is quite different from the
bulk crystallization behavior, can be explained by the
high supercooling involved in the crystallization
process of dilute systems.

4. Thermodynamics of Crystal Formation: Growth
Theories

4.1 Chain-folded Crystals: Surface Free Energy

Nowadays it is accepted that kinetic factors control
growth rate and morphology and equilibrium theo-
ries are no longer considered. Kinetic theories accept
that the end state is not that with the lowest possible
free energy. Growth rate depends on crystal thick-
ness. Crystals with a range of crystal thicknesses
larger than a minimum value 2se/Dhf are formed,
where se is the surface-fold free energy of the crystal
and Dhf is the enthalpy of fusion. The resulting dis-
tribution of crystal thickness values is determined by
the relationship between crystallization rate and the
crystal thickness at a given temperature. A maximum
in growth rate is obtained at a crystal thickness value
which is larger than 2se/Dhf by a small term dlc. The
Lauritzen–Hoffman theory assumes that the free en-
ergy barrier associated with nucleation has an ener-
getic origin (Lauritzen and Hoffmann 1973). The
Sadler–Gilmer theory regards the free energy barrier
as predominantly entropic (Sadler and Gilmer 1984).
Kinetic theories predict the temperature dependence
of crystal growth rate, initial crystal thickness l*c and
other morphological parameters. The theory of La-
uritzen–Hoffman provides an expression for the lin-
ear growth rate (G) at which spherulites or axialites
grow radially as a function of degree of supercooling

(DT¼T1
m�Tc) where T1

m is the equilibrium melting
point and Tc is the crystallization temperature. A
relatively large barrier must be overcome to initiate
the nucleus, after which additions are accompanied
by chain folding. This results in a net gain in free
energy until a stable nucleus is formed. Stability is
indicated by a maximum in the relationship between
the Gibbs free energy of formation and the number of
elements in the step.

If we denote ab the cross-section of the polymer
chain, where b is the growth direction, then the chain
spreads gradually across the substrate (Fig. 9). After
this initial chain attachment, additional chains adhere
themselves once more to this interface. These chains
then fold across the surface, thereby extending the
growth front and crystal dimensions at a rate that
depends on the crystallization undercooling. The free
energy of crystal formation can be written as:

DG ¼ 2blsþ 2abse � ablðDf Þ

s being the lateral surface free energy of the crystal.
Regime I growth is characterized by the fact that the

secondary nucleation step controls the linear growth
rate (G). The lateral growth rate (g) is significantly
larger than the rate of formation of secondary nuclei (i)

gbi

The whole substrate is completed and covered by a
new monolayer. Monolayers are added one by one and
the linear growth rate is given by

Gl ¼ biL

where i is the surface nucleation rate (nuclei per length
of substrate per second) and L is the substrate length,
L¼ nsa, and ns is the number of the stems on the
substrate.

Regime II growth takes place by multiple nuclea-
tion. The secondary nucleation rate is in this case
more rapid than regime I, i.e., goi. Regime III
growth occurs by prolific multiple nucleation. The
niche separation in this case is the same size as the
stem width. It can be shown that the growth rate
(GIII) is given by

GIII ¼ biL

The Lauritzen and Hoffman theory compares fa-
vorably with experimental data in two important as-
pects: the temperature dependence of both the initial
crystal thickness l*c and the linear growth rate.

The theory has been modified several times (La-
uritzen and Hoffmann 1973, Hoffmann et al. 1979,
Hoffmann and Miller 1997). Crystallization of mul-
ticomponent chains and fold-length fluctuations are
phenomena which were addressed in different revi-
sions during the 1960s. Diffusion plays an important
role in crystallization, and the view of reptation was
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implemented Hoffmann et al. (1979). Hoffman and
co-workers showed that the self-diffusion rate was
sufficiently high to ensure a sizeable proportion of
tight chain folding. This development led to a mod-
ification of the growth rate equation. The linear
growth rate in all three regimes was shown to be
proportional to 1/Mw. This expression was intro-
duced into the pre-exponential factor of the growth-
rate equations. The last modification addresses the
problem of the curved edges of crystals grown from
the melt at high temperature, clearly within the re-
gime I temperature region. The elliptical shape of the
crystal is microfaceted with steps of about 100 nm.
The linear growth rate becomes approximately equal
to the lateral growth rate (g).

Criticism of the Lauritzen–Hoffman theory has
appeared (Point and Villars 1992). The theory pre-
dicts a growth-rate transition, essentially because g
changes only moderately with temperature whereas i
varies strongly. Point and Dosi"ere (1989) suggest
other causes for the change in the slopes accompa-
nying the regimes I–II transition: molar mass segre-
gation, temperature dependence of the interfacial
energies, viscosity effects, and temperature depend-
ence of the nucleation processes.

An updated study of the rate of growth of chain-
folded lamellar crystals from the subcooled melt of
polyethylene fractions has been treated by Hoffman

and Miller in terms of surface nucleation theory aim-
ing to illuminate the origin of chain-folding and as-
sociated kinetic effects in molecular terms (Hoffmann
and Miller 1997). Key experimental data have been
analyzed in terms of the theory and essential param-
eters determined, including the size of the substrate
length L involved in regime I growth. New evidence
based on the quantization effect indicates a high de-
gree of adjacent re-entry in regime I for lower mo-
lecular weight fractions. The nature of the chain
folding at higher molecular weights for the various
regimes has also been discussed in terms of kinetic,
neutron scattering, IR, and other evidence.

4.2 Extended-chain Crystals

Extended-chain crystals (ECCs) have been observed
on crystallization of the melt under high pressure
(Wunderlich 1976) and are formed from folded-chain
crystals through lamellar thickening. In polyethylene
the ECC structure arises when the melt crystallizes
into the hexagonal phase and the chain-folded struc-
ture into the orthorhombic phase, as described by
Bassett (1981). The lateral growth rate (V) of an iso-
lated extended-chain single crystal (ECSC) has been
observed by means of optical microscopy under iso-
baric conditions and the temperature dependence of

Figure 9
Model for surface growth of a chain-folded crystal on a substrate of width L and strip height l and width a. Growth
occurs as chains nucleate and spread across the face. G is the growth rate and g is the spreading rate on the substrate.
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ECSCs led to the conclusion that the lateral growth
of these crystals is nucleation controlled. Hikosaka
has proposed a new kinetic theory called ‘‘chain slid-
ing diffusion theory’’ (Hikosaka 1990). This theory
shows that the origin of ECCs and chain-folded crys-
tals is related to the respective ease and/or difficulty
of chain sliding diffusion within the nucleus and/or
crystals. The concept of sliding diffusion along the
chain axis emphasizes the topological nature of long
chain molecules. The theory explains the observed DT
dependence of V for an ECSC of PE. It also shows
that the lamellar thickening growth rate (U) is large
when polymers crystallize into the mobile phase,
where sliding diffusion is distinguishable, and gives
rise to the formation of an ECSC. However, U is
small when polymers crystallize into the immobile
phase, such as the orthorhombic phase, where sliding
diffusion is slow, giving rise to chain-folded crystal
formation. In summary, the theory predicts that pol-
ymers which crystallize from the melt into the mobile
phase form ECCs, while polymers crystallizing into
the more ordered phase will form chain-folded crys-
tals. These predictions have been confirmed on sev-
eral polymers.

Crystallization experiments of an ECSC of PE un-
der high pressure from the melt into the mobile phase
have provided clear evidence that an isolated ECSC is
formed from a folded-chain single crystal through the
combination of ‘‘lamellar thickening growth’’ and the
traditional lateral growth concept. This finding re-
veals that lamellar thickness increases linearly with
time (t); i.e., that the lamellar thickening growth rate
is constant as long as the crystal is isolated and does
not impinge with others. This result is different
from the well-known lamellar thickening behavior of
stacked-lamellae where l is known to increase linearly
with logt.

Bibliography

Ania F, Cagiao M E, Balt!a-Calleja F J 1999 Density fluctu-
ations as precursors of crystallization in a thermoplastic po-
lyimide. Polymer J. 31, 735–8

Balt!a-Calleja F J, Fakirov S 2000 Microhardness of Polymers.
Cambridge University Press, Cambridge

Balt!a-Calleja F J, Vonk C G 1989 X-ray Scattering of Synthetic
Polymers. Elsevier, Amsterdam

Bassett D C 1981 Principles of Polymer Morphology. Cam-
bridge University Press, Cambridge

Cheng S Z D, Cao M Y, Wunderlich B 1986 Glass transition
and melting behavior of poly(oxy-1,4-phenyleneoxy-1,4-phe-
nylenecarbonyl-1,4-phenylene) (PEEK). Macromolecules 19,
1868–76

Dobbertin J, Hensel A, Schick C 1996 Dielectric spectroscopy
and calorimetry in the glass transition region of semi-crys-
talline poly(ethylene terephthalate). J. Thermal Anal. 47,
1027–40

Ezquerra T A, Balt!a-Calleja F J, Zachmann H G 1994a Real
time dielectric relaxation of poly(ethylene terephthalate).
Polymer 35, 2600–6

Ezquerra T A, L !opez-Cabarcos E, Hsiao B S, Balt!a-Calleja F J
1996 Precursors of crystallization via density fluctuations in
stiff-chain polymers. Phys. Rev. E 54, 989–92

Ezquerra T A, Majszczyk J, Balt!a-Calleja F J, L !opez-Cabarcos
E, Gardner K H, Hsiao B S 1994bb Molecular dynamics of
the a-relaxation during crystallization of a glassy polymer: a
real time dielectric spectroscopy study. Phys. Rev. B 50,
6023–31

Gardner K H, Hsiao B S, Matheson R R Jr, Wood B A 1992
Structure, crystallization and morphology of poly(aryl ether
ketone ketone). Polymer 33, 2483–95

Gedde UW 1995 Polymer Physics. Chapman and Hall, London
Hikosaka M 1990 Unified theory of nucleation of folded-chain

crystals (FFCs) and extended-chain crystals (ECCs) of linear-
chain polymers: 2. Origin of FCC and ECC. Polymer 31,
458–68

Hoffman J D, Guttman C M, DiMarzio E A 1979 On the
problem of crystallization of polymers from the melt with
chain folding. Disc. Faraday Soc. 68, 177–97

Hoffman J D, Miller R L 1989 Response to criticism of nu-
cleation theory as applied to crystallization of lamellar pol-
ymers. Macromolecules 22, 3502–5

Hoffman J D, Miller R L 1997 Kinetics of crystallization from
the melt and chain folding in polyethylene fractions revisited:
theory and experiment. Polymer 38, 3151–212

Imai M, Kaji K, Kanaya T 1993 Orientation fluctuation of
poly(ethylene terephthalate) during the induction period of
crystallization. Phys. Rev. Lett. 71, 4162–5

Imai M, Mori T, Mizukami K, Kaji K, Kanaya T 1992a Struc-
tural formation of poly(ethylene terephthalate) during the
induction period of crystallization: 1. Ordered structure ap-
pearing before crystal nucleation. Polymer 33, 4451–6

Imai M, Mori T, Mizukami K, Kaji K, Kanaya T 1992b
Structural formation of poly(ethylene tertephthalate) during
the induction period of crystallization: 2. Kinetic anal-
ysis bssed on the theories of phase separation. Polymer 33,
4457–62

Keller A 1986 Recent developments in morphology of crystal-
line polymers. In: Sedl!acek B (ed.) Morphology of Polymers.
Walter de Gruyter, Berlin, pp. 3–27

Lauritzen J I Jr, Hoffman J D 1973 Extension of theory of
growth of chain-folded polymer crystals to large undercool-
ings. J. Appl. Phys. 44, 4340–52

Mandelkern L 1964 Crystallization of Polymers. McGraw Hill,
New York

Miller R L 1979 Flow-induced Crystallization in Polymer Sys-
tems. Gordon and Breach, New York

Nogales A, Ezquerra T A, Batall!an F, Frick B, L !opez-Cabarcos
E, Balt!a-Calleja F J 1999a Restricted dynamics in poly(ether-
ether-ketone) as revealed by incoherent quasielastic neutron
scattering and broad band dielectric spectroscopy. Macro-
molecules 32, 2301–8

Nogales A, Ezquerra T A, Garc!ia J M, Balt!a-Calleja F J 1999b
Structure-dynamics relationships of a-relaxation in flexible
copolyesters during crystallization as revealed by real time
methods. J. Polym. Sci. B: Polym. Phys. 37, 37–49

Olmsted P D, Poon W C, McLeish T C B, Terril N J, Ryan A J
1998 Spinodal-assisted crystallization in polymer melts. Phys.
Rev. Lett. 81, 373–6

Organ S, Keller A 1985 Solution crystalization of polyethylene
at high temperatures, part 3. The fold lengths. J. Mater. Sci.
20, 1602–15

Point J J, Dosi"ere M 1989 Crystal growth rate as a function of
molecular weight in polyethylene crystallized from the melt:

347

Polymer Crystallization: General Concepts of Theory and Experiments



an evaluation of the kinetic theory of polymer crystallization.
Polymer 30, 2292–6

Point J J, Villars D 1992 Crystals with curved edges: a unified
model that mediates between the theories of nucleation-con-
trolled and rough surface growth. Polymer 33, 2263–72

Rueda D R, Viksne A, Malers L, Balt!a-Calleja F J, Zachmann
H G 1994 Influence of morphology on the microhardness of
poly(ethylene naphthalene-2,6-dicarboxylate). Macromol.
Chem. Phys. 195, 3869–76

Sadler D M, Gilmer G H 1984 A model for chain folding in
polymer crystals: rough growth faces are consistent with the
observed growth rates. Polymer 25, 1446–52

Semmelhack H C, Esquinazi P 1998 Observations of metastable
ordered structures and kinetics of crystallization of o-terphe-
nyl. Physica B 254, 14–20

Strobl G 1996 The Physics of Polymers. Springer, Berlin
Terrill N J, Fairclough P A, Towns-Andrews E, Komanschek B

U, Young R J, Ryan A J 1998 Density flucturations: the
nucleation event in isotactic polypropylene crystallization.
Polymer 39, 2381–5

Ungar G, Stejny J, Keller A, Bidd I, Whiting M C 1985 The
crystallization of ultra long normal paraffins: the onset of
chain folding. Science 229, 386–9

Wunderlich B 1976 Macromolecular Physics. Crystal Nuclea-
tion, Growth, Annealing. Academic Press, New York Vol. 2

Wutz C, Bark M, Cronauer J, D .ohrmann R, Zachmann H G
1995 Simultaneous measurements of small angle X-ray scat-
tering, wide angle X-ray scattering and light scattering during
phase transitions in polymers. Rev. Sci. Instrum. 66, 1303–7

Zachmann H G, Stuart H A 1960 Schmelz- und Kristal-
lisationserscheinungen bei makromolekularen Substanzen.
IV. Haupt- und Nachkristallisation von Terylen aus dem
Glaszustand. Makromol. Chemie 49, 131–47

Zachmann H G, Wutz C 1993 Studies of the mechanism of
crystallization by means of WAXS and SAXS employing
synchrotron radiation. In: Dosi"ere M (ed.) Crystallization of
Polymers. Kluwer, Dordrecht, The Netherlands, pp. 403–14

F. J. Balt!a-Calleja and T. A. Ezquerra
Instituto de Estructura de la Materia, CSIC, Madrid,

Spain

Polymer Spherulites

Spherulites and spherulitic growth are characteristic
of melt-crystallized polymers and exert a profound
influence on their mechanical and other properties.
Recent work has shown that spherulitic growth in
polymers, for a long time poorly understood, is a
consequence of the molecular length, as well as being
the cause of an inherent systematic spatial variation
in texture-dependent properties.

Though widely encountered in nature, commonly
forming from viscous and impure melts (Phillips
1994, Keller 1958, Keith and Padden 1963), spher-
ulites are best characterized in crystalline polymers
(Bassett 1984, 1994, Vaughan and Bassett 1989). A
spherulite is literally a little sphere the shape of an
isolated mature object, with a typical diameter of

microns or more. However, the use of the term also
needs to accommodate the variety of earlier forms
actually observed. Specimens of isolated mature
objects viewed in the polarizing microscope are cir-
cular, polycrystalline, and birefringent with a radial
texture usually at or about the limit of optical res-
olution (Fig. 1a). A typical development is from an
individual, apparently linear entity, such as a lamella
viewed sideways, which branches repetitively and
passes through sheaf-like forms in projection before
attaining a near circular envelope. Large sheaf-like
forms developed especially at higher temperatures,
with reduced branching, are commonly known as
hedrites (referring to their polyhedral habit in one
perspective) or axialites because, to a first approxi-
mation, they consist of lamellae splaying around a
common axis. All of these immature habits are, nev-
ertheless, the result of spherulitic growth albeit with
differing details, so that it is the growth process itself
rather than the particular object which is the common
feature and to which attention needs to be directed.
This is the process whereby an object nucleated at a
point branches, and the branches diverge, potentially
leading, after sufficient iteration, to a spherical object
of reasonably constant density with crystallographi-
cally equivalent radii.

The reference to point nucleation is necessary be-
cause in other circumstances there are different con-
sequences. These include transcrystalline layers when
growth is nucleated on, and proceeds perpendicular
to a surface, as for i-polypropylene on poly(tetraflu-
oroethylene), and row structures growing radially out
from linear nuclei (Fig. 1b). The two are different in
that in the former only the growth direction is com-
mon, whereas in the latter the chain axis is common,
being parallel to the nucleus with the growth direc-
tions radial. Despite the three different superstruc-
tures, which result from the different constraints
placed on interlamellar development, all three geo-
metries have the same isothermal radial growth
rate (IRG) in homopolymers, namely that of the
advance of an isolated individual lamella. The exam-
ination of row structures has been particularly
informative in resolving outstanding issues of spher-
ulitic growth because they have uniquely allowed the
controlled observation and measurement of lamellar
growth from its outset, in all perspectives.

1. The Nature of Spherulitic Growth

The two principal features of spherulites are the con-
stant IRG, found in a very wide range of polymers
(Keith and Padden 1963), although not universally,
and the radial texture. Plotted against temperature
over a sufficiently wide range, the former passes
through a maximum reflecting the interplay between
thermodynamic factors, which dominate nearer the
melting point, and molecular transport, which slows
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as temperature falls. The radial texture varies with
crystallization conditions and the particular polymer
has all radii crystallographically equivalent (to the
resolution of the polarizing microscope) when the

‘‘Maltese cross’’ extinction pattern between crossed
polars remains stationary as the specimen is rotated
in its own plane. Such extinction effects are well un-
derstood (Keith and Padden 1959, Price 1959, Keller

Figure 1
(a) A spherulite of i-polypropylene crystallized at 140 1C observed between crossed polars (and quarter-wave plate at
451). This homopolymer had 93.5% pentad tacticity, a mass average molecular mass of 207,000 and a polydispersity
of 1.5 (source: White (1995)). (b) A row structure of the same polymer crystallized at 140 1C with its lamellar structure
revealed by permanganic etching (source: White (1995)).
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1959) but a stationary Maltese cross during rotation
is ideal behavior from which most spherulites depart
to a greater or lesser degree. It is common for regions
which are not along the same radius to extinguish
together, increasingly so for higher growth tempera-
tures. However, this only serves to focus attention on
the nature of the radial texture and to highlight the
essential problem of spherulitic growth: how and why
does a single crystal precursor develop into a spher-
ical entity with more or less equivalent radii?

2. Lamellar Microstructures

A polymer spherulite (Fig. 2) is characteristically
constructed on a framework of individual first-form-
ing, so-called dominant lamellae, which advance
separately and radially into the melt, repeat-
edly branching to fill space, with the new lamella
diverging from its parent at a finite angle (commonly
B201 but increasing with supercooling, i.e., for thin-
ner lamellae). Later-forming lamellae, termed sub-
sidiary or infilling, grow from an existing dominant
lamella and, typically, also diverge from it at similar

angles. Crystallographic continuity is the norm but
can be overridden when circumstances require. The
balance between the advance of the open framework
of dominant lamellae and its subsequent infilling is
reflected in the kinetics of developing crystallinity
as commonly analyzed according to the Avrami
scheme (Phillips 1994). The finite divergence is not
only responsible for the polycrystalline spread of
growth directions in space but is evidently also the
key phenomenon underlying spherulitic growth:
repetition of divergence of dominant lamellae at suc-
cessive branch points is sufficient to generate the
morphology.

The origin of lamellar divergence is suggested by
the early, sheaf-like forms seen particularly well at
low supercoolings, in which lamellae with linear
traces diverge regularly at approximately constant
angles (Bassett 1984, Vaughan and Bassett 1989).
These features are still present at higher supercool-
ings but in more branched and complex textures.
Linear traces imply that lamellae grow without stress:
they are very flexible and can be seen to deform
readily when stressed. Whatever is responsible for the
rather regular divergence must, therefore, only occur

Figure 2
Lamellar construction of a linear-low-density polyethylene spherulite grown at 124 1C then quenched revealed by
permanganic etching. Note the lamellar continuity from center to edge with new layers being introduced at (etched-
out) giant screw dislocations. At the edge, individual dominant lamellae grow separately into the melt while later-
developing subsidiary lamellae have appeared in the interior. Transmission electron micrograph of a shadowed carbon
replica (source: Bassett (1994), Fig. 3).
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close to the lamellar origin or branch point. The im-
plication is that adjacent lamellae are being acted
upon by a repulsive force but only in the neighbor-
hood of their common contact, i.e., a force of me-
soscopically short range.

Additional and unambiguous evidence of local
strain, implying stress around the branch point, is
seen in individual polyethylene crystals, within a
quenched matrix, containing a giant screw disloca-
tion (Vaughan and Bassett 1989, Bassett 1994). Lay-
ers of the associated spiral terrace, being continuous
and part of the same crystal, instead of lying parallel
in an unstrained state, are not in contact away from
the dislocation core but strained so as to diverge with
linear traces, making the respective growth direc-
tions, b, differently oriented in space (Fig. 3). The
morphological evidence thus points firmly to the
presence of a mesoscopic repulsion between adjacent
lamellae as a primary cause of spherulitic growth in
polymers.

The cause of the repulsion was first proposed to be
pressure from uncrystallized portions of molecules
partly attached to the crystal, i.e., cilia (Bassett 1984,
1994, Vaughan and Bassett 1989). This takes account
of the distances involved being somewhat less than
typical molecular lengths and extends the suggestion
first put forward to account for rather similar splay-
ing geometries in solution-grown crystals. Cilia will

occupy space adjacent to lamellar surfaces, resisting
any competition for that space with a weak rubbery
modulus, probably higher for the shortest lengths.
The recent availability of the monodisperse long
n-alkanes has allowed a critical test of this long-
standing hypothesis, leading to a very strong and
detailed endorsement of the role of ciliation. It has
also revealed the misaligned packing of initially
rough fold surfaces to be a probable additional
source of lamellar divergence.

3. Melt-crystallization of Monodisperse Long
n-Alkanes

Early work on the first small quantities of such
n-alkanes confirmed the expectation that they would
tend to crystallize in quantized lamellar thicknesses
with the methyl groups confined to the basal surfaces
(Ungar et al. 1985). Two such thicknesses commonly
occur from the melt, with fully-extended and once-
folded molecular conformations. When crystallized
from the melt as the once-folded form, these n-al-
kanes are spherulitic and may even exhibit banding,
in which the optic axes spiral around the radius
(Bassett et al. 1996a). On the one hand this is a clear
demonstration that additives are not the cause of
spherulitic growth; on the other hand the ciliation

Figure 3
A single crystal of linear polyethylene growing around an (etched-out) giant screw dislocation within a quenched melt
demonstrating the divergence of adjacent layers from their region of contact and the absence of stress away from the
dislocation (unpublished).
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hypothesis predicts that, to the approximation that
stems add to a lamella as a whole, only chainfolded
and not extended-chain growth should give spher-
ulites. This is because transient cilia will be present
for the former when one fold stem has been laid down
but never for the latter. The observed morphologies
of C294H590, in the region of the changeover between
once-folded and extended forms, match this predic-
tion precisely (Bassett et al. 1996b). This is striking
confirmation of the important role played by tran-
sient cilia in spherulitic growth, the details of which
have been abundantly confirmed and illuminated by
continuing studies of two types.

First, the meaning of transient cilia has been wid-
ened from studies of extended-chain growth in which,
with increasing supercooling, dominant lamellae
begin to branch and diverge with a substructure of
parallel lamellae. To the initial concept of temporar-
ily unattached portions of crystallizing molecules has
been added the excess of molecular length over that
of the secondary nucleus. This is in accord with plots
of branching angle against supercooling, which are
linear with positive slopes and intercepts. The latter
implies, since transient ciliation must vanish at zero
supercooling, that there must be an additional cause
of lamellar divergence, suggested to be the misaligned
packing of initially rough surfaces (Hosier and Bas-
sett 2000).

Second, it is possible to introduce permanent cilia
of controlled length and number in dilute cocrystal-
lizing blends with a longer guest in a lamella of a
shorter host (Hosier et al. 2000). These produce ad-
ditional splaying, notably increasing the intercept—
except when the guest molecule is twice the length of
the host and able to crystallize once folded in the
extended host without permanent cilia. A wealth of
splaying data has been consistently related to perma-
nent cilia plus misaligned packing of initially rough
lamellar surfaces and transient ciliation, leaving no
doubt as to the central roles of these phenomena in
the spherulitic crystallization of long molecules.

In simple terms, such spherulites result because
adjacent lamellae are either pushed apart near their
contact or have initially rough surfaces which do not
pack parallel. Equivalent mechanisms could readily
be expected to apply to nonpolymeric systems such as
ice, for which osmotic pressure has been suggested to
result in splaying, although such systems are much
less well characterized than polymers and alkanes.

4. Spherulitic Textures

Spherulites are not unique entities but have textures
varying between one growth condition, one system
and another. The subtlety of the variation has so far
rendered all attempts at textural classification more
or less inadequate, beginning with the coarse/fine and
compact/open distinctions proposed for lateral tex-
tures and optical observations (Keith and Padden

1963). With knowledge of internal lamellar construc-
tion, the principal variables to quantify are identified
as the angles and frequency of branching of dominant
and subsidiary lamellae. Of these, only the angles by
which dominant lamellae branch have been pub-
lished: in poly(4-methylpentene-1) (Patel and Bassett
1994) and various n-alkane systems (Hosier and Bas-
sett 2000, Hosier et al. 2000). These are among the
simpler morphologies; for others, such as banded
spherulites of polyethylene, textural quantification
has yet to be achieved.

Isotactic polypropylene is a special case in that the
unique cross-hatched morphology of the a or mono-
clinic form provides subsidiary lamellae at 801 to the
dominants which change the optic sign of its
spherulites from negative at high temperatures to
positive at low temperatures because of the increasing
frequency of cross-hatching in the latter. Data of
cross-hatching frequency as functions of temperature
and molecular weight are among those measured by
White (1995).

The general change to a hedritic or axialitic mor-
phology at higher crystallization temperatures is
due, phenomenologically, to reduced branching. In
polyethylene (Hoffman et al. 1975) this is more or less
coincident with the change in dominant lamellar pro-
files from S to planar or ridged with {201} surfaces
(Bassett 1984, 1994, Vaughan and Bassett 1989). It
has been suggested that, in this polymer, hedrites
represent growth in kinetic regime I, when there is
only one nucleus active on a growth surface, rather
than many in the lower temperature regime II (Hoff-
man et al. 1975). More recently, the change to {201}
profiles has been shown to result from ordered fold
packing becoming established before the next layer of
fold stems is added to a lamella (Abo el Maaty and
Bassett 2001a). Either or both eventualities can con-
fidently be expected to reduce the frequency of
branching, with the latter probably also reducing
the magnitude, as smooth surfaces will pack better
together.

5. Segregation and Cellulation

Spherulitic polymers are systematically spatially in-
homogeneous with later-crystallizing and mobile
noncrystallizing molecular species concentrated be-
tween dominants, and in the final regions to solidify.
In polyethylene, shorter molecules tend to crystallize
later in typical linear polymers but more branched
ones in Ziegler–Natta copolymers (which correlate
strongly with shorter chains). In polypropylene,
slowly crystallizing short and less tactic molecules,
together with atactic polymers, will be concentrated
adjacent to the last sites of crystallization, including
where three or more spherulites meet, possibly also
with voids there if material becomes exhausted, with
consequences for mechanical properties.
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In exceptional conditions of high segregation of
molecules which significantly lower the local isother-
mal supercooling, as in highly branched linear low-
density polyethylenes, the IRG is no longer constant
but falls monotonically towards a steady-state con-
dition, promoting morphological instability and cell-
ulation. Both occur after spherulitic growth is well
established, once segregant concentrations reach suf-
ficiently high values (Abo el Maaty et al. 1998). There
is no recovery in growth rate back to the original
value once the ‘‘impurity layer’’ has been breached,
which was a (mistaken) premise of the original pro-
posal (Keith and Padden 1963) that spherulitic
textures derived from morphological instability.
Segregation is an important consequence rather than
the cause of spherulitic crystallization. It may also
lead to cellulation independently of morphological
instability, as noncrystallizing species locate period-
ically between advancing dominants. In a similar
way, the lamellar advance of spherulites in segregat-
ing circumstances has been observed both optically
and by atomic force microscopy not to occur
smoothly: when lamellae in front are slowed, others
overtake them from the rear, taking paths which
avoid regions of high segregant concentration. Inher-
ently different segregant concentrations produce
differences in behavior between point and linear
nucleation, spherulites, and row structures, respec-
tively, including the faster growth of spherulites than
rows in the same sample. In certain circumstances
the IRG of row structures pulsates as a function of
radial distance corresponding to repetitive changes in
segregant concentration (Abo el Maaty and Bassett
2000).

6. Banded Growth

The spectacular phenomenon of banding in spher-
ulites is not universal but restricted to particular sys-
tems, seemingly those in which lamellar normals are
(ultimately) inclined to the molecular direction, i.e.,
systems in which the stress in {001} fold surfaces is
high. The dark bands seen in the polarizing micro-
scope are a consequence of zero birefringence due, as
optical and x-ray examination showed long ago, to
the averaged optical indicatrix spiralling around the
radius; blackness occurs when an optic axis is parallel
to the viewing direction. However, simple packing
considerations show that it is impossible for all
lamellae to spiral in this way.

Observation of the lamellar microstructure of po-
lyethylene, the only major polymer showing banding
systematically, shows that it has two kinds of spheru-
lite (Hoffman et al. 1975, Abo el Maaty and Bassett
2001a). Above B127 1C in the linear polymer they
are unbanded and have dominant lamellae with {201}
fold surfaces, a legacy of fold packing in a molecular
layer having ordered before the next layer is added.
Banded spherulites form at lower temperatures. Their

dominant lamellae initially have perpendicular, i.e.,
{001}, fold surfaces, then develop S-profiles, viewed
down b, with isothermal lamellar thickening and ra-
dial distance; the sense of the S is uniquely related to
that of the overall twist. The complex morphology
has dominant lamellae multiply connected with di-
agonal linkages based on giant screw dislocations,
almost all isochiral, which occur systematically and
preferentially to one side of an advancing lamellar
tip. Between connections there is only moderate
twisting; most of the overall twist is injected with an
extra layer incrementally at the dislocations where the
width of the ensuing lamella is also correspondingly
much reduced (Vaughan and Bassett 1989).

Explanations for banding have, principally, to
account for the source of the twisting stress and the
consistent asymmetry of the system. One suggestion,
based upon asymmetric deposition of molecular
stems on an inclined lamella (Keith and Padden
1996), is contrary to unambiguous observation show-
ing that when this occurs banding does not (Abo el
Maaty and Bassett 2001a). When there is banded
growth, molecules add to perpendicular lamellae,
from which S-profiles develop as in the isolated crys-
tal of Fig. 4. Here the S is most pronounced in the
lamellar center and has its axis inclined to b, the
growth direction (Bassett 1994, Patel and Bassett
submitted). This asymmetry of habit is propagated by
new lamellae inserted, at top and bottom, at isochiral
giant screw dislocations.

In polyethylene, banding is driven by relief of fold
surface stress and ordering of folds (Patel and Bassett
submitted). The explanation offered is that, as fold
packing orders in the center of the lamella, geomet-
rical continuity will produce an S-profile and a torque
ahead of it, eventually producing asymmetrically lo-
cated, isochiral giant screw dislocations as the lamella
yields, and associated diagonal linkages. Moreover,
because the cross-section of the lamella is thereby
reduced, the response to the torque will be corre-
spondingly greater and give effectively an increment
of twist to the new layer. This is a consistent expla-
nation for both the complex morphological details of
banding and its restriction to systems with inclined
fold surfaces.

7. Properties of Spherulitic Morphologies

Diverging morphologies bring internal heterogeneity
into spherulitic systems, on the scale of the inter-
dominant spacing, typically B1mm or less, and
thence an inherent spread of properties (Fig. 5). This
heterogeneity may take many forms: geometrical, i.e.,
differences in local lamellar orientation, thickness,
and crystallinity between dominant lamellae and sub-
sidiary lamellae; with radial distance according to the
extent of infilling growth; molecular fractionation by
length, branch content, or tacticity, plus actual or
incipient voids at interspherulite boundaries.
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The simplest situation has little or no fractionation
as, for example, in a rapidly crystallized linear poly-
ethylene, when the principal factors are finite spheru-
lite size and the internal dominant/subsidiary
morphology. The latter will cause refractive index
differences, at least on the scale of interdominant
separations, together with wider variations for non-
parallel dominants. These are likely to cause radial
streaking in the optical microscope, especially when
phase-contrast effects operate in slightly out-of-focus
images. More importantly, they and whole spher-
ulites will contribute to Rayleigh scattering and so
adversely affect optical clarity. It follows that a high
nucleation density is desirable to reduce scatter in
crystalline polymers. In systems such as i-polypro-
pylene, where segregation is more complex, greater
differences are to be expected.

In terms of mechanical properties, the orientation
of lamellae with respect to the applied stress is a most
important influence on their plastic deformation
(Bassett 2000). As this differs substantially between
a dominant lamella and its neighboring subsidiaries,

they are very liable to deform by different mechanisms
(Fig. 6). For example, in tensile drawing, there will
be no shear stress parallel to the c-axis in dominant
lamellae parallel to the draw direction but this will not
be the case for their subsidiaries inclined at 20–301.
The latter should, therefore, be prone to yield in shear
before the adjacent dominants, in line with observa-
tions of the sites of localized deformation. Additional
reasons for differential deformation may arise when
subsidiary lamellae are thinner than dominants.

Until very recently received opinion was that not-
withstanding the manifold complications of spheruli-
tic deformation this history was lost in tensile cold
drawing. This is not the case. Recent work has shown
that, in linear polyethylene, transverse memory re-
mains even in samples drawn as much as B50 times
(Amornsakchai et al. 2000, 2001). This novel finding
complements much previous work which concen-
trated almost exclusively on longitudinal morphology,
often by diffraction methods. Related observa-
tions are the systematic transverse morphologies in
‘‘overdrawn’’ polypropylene and advanced fibers of

Figure 4
The development of an S profile in a polyethylene lamella. Note that axis of the S is inclined to the longest, b-axis, and
the insertion of new layers to either side of the S-axis (source: Patel and Bassett (unpublished)).
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Figure 5
The interior of a linear polyethylene spherulite crystallized at 128 1C demonstrating the long and diverging dominant
lamellae (A), the shorter subsidiary lamellae (B) growing from them, and infilling lamellae (C), which in this instance
formed on quenching (source: Freedman et al. (1986) Polymer 27, 1163–9, Fig. 2).

Figure 6
An immature spherulite of linear polyethylene (in a linear-low-density matrix) drawn to 50% extension at 100 1C
reveals the different modes of deformation according to the angle of a lamella to the horizontal tensile axis. Those
nearly parallel to the axis have broken up while those perpendicular to it have rotated cooperatively to a herringbone
conformation (source: Lee et al. (2000) J. Mat. Sci. 35, 5101–10, Fig. 3b).
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polyethylene, leading to the inference of a new model
for fiber structure (Bassett 2000).

The progressive manner in which lamellae crystal-
lize in a spherulite is liable to leave a legacy of
differential melting points in the morphology. In
conventional linear low-density polyethylene, the
melting range is broad because of the successive crys-
tallization of increasingly branched molecules whose
excluded branches limit the lamellar thickness to
thinner and thinner dimensions with correspondingly
lowered melting points. The locations of low melting
material can be located by annealing the material into
the melting range—which liquefies that part of the
sample melting below the annealing temperature—
then identifying changes from the original mor-
phology within the annealed sample. Study of
poly(4-methylpentene-1) in this way has not only
demonstrated the lower melting points of subsidiary
lamellae but has also identified the occurrence of iso-
thermal lamellar thickening in lamellae recrystallized
after initial melting (Bassett 1994).

Differential melting is a major feature of the unique
cross-hatched morphology of monoclinic i-polypro-
pylene. For typical isothermal crystallization temper-
atures and molecular lengths, cross-hatching lamellae
are thinner than the dominant radial lamellae in
spherulites with a correspondingly lower melting
point. At annealing temperatures between the respec-
tive melting points, all cross-hatching lamellae melt
and, on recrystallization, form new radial lamellae.
The frequency of cross-hatching increases for lower
crystallization temperatures and molecular lengths
(White 1995) which has the effect of altering the
overall sign of the initial birefringence when the bal-
ance between the opposing contributions of radial and
cross-hatched lamellae reverses. There is also a newly
discovered effect in the absence of cross-hatching.
Dominant lamellae crystallized at 160 1C, when cross-
hatching does not occur, melt B3K higher than in-
tervening lamellae (Weng et al. in press) but only
when they are separated by more than molecular
lengths. In spherulite centers this is not the case due, it
is suggested, to internuclear interference (Abo el Ma-
aty and Bassett 2001b) and correspondingly the melt-
ing point is reduced. This difference in properties
between central and outer regions is most important
because the balance between the two is controlled by
nucleation density: commercially important differ-
ences arise in this way.

8. Spherulites and Processing

Spherulitic growth is characteristic of quiescent sys-
tems and is appropriately modified in more commer-
cial processes involving flow crystallization with
temperature gradients and/or applied stress. Tensile
stress applied to a molten polymer may be sustained
for short times by transient entanglements which

transmit the stress through the sample. In so doing
they produce elongational strain in highly aligned
regions capable of acting as linear nuclei, leading to
the formation of row structures. When linear nuclei
are present, isothermal crystallization occurs at
higher supercoolings because of the rise in melting
point with extension of the melt, and lamellar growth
is affected by the applied stress. The interpretation of
such morphologies to indicate local crystallization
conditions benefits from comparison with stress-free
isothermal crystallization of rows using fibers as
nuclei. This has shown not only that lamellar habit
changes with radial distance (Abo el Maaty and
Bassett 2001a) (hence nucleation density and applied
stress) but also new phenomena attributed to inter-
nuclear interference (Abo el Maaty and Bassett
2001b) in which different nuclei on adjacent lamel-
lae compete for the same molecule, thereby slowing
both the IRG and isothermal lamellar thickening.
Internuclear interference is a new concept which,
inter alia, can account for the existence of dominant
lamellae even in extended-chain lamellae of the long
n-alkanes and thence the inherent spatial inhomoge-
neity of crystallized long molecular systems.

9. Conclusions

The two major conclusions underlying polymer
spherulites and their associated properties are, first,
that spherulites form because dominant lamellae
branch then diverge repeatedly. For long molecules
the divergence results from ciliation and/or misalign-
ment of initially rough surfaces. Second, the presence
of diverging lamellae gives an inherent spatial mod-
ulation of properties, which can be bimodal, because
dominant lamellae tend to behave differently from
intervening ones crystallized later, in more restricted
environments, which are liable to be both differently
oriented and thinner.
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Polymer Surfaces: Structure

Since thin films of polymeric materials are used in a
broad variety of technological applications, e.g.,
paints, lubricants, and adhesives, a critical character-
ization of their thermophysical properties is essential.
Examples of the importance of such characterization
include work on chain diffusion (Zheng et al. 1997)
and glass transition phenomena (Keddie et al. 1994,
van Zanten et al. 1996, Forrest et al. 1996) in thin
polymer films. In both cases it has been suggested that
the modification of chain conformations on confine-
ment may play an important role. Similarly, phase
transitions in thin polymer mixtures (Kumar et al.
1994, Rouault et al. 1995) can also be affected by the
alteration of chain conformation. Brown and Russell
(1996) have suggested that modifications of chain
conformation in the vicinity of surfaces can alter the
interchain entanglement density in this region and
thus explain the modification of system properties.

There has been considerable effort since the mid-
1980s towards characterizing the structure and
conformations of thin films of amorphous polymers
using theory, experiment, and simulations. Develop-
ments in this area are outlined first. The consequence
of these findings on system properties, especially their
dynamics, is also discussed. There has also been some
experimental work in the area of liquid crystalline
polymers, such as those relevant to liquid crystal dis-
plays, where these polymers play the role of an ori-
enting layer. These results are discussed, but almost
no mention of theory is made, since this aspect has
received little attention in the published literature.
Finally, emerging results on thin films of crystalline
polymers are addressed.

1. Amorphous Polymers

Conjectures on the structure and conformation of
thin films of amorphous polymers can be traced to
the work of deGennes (1979) and Silverberg (1982).
In these and many other theoretical works it has been
assumed that chain conformations parallel and per-
pendicular to the surfaces behave very differently. In
the confinement direction (perpendicular to the sur-
faces) chains assume smaller dimensions, as expected.
However, in the direction parallel to the surfaces it
has been assumed that the chains maintain their
unperturbed Gaussian conformations. While these
are conjectures based on the simple fact that a pol-
ymer melt chain assumes a Gaussian conformation
with three decoupled directions, they have been very
popular since properties change only along the con-
finement direction, thereby affording considerable
simplification. These assertions have, somewhat sur-
prisingly, been validated by computer simulations on
lattice (Pakula 1991, Yethiraj and Hall 1991, Mans-
field and Theodorou 1991, Bitsanis and ten Brinke
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1993) and off-lattice models (Kumar et al. 1988) with
various degrees of coarse graining. The internally
consistent picture that emerges from these simula-
tions is shown schematically in Fig. 1. The instanta-
neous conformation of a polymer chain in the bulk
can be represented as an ellipsoid. Since these ellip-
soids are free to rotate in space, they appear on
average to yield the well-known spherical shape for a
melt chain. When a melt is confined into a thin film,
especially when the film thickness is smaller than the
longest axis of the ellipsoid, the chains will reorient so
as to place their shortest axis parallel to the confine-
ment direction. This is preferred since a chain will
then only lose kBT of free energy, corresponding to
the loss of one rotational degree of freedom. Thus,
the chain dimensions in the direction parallel to the
surfaces represents an average of the two longest axes
of the ellipsoid, which turns out to be different from
the melt value by less than 10%. Further, the chain
conformation will remain essentially Gaussian in this
direction. Of course, this picture will change rather
dramatically when chains are confined into films
thinner than the shortest axis of the ellipsoid. In this
situation one expects that chains will be perturbed
strongly, and possibly no longer assume their Gauss-
ian conformations.

The conformation of polymer chains in films over a
broad range of thickness (0.5pD/RgpN, where D is
the film thickness and Rg is the unperturbed radius of
gyration) have been measured using small-angle x-ray
and neutron scattering (Shuto et al. 1993, Frank et al.
1996) and grazing incidence neutron scattering. Since

the scattering vectors in these experiments are pre-
dominantly in the plane of the film, they are primarily
sensitive to chain dimensions in this direction alone.
In general, films of isotopically labeled polymers are
created by spin coating or by Langmuir–Blodgett
deposition. These unannealed samples are then exami-
ned by scattering. It is found that chain dimensions in
the plane of the film increase with decreasing film
thickness, especially in the range D/Rgp1. However,
since these samples are not annealed, they are un-
likely to be at equilibrium. Hence, these data are
probably not the most suitable to examine critically
simulation results and theoretical conjectures on the
conformation of chain molecules in confined geome-
tries. Studies (Jones et al. 1999) on annealed polymer
films have found that chains assume their unper-
turbed Gaussian conformations in the direction par-
allel to the surfaces, to within an experimental
uncertainty of 10%, independent of film thickness,
i.e., for D/RgX0.5. These results are consistent with
the predictions of simulation and theory. In this con-
text it must be emphasized that the experiments
reported above correspond to a single polymer,
polystyrene. More experiments are needed on other
polymers, and on different substrates, to verify the
generality of these results.

The consequences of these ideas for the properties
of thin polymer films are now examined. It appears to
be well established that the density of films as thin as
D/Rg¼ 0.5 are essentially the same as the bulk value
(Wallace et al. 1998). Brown and Russell (1996) have
suggested that the constraints of bulk-like density

Figure 1
Schematic of instantaneous chain conformation in the bulk and near surfaces for amorphous polymers.

358

Polymer Surfaces: Structure



and an essentially Gaussian conformation with
chains oriented with their long axes parallel to the
surface imply that these chains have lowered inter-
molecular entanglement. This implies that confine-
ment will have dramatic consequences on the
dynamics and mechanical properties of thin films rel-
ative to their bulk counterparts. Such conclusions,
indeed, appear to be in qualitative agreement with the
diffusion and glass transition phenomena in thin
films. However, this area is still in its nascent stage
and the connection between chain structure and
properties is not yet fully understood.

2. Liquid Crystalline Polymers

The near-surface structure of liquid crystalline (LC)
polymers is important in thin-film display technol-
ogy. In these situations a thin film of a LC polymer is
coated on a substrate. This layer is then uniaxially
‘‘buffed.’’ Small-molecule nematogens placed on this
buffed surface orient in the buffing direction. Since
the orientation of the nematogens is driven by the
local orientation of the buffed LC polymer chains,
much effort has been directed toward characterizing
the near-surface structure of these films. Techniques
employed include grazing incidence x-ray scattering,
which provides information on in-plane structure as a
function of depth, and near-edge x-ray absorption
fine structure (NEXAFS) (Samant et al. 1997), which
provides information on the orientation of molecular
groups either in the top 1 nm or the top 10 nm,
depending on the detection technique employed.
These techniques have been complemented by bulk
characterization techniques such as IR spectroscopy
(Heitpas and Allara 1998).

Through these approaches it has been established
that the near surface of poly(pyromelliticdianhydride-
oxydianiline) (PMDA-ODA), which is formed by
in situ imidization of the amic acid precursor, has
enhanced ordering as compared to the bulk, over dis-
tances of 10 nm from the surface. This is a result for a
single polymer, and hence its applicability to a broad
class of LC polymers remains an open question.

In the case of poly(biphenyldianhydride-p-phenyl-
enediamine) (BPDA-PDA), it has been found that the
chain segments in the top 1–10 nm are preferentially
oriented in the buffing direction. The molecular
origins of this orientation have been tentatively iden-
tified as being owing to a surface plastic deformation,
driven by the high local stress during the buffing.
Such results have been observed in a wide class of
polymers, including common polymers such as pol-
ystyrene, thus illustrating that polymer surfaces can
be oriented by what appears to be only mild rubbing
conditions.

3. Crystalline Polymers

The behavior of crystalline polymers near surfaces
and in thin films has received little study. Work
(Frank et al. 1996, Prucker et al. 1998) appears to
suggest that these materials can crystallize as long as
films are much thicker than 40 nm. However, below
this thickness the material will no longer crystallize.
A possible scenario for this phenomenon is sketched
in Fig. 2, where it is shown that if chain stems orient
normal to the surface a minimum film thickness for
which crystallization can occur corresponds roughly
to the long period of these systems. These are purely
conjectures at this time since it is unclear if chain
stems do orient in this direction, and if the lamellar
periods remain effectively unchanged even in these
thin films.

Bibliography

Auroy P, Auvray L, Leger L 1991 Characterization of the brush
regime for grafted polymer layers at the solid–liquid inter-
face. Phys. Rev. Lett. 66, 719–22

Bitsanis I, ten Brinke G 1993 A lattice Monte Carlo study
of long chain conformations at solid–polymer interfaces.
J. Chem. Phys. 99, 3100–11

Brown H R, Russell T P 1996 Entanglements at polymer sur-
faces and interfaces. Macromolecules 29, 798–800

deGennes P G 1979 Scaling Concepts in Polymer Physics.
Cornell University Press, Ithaca, NY

Figure 2
Schematic of two possible models of polymer crystallization in ultrathin films.

359

Polymer Surfaces: Structure



DeMaggio G B, Frieze W E, Gidley DW, Zhu M, Hristov H A,
Yee A F 1997 Interface and surface effects on the glass tran-
sition in thin polystyrene films. Phys. Rev. Lett. 78, 1524–7

Forrest J A, Dalnoki-Veress K, Dutcher J R 1997 Interface and
chain confinement effects on the glass transition temperature
of thin polymer films. Phys. Rev. E 56, 5705

Forrest J A, Dalnoki-Veress K, Stevens J R, Dutcher J R 1996
Effect of free surfaces on the glass transition temperature of
thin polymer films. Phys. Rev. Lett. 77, 2002–5

Frank C W, Rao V, Despotopoulou M M, Pease R F W,
Hinsberg W D, Miller R D, Rabolt J F 1996 Structure in thin
and ultrathin spin-cast polymer films. Science 273, 912–5

Heitpas G, Allara D 1998 Molecular structure of poly(biphenyl
dianhydride-p-phenylenediamine) polyamide thin films by
infrared spectroscopy: thickness dependence of the structure
in the nano- to micrometer range. J. Polym. Sci. A: Polym.
Chem. 36, 1247

Heitpas G, Sands J, Allara D 1998 A vibrational spectroscopic
study of molecular restructuring at surfaces of unidirection-
ally rubbed polyimide thin films. J. Phys. Chem. B 102, 10556

Jones R L, Kumar S K, Ho D L, Briber R M, Russell T P 1999
Chain conformation in ultrathin polymer films. Nature 400,
146–9

Keddie J L, Jones R A L, Cory R A 1994 Size-dependent
depression of the glass transition temperature in polymer
films. Europhys. Lett. 27, 59–64

Kerle T, Yerushalmi-Rozen R, Klein J 1997 Cross-link-induced
autophobicity in polymer melts: a re-entrant wetting transi-
tion. Europhys. Lett. 38, 207–12

Kikuchi H, Sands J, Kumar S K 1995 Near-surface alignment
in rubbed polymer films. Nature 374, 709–11

Kosmas M K 1990 Ideal polymer chains of various architec-
tures at a surface. Macromolecules 23, 2061–5

Kumar S K, Tang H, Szleifer I 1994 Phase transitions in thin
films of symmetric polymer mixtures. Mol. Phys. 81, 867–72

Kumar S K, Vacatello M, Yoon D Y 1988 Off-lattice Monte
Carlo simulations of polymer melts confined between two
plates. J. Chem. Phys. 89, 5206–15

Mansfield K, Theodorou D N 1991 Molecular dynamics simu-
lation of a glassy polymer surface.Macromolecules 24, 6283–94

Mansky P, Liu Y, Huang E, Russell T P, Hawker C 1997
Controlling polymer–surface interactions with random co-
polymer brushes. Science 275, 1458–60

Mayes A M, Russell T P, Bassereau P 1994 Evolution of order
in thin block copolymer films. Macromolecules 27, 749–55

Pakula T 1991 Computer simulation of polymers in thin layers:
I. Polymer melt between neutral walls—static properties.
J. Chem. Phys. 95, 4685–90

Prucker O, Christian S, Bock H, Ruhe J, Frank C W, Knoll W
1998 On the glass transition in ultrathin polymer films of
different molecular architecture.Macromol. Chem. Phys. 199,
1435–44

Rouault Y, Baschnagel J, Binder K 1995 Phase separation of
symmetrical polymer mixtures in thin film geometry. J. Stat.
Phys. 80, 1009–31

Samant M, Stohr J, Brown H R, Russell T P, Sands J M,
Kumar S K 1997 NEXAFS studies on the surface orientation
of buffed polyimides. Macromolecules 29, 8334–42

Shuto K, Oishi Y, Kajiyama T 1995 Non-equilibrium charac-
teristics of a two-dimensional ultrathin film prepared by the
water casting method. Polymer. 6, 549–57

Shuto K, Oishi Y, Kajiyama T, Han C C 1993 Aggregation
structure of a two-dimensional ultrathin polystyrene film
prepared by the water casting method. Macromolecules 26,
6589–94

Sikka M, Cerini L N, Ghosh S S, Winey K I 1996 Melt in-
tercalation of polystyrene in layered silicates. J. Polym. Sci.
Polym. Phys. Ed. 34, 1443–9

Silverberg A 1982 Distribution of conformations and chain
ends near the surface of a melt of linear flexible macromol-
ecules. J. Coll. Interface Sci. 90, 86

Theodorou D N 1988 Microscopic structure and thermody-
namic properties of bulk copolymers and surface-active pol-
ymers at interfaces: 1. Theory. Macromolecules 21, 1411–21

Vaia R A, Giannelis E P 1997 Polymer melt intercalation in
organically modified layered silicates: model predictions and
experiment. Macromolecules 30, 8000–9

van Zanten J H, Wallace W E, Wu W L 1996 Effect of strongly
favorable substrate interactions on the thermal properties of
ultrathin polymer films. Phys. Rev. E 53, R2053–6

Wallace W E, Tan N C B, Wu W L, Satija S 1998 Mass density
of polystyrene thin films measured by twin neutron reflectiv-
ity. J. Chem. Phys. 108, 3798–804

Yethiraj A, Hall C K 1991 Square-well chains: bulk equation of
state using perturbation theory and Monte Carlo simulations
of the bulk pressure and of the density profile near walls. J.
Chem. Phys. 95, 1999–2005

Zhao X, Zhao W, Zheng X, Rafailovich M H, Sokolov J,
Schwarz S A, Pudensi M A A, Russell T P, Kumar S K,
Fetters L J 1992 Configuration of grafted polystyrene chains
in the melt: temperature and concentration dependence.
Phys. Rev. Lett. 69, 776–9

Zheng X, Rafailovich M, Sokolov J, Strzhemechny Y, Schwarz
S A, Sauer B B, Rubenstein M 1997 Long-range effects on
polymer diffusion induced by a bounding interface. Phys.
Rev. Lett. 79, 241–4

S. K. Kumar and R. L. Jones
Pennsylvania State University, University Park,

Pennsylvania, USA

Polymer–Ceramic Nanocomposites:

Polymer Overview

Macroscopic inorganic–organic hybrids, notably fiber-
glass-reinforced epoxy, are well accepted composite
materials. While they are essential to many industries,
such as electronics, aerospace, and automotive, mac-
roscopic composites have lost some of their glamour.
Now the excitement in advanced materials is nano-
composites. Nanocomposites refer to the family of
materials where the inorganic and organic compo-
nents are mixed on the nanometer scale. This first
section introduces the polymers that have been mixed
in various ways with inorganic materials, mainly
zeolites, clays, ceramics, and glasses. The details of
synthesis and the discussions of structure–property
relationships are left to the sections that follow.

This introduction includes both (i) simple textbook
definitions of terms used in polymer technology and
(ii) a ‘‘roadmap’’ to the literature on nanocomposites.
Principal references and source materials in this
field include special issues of the Journal of Sol–Gel
Science and Technology (1995, 1996), Drzal et al.
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(1995), Coltrain et al. (1996), Laine et al. (1998),
Klein et al. (1999) and Andrews and Najafi (1997).

By way of definition, a polymer is a long-chain
molecule, a macromolecule, usually with a carbon
backbone. The building block is the monomer. The
polymer increases in molecular weight either by (i)
addition polymerization or (ii) condensation polymer-
ization. Addition polymerization involves the reaction
of breaking a double bond to form two single bonds.
A typical addition polymerization for ethylene is:

H H H H H H

2(C CC) – (C C C) –

H H H H H H

→== (1)

with the application of heat or light. Typical addition
polymers are polyethylene, poly(vinyl chloride)
(PVC), poly(vinyl acetate) (PVAc), poly(methyl met-
hacrylate) (PMMA), and polystyrene.

Condensation polymerization involves the reaction
of two small molecules and produces a nonpolymeriz-
able by-product. A polymerization for nylon is:

2NHRR0COOH

Aminoacid
-

NHRR0CO2NRR0COOHþH2O

‘‘B’’

ð2aÞ
‘‘B’’þNHRR0COOH-

NHRR0CO2NRR0CO2NRR0COOHþH2O ð2bÞ

where R is a univalent radical and R0 is a divalent
radical ((CH2)n where n X 5). The first step is carried
out at 175 1C with a catalyst and the second step is
carried out at 250 1C under vacuum. Typical conden-
sation polymers include nylon (hexamethylamine and
adipic acid), polyamides, polyimides, and polyesters.

The functionality of the polymer refers to the
number of reaction sites available. A bifunctional
monomer produces linear polymers. A trifunctional
or tetrafunctional monomer produces network poly-
mers. When polymerization occurs between two dif-
ferent monomers, the result is a copolymer.

A reasonable question to ask at this point is why
combine organic and inorganic materials? Some obvi-
ous reasons are that (i) organic materials in inorganic
ones reduce the overall density of the object, (ii) in-
organic materials in organic ones improve their hard-
ness and mechanical properties in elastomeric, glassy,
and semicrystalline states, (iii) organic polymers in
porous inorganics produce pore-free materials without
high-temperature treatment, and (iv) mixing inorganic
and organic materials on the nanoscale introduces new
phenomena we are just beginning to understand.

In the following sections materials are described
that are designed, in some cases, for structural
applications and, in other cases, for functional uses,
for optical, electronic, and catalytic applications. The

processes used to prepare these materials variously
lead to one-, two-, and three-dimensional structures.
The phases are described as ‘‘guest and host,’’ ‘‘in-
filtrant and matrix,’’ and in situ. The common theme
is that all of the materials are classified as hybrids and
all of them are nanocomposites.

1. Definition of Nanocomposite

First, we use the term hybrid as the generic term for
an inorganic–organic material. An accepted name for
many of these materials is organically modified sili-
cates (ormosils) (Schmidt and Wolter 1990) or, more
generally, organically modified ceramics (ormocers)
(Schmidt 1994). Another name is ceramic modified
with polymer (ceramer) (Huang et al. 1985).

The second term we use commonly is nanocom-
posite to emphasize the nanometer level of mixing.
Nanocomposites often refer to hybrids where organic
and inorganic constituents are not covalently bonded,
but it also applies to covalently bonded constituents.
The forces acting between the constituents vary from
weak to relatively strong.

Some notable attempts to classify hybrids have
appeared. For example, Chujo and Saegusa (1992)
have reviewed inorganic–organic materials prepared
where the organic constituents are polymers, but not
low molecular weight radicals or groupings. Sanchez
and Ribot (1994) divide hybrids into two classes:
Class I corresponds to hybrids where organic mole-
cules are blended into the inorganic network, whereas
Class II includes hybrids where inorganic and organic
constituents are linked together via covalent bonds.
Avnir et al. (1998) concentrate on inorganic–organic
hybrids using organofunctional silicon alkoxides.
Wen and Wilkes (1996) classify the resulting materi-
als as networks. The dimensionality of hybrids has
been reviewed by Lerner and Oriakhi (1997), princi-
pally in layered materials. We prefer the terms phys-
ical hybrids and chemical hybrids (Wojcik and Klein
1997). Overall these classifications organize hybrids
into groups by looking at (i) the structure, (ii) meth-
ods of preparation, or (iii) the nature of links between
organic and inorganic constituents.

The majority of processes treated in the following
sections refer to the sol–gel process (Brinker and
Scherer 1990). The sol–gel process is defined in this
context as the hydrolytic process with a metal alkox-
ide such as tetraethylorthosilicate (TEOS). Upon
addition of water TEOS in a cosolvent hydrolyzes:

SiðOC2H5Þ4þ4H2O-SiðOHÞ4þ4C2H5OH ð3Þ

and polymerizes:

SiðOHÞ4þSiðOHÞ4-ðOHÞ3Si2O2SiðOHÞ3þH2O ð4Þ

to build a silicate network. In time, the system arrives
at the sol–gel transition where an irreversible gel
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exists. In the single component system, it is known
that the result is an oxide skeleton which is porous
once the solvent is removed.

The sol–gel approach as described is a room-
temperature process. Polymers that otherwise are
destroyed at ceramic processing temperatures can be
incorporated. The impetus for so many combinations
of polymers and oxides is, in fact, the sol–gel process.
The concept of modifying inorganic networks by
using covalent bonding works when the M–C (M is
the metal species: aluminum, silicon, titanium, zirco-
nium, etc.) bond is stable and does not undergo
hydrolysis under the conditions of the sol–gel process.

1.1 Physical Nanocomposites

(a) Interpenetrating networks
A major classification of hybrids is interpenetrating
networks, characterized by a time factor, i.e., sequen-
tial or simultaneous. The terminology of interpene-
trating polymer networks (IPNs) is borrowed from
organic polymer technology (Sperling 1981). In some
cases semisequential is used to reflect the linear struc-
ture of the organic polymer in which a cross-linked
inorganic network is formed.

Some of the earliest inorganic–organic hybrids were
prepared by monomer infiltration into a previously
formed silica gel. This is an example of a sequential
interpenetrating network where the inorganic is the
matrix. Specifically, when a dried silica gel (xerogel) is
filled with monomer, the monomer can be polymer-
ized in situ. Interpenetration is achieved when the
impregnating monomer polymerizes in the open pores
of the rigid, fully cross-linked silica matrix. In the
polymer-impregnated gels, some porosity typically
remains. Although some copolymers of methyl met-
hacrylate, butadiene, and styrene have been used as
polymers to impregnate silica, the best-known system
is silica impregnated with PMMA (Klein 1994). While
this type of hybrid was important at first, it has been
surpassed by other methods that are simpler.

Another type of sequential interpenetrating net-
work uses silica precursors (TEOS or tetramethylo-
rthosilicate (TMOS)), which are able to solvate some
organic polymers (Beaudry and Klein 1996). The pol-
ymer solubility enables the silica precursor to polym-
erize in the environment of an organic polymer
solution. This is an example of a sequential interpen-
etrating network where the organic phase is the ma-
trix. The number of polymers that form solutions with
sol–gel formulations is, however, limited. Some ini-
tially soluble polymers tend to precipitate during
gelation when a change in solvent composition leads
to phase separation.

While only a few organic polymers are soluble in
sol–gel formulations, many organic monomers are
soluble in TEOS (Wojcik and Klein 1995a). These
monomers can be introduced directly into sol–gel
formulations. Both ring opening polymerizations

and free radical polymerizations can be carried out
simultaneously with the hydrolysis–condensation of
TEOS. To reflect their synchronous polymerizations,
the name is simultaneous inorganic–organic inter-
penetrating polymeric networks. This simultaneous
route captures insoluble organic polymers within a
sol–gel inorganic network. Generally, the resulting
hybrids have no covalent linkages between the
organic and inorganic components. The exception
occurs when the organic monomer has hydroxyl or
carboxyl groups that can lead to M–O–links.

In the preparation of simultaneous networks, it is
important to control both polymerizations rates. On
the one hand, systems with inorganic condensation
rates much faster than the organic polymerization
rates turn into brittle hybrids that shrink because the
polymer content drops when unreacted monomer
evaporates. On the other hand, systems with large
organic polymerization rates usually show uncon-
trolled polymer precipitation. In practice, the kinetics
of polymerization are difficult to control, so the suc-
cess of the simultaneous approach rests on the careful
selection of the monomers.

The idea of simultaneous interpenetrating networks
has been advanced by Ellsworth and Novak (1993).
Several monomers of acrylate type (free radical
polymerization) or cyclic alkenes (ring opening me-
tathesis) have been used. They include the acrylamide/
N,N0-bisacrylamide monomer system, 2-hydroxy-
ethyl or hydroxymethyl acrylate, and 7-oxanorbo-
rnene and its derivatives. In order to get nonshrinking
hybrids, tetraacryloxyethoxysilane has been used in-
stead of TEOS. The acrylate monomer liberated
due to hydrolysis acts as a cosolvent to solvate the
polymerizing silica network. The result is transparent
hybrids with no shrinkage. Wojcik and Klein (1994)
have studied the incorporation of silica with di- and
triacrylate monomers, hexanediol diacrylate (HDDA),
and glyceryl propoxy triacrylate (GPTA). These si-
multaneous IPNs are transparent hybrids with good
mechanical strength.

For functional applications, inorganic gels can be
doped with small quantities of organic molecules.
Doped gels are prepared either by addition of organ-
ics into sol–gel solutions, or by infiltration of the
dopant into previously formed xerogels. Although
some interactions between the dopant molecules and
the inorganic matrix take place, the optical properties
or chemical functions of the organics are preserved in
the solid state. A number of organics have been used,
including organic dyes and chromophores, liquid
crystals and active biomolecules, and enzymes and
proteins, in order to produce specific optically active
or bioactive devices for a broad range of optic and
electro-optic applications. Suitably doped gels exhibit
highly efficient luminescence, photochemical hole
burning, photochromism, and tunable laser action
(Avnir et al. 1994). In pure inorganic matrices, the
activity of the dopant has been found to decrease
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because of thermodynamic incompatibility with the
inorganic phase. Consequently, organic-doped inor-
ganic gels have been replaced with organic-doped
hybrid gels. A good example is PMMA–silica com-
posites doped with organic laser dyes, where the hy-
brid has better properties as a laser host than either
pure PMMA or pure silica.

(b) Soluble polymers
For those select polymers that are soluble in metal
alkoxide solutions, the preparation of inorganic–
organic hybrids is very simple. Taking again the ex-
ample of silica, the polymerization of the silica pre-
cursor occurs around existing polymer chains or
domains. Generally it is found that polymerization of
TEOS in the presence of polymers under acidic con-
ditions generates small, well-dispersed silica particles.
Depending on the choice of polymer, highly trans-
parent, lightweight materials can be obtained.
Among the polymers used to form these sequential
IPNs, those that give transparent hybrids are those
capable of forming hydrogen bonds with hydroxy-
lated silica particles (Landry et al. 1992a). Strong in-
teractions between silanols, having the character of
Br�nsted acids, and specific groups on the polymer
that are hydrogen acceptors are responsible for the
high degree of two-phase mixing.

Linear polymers with hydrogen acceptor groups,
amide, carbonyl, and carbinol, have been used in
semisequential inorganic–organic IPNs. These poly-
mers are poly(N,N-dimethacrylamide), poly(2-methyl-
2-oxazoline), PMMA, poly(vinyl pyrrolidone) (PVP),
poly(acrylic acid) (PAA) and its copolymers, PVAc,
and poly(vinyl alcohol) (PVA) (Landry et al. 1992b).

In detail, the properties of the hybrids are functions
of the relative fractions of the polymer and TEOS in
the sol–gel formulation, along with the chemistry and
length of the polymer chain. When TEOS is polym-
erized in the presence of the polymer, the glass tran-
sition temperature (Tg) of the polymer increases or
becomes undetectable. The density of the hybrid does
not follow a mixing rule for the inorganic and organic
components, but is suppressed even with high inor-
ganic contents. More or less porous structures can be
formed with open or closed pores. We have studied
the optical properties, mechanical properties, and
phase separation in sol–gel formulations containing
PVAc and poly(ethylene oxide) PEO. These are useful
model systems for understanding the behavior in
physical nanocomposites (Klein et al. 1997).

1.2 Chemical Nanocomposites

(a) Monomer systems
The purely inorganic three-dimensional network in the
conventional sol–gel process consists of M–O–M units
in the general case, or Si–O–Si units for silica. The
purely organic polymer consists of C–C covalent
bonds, in the general case, between mers in a polymer

backbone, along with weaker van der Waals bonds
between polymer chains. However, in a sol–gel process
carried out with a precursor containing direct inor-
ganic–organic links, it is possible to form homogene-
ous materials with C–C, M–C, and M–O bonds. This
class of hybrids constitutes inorganic–organic poly-
mers. Undoubtedly, the largest class of true inorganic–
organic hybrids is made up of hybrids linked via Si–C
bonds that are stable and do not undergo hydrolysis
under the sol–gel processing conditions.

There are several methods to link covalently poly-
mers to silica. In an early example, silanol-terminated
poly(dimethylsiloxane) (PDMS) was co-condensed
with TEOS:

2Si(OH)4 + HO–[–Si–O–Si–]–OH →

–O–Si–O–[–Si–O–Si–]–O–Si–O– +2H2O

CH3 CH3

CH3 CH3

CH3 CH3

CH3 CH3

(5)

to give inorganic–organic PDMS chains, containing
nonbridging methyl groups and nonlinear Si–O–Si
angles, which exhibited significant flexibility (Mac-
kenzie et al. 1992). When the functionality of PDMS
is increased to six (the number of alkoxysilyl
groups per oligomeric chain) or PDMS is replaced
by poly(tetramethylene oxide) (PTMO), the stiffness
and mechanical strength improve considerably
(Wang et al. 1991).

In a way similar to PDMS and TEOS, other
organic polymers have been functionalized with al-
koxysilyl groups and covalently bonded to silica.
Polymers that have been coupled with silica are
PTMO-based polyurethane oligomers, polyoxazo-
lines, polyimide (Mascia and Kioul 1995), poly(ar-
ylene ether ketone), poly(arylene ether sulfone),
polystyrene, polyoxopropylene (PPO), polyacrylonit-
rile, copolymers of methyl methacrylate and allyl
methacrylate (Wei et al. 1990), and cyclophospha-
zenes (Guglielmi et al. 1994).

Naturally, the properties of inorganic–organic
hybrids are governed by their microstructure. For
example, cellular structures are observed in PDMS–
silica gels when the sol–gel parameters (water, HCl
concentration, and temperature) are adjusted to ac-
celerate the gelation process. With high concentra-
tions of the organic component, hybrids have low
densities, indicating high free volumes characteristic
of the organic polymers.

Another method leading to covalent linkage of or-
ganic polymer to silica is free radical polymerization.
When an organic radical R0 in an organo-substituted
silicoester of formula R0Si(OR)3 contains olefinic
moieties, it is possible to build a polymeric network
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by thermal or photochemical free radical polymeri-
zation of CQC bonds, for example:

R• + CH2 == CHX → R–CH2–CHX• (6)

R–CH2–CHX• + CH2==CHX → R–C–C–C–C• (6a)

H H H H

H X H X

where R� is a free radical and X is Cl, acetate,
CH2CCl2, etc. An initiator to produce the free radical
is often benzoyl peroxide, (C6H5)2C2O4. Epoxide
groups are also polymer-formers via cationic polym-
erization or via condensation with curing agents
bearing groups such as amine or hydroxyl. Organic
polymerization can be carried out simultaneously
with condensation of hydrolyzed alkoxysilyl groups.

The commonly used organoalkoxysilanes bear-
ing polymerizable CQC bonds are 3-methacryloxyp-
ropyl trimethoxysilane (MEMO) (CH2QC(CH3)
COO(CH2)Si(OCH3)3) and vinyl trimethoxysilane
(VTMS) (CH2QCH–Si(OCH3)3) or their ethoxy an-
alog. Alkoxysilyl groups of these inorganic–organic
monomers form Si–O–Si bonds upon condensation
or co-condensation with another silica precursor such
as TEOS. At the same time, (meth)acryl or vinyl
groups are able to polymerize with inorganic–organic
monomers or with (meth)acrylic or vinyl monomers.
These processes lead to the formation of inorganic–
organic polymers and copolymers.

Reportedly, inorganic polycondensations of inor-
ganic–organic monomers by the sol–gel process from
single monomer systems are difficult. For most of the
inorganic–organic precursors, gelation times under
acidic conditions are quite long. The reason for the
long gelation time is the low concentration of al-
koxysilyl groups and steric hindrance from organics
in the system. However, the process can be acceler-
ated by incorporation of TEOS.

An idealized structure of an inorganic–organic
copolymer synthesis by co-condensation and copoly-
merization of the tri-monomer system TEOS–vinyl-
triethoxysilane (VTES)–hydroxyethyl methacrylate
(HEMA) is shown below. To accelerate gelation and
at the same time reduce shrinkage, inorganic oligo-
mers are used instead of inorganic precursors.

–CH–CH2–CH–CH2–CH2–CH

C==O

CH2CH2OH

O

∫

O

~ –O–Si–O– ~

~ –O–Si–O– ~

O

∫

(7)

Ellsworth and Novak (1993) used soluble oligo-
mers of silicic acid instead of TEOS in a condensation
with (meth)acryl trialkoxysilane to increase the silica
content of inorganic–organic hybrids and reduce
shrinkage. Hoebbel et al. (1994) used tetramethylam-
monium silicate ((N(CH3)4)8Si8O20d69H2O) con-
verted by an ion-exchange process into double four-
ring oligomers of silicic acid (H8Si8O20). This
oligomer can be stabilized by reaction with func-
tional siloxanes containing polymerizable groups like
vinyl, allyl, hydrido, or chloromethyl. The function-
alized derivative can be polymerized while preserving
silicic acid cages in the structure.

When the inorganic–organic monomer bears two
or more olefinic moieties in its structure, the mon-
omer becomes highly reactive, creating very favorable
conditions for rapid cross-linking by photopoly-
merization. A series of diacrylate alkoxysilanes
was synthesized by Wolter et al. (1992) by coupling
mercapto-substituted alkoxysilanes to the triacrylate
monomers or acrylate resins. The resulting inor-
ganic–organic monomer can be co-condensed
via its alkoxysilyl groups with TEOS, whereas its
acrylic groups can be cured by UV light, or polym-
erized thermally. Likewise, diacrylotrialkoxy silane
inorganic–organic monomer from aliphatic triacry-
late-glycerol propoxy triacrylate (GPTA) and 3-mer-
captopropyl trimethoxysilane was used to synthesize
UV-curable coatings for optical fibers (Wojcik et al.
1993).

A subgroup of hybrids containing a covalent link
are those where the polymer exhibits specific elec-
tronic or electro-optic properties. Examples of these
hybrids include nonlinear optics (NLO) polymer–
silica gels, organic dye–silica gels, and conducting
polymer–silica gels. For example, organic dye–silica
gels of cyan, magenta, and yellow were synthesized at
Kodak, where the chromophore was linked covalently
to the polymeric component via the reaction of an
amine, halogen, or isocyanate functionality, while the
silica and polymeric components were covalently
bonded via the action of 3-chloropropyltrimethoxysi-
lane. Polymers with conducting properties like polyp-
yrrole, polyaniline, or polythiophene have been
covalently incorporated into silica, following their
alkoxysilyl functionalization (Sanchez et al. 1994).

(b) Monomer–polymer systems
When the organic component is a low molecular
weight group or radical and not a polymeric chain or
network, the hybrid is an organically modified gel
(ormogel) as distinct from an ormosil. Ormogels
are formed from R0Si(OR)3-type organosilanes where
radical R has a network-modifying effect and is used
to introduce new functionalities into the inorganic
network. For example, hydrophobicity can be achieved
by introducing a methyl, phenyl, or fluoroalkyl
chain for R (Schmidt et al. 1986). Polymerization of
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R0Si(OR)3 alone leads to formation of silsesquioxanes
of general formula (RSiO)1.5, a silicate framework
where each silicon is linked covalently to an organic
radical R. A new class of hybrids is emerging called
polyhedral oligomeric silsesquioxanes (POSS) that can
be blended into rubbers, resins, thermoplastics, and
thermosets to enhance thermal stability (Lichtenhan
et al. 1995).

Bifunctional silanes of formula R0R00Si(OR)2 are
used also to prepare ormogels. Upon polymerization,
these organoalkoxysilanes form cyclic species or lin-
ear chains that are not able to cross-link and form
networks themselves. They can be used with tetra-
functional silanes (TEOS) to incorporate desirable
functionality into the hybrid network. There are also
ormogels where radical R forms a bridge between two
silicon atoms. Good examples of these are arylene or
alkylene-bridged polysilsesquioxanes synthesized
from bis(triethoxysilyl) or bis(trichlorosilyl) aryl or
alkyl monomers (Shea et al. 1989). Various aliphatic
or aromatic molecules have been used as the organic
spacer between two silicon atoms.

(c) Copolymers
Copolymers are the products of addition polymeri-
zation between two different monomers. Some
examples have been mentioned in the sections on
physical nanocomposites, as well as chemical nano-
composites. Between two linear polymers such as
PVC and PVAc, the units can be arranged in a ran-
dom copolymer, block copolymer, or graft copoly-
mer. The interesting aspect of copolymers is that the
properties of the copolymer are often quite different
from the properties of either homopolymer.

In the context of nanocomposites, the term copol-
ymer is applied to polymers with organic and inor-
ganic units. Here especially, the properties of the
copolymer are different from the properties of either
component. Systems with two or more monomers
open opportunities for designing properties, using
surface treatments, coupling agents, and sophisti-
cated manufacturing methods.

To recap on chemical nanocomposites, we find that
covalently bonded hybrids combine the flexibility and
mechanical properties of the organic polymer chains
with the hardness and stiffness of the inorganic pol-
ymer. In detail, the properties of the hybrids are
governed by the chemistry, presence of side chains or
pendant groups, and length of polymeric chains.
Especially important are the concentration and dis-
tribution of alkoxysilyl or equivalent groups, as they
directly affect the rigidity or flexibility of the system.

2. Classes of Polymers in Nanocomposites

The five classes of polymers that have been incorpo-
rated into organic–inorganic hybrids, principally us-
ing the sol–gel process, are discussed.

2.1 Elastomers

An elastomer is a polymer with high elasticity due to
its coiled structure. A typical elastomer is nonvul-
canized rubber, where the chains are first unkinked
when a stress is applied, followed by chain straight-
ening and lengthening. Elastomers are poorly crys-
tallized but become more crystalline as they are
stretched. Some examples of elastomers include rub-
bers, polyurethane, and PDMS.

2.2 Partially Crystalline Polymers

Crystallization in polymers is often difficult, leading to
glassy or partially crystalline polymers. In general, lin-
ear polymers are easier to crystallize than network
polymers. Isotactic (the same stereostructure) polymers
are easier to crystallize than atactic (random positions)
or syndiotactic (alternating positions) polymers. Like-
wise, it is easier to crystallize polymers in the trans
(unsaturated positions on opposite sides of the chain)
than in the cis (unsaturated positions on same side of
the chain) configuration. Condensation polymers such
as poly(ethylene glycol terephthalate) (Dacron), polyi-
mide, and nylon exhibit some crystallinity because of
their moderately stiff chain structures.

2.3 Glassy Polymers

A common example of a glassy polymer is PMMA,
where it is difficult to crystallize PMMA because
of the atactic structure following addition polymer-
ization. Glassy polymers exhibit a glass transition
characterized by the temperature range where the
polymer changes its behavior from glassy to rubbery.

2.4 Liquid-Crystalline Polymers

An example of a liquid-crystalline (LC) polymer is
hydroxypropyl cellulose (HPC) or 40-pentyl-4-
biphenylcarbonitrile. The characteristic of LC poly-
mers is that they align what are called nematogenic
compounds in response to electric fields. LC poly-
mers encapsulated in inorganic materials have been
developed for displays. The inorganic encapsulation
gives the liquid crystals thermal stability.

2.5 Thermosets

Thermosetting polymers are polymers that do not
soften when heated. Instead, a thermoset polymerizes
further with increasing temperature, resulting in a
continuous network where polymer units cannot slip
past each other. An example of a thermosetting pol-
ymer is phenol formaldehyde, where phenol (C6H6O)
and formaldehyde (CH2O) undergo condensation
polymerization to generate phenol formaldehyde that
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is able to link at a minimum of three places and a
maximum of five places.

3. Weak and Strong Bonding in Nanocomposites

3.1 Covalently Bonded Systems

The majority of hybrids investigated have covalent
bonds between the organic and inorganic compo-
nents. These bonds are formed before incorporation
into a nanocomposite. A typical route involves a
metal alkoxide that has been functionalized via a
mercapto group (Wojcik and Klein 1995b):

(8)

OCH3

H–S–(CH2)3–Si–OCH3

OCH3

which is used during the creation of the nanocom-
posite when a reactive site, such as a vinyl group:

(9)

CH==CH2

Si(OC2H5)3

is available and covalently bonded to the silicon
atom. The reason that forming direct linkages has
been popular is, in large part, that it ensures strong
bonds between the components.

3.2 Hydrogen-Bonded Systems

The minority of hybrids investigated have hydrogen
bonds between the organic and inorganic compo-
nents. These bonds are formed between hydroxyls on
the inorganic gel and ether oxygens on the polymers
assuming a resonant hybrid pair for PEO:

½þCH22CH22O2=þO2CH22CH22�-
2ðO2CH22CH22Þn� ð10Þ

or carbonyl groups on the polymers:

(11)

CH3

–(CH2–CH)n–

C==O

O

as in the case of PVAc. The reason that there are few
hydrogen-bonded hybrids is directly related to the
small number of water-soluble monomers and the even
smaller number of soluble polymers. Nevertheless, the
technological importance of the hydrogen-bonded
systems is evident in the development of organically
modified electrolytes (ormolytes) (Charbouillot et al.
1988).

3.3 Phase Separation: Phenomena and Kinetics

As described above, physical hybrids depend on the
polycondensation of an inorganic network in the
presence of an organic polymer dissolved in the so-
lution, or polymerization of organic monomers inside
the porous inorganic network. To obtain homogene-
ous mixing, the degree of phase separation has to be
controlled. There should be strong, attractive interac-
tions between the organic and inorganic polymers to
achieve good interfacial bonding. Polymers contain-
ing carbonyl groups, such as PVAc, can be incorpo-
rated into sol–gel processes because they are soluble in
alcohol–water mixtures due to partial esterification of
the side chains. Polymers containing ether oxygens,
such as PEO, sometimes referred to as poly(ethylene
glycol) (PEG), are soluble in water because the ether
oxygens readily form hydrogen bonds.

Landry et al. (1992b) have demonstrated the sim-
plicity of the approach with TEOS and a number of
polymers. Depending on (a) the synthesis conditions
and (b) the relative amounts of organic and inorganic
polymer, the morphologies ranged from discrete silica
particles within an organic matrix, to interpenetrating
networks, to polymeric domains dispersed within
a silica matrix. Under acidic conditions with TEOS it
was possible to form optically transparent films
with PMMA, PVAc, poly(vinyl pyrrolidone), and
poly(N,N-dimethacrylamide). Hydrogen bonding bet-
ween the silanols on the silica polymer and the car-
bonyl groups on the polymers prevented macroscopic
phase separation. Phase separation, if any, occurred
on such a small scale that transparent materials were
formed without the need for covalent bonding. Fur-
thermore, there is no evidence for chemical reactions
below 150 1C. Acetic acid was evolved from PVAc
above 200 1C, but this is likely to be a decomposition
product and not an indication of covalent bonding
between TEOS and PVAc.

Polymerization of TEOS in the presence of a sol-
uble polymer does not always lead to a homogeneous
mixture. Kaji et al. (1993) have taken advantage of
the incompatibility of PAA and silica and PEO and
silica. Their studies have shown that the scale of the
phase separation and its timing are dependent on (i)
the amount of polymer, (ii) the molecular weight of
the polymer, (iii) the solvent composition, and (iv) the
pH. The gel morphologies are the results of a com-
petition between phase separation and gelation, also
referred to as ‘‘chemical quenching.’’ The rate of
gelation of the silica network is in opposition to the
rate of phase separation, which is an indication of the
segregation strength. When gelation is faster than
phase separation, the system becomes rigid with a
morphology reflecting the early structure of the gel.
When phase separation is faster than gelation, the
system becomes rigid with a variety of transient
structures that are increasingly heterogeneous, with
the extreme case being sedimentation.
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4. Importance of Interfaces in Inorganic–Organic
Nanocomposites

The interface between the organic and the inorganic
constituents is the key issue in hybrids and nano-
composites. In our work we are measuring strengths,
hardness, and skeletal densities of some representa-
tive systems. Mechanical behavior is at best an indi-
rect measurement of interface behavior. However, by
relating these properties to bonding and microstruc-
ture, we try to examine the nature of the interface and
the scale on which it controls properties.

Other properties, such as optical, electronic, mag-
netic, catalytic, and chemical durability require fur-
ther investigation. We need to understand what these
properties tell us about the interfaces, so that we can
better engineer the interfaces.

Finally, we should address the questions, what
analytical techniques are available to probe the
interface? Are indirect measurements more or less
meaningful than direct measurements, considering
that performance may be a reflection of averaged
properties? Other articles in this encyclopedia should
shed some light on these subjects.
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Polymeric Discotic Liquid Crystals

Discotic mesogens composed of a prolate and often
rigid core, to which flexible alkyl side chains are
attached can show liquid crystalline (LC) behavior
(Demus et al. 1998). Their LC phase behavior can
range from a loose parallel orientation of the mesog-
ens with no positional order (like a random pile of
coins), called the nematic discotic ND phase, to a
highly ordered hexagonal packing of columns (like a
regularly packed stack of coins), termed the ordered
hexagonal columnar phase Colho (formerly known as
discotic hexagonal ordered Dho phase). Depending
on the mesogen packing inside the column (ordered,
disordered, or tilted) and the arrangement of the col-
umns in spatial lattices (hexagonal, rectangular, or
oblique), a variety of different phase structures are
observed.

When the discotic mesogens are interconnected
by linking units, polymers are obtained, which often

retain or even stabilize the mesophases of the mon-
omers (M .ullen and Wegner 1998). Figure 1 shows the
different types of discotic polymer structures which
can be divided into the three general classes of rigid
rod polymers, semi-flexible polymers, and networks
(Ringsdorf et al. 1991, pp. 211–71). The rigid rod
structure can be obtained by either forming the stiff
polymer backbone along the central axis of the co-
lumnar arrangement (Fig. 1(a)) or by linking the dis-
cotic mesogens with stiff spacers on the periphery of
the mesogens (Fig. 1(b)). For the semi-flexible poly-
mers two different types are known: the main chain
structure with the mesogens interconnected by flexi-
ble spacers (Fig. 1(c), like beads on a thread), or the
side group polymer (SGP) with the mesogens
attached to the flexible polymer backbone by spacer
units (Fig. 1(d)). A special case of SGPs with a flex-
ible backbone are the phasmidic systems (Fig. 1(e)),
which form columnar mesophases. In these materials
the mesogens are flat, tapered units (like pieces of
cake) that self-assemble into columns (formerly F,
now Col). If the mesogens carry more than one poly-
merizable unit, cross-links between backbones can
be formed which leads to insoluble networks and
elastomers (Fig. 1(f)).

Most of the known discotic polymers are thermo-
tropic liquid crystals, only very few examples of lyo-
tropic discotic polymers have been described in the
literature.

1. Mesogens and Polymer Structures

Since their discovery by Chandrasekhar in 1977, a
vast number of different discotic mesogens have been
synthesized, and their LC phase behavior has been
studied (Chandrasekhar 1993). From this large vari-
ety only a relatively small number of mesogens were
used to synthesize polymeric analogs. Selected exam-
ples are shown in Fig. 2 subdivided by their general
polymer structure.

The spinal rigid rod polymers (Fig. 1(a)), composed
of cofacially interconnected discotic subunits, are
dominated by phthalocyanine 1 mesogens with a
metal ion complexed in the central cavity. The metal
ion links two adjacent disks by an oxygen bridge
which leads to covalent fixation of the columnar

Figure 1
Schematic structures of polymeric discotic liquid
crystals.
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structure. Tin, silicon, and germanium were used as
metals to form these highly shape-anisotropic poly-
mers (Oriol and Serrano 1995). Other examples of stiff
polymeric columnar structures are hexaazacrowns
2 and glucopyranoses with cinnamoyl substituents
which can be photopolymerized in the columnar
mesophase. Here, the interconnections between the
disks of one column are located at the periphery of the
mesogens (Mukkamala et al. 1996).

Rigid rod polymers, which are obtained when the
discotic mesogens are linked on their periphery with
stiff spacer units (Fig. 1(b)), and which form colum-
nar mesophases, have not yet been identified. How-
ever, there are examples of fully aromatic polyesters,
polyamides 3 (Fig. 2), and polyazomethines with

flexible alkyl sidechains (Voigt-Martin et al. 1995)
which are derived from discotic monomers, but these
polymers show calamitic phase behavior.

In the class of discotic flexible main chain polymers
(MCPs, Fig. 1(c)) triphenylenes 5 are the prevalent
mesogenic unit. The triphenylene cores are intercon-
nected by flexible alkyl spacers, which allow a
columnar packing of the polymeric mesogens similar
to the mesophase organization of the low molar mass
derivative (Ringsdorf et al. 1991 pp. 211–71). Further
examples of this polymer class include rufigallol 4
(anthraquinone), tetrasubstituted hydroquinone, and
phthalocyanine moieties as discotic groups.

Flexible SGPs (Fig. 1(d) and (e)) are the most
abundant structure type in the family of discotic LC

Figure 2
Selected examples of mesogen structures for the different polymer classes: 1 phthalocyaninatopolysiloxane, 2
cinnamoyl-substituted hexaazacrown, 3 sanidic polyamide, 4 rufigallol polyether, 5 triphenylene polyester, 6 penta-
alkynylbenzene polyamine, 7 inositol polysiloxane, 8 benzylated polyethylenimine, and 9 cyclotetraveratrylene
network.
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polymers. Here, the discotic side groups are domi-
nated again by triphenylene units, but phthalocyanine,
penta-alkynylbenzene 6, cellobiose, and inositol 7
derivatives were also used as mesogens. In this poly-
mer type the discotic subunits have the largest degree
of freedom to form columnar phases while the flexible
alkyl spacers play a delicate role in decoupling the
columns from the polymer backbone (Werth and
Spiess 1993). The phasmidic SGPs (Fig. 1(e)) can be
seen as a derivative of the corresponding discotic pol-
ymers. The columnar mesophase-forming units are
fragments of a hypothetical circular discogen which
self-assemble into a cylindrical packing (Percec et al.
1998). The common structure of the phasmidic
mesogens is a tapered benzoic acid derivative with
one to three alkyloxy side chains and dendritic struc-
tures based upon the benzoic acid subunit 8.

2. Synthesis

Discotic polymers can be synthesized by three major
strategies, partly depending on the target structure of
the polymer. The most common procedure (Fig. 3,
route I) starts from a discotic mesogen with a func-
tional group that can be derivatized with a polymer-
izable unit. The obtained discotic monomers are often
polymerized in the mesophase to capture the colum-
nar structure. Suitable monomers are acrylates and
methacrylates that undergo radical polymerization
upon thermal or photochemical activation with an
appropriate radical initiator. Some unsaturated sys-
tems (like stilbenes or cinnamic acid derivatives) can
also undergo photoaddition reactions to form a poly-
mer from the properly arranged monomers. If the
discotic monomers carry two or more functional
groups, MCPs can be obtained by polycondensation
with reactive spacer units. Ring-opening metathesis
polymerization (ROMP) has been used for strained
cyclic monomers with a double bond in the ring (Weck
et al. 1997). The unsaturated polymer backbones

obtained in this way can be converted into the satu-
rated hydrocarbon by catalytic hydrogenation.

Grafting functionalized discogens onto a preformed
polymer which bears reactive site, leads to SGPs (Fig.
3, route II). In this way polysiloxanes with trip-
henylene side groups could be synthesized by hydros-
ilylation which represents one of the first examples of
discotic LC polymers (Kreuder and Ringsdorf 1983).
Metalphthalocyanines were used in a polymer-analo-
gous Friedel–Crafts acylation of phenyl groups in a
polyamide to yield lyotropic SGPs. The acylation of
linear polyethylenimine with alkoxysubstituted ben-
zoic acid derivatives led to phasmidic SGPs 8 (Fig. 2).

The third route to discotic polymers is based on the
cyclization reaction of bifunctional mesogen subunits
(Fig. 3, route III). The polymer is formed simultane-
ously with the discotic core when two mesogen frag-
ments, interconnected by a spacer, react with an
excess of single mesogen fragments. Depending on
the number of fragments needed to form the discotic
mesogen, linear MCPs (two fragments) or networks
(Xthree fragments) are formed. The degree of cross-
linking in a network is controlled by the relative
concentration of mesogen fragment dimer with re-
spect to the single fragment. Networks of polymeric
cyclotetraveratrylenes 9 with mesogenic properties
could be obtained by this approach.

3. Characterization of Compounds and Phases

In addition to the standard characterization of the
chemical structure of newly synthesized discotic LC
polymers, special techniques are required to investi-
gate the polymer characteristics and temperature-de-
pendent morphology.

Size exclusion chromatography or gel permeation
chromatography (SEC or GPC) has been used to
determine the effect of molecular weights on the
clearing temperature of discotic LC polymers. As

Figure 3
General strategies for the synthesis of discotic polymers.
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general trend an increase in clearing temperature is
seen with higher degrees of polymerization, reaching
a plateau at around 10 monomer units in trip-
henylene-based MCPs.

To determine if a polymer shows LC behavior,
differential scanning calorimetry (DSC) is commonly
applied. For monomers the transition from the crys-
talline state into the mesophase is usually detected by
an endothermic peak upon heating. The reverse crys-
tallization process often occurs at a lower tempera-
ture, with the hysteresis caused by the high viscosity
of the mesophase. In discotic polymers crystallization
normally does not take place, but an endothermic
glass transition can sometimes be detected upon
heating when the polymer undergoes a transforma-
tion from the glass to the mesophase. In both the
monomer and the polymer the melting points are
commonly visible as distinct exothermic peaks.

The transition entropies, DS, can be derived by
dividing the enthalpies, DH, measured with DSC, by
the transition temperature (DS¼DH/Ttr). Marked
differences between the transition entropies of
homologous derivatives indicate different degrees of
order in their mesophases. This was shown for a se-
ries of phthalocyanine containing polymers which
had the same general structure but with different
metal ions complexed in the discotic core.

Temperature-dependent polarizing optical micro-
scopy is often employed to support the result ob-
tained by DSC. The ordered domains formed in the
mesophase usually cause characteristic birefringence
textures specific to the corresponding mesophase
structure. Columnar discotic phases can be identified
by the fan-like or digitate star-shaped texture that
forms when cooling from the isotropic melt. At suf-
ficiently low viscosity the birefringent pattern can be
deformed upon shearing which is a clear indication of
the existence of a LC phase. In discotic polymers the
viscosity often increases with decreasing temperature
so that the mesophase appears frozen at room tem-
perature even above the glass transition.

X-ray diffraction measurements of LC polymers
allow the determination of structural parameters, such
as columnar distances, packing geometry (e.g., hex-
agonal, oblique, etc.), stacking distance of mesogenic
units within a column, and average interatomic dis-
tance between alkyl side chains. The packing distances
can be obtained from samples with an isotropic dis-
tribution of the mesophase domains (powder diffrac-
tion), while the sample must be macroscopically
oriented to obtain more detailed information about
columnar orientation and position of mesogenic units.
Macroscopic alignment can be achieved for polymers
in the mesophase by applying external forces such as
strain, or by means of magnetic fields, or electrical
fields (Fig. 4). The resulting orientation depends on
the polymer structure and the nature of the applied
force (H.user et al. 1989). In magnetic fields aromatic
mesogens (like triphenylenes) turn their flat discotic

core parallel to the field vector, due to the diamagnetic
character of their conjugated p-systems. As a result,
the column axes are oriented perpendicular to the
magnetic field vector, but the columnar directors are
isotropically distributed within a plane perpendicular
to the field. By mechanically drawing a sample in the
mesophase, the columns can be oriented macroscop-
ically along a single director. The columnar director
orientation with respect to the stress vector depends
specifically on the polymer structure since the applied
stress primarily affects the polymer backbone rather
than the discotic mesogen. Thus, discotic MCPs
can be oriented with their backbone parallel and the
columnar axes perpendicular to the strain direction.
SGPs also orient their backbones in the strain direc-
tion. There, however, the discotic columns also align
parallel to the strain direction, as observed by x ray
scattering experiments. Shear-induced orientation of
columnar phthalocyaninatopolysiloxanes upon trans-
fer from the air–water interface by the Langmuir–
Blodgett technique is a further example of possible
large-scale orientation by mechanical forces.

Transmission electron microscopy (TEM) com-
bines the advantage of direct imaging at almost
molecular resolution with the possibility of using
electron diffraction for bulk structure determination
in ordered materials. This technique was used to
study a large series of sanidic polymers to understand
the effect of structural modifications on the thermo-
tropic behavior. The direct images showed the layer
structure in the crystalline phase and allowed the
measurement of single layer thicknesses (Voigt-Mar-
tin et al. 1995). The electron diffraction patterns at
different temperatures were used to monitor struc-
tural change in the different phases and enabled the
discrimination between LC phases and micro-
crystallites embedded in an amorphous matrix.

Nuclear magnetic resonance (NMR) spectroscopy is
a very powerful tool for resolving the chemical struc-
ture of a molecule as well as for measuring dynamic
processes of different structural units (Spiess 1993).
With this technique free mesogen rotation about the
column axis could be observed in the LC phase of
monomeric discotic materials. This rotation is hin-
dered in polymeric discotics due to the fixation of the
mesogen at the polymer backbone, and only partial
movement around ill-defined angles can be observed.

Figure 4
Schematic orientation of the columnar axes in MCPs
and SGPs with respect to the strain direction and
columnar orientation in the magnetic field.
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In deuterated samples the different mobilities of the
core and the alkyl chains were elucidated by solid state
2H-NMR.

4. Applications

The special anisotropic mechanical, optical, and elec-
tronic properties of columnar discotic liquid crys-
tals have stimulated a number of ideas for possible
applications.

In calamitic liquid crystals the anisotropic optical
characteristics of ordered mesophases have long been
utilized for display applications. Low molecular
weight discotic liquid crystals have been proposed
for optical compensation layers to improve the view-
ing angle of twisted nematic LC displays (Favre-
Nicolin et al. 1996). Polymeric discotic materials
would combine these useful optical properties with
an increased thermal and mechanical stability of the
required mesophase and the possibility of macro-
scopic alignment.

The most appealing property of polymeric discotics
is their anisotropic conductivity. In monomeric trip-
henylenes very high charge carrier mobilities of up
to 0.1 cm2V�1s�1 were found in the columnar meso-
phase. Such high values motivated the research
towards their application as photoconductors in
electrophotography, as photovoltaics, and as hole
transport layers in organic light emitting diodes
(LEDs). Functional devices of such organic LEDs
have been reported for discotic MCPs and SGPs
(Christ et al. 1997, Bacher et al. 1997). The change in
electrical conductivity of crown ether substituted
phthalocyanines upon exposure to reducing and ox-
idizing gases has been used to demonstrate their pos-
sible application as gas sensor material. Spinal
polysiloxanes of such crown ether phthalocyanines
are also discussed as molecular wires since the pe-
ripheral crown ethers stack in a tubular fashion to
complex and transport alkali metal ions along the
columns (van Nostrum 1996).

5. Concluding Remarks

Low molecular weight discotic liquid crystals are
known to have many interesting mechanical, optical,
and electronic properties that originate from the
highly anisotropic morphology of these materials.
For many of the known discotic mesogens polymeric
derivatives were synthesized with the aim of combin-
ing their LC properties with the useful characteristics
of polymers. Still, the number of examples for disco-
tic MCPs, SGPs, and 3D networks are scarce com-
pared to polymeric calamitic systems, which have
already found ample technical applications.

The specific advantages of polymeric discotic liquid
crystals over their low molecular weight counter-
parts can be seen in the improved processability and

mesophase stability partly resulting from their in-
creased viscosity. The polymeric character also allows
the macroscopic alignment of the columnar structures
by mechanical stress or magnetic fields which makes
these highly anisotropic materials interesting candi-
dates for new optical and electronic applications.
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Porous Ceramics including Fibrous

Insulation, Structure and Properties of

The presence of the porosity in a material is often
viewed as problematic. There are, however, many ap-
plications in which the use of porous materials can be
advantageous, e.g., refractories, filters, membranes,
catalytic substrates, thermal insulation, gas burner
materials, etc. In these applications, materials are
chosen as a result of special properties, such as low
thermal conductivity, high permeability, high-temper-
ature stability, low dielectric constants, etc. Although
the primary function of these materials may not be
structural, many of these applications require a high
degree of mechanical reliability. The simplest classi-
fication of porous ceramics is with respect to the vol-
ume fraction (P) of the porosity. The emphasis here is
restricted to high-porosity ceramics, which are defined
somewhat arbitrarily as ceramics with P40.70. These
materials are commercially available in two broad
groups, fibrous and cellular. Gibson and Ashby (1997)
have written a comprehensive review of the literature
on cellular materials and Brezny and Green (1994)
have reviewed work on cellular ceramic materials.
There are two other related groups of high-porosity
ceramic materials that are worthy of mention. The
first of these groups is based on the consolidation of
hollow spheres. For example, some glasses are avail-
able in the form of hollow spheres and these spheres
can be bonded or sintered together to produce a high-
porosity material. The second group is those that are
formed by a sol–gel process. When dried, aerogels or
xerogels can possess ‘‘nanometer-sized’’ porosity with
high levels of porosity.

1. Structure of High-porosity Ceramics

1.1 Fibrous Ceramics

Fibers in a blanket or felt form have been used
extensively as thermal insulation but fibers can
also be ‘‘rigidized’’ by bonding processes to produce
fibrous ceramic monoliths. An example of a fibrous
ceramic is shown in Fig. 1. This particular material is
based on a bonded network of high-purity silica glass
fibers and is used as insulation in the thermal pro-
tection system of the NASA space shuttles. In this
application, there has also been an interest in using
other fiber types (e.g., aluminosilicate fibers) to pro-
duce a composite insulation with improved mechan-
ical reliability. Similar materials are used for a wide
variety of thermal insulation applications and are at-
tractive as a result of their low thermal mass, which
allows fuel savings. These materials are usually clas-
sified in terms of the refractoriness of the fibers. They
may range from low- to high-purity silica glasses or
from low- to high-alumina fibers, depending on the
alumina/silica ratio in the fibers. The low-alumina

fibers are usually produced by a melt blowing proc-
ess. High-alumina fibers (ICI Industries, Saffil alu-
mina; or 3M Corporation, Nextel mullite) are
produced by a sol–gel route and can be used at tem-
peratures up to 1600 1C. Fibrous ceramic monoliths
are often formed by a pressing operation and this can
lead to significant anisotropy in the physical proper-
ties. The main concern regarding the use of these
materials is the classification of some ceramic fibers
as possible carcinogens.

1.2 Cellular Ceramics

Cellular ceramics are comprised of various arrange-
ments of space-filling polygons (cells) and can be
classified into two broad groups, honeycombs and
foams. In honeycombs (see Fig. 2), the cells form a
two-dimensional array, whereas foams are comprised
of a three-dimensional array of hollow polygons.
Honeycombs have been used extensively as catalytic
substrates in automobile exhaust systems. Foams are
usually subdivided into two further categories de-
pending on whether or not the individual cells possess
solid faces. If the solid of which the foam is made is
contained only in cell edges, the material is termed
open cell, i.e., the void space is connected through the
cell faces and the material is permeable. If the cell
faces are present, the foam is termed closed cell and
the individual cells are isolated from each other.
There is clearly the possibility that foams can be
partly open and partly closed. Figure 3 compares the
structures of an open- and closed-cell ceramic.

Figure 1
Structure of a ‘‘rigidized’’ fibrous ceramic body. The
material shown is used as thermal insulation for the
NASA space shuttles.
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Cellular structures abound in nature and although
they can be complex, they are often aesthetically
pleasing and intriguing. It is reasonable to deduce
that these natural cellular structures are not a result

of random events but rather a careful evolutionary
optimization process. These structures must fulfill a
variety of functions but clearly one of these is the
ability to withstand various types of mechanical
forces. Indeed, for some stress geometry types, po-
rous materials can provide maximum stiffness or
strength for a given weight. The idea of producing
(biomimetic) materials that imitate nature has been
an important thrust in materials research.

2. Properties of High-porosity Ceramics

An important property of a high-porosity ceramic is
its relative density, i.e., the density of the bulk ma-
terial (r) normalized by the theoretical density of
solid (rs). Here it is worth emphasizing another im-
portant point with respect to the structure. The
structure should be thought of at two levels, the first
will be termed the macrostructure and refers to the
arrangement of the fibers or cells. The finer structure
that should be considered is the structure within the
solid material and this will be termed the microstruc-
ture. The complex nature of the macrostructure usu-
ally leads workers to define a unit cell and its possible
deformation modes are then analyzed. For example,
for open-cell ceramic foams in which cell edge bend-
ing is predominant, one obtains

E ¼ C1Es
r
rs

� �2

ð1Þ

m ¼ C2ms
r
rs

� �2

ð2Þ

sfc ¼ C3sfs
r
rs

� �3=2

ð3Þ

T ¼ C4sfs
ffiffiffiffi
L

p r
rs

� �3=2

ð4Þ

where E is Young’s modulus, m is the shear modulus,
sfc is the compressive strength, T is the fracture
toughness of the bulk foam, sfs is the mean flexural
strength of the cell struts, L is the cell size, Ci are
geometric constants, and the subscript ‘‘s’’ refers to
the strut properties. One needs to be careful in using
these equations as the strut properties may vary with
cell size and density. For linear elastic materials, Eqn.
(4) allows the tensile strength, sft, to be written as

sft ¼ C5sfs
L

a

� �
r
rs

� �3=2

ð5Þ

where a is the critical crack size. For this type of
analysis for tensile strength, cracks are considered in
terms of the number of neighboring broken struts.
Thus, the lower limit of crack size is equivalent to the

Figure 2
Structure of a ceramic honeycomb material.

Figure 3
Comparison of the open-cell (top) and closed-cell
structures in ceramic foams.
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cell size. Under these circumstances, the tensile and
compressive strengths are equivalent. Expressions
similar to Eqns. (1)–(5) have been developed for
closed-cell ceramics (see Gibson and Ashby 1997) and
for fibrous ceramics (see Green 1984). For the latter
case, the microstructural scaling parameter was fiber
radius rather then cell size and it was necessary to
account for the elastic and toughness anisotropy.
Anisotropy can also occur in cellular ceramics but it
is not usually as pronounced as in the fibrous ceram-
ics. It is interesting to note that cell size (or fiber size)
is not a significant factor in determining the mechan-
ical properties. Even in Eqns. (4) and (5), strut
strengths often decrease with increasing cell size as a
result of the failure statistics involved in ‘‘finding’’
flaws in a stressed volume. The only key parameters
that seem to be determined by cell size are permea-
bility and high-temperature thermal conductivity.
Thus, it is found, for example, that thermal conduc-
tivity and hence thermal shock resistance can
decrease significantly with decreasing cell size.
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Portland Cements

Cement is the binder used to make concrete mortars,
stuccos and grouts for all types of building and con-
struction. Although cement is a generic term and can
be applied to many inorganic and organic materials,
by far the most widely used and most versatile cement
is Portland cement. This article is primarily con-
cerned with Portland cement, but a brief description
of other inorganic cements is also given. Unlike gyp-
sum plaster, Portland cement is a hydraulic cement;
i.e., it sets and hardens under water and hence can be
used safely in all structures in contact with water.
This article describes the manufacture and chemical
composition of Portland cements used by the con-
struction industry. It also summarizes the chemistry

and microstructure of hydrated cement paste which is
the binder in concrete and masonary construction.

The ancestry of Portland cement can be traced
back to Greek and Roman times, but the year 1824 is
generally considered to mark the origin of modern
Portland cements when the name ‘‘Portland’’ was
used in a patent by Joseph Aspdin to emphasize the
similarity of concrete made with his cement to Port-
land limestone, which was a favored building mate-
rial at the time. By the 1860s the Portland-cement
industry was flourishing in the UK and Europe, but
the first patent in the US was not taken out until 1870
by David Saylor, Today about 90Mt are produced
annually in the US.

1. Manufacture

Portland cement is commonly made from limestone
and clay, two of the most widespread and abundant
materials. The principal constituents are thus lime
(CaO) and silica (SiO2) which, when subjected to high
temperatures (B1450 1C), form the hydraulic calcium
silicates that are the active compounds in cement.
Other calcareous materials (such as muds, marls,
and shell deposits) or argillaceous materials (such as
slates, shales, and coal ashes) are used in some cases.

The overall manufacturing process is shown
schematically in Fig. 1. The various steps are: (i)
quarrying and crushing the raw materials, (ii) pro-
portioning and fine grinding of the crushed materials,
(iii) burning in a rotary kiln at high temperature, and
(iv) grinding the resulting clinker to a fine powder
with the addition of a small amount of gypsum.
Although wet milling and proportioning with the aid
of slurries (the wet process) is traditional and is found

Figure 1
Schematic layout of a modern dry-process cement plant.
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in older plants in the US, modern plants all use dry
grinding and proportioning (the dry process). Al-
though it was made possible by improvements in
grinding mills, in particle-size classification, and in
dust collection, the adoption of the dry process has
been motivated largely by energy efficiency.

In the wet process, large amounts of energy are
required to evaporate the water, and the long kilns,
which must be used to attain large throughputs of
materials (Fig. 2), have high heat losses. In addition,
the dry process lends itself to the use of more efficient
heat exchangers, such as the suspension preheater, in
which the incoming kiln feed draws heat from the exit
gases in a series of cyclones. As a result, dry-process
rotary kilns are much shorter than those used in the
wet process (Fig. 2), heat losses are much reduced,
and throughputs are higher. Further savings can be
realized by precalcining the hot feed in a flash furnace
(precalciner) before it enters the kiln.

Typical energy consumptions in cement manufac-
ture are given in Table 1. Average overall energy
consumptions (MJkg�1) for countries with cement
industries employing various processes are as follows;
Japan, 4.5; FRG, 4.2; and US, 5.7. Theoretically a
value of 1.7MJkg�1 is calculated from the basic
chemical processes involved; in practice, modern
plants now have energy consumptions approaching
3.5MJkg�1. The average figure for the US is rela-
tively high because of a preponderance of older
plants built when energy was inexpensive.

As calcination of the raw materials progresses,
chemical combination takes place in the hotter zones
of the rotary kiln (see Fig. 2). Formation of interme-
diate compounds by sintering occurs first, until at
1335 1C a quarternary liquid phase appears with a
composition close to that predicted from the C-S-A-F
phase diagram. (C¼CaO, S¼ SiO2, A¼Al2O3, and
F¼Fe2O2 in conventional cement chemists’ notation;
other symbols employed include S¼SO2, H¼H2O,
and K¼K2O.) The amount of liquid formed depends
on the amount of A and F present in the raw feed and
on the kiln temperature.

Generally, about 25% of the total mix is liquid and
hence the process is neither a complete fusion or a
pure solid-state sintering; it is called clinkering. The
liquid phase allows chemical combination to go to
completion in a relatively short time. Much C2S has
formed by solid-state reactions before the liquid
appears but its formation is completed in the liquid.
The final reaction between C2S and lime to form C2S
takes place wholly within the liquid at 1450–1500 1C.
The rate of combination depends on the rate of dis-
solution of lime in the clinker liquid, which is
dependent on both particle size and temperature.

On leaving the hottest zone, the clinker cools to
about 1100–1200 1C. Then it is air-quenched as it ex-
its the kiln. However, cooling is usually too rapid to
allow true equilibrium to be maintained. The rate of
cooling also controls the crystal growth of the cal-
cium silicates and the crystallization of liquid phase
to form C3A, C4AF, and additional C2S (C3A¼
3CaO.Al2O3, etc.), slow cooling results in the forma-
tion of larger and less-reactive crystals. The structure
of a clinker can be studied by optical microscopy
and used to predict clinker performance. After cool-
ing, the clinker may be stored for future grinding
or it may be ground immediately. Finish grinding
takes place in ball mills equipped with particle-size

Figure 2
Comparison of kiln reactions in the wet and dry
processes.

Table 1
Average energy consumption in cement manufacture
(MJ kg�1).

Kiln operation Wet process Dry process

Fuel consumption 6.5 4.7
Electrical energy 0.5 0.6
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classifiers that avoid over-grinding. At this time,
small quantities of gypsum are added to control the
early hydration reactions of C3A and thus optimize
cement performance.

2. Composition

Portland cement consists of four major clinker com-
pounds, C3S, C2S, C3A, and C4AF together with the
gypsum added during grinding. The relative portions
of these compounds can be changed to optimize
specific properties of the cement (discussed in more
detail below). Table 2 shows typical compound com-
positions, which are calculated assuming (incorrectly)
ideal stoichiometries and chemical equilibrium in the
kiln (the Bogue calculation).

All the clinker compounds form solid solutions
with small amounts of every element that is in a
clinker. In addition to the four major oxides, MgO,
K2O, and Na2O are ubiquitous impurities in most
raw materials. Impure C3S is called alite: it reacts
more rapidly with water than does pure C2S. C2S
exists as four major polymorphs: g, b, a0, and a. At
ambient temperatures, the nonhydraulic g polymorph
is thermodynamically stable but, in cement, impuri-
ties stabilize the hydraulic b polymorph. Impure C3A
contains considerable quantities (B10mol.%) of
iron, which may make it less reactive than the pure
compound. High levels of sodium substitution mod-
ify its crystal structure from orthorhombic to cubic
with a corresponding decrease in reactivity.

C4AF does not have an exact stoichiometry; con-
tinuous solid solution between A and F allows its
composition to vary from about C6A2F to C6AF2.
For this reason C4AF is usually called the ferrite
phase. Although in many cements the composition of
the ferrite phase is close to C4AF, in those that have
very low C3A contents, the composition is closer to
C6AF2. As the iron content increases, the reactivity of
the ferrite phase decreases. It is the ferrite phase that
gives cement its color: when MgO is present in the
ferrite phase, it becomes black and the cement gray.

If the MgO content is low, or if the ferrite phase
contains appreciable ferrous iron (due to a reducing
atmosphere in the kiln), the cement is browner. In

addition, crystalline MgO (periclase) is present in
most clinkers, typically in the range 2–4wt.%. There
are limits placed on the amount of MgO, because its
slow hydration can cause disruptive expansions in the
hardened paste. In clinkers that are produced using
high sulfur coal as a fuel, alkali sulfates, such as K %S
or C2K %S3 sometimes occur; these compounds may
affect setting behavior and can lower the 28-day
strength.

Cements can be classified according to the ASTM
types given in Table 2. These classifications are based
mostly on performance, not composition, although in
general cements of the same type have broadly similar
compositions. Over 90% of all Portland cement made
in the USA is type I. When higher strength is required
at early ages (1–3 days) a type III can be used. This is
more finely ground so that its overall hydration is
faster. Type IV cement can be used to avoid thermal
cracking in mass concrete, by lowering the heat of
hydration and hence the internal temperature
of the mass but are no longer manufactured in the
US. In the presence of high concentrations of sulfates
in ground waters or soils, the hydration products of
C3A may undergo further reactions that result in
disruptive expansion. The resistance of concrete to
sulfate attack can be improved by lowering the C3A
content in a type V cement. Type II cement has
properties intermediate between those of type I and
type V.

Aside from the five ASTM types of Portland ce-
ment, other special cements are available. Blended
cements, containing reactive siliceous materials
(pozzolans), or hydraulic slags mixed with type I,
are used in most countries as alternatives to types IV
and V. On hydration, they form more C–S–H and
less calcium hydroxide. Expansive cements are mod-
ified Portland cements that counteract the effects of
drying shrinkage by forming large amounts of et-
tringite to generate restrained expansion. Some spe-
cial cements use ettringite to provide high early
strength. Masonry cements and oil-well cements are
Portland cements, modified to optimize the special
requirements of these applications. Calcium alumin-
ates (high-alumina cements) are used principally for
refractory concretes. They cannot be used for struc-
tural purposes because of potential strength loss

Table 2
Average compound composition of Portland cement (wt.%).

ASTM type Description C3S C2S C3A C4AF C %S2

I General purpose 55 17 10 7 6
II Moderate sulfate resistant 55 20 6 10 5
III High early strength* 55 17 9 8 7
IV Low heat of hydration 35 40 4 12 4
V Sulfate resistant 55 20 4 12 4

Note: *This cement is usually ground more finely: B550m2 kg�1 compared to 380m2 kg�1
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during service. Magnesium oxychloride (Sorel) ce-
ments can be used only for interior applications be-
cause they do not resist moisture.

3. Hydration

The setting and hardening of concrete is the result of
complex chemical reactions between cement and
water (hydration) in the cement paste binder. The
overall reactions are summarized in Table 3. Both
alite and belite form the same hydration products: an
amorphous calcium silicate hydrate (C3S2H8) and
crystalline calcium hydroxide (CH). (The designated
stoichiometry of the calcium silicate hydrate is only
an approximation, since its composition is variable. It
is usually referred to as C–S–H, which implies no
definite stoichiometry or regular crystal structure.)
The rate of hydration (Fig. 3) and the heat of
hydration of the two silicates are quite different. The
silicates are the components responsible for the
strength of cement pastes, but in the first seven days
the alite content controls the development of
strength. The hydration of alite has an initial induc-
tion period that keeps concrete fluid for 1–2 hours
and allows it to be handled and placed conveniently.

In the presence of gypsum, C3A and the ferrite
phase form calcium sulfoaluminate hydrates. The
first product is the trisulfate form, ettringite, but

when all gypsum has been consumed ettringite con-
verts to the monosulfate form. Although C3A and the
ferrite phase contribute little to strength, they are still
important components. When C4A %SH12 is exposed to
an external source of sulfate ions, it will convert back
to ettringite with concomitant expansion.

Interactions occur between the clinker compounds
when they are hydrating in cement. For example,
belite hydrates faster in the presence of alite, C3A and
the ferrite phase compete for the gypsum during their
hydration, and gypsum accelerates the hydration of
alite. During its formation, C–S–H can incorporate
considerable quantities of alumina, sulfate, and
Fe2O3 into solid solution. Thus less sulfoaluminates
are formed during hydration than theory predicts;
perhaps as little as half the expected amount.

It is important to know the effect of temperature
on the hydration process because often concretes
are cured at elevated temperatures. During the first
24 hours, the hydration of cement is very sensitive
to temperature; apparent activation energies of
40 kJmol�1 have been reported for cement or alite.
Thus, at low temperatures the rate of hydration, and
hence of strength development, is very much reduced,
while at high temperatures the reaction is accelerated.
The calcium sulfoaluminate hydrates become unsta-
ble at 70–90 1C, while above 100 1C, C–S–H will con-
vert to crystalline compounds. In the temperature
range of autoclaved concrete products (150–200 1C
under pressurized steam), C–S–H rapidly transforms
to a-C2SH. This results in low strength because the
transformation increases porosity, but when finely
divided silica is added, C–S–H converts to 1.1 nm
tobermorite (C5S6H5), which has good cementing
properties.

4. Structure of Hardened Cement Paste

The transition of a hydrating cement paste from a
fluid to a rigid material is a continuous process re-
sulting from progressive hydration of the calcium
silicates. Ettringite may control rheological proper-
ties, but does not form a continuous matrix because
C3A and the ferrite phase are minor components.
Ettringite crystallizes mostly at the surface of the

Table 3
Hydration of clinker compounds.

Heat of reaction

Compound Hydration reactions (kJmol�1) J g�1

Alit 2C3Sþ 11H-C3S2H8þ 3CH �114 �500
Belite 2C2Sþ 9H-C3S2H8þCH �43 �250
C3A C3Aþ 3C %SH2þ 26H-C6A %S3H32 2C3AþC6A %S3H32þ 4H-3C4A %SH12 �365 �1350
Ferrite C4AFþ 15H-C4(A3F) %SH12þ (A,F)H3 �403 �200

Figure 3
Rate of hydration of the clinker compounds.
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cement grains but also grows in the pore space
(Fig. 4). Under special conditions crystallization of
larger amounts of ettringite can cause premature
stiffening because of physical interlocking of the nee-
dle-like crystals. The continuous matrix of hardened
paste is formed as C–S–H coatings at the surface of
calcium silicate particles merge as hydration pro-
ceeds. Calcium hydroxide grows in the water-filled
voids between the hydrating particles. The approxi-
mate composition of the paste is given in Table 4.

C–S–H is amorphous colloidal material with high
surface area and small particle size; these features can
be seen only with an electron microscope. It has a
large volume of intrinsic microporosity (B25 vol.%),
which lowers its intrinsic strength and causes volume
instability on drying. To a large extent, the material
properties of concrete reflect the properties of
C–S–H. In contrast, massive crystals of calcium
hydroxide can be readily seen, even by optical micro-
scopy. Calcium hydroxide contributes to strength be-
cause it fills voids, but it is highly soluble. The pres-
ence of soluble alkali salts makes the concrete pore

Table 4
Composition of hardened paste (water–cement weight ratio, w/c¼ 0.5).

Volume component Percent Remarks

C–S–H 55 Continuous matrix: high intrinsic porosity; amorphous
CH 20 Large crystals (0.01–1mm)
Calcium sulfoaluminate hydrates 10 Small crystals (1–10mm)
Capillary porosity B15 Depends on the amount of water used

Figure 4
Microstructure of hardened cement paste revealed by
scanning electron micrographs. (Courtesy of Dr. Paul
Stutzman, National Institute of Standards and
Technology).Upper panel: fracture surface of a 7-day
old paste. Ettringite needles are growing into waterfilled
pores and monolithic Ca(OH)2 on the right-hand side.
(� 2500)Lower panel: polished epoxy-impregnated
28-day old cement paste. Bright particles of unreacted
cement are surrounded by dark grey C–S–H. The matrix
between the particles is an intimate mixture of C–S–H
(dark grey) and Ca(OH)2 (light grey) (� 1000).

Figure 5
Accessibility of the pore volume of hydrated cement
paste as measured by mercury intrusion porosimetry.
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solution very alkaline, and this can reduce the dura-
bility of concrete in certain circumstances. The cal-
cium sulfoaluminate hydrates play a relatively minor
role in the behavior of hardened pastes, except when
sulfates are present.

All properties of concrete are affected by the
volume of capillary pores in the hardened cement
paste. The pores are interconnected, allowing water
and dissolved species to penetrate the concrete, with
potential adverse consequences for service life (i.e.,
durability). Transport properties such as water per-
meability and ionic diffusivity are controlled by the
size and volume of pores. A pore size distribution can
be obtained using mercury intrusion porosimetry
(Fig. 5). The volume of pore space accessible through
a pore diameter 40.1mm, and the pore diameter cor-
responding to the maximum rate of intrusion are the
main parameters controlling transport. The capillary
pore volume is controlled by the water–cement ratio
and the extent of hydration during curing. Capillary
pores also affect other properties as well (see Table 5).

4.1 Modification of Microstructure

The microstructure can also be modified by the use of
reactive aluminosilicate (mineral admixtures), such as
fly ash, silica fume, or granulated blast furnace slag.
These compounds contain amorphous silica and react
chemically to convert calcium hydroxide to C–S–H

(see Table 6). This the so-called pozzolanic reaction.
In addition, slag will react cementitiously to form
C–S–H directly. The C–S–H formed by mineral ad-
mixtures has a lower C/S molar ratio than that
formed by direct hydration.

Increasing the volume factor of C–S–H in the
microstructure reduces the overall porosity because
C–S–H has a lower specific gravity than Ca(OH)2. The
proportion of micropores and small mesopores also
increases. As a result such pastes have enhanced
resistance to the transport of water and dissolved spe-
cies, thereby creating more durable concrete. The re-
duction of the volume fraction of leachable Ca(OH)2
and of the pore solution also enhances durability.

5. Concluding Remarks

Portland cement is a calcium silicate cement formed
by high temperature reactions between limestone and
clay. The reaction of calcium silicates with water
(hydration) are responsible for the strength and du-
rability of concrete. Small quantities of alumina and
iron oxide which act as fluxing agents during man-
ufacture form calcium aluminates, which also react
with water. The hydration products are arranged
physically to form a solid structure with a network of
small pores. Hydration chemistry and the resulting
microstructure can be modified by the addition of
reactive aluminosilicates.

Table 5
Influence of paste porosity on concrete properties.

Pore component Size Effect on properties

Capillary pores
Macropores 40.1mm

(100 nm)
Permeability coefficient; Ionic diffusivities
Strength (also total porosity)

Large mesopores 10–100 nm Permeability coefficient; Ionic diffusivities
Drying shrinkage

Gel pores
Small mesopores 2.5–10 nm Drying shrinkage; Creep
Micropores o2.5 nm Drying shrinkage; Creep

Table 6
Mineral admixtures used in concrete.

Admixture Form of reactive silica Reaction

Fly ash– Class F
Class F

Aluminosilicate glass
Calcium aluminosilicate glass

Pozzolanic
Pozzolanic (cementitious)

Silica fume Amorphous silica (B20m2g�1) Pozzolanic
Granulated blast furnace slag Calcium aluminiosilicate glass Cementitious

þ pozzolanic
Calcined clay Amorphous silica (and alumina)

(B10m2g�1)
Pozzolanic

Rice husk ash Amorphous silica (B60m2g�1) Pozzolanic
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Precipitation from Austenite

In pure iron its f.c.c phase, austenite or g phase, is
stable between 912 1C and 1394 1C. This situation is
significantly changed by the addition of alloying
elements. For instance, the addition of C expands the
austenitic phase field, allowing a relatively wide range
of temperatures and C contents within which the
austenite remains stable. In iron–carbon alloys and
also in low alloy steels the austenitic field is mainly
important for the steel processing. For example,
‘‘austenitizing’’ is normally an important step in heat-
treating. In addition, hot working is normally carried
out in the austenitic field. The addition of a large
concentration of alloying elements, notably g phase
stabilizers such as C, Ni, and Mn, can cause the steel
to remain at least partly austenitic down to the room
temperature.

The microstructure of the austenitic steels at room
temperature following rapid cooling from the solu-
tion annealing temperature consists primarily of a
polycrystalline matrix with low stacking fault energy.
However, even after rapid cooling, austenite is rarely
the only phase present. Nonmetallic inclusions and
possibly some undissolved carbides or some carbides
and nitrides, ‘‘primary precipitates,’’ which precipi-
tate from the melt during solidification can also be
present. Given sufficient time and temperature, other
phases often precipitate from the austenite, ‘‘second-
ary precipitates,’’ such as carbides, nitrides, borides,
and also intermetallic phases. Of course, ferrite and

martensite formation can sometimes occur, but these
are the subjects of other articles in this encyclopedia
(see Ferrous Alloys: Overview, Martensite). In this
article, the most common precipitation reactions
from the austenite are discussed, emphasizing pre-
cipitation from high alloy iron-base austenites. High-
temperature precipitation of carbides/nitrides result-
ing from microalloying additions to low alloy
austenite is also presented briefly.

1. Precipitation from High Alloy Austenite

Some common high alloy austenitic systems are:
Fe–Cr (15–28wt.%)–Ni (6–35wt.%) or Fe–Cr
(15–28wt.%)–Ni (8–35wt.%)–Mo (1–7wt.%) that
form the basis of austenitic stainless steels; Fe–Cr
(11–30wt.%)–C (1.8–3.6wt.%) that form the basis of
the high-chromium white cast irons; and Fe–Mn
12–20wt.%)–C (1–2wt.%) with Mn:C ratio about
10 : 1, these high-manganese austenitic steels have been
employed as wear-resistant materials since the original
austenitic manganese steel (Fe–1.2wt.%C–12%Mn)
was invented by Sir Robert Hadfield in 1882. These
alloys, in which austenite is the main phase at room
temperature, were chosen as representative of the

Figure 1
Main heat treatments and transformations that occur in
austenitic stainless steels between room temperature and
the liquid state (after Padilha, Plaut, and Rios).
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diverse compositions that high alloy austenite might
have. Austenite with even higher alloy contents can be
found in the ‘‘superaustenitic’’ austenitic stainless
steels containing high amounts of Cr, Ni, Mo, and
N, resulting in an iron content close to or less than
50wt.% (Heino et al. 1999, Lee et al. 2000). ‘‘Super-
austenitic’’ austenites will not be treated here but the
main difference between these alloys and those treated
here, from the viewpoint of precipitation, is a greater
tendency of these alloys to form intermetallic phases
owing to their higher alloy content. Precipitation from
high alloy austenite has been the subject of two recent
reviews (Sourmail 2001, Padilha and Rios 2002),
another recent review discusses the effect of deforma-
tion on the precipitation (Padilha et al. 2003). The
main transformations that occur in a high alloy
austenite are summarized in Fig. 1, of which only
the precipitation reactions are discussed in this article.

The most common carbides/nitrides/borides and
intermetallic phases that precipitate from high alloy
austenite are listed in Table 1. The corresponding
crystal structure, composition range, and typical
lattice parameter are also shown, together with
examples of common systems of engineering rele-
vance in which such a phase is likely to form.

1.1 Carbide Precipitation

M23C6 (M¼Cr, Fe, Mo)
The C solubility in Fe–Cr–Ni austenite is 0.15wt.%
at 1100 1C but less than 10 ppm at 600 1C in austenitic
stainless steels. Therefore, when the steel is aged
at 550–900 1C, precipitation of M23C6 carbides is
unavoidable (Weiss and Stickler 1972, Peckner
and Bernstein 1977). The precipitation of M23C6

occurs mainly on grain boundaries, incoherent twin

Table 1
The crystal structure, lattice parameters, composition, and occurrence of carbides, nitrides, borides, and intermetallic
phases in austenitic alloys.

Phase Crystal structure
Typical lattice

parameters (nm) Composition
Example of
occurrence

Carbides
MC f.c.c. a0¼ 0.4328 Ti(C,N); Nb(C,N) AISI 321; 347
M6C (Z) f.c.c. a0¼ 1.095–1.128 (Fe,Cr,Mo)6C AISI 316
M23C6 f.c.c. a0¼ 1.057–1.068 (Fe,Cr,Mo)23C6 AISI 316; 304
M7C3 Pseudo-hexagonal a0¼ 1.398 (Fe,Cr)7C3 Fe–18wt.%Cr–3wt.%C

c0¼ 0.4541–0.4511 Fe–12wt.%C–1.1wt.%C
M3C Orthorhombic a0¼ 0.452 (Fe,Mn,Cr)3C

b0¼ 0.509
c0¼ 0.674

Nitrides
MN f.c.c. a0¼ 0.4240 TiN AISI 321
M2N Hexagonal a0¼ 0.478 (Cr,Fe)2N Fe–25wt.%Cr–

5.5wt.%Ni–0.87wt.%N
c0¼ 0.444

Borides
M2B Orthorhombic a0¼ 1.458 (Cr,Fe)2B AISI 304þB

b0¼ 0.738
c0¼ 0.4245

M3B2 Orthorhombic (Cr,Fe,Mo)3B2 AISI 316þB

Intermetallic phases
s b.c. tetragonal a0¼ 0.87–0.92 (Fe,Ni)x (Cr,Mo)y AISI 304; 316

c0¼ 0.4544–0.48
w b.c.c. a0¼ 0.8807–0.892 (Fe,Ni)36Cr18Mo4 AISI 316
Laves (Z) Hexagonal a0¼ 0.473–0.474 Fe2Mo; Fe2Nb; AISI 316

c0¼ 0.727–0.785 Fe2Ti
G f.c.c. a0¼ 1.122–1.124 Ni16Nb6Si7;Ni16Ti6Si7 AISI 316
R Hexagonal a0¼ 1.093 (Fe,Cr,Mo) 22wt.%Cr–8wt.%Ni–3wt.%Mo

c0¼ 1.9342
g0 f.c.c. a0¼ 0.3605 Ni3(Al,Ti) Alloy 800

(Weiss and Stickler 1972, Peckner and Bernstein 1977, Harries 1981, Marshall 1984, Davis 1994, Villars et al. 1995).
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boundaries, coherent twin boundaries, and disloca-
tions. The M23C6 carbide precipitates normally
exhibits the following orientation relationship with
the matrix:

f100gg8f100gM23C6 and /100Sg8/100SM23C6

Extensive grain boundary precipitation of M23C6 is
undesirable, since the regions in the neighborhood of
the grain boundaries become impoverished in Cr and
therefore susceptible to intergranular corrosion and
to the formation of martensite upon cooling. This
typical situation is illustrated in Fig. 2. The main
engineering consequences of M23C6 precipitation are
degradation of intergranular corrosion resistance and
reduction in tensile properties, especially ductility and
toughness (Marshall 1984). In order to prevent such
precipitation, one can either lower the C content of
the alloy or add elements that are able to form the
more stable MC type carbides such as Nb or Ti.
Although these measures can reduce the amount of
M23C6 precipitation and prevent sensitization, it is
rarely possible to avoid completely M23C6 precipita-
tion on account of its fast precipitation kinetics.

(a) M6C (M ¼ Mo, W, Fe, Nb, V)
The carbides of the type M6C are often found in
austenitic stainless steels containing Mo, W, and Nb,
especially Mo. The M6C carbide invariably contains
more than one metallic element and is usually
represented by the formulas A3B3C or A4B2C.
Nitrogen additions are believed to favor the M6C
precipitation to the detriment of M23C6, because the
former is able to dissolve more N than the latter. As

M23C6 absorbs Mo during aging and the Mo content
in M23C6 exceeds a certain threshold, an in situM23C6

- M6C transformation is possible (Weiss and
Stickler 1972, Peckner and Bernstein 1977). It is
important to mention that comparatively less atten-
tion has been given to this type of carbide in the
literature, because it is not found (or sometimes found
only in small quantities) in most of the stainless steels.
With the advent of the ‘‘superaustenitic’’ stainless
steel, which contains high levels of Mo and N, it is
likely that more investigations will be done on this
type of carbide and its effects on properties.

MC (M ¼ Ti, Zr, Hf, V, Nb, Ta)
The MC carbides are very stable and may be present
in the microstructure of the stabilized austenitic
stainless steels, such as the Ti-stabilized AISI 321
and the Nb-stabilized AISI 347. In these steels, the
formation of these carbides is aimed at reducing or
preventing the precipitation of M23C6 as mentioned
above. They basically show two types of distribution:
(i) a coarse dispersion, 1–10mm in size, of primary
particles formed during solidification; and (ii) a fine
dispersion, 5–50 nm in size, of secondary precipi-
tates. In the stabilized steels, part of the primary
carbides can be dissolved during the solution anneal-
ing heat treatment, at temperatures ranging from
1050 1C to 1150 1C, and them reprecipitate as fine
secondary precipitates during the aging heat
treatment or when these materials are subject to
high-temperature applications. The MC carbide
precipitation is predominantly intragranular, on
dislocations and stacking faults. Figure 3 shows

Figure 2
Grain boundary M23C6 precipitates in an austenitic
stainless steel observed using transmission electron
microscopy (after Padilha and Rios).

Figure 3
(Ti, Mo)C carbides precipitation on dislocations in a
Ti-stabilized austenitic stainless steel observed by
transmission electron microscopy (after Padilha and
Rios).
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(Ti,Mo)C precipitates on dislocations in a
Ti-stabilized austenitic stainless steel. Although the
lattice parameter differences between the matrix and
the MC carbides are higher than 10%, a cube-on-
cube orientation relationship is frequently found
between the MC and parent austenite. This type of
carbide has a particularly large resistance to coarsen-
ing (Harries 1981).

(b) M3C (M¼Fe, Mn, Cr) and M7C3 (M¼Cr,
Fe)

The carbides of the type M3C are not found in
austenitic stainless steels and carbides of the type
M7C3 (M ¼ Cr, Fe) can be found only under
particular conditions, for very high C:Cr ratios, for
example, during carburizing. Both carbides can,
however, be found in high-Cr white cast irons that
are traditionally employed in applications where
there is a need for a high resistance to abrasive wear.
They contain 11–30wt.% of Cr and 1.8–3.6wt.% of
C, as well as additions of Mo, Mn, Ni, and Cu.

The as-cast microstructure consist of a dispersion
of primary and/or eutectic M7C3 and sometimes M3C
carbides in an austenitic matrix (Tabrett et al. 1996).
The as-cast microstructure can be significantly
changed by austenite destabilization heat treatments
(Tabrett et al. 1996, Powell and Bee 1996). These heat
treatments are carried out at B1000 1C for holding
times of several hours. During destabilization treat-
ments, there is precipitation of secondary carbides of
types M3C or M7C3 or even M23C6, decreasing the
alloying element concentration in the matrix, espe-
cially C. The type of the secondary carbide formed
depends on the matrix composition and the destabi-
lization temperature. In alloys containing a high Cr
content (425wt.%), there is a tendency to precipi-
tate M23C6 carbides, while in alloys with a Cr content
of 15–20wt.% there is a predominance of M7C3

carbides. These secondary carbides predominantly
precipitate on slip bands and subgrain boundaries
within the austenite. The secondary carbide precipi-
tation depletes the matrix of alloying elements and
increases the Ms temperature. As a consequence, after
the destabilization treatment, the matrix is mainly
martensitic but it can contain up to 35 vol.% of
retained austenite.

Most of the high-Mn austenitic steels have the
manganese content in the range of 12–20wt.% and a
C :Mn ratio of about 1 : 10. The solution heat
treatment, performed in the range 950–1100 1C and
followed by quenching, gives a microstructure free of
carbides. When the steel is held at 350–850 1C, there
is precipitation of M3C carbides (Yang and Choo
1994). In the lower-temperature range, 350–500 1C,
carbide precipitation occurs at grain boundaries and
at crystalline defects within the grains. Above 5001C,
pearlite formation can take place, depending on the
Mn content.

1.2 Nitride Precipitation: MN (M¼Zr, Ti, Nb) and
(Cr,Fe)2N

Nitrogen is added to stainless steels because it
improves mechanical properties and corrosion resis-
tance, and also because it is a strong austenite
stabilizer. Up to 0.8wt.%, N can be dissolved in
austenitic stainless steels without causing cleavage
cracking at cryogenic temperatures and loss of
toughness.

The nitrides that form in the austenitic stainless
steels can be grouped into two classes: (i) primary
nitrides of type MN (M¼Zr, Ti, Nb), formed in
stabilized steels containing residual amounts of N
(o0.1wt.%) and (ii) secondary nitrides of the type
M2N (M¼Cr, Fe), which precipitate in stainless
steels containing high N (0.2–0.8wt.%). The MN
nitrides have the same crystalline structure as the
MC carbides, but they are even more stable and
do not dissolve during solution annealing. The
solubility of N in Fe–Cr–Ni or Fe–Cr–Mn–Ni
austenites decreases considerably with temperature.
The (Cr,Fe)2N nitrides can precipitate continuously
or discontinuously (Jargelius-Pettersson 1996, Ma-
chado and Padilha 1996). The N depletion of the
matrix due to precipitation of nitrides can make
the austenite unstable and it can make possible the
formation of ferrite at aging temperatures (Machado
and Padilha 1996).

Finally, it must be mentioned that N in solid
solution delays the precipitation of phases which do
not dissolve or dissolve very little N, such as M23C6,
s, w, and Laves.

1.3 Boride Precipitation: (Cr,Fe)2B and
(Cr,Fe,Mo)3B2

The positive influence of small additions, 10–80 ppm,
of boron on the creep behavior and hot workability
of austenitic stainless steels is well established.
Nonetheless, if the boron content is too high, it
may cause the formation of low melting point (1150–
1225 1C) eutectics, which may cause hot shortness
during hot working and welding (Marshall 1984).
When held at 650–1050 1C, stainless steels containing
more than B30 ppm of B are susceptible to the
precipitation of two types of orthorhombic borides:
(Cr,Fe)2B and (Cr,Fe,Mo)3B2. M2B is found more
frequently and the M3B2 occurs only in steels with
higher Mo contents. The (Cr,Fe)2B phase precipitates
chiefly on the grain boundaries. When it precipitates
within the grain, it is often found to form at the
incoherent phase boundaries of primary carbides
(Padilha and Schanz 1980). The beneficial effects of B
are normally associated with B in solid solution. The
volume fraction of borides is very small and has no
significant effect on mechanical properties. Notwith-
standing in nuclear applications the amount and the
distribution of boron are important (Padilha and
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Schanz 1980). The reason for this is that the 10B
isotope can react with neutrons producing He, which
causes high-temperature embrittlement.

1.4 Precipitation of Intermetallic Phases

The precipitation of intermetallic phases from auste-
nite is normally associated with undesirable conse-
quences like matrix impoverishment in alloying
elements such as Cr, Mo, and Nb and loss of ductility
and toughness. Exceptions are the g0-Ni3(Al,Ti) and,
to a lesser extent, the Laves phases, Fe2Nb, since their
precipitation can result in precipitation hardening.
Precipitation of intermetallic phases is slower than
that of M23C6. As shown in Fig. 4, M23C6 can start to
precipitate in less than an hour whereas intermetallic
phases can take over a hundred hours to start.

(a) Sigma (s) (Fe–Cr and Fe–Cr–Mo)
The s-phase appears in several binary, tertiary, and
quaternary systems such as Fe–Cr, Fe–Mo, Fe–V,
Fe–Mn, Fe–Cr–Ni, Fe–Cr–Mo, Fe–Cr–Mn, and
Fe–Cr–Ni–Mo. A typical s phase chemical composi-
tion, found in the AISI 316 or 316L austenitic
stainless steels, is the following (in wt.%): Fe¼ 55%,
Cr¼ 29%, Mo¼ 11%, and Ni¼ 5% (Weiss and
Stickler 1972). Alloying elements such as Cr, Mn,
Mo, W, V, Si, Ti, Nb, and Ta favor s phase
formation, whereas Ni, Co, Al, C, and N retard its
precipitation. Sigma phase precipitation in austenitic
stainless steels occurs between 600 1C and 900 1C. It
precipitates mainly on grain boundaries and inco-
herent twin boundaries, and its morphology is usually
equiaxed. Sigma phase precipitation has a very slow

kinetics and its formation can take hundreds and
sometimes thousands of hours, see Fig. 4. There are
at least three reasons for these slow kinetics: (i) C and
N are insoluble in the s phase, as a consequence, s
phase normally appears only after carbide and nitride
precipitation has already taken place and the matrix
is impoverished of C and N; (ii) its nucleation is
difficult on account of its crystal structure being
complex and very different from the parent austenite;
and (iii) it is very rich in substitutional elements, thus
requiring protracted diffusion times.

(b) Chi (w) (Fe–Cr–Mo and Fe–Cr–Ti)
The w phase is formed in the same temperature range
of the s phase (Weiss and Stickler 1972, Peckner and
Bernstein 1977, Marshall 1984). Similarly to the case
of M6C carbide mentioned above, w phase precipita-
tion can only occur if Mo or Ti is present. Its
composition is similar to that of the s phase but, in
contrast to s phase, C can dissolve in the w phase.
Due to this property, the w phase was classified in
the past as a carbide type M18C. The w phase is found
to form mainly on the grain boundaries, incoherent
twin boundaries, coherent twin boundaries and on
dislocations within the matrix. The w phase exhibits
the following orientation relationship with austenite
in the case of intragranular precipitation:

ð111Þg8ð110Þw; ½0 1 %1�g8½%1 1 0�w; ½%211�g8½001�w

Owing to its ability to dissolve C and also to its
easier nucleation, w-phase precipitation, when it
occurs, precedes s phase formation.

Figure 4
Time–temperature–precipitation diagram of the AISI 316 austenitic stainless steel solution annealed for 1.5 h at
1260 1C and water quenched prior to aging (after Weiss and Stickler). The stability regions of the various precipitated
phases are represented by C-curves. s¼ sigma phase, w¼ chi phase, Z¼ eta phase (Laves phase).
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(c) Laves (Fe2Mo, Fe2Nb, and Fe2Ti)
Fe2Mo is the most common Laves phase type that
precipitates in stainless steels. Nevertheless, in stabi-
lized steels, depending on the ratio Ti:C or Nb:C, the
Laves phases Fe2Ti and Fe2Nb can also be found
(Weiss and Stickler 1972, Peckner and Bernstein
1977, Harries 1981, Marshall 1984). Its precipitation
is favored by Si additions and retarded by C dissolved
in the matrix. The precipitates can be found
occasionally on coherent twin boundaries and grain
boundaries but predominantly in the interior of the
grains. The appearance of Laves phases causes some
precipitation hardening and exhibits the following
orientation relationship with austenite:

ð111Þg8ð0001ÞFe2Nb; ½%110�g8½10 %1 0�Fe2Nb

or

ð111Þg8ð10 %13ÞFe2Mo; ½%12 %1�g8½%12 %10�Fe2Mo

(d) Other intermetallic phases
Other intermetallic phases can be observed in
austenitic steels such as g0, G, and R phases (Harries
1981). For example, g0 (Ni3(Al,Ti)), which is coherent
with the parent austenite matrix, can be used for
precipitation strengthening on some higher-Ni auste-
nitic Fe–Cr–Ni alloys containing Ti and Al, such as
Alloy 800. In another context, g0 (Ni3Si) can be
induced by neutron or charged particles irradiation at
temperatures in the range 350–750 1C. Such an
irradiation can also induce the precipitation of M6C
and G (Ni16Nb6Si7 or Ni16Ti6Si7) phase. The R phase
can also be observed under some special circum-
stances and has been found as a consequence of aging
certain austenitic weld metals at 500–900 1C.

2. Precipitation from Low Alloy/Microalloyed
Austenite

The addition of small amounts (p0.1wt.%) of strong
carbide/nitride formers elements such as Nb, Ti, V,
and Zr, with Al also normally present, to the
austenite (‘‘microalloying’’) is extremely important
in commercial low alloy steels. Their main role is to
precipitate from austenite-forming carbides/nitrides
or complex carbonitrides. The solubility of these
elements is small, so that high austenitizing tempera-
tures in excess of 1100 1C are usually required. The
lowest solubility product is that of TiN followed by
NbC, TiC, and VN, with VC being by far the most
soluble carbide(Rios, 1991). Precipitation processes
from the austenite can be divided in three groups:

(i) Precipitation from undeformed austenite: this
can happen after reheating of the steel or during
cooling from a high soaking temperature. The
carbides/nitrides formed in this way, with size

B20 nm, are intended to restrain grain growth by
pinning the grain boundaries (Rios 1987).

(ii) Precipitation from deformed austenite: it is
normally accepted that deformation significantly
accelerates precipitation. In turn, this precipitation
can delay the onset of austenite recrystallization that
is invaluable for the controlled rolling of the austenite
(Hansen et al. 1980).

(iii) Precipitation during austenite–ferrite transfor-
mation: if enough alloying element remains in solid
solution after high-temperature processing, carbide/
nitride precipitation can occur during the austenite–
ferrite transformation. These precipitates form at the
austenite–ferrite transformation front resulting in
precipitates arranged in parallel planes, which is
often called interphase precipitation (Honeycombe
1976). Although this sort of morphology is common
in microalloyed steels, particularly those containing
V, it is not restricted to them. Interphase precipita-
tion has also been found in a variety of systems
including those in which the precipitates were not
carbides or nitrides such as Fe–Cu.

For the sake of completeness, one should mention
that interphase precipitation is not the only way that
carbides can form as a consequence of austenite–
ferrite transformation. When alloy content is low and
the reaction kinetics is fast, one often observes that
precipitation occurs in the ferrite behind the ferrite/
austenite interface. On the other hand, for higher
alloying contents and slower reaction kinetics, fiber-
shaped precipitates can form (Honeycombe 1976).

In practice, more than one microalloying element is
often added, each for a different purpose. Hence, the
low solubility of TiN makes it a good choice to
restrain grain growth during reheating. Nb(C,N) is
only sparingly soluble below 1000 1C, and it is a good
choice if one wishes either to restrain grain growth
below this temperature or more importantly to
precipitate in deformed austenite. VC, on the other
hand, is much more soluble and is added so that it
can remain in solution and precipitate later, forming
a fine hardening dispersion in the ferrite. The
presence of more than one alloying element can
result in the precipitation of complex multicompo-
nent carbonitrides such as (Nb,V)(C,N) or (Nb,Ti)
(C,N) (Zou and Kirkaldy 1991). The solubility of
those complex carbonitrides can be found to a first
approximation from the solubility of the individual
carbides and nitrides (Rios, 1991).

Finally, Nb and Ti can be added to low alloy
steels to form carbides and nitrides with a totally
different purpose. In the ‘‘interstitial free’’ steels,
Nb and Ti are added to act as ‘‘scavengers’’ for C
and N. They form low-solubility precipitates that
result in an almost interstitial free ferrite. This idea is
actually very similar to the one used earlier in
stainless steels in which MC formers were added with
the purpose of combining with excess C and in this
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way trying to prevent M23C6 precipitation as pre-
viously noted.

3. Summary

Precipitation from high alloy austenite can result in a
variety of carbides/nitrides/borides and intermetallic
phases. The kind of precipitate formed is mainly
dependent on the composition of the austenite, the
temperature and the relative kinetics of precipitation
of the diverse phases. One interesting point is that
precipitation reactions, with the exception of pre-
cipitation hardening reactions, are normally undesir-
able and often lead to the degradation of some
material property. In spite of this, such reactions are
often unavoidable, as they are associated with
processing or service conditions of the particular
austenitic system. In low alloy austenite, the situation
is comparatively more simple, as the most common
phases to form are carbides/nitrides. Nevertheless,
the engineering importance of these microalloyed
systems is such that detailed knowledge is required.
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Sheet Steel: Low Carbon

Low-carbon steel sheet is available for use in both
the hot-rolled condition and, after subsequent cold-
rolling, annealing, and possibly coating. Modern
processing provides a high degree of control of both
chemistry and processing to enable a wide range
of grades with different combinations of strength and
formability to be produced. Close control of gauge,
width, shape, and flatness is also achieved. It is
the ability of low-carbon steel, however, to be formed
economically and satisfactorily into a wide range
of complicated shapes without splitting, necking, or
wrinkling that is ensuring its continued use as a major
engineering material. Other advantages include low
cost, high elastic modulus, and good energy absorb-
ing characteristics.

Sheet steels are supplied in two main categories:
low-strength or mild steels for which the main re-
quirement is a satisfactory minimum level of form-
ability; and high-strength steels with, as expected, a
minimum level of strength. Formability itself has two
important aspects—drawability and stretchability.
Drawability is usually characterized by the mean
Langford value (often known as the r-value) and
depends mainly on developing a suitable orientation
texture containing a high proportion of (111)-oriented
grains and a low proportion of (100)-oriented grains.
Stretchability, usually characterized by the elongation
value in a tensile test or the work hardening coefficient
n, is mainly influenced by the strength of the steel
and the strengthening mechanisms used to develop the
strength. Some of the relationships between strength
and elongation in a tensile test for different types
of steel are illustrated in Fig. 1 while equivalent
relationships between strength and drawability (mean
r-value), are illustrated in Fig. 2. These figures show
that there is a general reduction in formability with
increasing strength and that steels strengthened by dif-
ferent mechanisms are able to develop various ranges
of strength to provide different combinations of
strength and formability.

1. General Processing Considerations

Almost all sheet steel is now made using a continuous
casting process to produce slabs 200–250mm thick.
After cooling these slabs are usually reheated to
temperatures up to 1250 1C for hot rolling. The first
stage of hot rolling, called roughing, reduces the
thickness usually into the range 30–45mm and the
second stage, called finishing, reduces the thickness to
the final hot-rolled gauge required, often in the range
1–2mm up to 5–12mm. The steel leaves the last stand

of the hot mill at a finishing temperature which
is determined by metallurgical requirements. Water
cooling is then used along a runout table to achieve
the required temperature for coiling. Over the last few
years thin-slab casting processes have been introduced
in a few steel plants which enable intermediate gauges,
usually obtained by roughing, to be cast directly.

Cold rolling is used for gauges usually in the range
0.4–3mm using cold reductions of 50–80%. During
cold rolling the steel becomes hard and loses its
ductility; therefore an annealing process is used to
restore ductility and to develop almost the final
properties. In the batch process several tight coils are
stacked on a furnace base and heated and cooled
under a protective atmosphere, the complete process

S

Figure 1
Strength–ductility balance of high-strength steel (after
Shimada et al. 1996).

Figure 2
Relationship between mean r-value and tensile strength
(after Takechi 1990).
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usually taking several days. In the continuous process
each coil is uncoiled and then recoiled after passing
through a furnace, the complete process taking
several minutes. After annealing, cold-rolled steels
may be given a light cold reduction, called temper
rolling, primarily to remove the yield point but also to
improve flatness and develop the required surface
roughness and texture. Cold-rolled and annealed steel
would normally have a better formability, gauge
control, flatness, and surface than a hot-rolled steel
but the former would have a higher cost due to the
additional processing.

2. Mild Steel

2.1 Hot-rolled Mild Steel

The most formable standard grade of hot-rolled
mild steel often contains 0.03–0.06% carbon, 0.003–
0.006% nitrogen, 0.2–0.3% manganese, and 0.03–
0.06% aluminum and is processed using a moderately
high coiling temperature (B650 1C). An austenite with
a relatively coarse grain size is produced at the slab
reheat stage, which, during hot rolling, recrystallizes
between each deformation pass to give a smaller grain
size. A moderately fine grain size is finally produced
after transformation to ferrite depending on the time
to the onset of water cooling, the cooling rate (which
depends on thickness), and the coiling temperature.
The orientation texture is usually fairly random with
the result that mean r-values are low and close to
unity. The drawability is, therefore, moderate. Lower
formability and slightly higher-strength grades are
produced by relaxing the upper carbon and manga-
nese limits, whereas a superior formability grade may
be produced by combining the interstitial nitrogen
with a small addition of titanium or boron.

2.2 Cold-rolled Mild Steel

There are two main types of cold-rolled mild steel.
The first is the more traditional type described as
aluminum-killed (AK) steel, in which the carbon is
relatively free in the structure and may form iron
carbides. The second, called interstitial free (IF) steel,
contains a strong carbide-forming element such as
titanium and/or niobium to combine with some or all
of the carbon and nitrogen. IF steels of today usually
contain ultralow levels of carbon and nitrogen (both
o0.003%), whereas the AK mild steels have carbon
contents above 0.015% and often higher, depending
on the properties required and the annealing method
to be used. IF steels often have mean r-values above
2.0 and are used for the most difficult forming
applications. The highest r-values of AK steels are
usually a little below 2.0 but grades with mean
r-values as low as 1.0 may be obtained depending
mainly on the composition and annealing method

used. These grades are clearly used for applications
requiring modest formability.

(a) Interstitial free mild steels
The IF steels produced in the early 1970s generally

contained about 0.01% carbon and needed more than
a stoichiometric ratio of titanium to carbon, nitrogen,
and sulfur to give the high mean r-values. The use
of the ultralow carbon contents indicated above has
enabled reasonably high r-values to be obtained with
the addition of less than a stoichiometric amount
of titanium, but higher r-values can still be obtained
using more than a stoichiometric addition. When
niobium is used, separately or in combination with
titanium, there is evidence that optimum r-values
and values of elongation are obtained with niobium:
carbon atomic ratios of less than unity.

The use of low slab reheat temperatures and high
coiling temperatures with IF steels leads to superior
forming properties, but a finer hot-band grain size
also leads to higher r-values. Such a grain size may be
obtained by cooling rapidly as soon as possible after
the steel emerges from the last stand of the hot mill,
commonly referred to as ‘‘early cooling.’’

All IF steels develop the highest r-values when
high cold reductions, such as 80%, are used. Similar
compositions and prior processing may be used for
both batch or continuous annealing and similar
properties are obtained, but most IF steels are
continuously annealed. In general, the annealing
requirements of IF steels are not critical and this
makes them particularly suitable for processing on
hot dip coating lines if a very formable product is
required. Properties improve, however, with increas-
ing annealing temperature and temperatures up to
850 1C are often used. IF steels do not normally
exhibit a yield point. They require, therefore, only
the minimum of temper rolling to improve shape
and impart the required surface roughness. Many IF
steels are also completely non-aging unless specific
measures are taken to develop bake hardening (see
below).

(b) Aluminum-killed mild steel
Aluminum-killed mild steels may also be processed

by batch or continuous annealing. The metallurgical
requirements are, however, completely different for
the two processes if optimum formability is to be
obtained. With the older batch annealing method, the
most important requirement is that aluminum and
nitrogen must be held in solution in the hot-rolled
coil. Aluminum nitride is then able to cluster or pre-
cipitate during slow heating to influence the recry-
stallization process to give high r-values. Retaining
aluminum nitride in solution is achieved by the use of
a high slab reheat temperature close to 1250 1C and a
low coiling temperature, usually below 600 1C.
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Optimum properties are usually obtained with 0.003–
0.006% nitrogen and 0.025–0.04% soluble aluminum.
Carbon contents are usually close to 0.03–0.04%,
though higher carbon contents may be used for lower
formability grades. With all of these carbon contents,
the carbon that is taken into solution at the annealing
temperature is able to reprecipitate almost completely
during the long slow cool to room temperature. The
steel then becomes completely nonaging. Cold reduc-
tions close to 70% are often used since higher and
lower cold reductions tend to give lower r-values. The
final temper rolling must be sufficient to remove the
yield point. About 0.8% reduction in thickness is
often used.

There are two important requirements for achiev-
ing optimum properties in AK steel by continuous
annealing. First, the nitrogen must be combined as
aluminum nitride in the hot-rolled coil to give low
interstitial nitrogen contents and second, the carbides
must be coarse. The coarse carbides dissolve slowly
during the rapid heating. Recrystallization is then
able to take place in a substantially interstitial-free
matrix (before the carbides have dissolved) to give
an adequately coarse grain size and a beneficial
texture, to give relatively high r-values. The presence
of aluminum nitride and a low interstitial nitrogen
content in the hot band is promoted by the use of
a low slab reheat temperature (down to 1100 1C and
below) and sometimes a high aluminum content (up
to 0.09%). Both of these factors minimize the dis-
solution during slab reheating of the aluminum
nitride formed previously. The most important
requirements are, however, that the total nitrogen
content is low (o0.003%) and that the coiling tem-
perature is high, well above 700 1C. This enables
aluminum nitride to form as the steel cools below the
coiling temperature. The coarse carbides are also
obtained by the use of the high coiling temperature.

The properties of continuously annealed AK steels
benefit from high cold reductions and high annealing
temperatures like IF steels, but unlike IF steels the
final properties depend critically on the cooling part
of the annealing cycle. This must be designed to
reprecipitate the carbon that goes into solution at the
annealing temperature as completely as possible. To
achieve this, the steel is first cooled slowly at about
10 1C s�1 to approximately 675 1C to maximize the
carbon in solution. This is followed by rapid cooling,
ideally at about 100 1C s�1, to a temperature usually
below 450 1C. This minimizes the amount of carbon
reprecipitated during cooling to maximize the driving
force for the nucleation of fine closely-spaced
carbides within the grains. These are then able to
grow by short-range diffusion. If cooling to about
400 1C or above is used the steel is allowed to cool
slowly to about 350 1C over 2–3minutes to allow the
carbon to precipitate. If temperatures close to 250 1C
or below are used, the steel is reheated to about
350 1C or above and then allowed to cool slowly over

approximately two minutes before rapid cooling
to room temperature. Cooling to 250 1C instead of
400 1C leads to the nucleation of more closely spaced
carbides and the use of reheating enables them to
grow rapidly by taking advantage of a higher diffusion
rate. The reprecipitation of carbon then becomes more
complete and the steel is less likely to be subject to
strain aging. Carbon contents close to 0.01% lead to
poor reprecipitation of carbon even with a potentially
good cooling sequence. To give the best possible
properties, carbon contents tend, therefore, to be in
the range 0.015 to 0.025%. The use of relatively low
manganese contents such as 0.15% can lead to the
formation of relatively more fine manganese sul-
fide precipitates which may act as easy sites for the
nucleation of new carbide precipitates during cooling.
A low manganese content is therefore beneficial.

The use of a high coiling temperature can lead to
operational problems. An addition of boron may be
used to form boron nitride, thereby providing an
alternative method of reducing the hot-band inter-
stitial nitrogen content without the need for a high
coiling temperature. The benefit to be obtained from
coarse carbides is, however, lost with the result that
this type of steel develops low r-values. Therefore it
may only be used for applications requiring relatively
low formability. All continuously annealed AK steels
exhibit a yield point as in the annealed condition.
They all, therefore, require about 1% temper rolling.

3. High-strength Steels

3.1 Solid Solution-strengthened Steels

Each type of cold-rolled and annealed mild steel may
be given a modest increase in strength, to give yield
stresses usually in the range 220–300MPa, by the
addition of certain elements that remain in solution in
the final product. The element most commonly used is
phosphorus because it gives a worthwhile increase in
strength for small additions but the strength increase
may be supplemented by additions of manganese or
silicon. Boron may also be used in titanium IF steels.
The phosphorus addition is usually restricted to
below 0.1% to avoid problems with welding and
other potential problems. The main advantage of
these steels is that they retain r-values almost as high
as those of the mild steels from which they are derived
There is, however, the usual progressive drop in
formability with increasing strength even though this
tends to be less than for other strengthening mechan-
isms. There is some evidence for a niobium IF steel
that the decrease in r-value for a given increase in
strength is less for phosphorus than for manganese or
silicon, whereas for a titanium IF steel the decrease in
elongation is greater for phosphorus than for the
other two elements.

The base compositions of all these steels are usually
similar to those of the mild steels from which they are
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derived and the general processing requirements are
also the same. Thus, for example, a continuously
annealed solid solution-strengthened AK steel must
be hot-rolled to precipitate aluminum nitride in
the hot band if high r-values are to be obtained.
Similarly, a batch-annealed AK steel must be hot-
rolled to retain nitrogen in solution.

Additions of manganese or silicon may be used
to give small solid solution-strengthening effects in
hot-rolled steels but these additions are more usually
used in hot-rolled steels to influence transformation
characteristics.

3.2 Bake-hardening Steels

A bake-hardening steel is one that increases its
yield stress during a paint stoving operation after
forming by means of a strain-aging process. In the
as-delivered condition, therefore, the steel has the
formability of a relatively low-strength steel but
the performance in service of a steel with a higher
yield stress. The bake-hardening tendency is usually
measured by straining a steel by 2% and then baking
at 170 1C for 20minutes. The difference between the
flow stress after 2% strain and the lower yield stress
after baking is taken as a measure of the bake
hardening. The minimum levels of bake hardening
that are usually considered to provide a useful benefit
are 30–40MPa and maximum values usually used
are 50–60MPa. Higher values than these would lead
to excessive strain aging at room temperature with a
consequent loss in formability and the formation of
stretcher strain markings on forming, unless just-in-
time delivery is organized before forming.

Any steel that exhibits strain-aging will automati-
cally exhibit bake hardening but the commonly used
bake-hardening steels are based on solid solution-
strengthened steels. Their chemistry or processing
is modified, if necessary, to leave sufficient carbon
in solution after annealing to give the bake hardening.
It is usually considered that 5–20 ppm carbon in
solution is adequate to give sufficient bake hardening
but different values in this range are preferred by
different suppliers depending on other details of the
steel. Obtaining a suitable solute carbon content is
a natural consequence of the continuous annealing of
an AK solid solution-strengthened steel, since even an
optimized cooling path is not able to reprecipitate all
the carbon completely. A batch-annealed AK bake-
hardening steel may be obtained by reducing the
carbon content of the steel to about 0.01% or below.
The complete reprecipitation of carbon during slow
cooling then becomes difficult and sufficient carbon
remains in solution to give the bake hardening even
after the long slow cool. Batch annealing using
hydrogen as the protective atmosphere gives more
bake hardening than the older HNX gas annealing
due to the faster cooling rate with hydrogen.

Continuously annealed bake-hardening IF steels,
containing ultralow carbon contents, may be pro-
duced in several ways depending on the r-values
required but most of these steels are alloyed with
niobium and/or titanium. With the lower alloy addi-
tions, some of the carbon remains uncombined and
this carbon is available to provide the bake hardening.
With higher additions, most of the carbon is com-
bined with titanium or niobium prior to annealing.
The free carbon needed to provide the bake hardening
is then obtained during annealing by the use of a high
annealing temperature such as 850 1C or more, to take
carbon back into solution. The steel is then cooled
rapidly to minimize the reformation of precipitates on
cooling. As an example, a minimum cooling rate of
30 1Cs�1 from 850 1C is necessary to give adequate
bake hardening for a steel with a niobium:carbon
atomic ratio of unity. With a lower niobium to carbon
atomic ratio, such as 0.3, the very high annealing
temperature and the rapid cooling would not be
necessary but the resulting r-values would be lower.

The production of bake-hardening IF steels by
batch annealing is only possible using relatively low
alloy additions, since annealing temperatures ap-
proaching 850 1C are not possible with this annealing
method. Clearly obtaining a consistent level of bake
hardening becomes difficult when it depends on a
very precise control of steel chemistry.

3.3 Microalloyed or High-strength Low-alloy
(HSLA) Steels

A useful method of increasing the strength of a hot-
rolled steel is to increase the carbon and manganese
contents. The potential strength increase is, however,
limited if the content of these elements is restricted to
retain weldability, unless hard transformation pro-
ducts are obtained. A larger increase in strength may
be obtained by making small additions of niobium,
titanium, or vanadium combined with a suitable
choice of carbon, manganese, and nitrogen content.
These steels, called microalloyed or high-strength
low-alloy steels (HSLA steels), develop their strength
mainly by grain refinement, different amounts of
precipitation-strengthening, and a little solid solu-
tion-strengthening. They usually have yield stresses in
the range of 300–500MPa or more, but the most
commonly used grades have yield stresses a little
below the middle of this range.

The grain refinement in these microalloyed steels
arises from several mechanisms. At the slab reheat
stage, residual precipitates restrict grain growth. At
lower temperatures the recrystallization of austenite
between each rolling pass is restricted, mainly by
strain-induced precipitation but also by solute drag
effects. Greater deformation is then accumulated in
the austenite before recrystallization can take place
and this leads automatically to a finer austenite grain
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size. Finally, at sufficiently low temperatures, recrys-
tallization is completely inhibited. The final transfor-
mation to ferrite then occurs from an unrecrystallized
austenite, which again leads to a finer ferrite grain
size. It is generally considered that of the three
elements mentioned the greatest retardation of recrys-
tallization for a given addition occurs with niobium
and the least with vanadium. Niobium tends, there-
fore, to be the most commonly used element for
medium-to-large increases in strength but the effect
of niobium may be supplemented by vanadium to
provide additional precipitation-strengthening from
vanadium nitride if a very high yield stress (B500
MPa) is required.

Cold-rolled versions of microalloyed steels may be
obtained using either batch or continuous annealing
but for a given composition higher strengths are
usually obtained by continuous annealing. A con-
tinuously annealed product also has the potential for
giving more consistent properties. In general the
strength range possible with a cold-rolled and
annealed steel is lower than that for a hot-rolled
steel and it is useful to note that all HSLA steels have
low r-values. They cannot, therefore, be used for
applications requiring high drawability.

3.4 Transformation-strengthened Steels

A further method of producing higher-strength steels
is to develop a significant proportion (e.g., up to
20%) of hard transformation products in a matrix of
fine ferrite grains. The earliest of these steels to be
developed were called dual-phase steels in which the
second phase was martensite. These steels may in
principle be obtained directly from the hot mill in two
ways and by continuous annealing. In the first direct
method, a carbon–manganese steel is used containing
sufficient manganese and other additions (such as
chromium) to suppress the formation of bainite
during runout table cooling. The steel develops a
suitable structure of ferrite and high-carbon auste-
nite during the early stages of this cooling and the
austenite finally transforms to martensite after coiling
provided that the coiling temperature is below theMS

(martensite start) temperature (B250 1C). A difficulty
with this method is that not many hot mills are
able easily to achieve the required very low coiling
temperature. In the second direct method, the steel
is more highly alloyed with manganese, silicon, and
molybdenum to suppress the formation of bainite
even when a coiling temperature well above the MS

temperature is used. A difficulty with this method,
however, is that the relatively high silicon level often
leads to a poor surface in any hot-rolled product.
Neither method is, therefore, in common use.

Dual-phase ferrite–martensite steels are more easily
made after cold rolling by continuous annealing. A
suitable ferrite–high-carbon austenite microstructure

is developed by intercritical annealing and initial
slow cooling. The usual rapid cooling available on a
continuous annealing line enables the steel to be
cooled to below the MS temperature without the
formation of bainite and the austenite then trans-
forms to martensite.

More recently, a hot-rolled product has been
developed involving a final structure of ferrite and
up to about 20% of bainite. A carbon–manganese
steel is hot rolled using a low finishing temperature
but still in the austenite region, and a suitable ferrite–
high-carbon austenite is developed on the runout table
either by continuous cooling or by interrupted cooling
part way along the runout table. The use of a coiling
temperature usually in the range 400–450 1C enables
the austenite that is retained to transform to bainite.
This type of product is finding widespread application
in structural parts. An equivalent cold-rolled product
could be made by continuous annealing.

A further type of steel has been developed in which
the hard phase may be a mixture of retained austenite
and bainite. These steels may easily have a tensile
strength above 600–800MPa, depending on the
precise composition used, and are called multiphase
or TRIP steels (transformation-induced plasticity),
because the retained austenite transforms to marten-
site under the action of the forming strains required
to make a component. This leads to the good for-
mability already noted from Fig. 1. The steels needed
are based on a carbon–manganese composition but
with a high level of silicon or possibly aluminum to
suppress carbide precipitation. Processing on the hot
mill is similar to that for the ferrite–bainite steels
mentioned above. In this case, however, the gradual
formation of bainite after coiling leads to a further
buildup of carbon in the austenite yet to transform.
The result is that theMS temperature of this austenite
reduces to below room temperature. The austenite
is therefore retained in the structure after final
cooling. A difficulty with this type of hot-rolled steel,
however, is that it requires extremely close control of
hot-mill processing if acceptably consistent properties
are to be obtained, and so it is not yet in commer-
cial production. These types of steel may also in
principle be processed by continuous annealing for
which both the temperature and time for the partial
transformation of austenite to bainite after rapid
cooling would be under closer control. In this case
certain research has shown that a high holding time
is beneficial because the final austenite retained at
room temperature transforms gradually under the
action of forming strains, thereby imparting the
highest elongation. This is because austenite regions
with different carbon contents have different stabi-
lities in the presence of deformation.

Ultrahigh-strength steels are steels with a tensile
strength above about 1000MPa, though strengths
above 800–900MPa could also be regarded as ultra-
high strength. Two types are possible, depending on
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whether the structure consists primarily of martensite
or of bainite. However, each may contain a pro-
portion of the other phase together with ferrite or
retained austenite and may include precipitation
effects. These steels may be processed by continuous
annealing involving rapid cooling, using compositions
usually based on carbon, manganese, and silicon.

See also: Austenite Decomposition: Overall Kinetics
during Isothermal, and Continuous Cooling Trans-
formation
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Shell: Properties

Mollusk shells are exquisitely designed biocomposites
(biological ceramics) consisting of calcitic or aragoni-
tic CaCO3 and a small quantity of organic compo-
nents (the nonmineral portion of mineralized tissue is
referred to as the matrix in biological jargon). They
are very heavily mineralized hard tissue, the organic
components comprising as little as 1% of the shell
volume. According to the morphology and organi-
zation of the biominerals, mollusk shells can be di-
vided into five common shell microarchitectures:
crossed-lamellar, nacreous, prismatic, foliated, and
homogeneous (B�ggild 1930). The mechanical prop-
erties of shells with different structures vary consid-
erably (Jackson et al. 1988; Kuhn-Spearing et al.
1996). Compared with engineered ceramics or non-
biogenic (mineral) calcium carbonate, mollusk shells
exhibit an extraordinary work of fracture, several
orders of magnitude higher than ceramists have been
able to achieve in ceramic matrix composites. Such
impressive properties originate from their exquisite
microstructural design, essentially the organization of
the biominerals and the protein matrix.

1. Microstructural Design of Mollusk Shells

Mollusk shells invariably consist of a very thin
uncalcified layer, called the periostracum, which covers
the outer surface of the shell and an inner, much
thicker calcified layer. In the calcified inner layer, the
mineral phase constitutes well over 95% of the shell
mass, the remainder being the organic matrix. The
morphology and organization of the basic building
blocks for each shell structure are different. The
common characteristics of shell microstructures are
that the building blocks are very small, having char-
acteristic lengths of tens of nanometers to microns,
and are organized in an ordered arrangement in at
least one dimension (Gregoire 1972). The organic
matrix is present as a thin envelope or sheet sur-
rounding each mineral unit (Gregoire 1972). Here, we
describe three common structures: crossed-lamellar,
nacreous, and prismatic.

1.1 Crossed-lamellar Microstructure

The crossed-lamellar microstructure is the most com-
mon structure in mollusk shells, being represented in
B90% of gastropods and B60% of bivalves and is
considered to be at the pinnacle of mollusk evolution.
The mineral phase is generally aragonite (although
there are a few examples of calcitic crossed-lamellar
structures). The morphology of the basic mineral unit
is approximately rectangular or lathe-like. Structure
is present in the lamellar microarchitecture at five
different length scales, as will now be described.
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Figure 1(a) is a SEM image of a fracture surface
showing a cross-section of the crossed-lamellar struc-
ture taken from a specimen of Strombus gigas, the
pink queen conch native to Caribbean habitats; its
microstructure is depicted schematically in Fig. 1(b).
The five length scales present are the macroscopic
layers, the first-, second-, and third-order lamellae,
and twins within each third-order lamella. The basic

building blocks are the third-order lamellae. Many
parallel third-order lamellae form one second-order
lamella, and many parallel second-order lamellae
form one first-order lamella. Second-order lamellae
are rotated by B901 from neighboring first-order
lamellae; the orientations of first-order lamellae also
change by B901 from one macroscopic layer to its
neighboring layer.

Figure 1
(a) SEM image of the fracture surface of a bend specimen of the shell of Strombus gigas. (b) Schematic drawing of the
crossed-lamellar microarchitecture, including characteristic dimensions of the three lamellar orders. (O, M, and I refer
to outer, middle, and inner (adjacent to the animal) layers, respectively.)
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Figure 2
(a) SEM image of a polished, partially demineralized shell section from Strombus gigas showing interfaces separating
second-order lamellae (CC) and interfaces separating first-order lamellae (BCCB and BCB). The long axes of the
third-order lamellae are at an angle of about 451 to this polished section. These images confirm previous claims that
the organic matrix surrounds every crystallite and is present at every interface. However, the boundaries of the
second-order lamellae are thicker than the boundaries separating first-order lamellae. Within any second-order
lamella, protein matrix associated with third-order lamellae can also be seen. (b) TEM ‘‘end-face’’ image of an ion-
thinned specimen from the shell of Strombus gigas. The protein sheaths present between third-order lamellae are made
up of thin membrane-like organic sheets connected to thicker globular proteins. The globular features are arranged
along the top and bottom of each third-order lamella but not along the sides of these lamellae. The inset diffraction
pattern reveals that the vertical features present in every third-order lamella are ‘‘polysynthetic’’ growth twins.
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Shells with the crossed-lamellar structure contain
onlyB1 vol.% organic material, which is distributed at
the interfaces between first-order lamellae, the inter-
faces between second-order lamellae and the interfaces
between third-order lamellae. Figure 2(a) is a SEM
micrograph of a polished and partially demineralized
sample from Strombus gigas. C-C in the micrograph
are the boundaries separating adjacent second-order
lamellae within individual first-order lamellae, while

the boundaries BCCB and BCB separate adjacent first-
order lamellae; the second-order lamellae interfaces are
thicker than the interfaces separating first-order lamel-
lae. Figure 2(b) is a TEM micrograph showing the
third-order lamellae ‘‘end-on.’’ The most obvious fea-
tures of the third-order interfaces are the globular
matrix ‘‘particles’’ distributed along the largest face of
the third-order lamellae. In fact, membrane-like matrix
is continuous around each third-order lamella.

Figure 3
SEM images of the shell of red abalone, Haliotis rufescens. (a) From a polished plan view section, and (b) from a
fracture surface.
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1.2 Nacreous Microstructure

The nacreous microstructure consists of aragonite
tablets, B0.4 mm thick and 5–10mm wide (Gregoire
1972, Laraia and Heuer 1990, Sarikaya and Aksay
1992). The tablets have an irregular form, as shown in
Fig. 3(a). This example is taken from the red abalone,
Haliotis rufescens; the shell of this gastropod has an
inner aragonitic nacreous sublayer abutting onto an
outer, calcitic prismatic sublayer (see Sect. 1.3). The c
axes of the aragonite tablets are aligned and perpen-
dicular to the inner surface of the shell. In gastropods
and cephalopods, the tablets are arranged in stacks,
as shown in Fig. 3(b); within each stack, all the tab-
lets have the same crystallographic orientation. In
gastropods such as the red abalone, evidence now
exists (Sch.affer et al. 1997) that the crystallographic
continuity with the stacks is achieved by tablets
growing through pores within the organic matrix. In
bivalves, the tablets are arranged in a ‘‘brick-wall’’
type of configuration. The crystals in each layer
develop at offset positions from those of the layer
immediately below, and there is no crystallographic
continuity between any two neighboring tablets.

The nacreous microstructure generally contains
B5% organic matrix, which is mainly distributed
at the interfaces between the aragonite tablets as
0.3–0.5mm thick sheets, though a small amount of
matrix may be occluded within the mineral. The con-
figuration of the organic components in nacre consists

of thin layers of b-chitin sandwiched between two
layers of silk fibroin-like proteins, onto which acidic
macromolecules have been adsorbed (Nakahara et al.
1982; Nakahara 1983; Weiner et al. 1983).

1.3 Prismatic Microstructure

Figure 4 is a SEM micrograph of the prismatic struc-
ture at the growing edge of the shell of Haliotis
rufescens. This structure consists of aggregates of
prisms, the orientation of the prisms being oblique to
the inner shell surface. Within one aggregate, all the
prisms have the same orientation; their orientations
vary considerably from one to another aggregate.
Although, as already mentioned, the prismatic layer
in Haliotis rufescens is calcitic, numerous aragonitic
examples are also known. Individual prisms are up to
200mm across and may be several millimeters long.
Up to 5 mm thick organic matrix sheets surround each
prism.

2. Mechanical Properties of Mollusk Shells

Shell specimens of the three microstructural types just
described have similar properties: the elastic moduli
are between 30GPa and 60GPa, the bend strengths
are modest, 50–250MPa, and the work of fracture is
extraordinarily high, up to B13� 103 Jm�2, com-
pared to the fracture surface energy of B1 Jm�2 for

Figure 4
SEM image of the prismatic structure from the growing edge of the shell of Haliotis rufescens.

398

Shell: Properties



nonbiogenic CaCO3 (Laraia and Heuer 1989, Jack-
son et al. 1990, Kuhn-Spearing et al. 1996, Kamat
et al. 2000).

Young’s modulus of mineral aragonite is
B100GPa; direct measurement of the modulus of
biogenic aragonite using load–deflection curves of
bend specimens taken from the shell of Strombus
gigas yielded a value of B40GPa. The reduction in
the modulus from B100GPa to B40GPa upon ad-
dition of a small quantity of a low-modulus phase
(the matrix) can be rationalized using classical lam-
inate theory (Kamat 2000). Moreover, the crossed
lamellar structure renders this shell globally isotropic.

The modest strengths noted above were calculated
using classical beam theory, from the maximum load
supported by rectangular specimens loaded in bending
prior to catastrophic fracture. There are differences

between specimens tested in the wet compared to
the dry state, and the strengths that have been deter-
mined depend on how the specimens were machined
out of the parent shell, due to the complexity of
the microarchitecture. For these reasons, and because
fracture strength is never an intrinsic property of
brittle materials, it is more instructive to discuss the
extraordinary work of fracture of these biological
ceramics.

We begin with the crossed lamellar structure;
Fig. 5(a) shows a typical load–displacement curve
obtained during fracture of a ‘‘dry’’ specimen from
the shell of Strombus gigas (see Kuhn-Spearing et al.
1996). Each serration in the load–displacement curve
corresponds to a microcrack which nucleates and
propagates along a first-order lamellar interface until
it reaches the interface between adjacent layers, where

Figure 5
(a) Load–deflection curve of bend specimen of the shell of Strombus gigas. (b) Polished side face of a fractured bend
specimen taken from the shell of Strombus gigas. The main strength-defining crack is apparent. The broad white arrow
shows an interlayer crack; the white narrow arrows denote arrested microcracks, and the bare white arrowheads,
‘‘channel’’ cracks along first-order lamellar interfaces. (c) SEM image of the fracture surface of a specimen taken from
the shell of Strombus gigas, showing the inner layer (top half) and middle layer (bottom half) of the structure. (d)
Within the inner layer, the SEM image shows that alternate first-order lamellae show either rough or smooth fracture
surfaces, as discussed in the text.
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crack arrest occurs because of the changing orienta-
tion and increased effective toughness of the middle
layer (these arrested channel cracks are indicated by
the white arrowheads at the bottom of Fig. 5(b)).
This ‘‘orientational’’ toughening arises because the
second-order lamellar interfaces in alternate first-or-
der lamellae in the middle layer are oriented such that
a propagating crack cannot penetrate a weak second-
order mineral/protein lamellar interface, but must
penetrate and fracture the aragonite itself. Arrested
microcracks also appear to be present in the middle
layer, isolated from the channel cracks in the inner
layer. These latter were generated during propagation
of the final strength-defining macrocrack and also
contribute to the total macroscopic work of fracture.
Catastrophic failure only occurs when one of the
channel cracks is able to penetrate the middle layer
(Fig. 5(b)) and ultimately emerges from the bend
specimen. However, these cracks do not propagate
catastrophically through the middle layer; instead
they are retarded by the bridging action of the first-
order lamellae. This bridging mechanism is respon-
sible for the largest fraction of energy dissipation
during fracture of the shell. The exceptional work of
fracture of mollusk shells—up to 13� 103 Jm�2—
compared with conventional brittle ceramics or

mineral aragonite—of the order of 1 Jm�2—is read-
ily understood from load–deflection curves of the
type shown in Fig. 5(a); the overall strain to failure is
very large because of the ability of the shell to sustain
a multiplicity of microcracks and provide propaga-
tion-resisting bridging forces on the surfaces of domi-
nant cracks prior to catastrophic failure (Kamat et al.
2000).

This orientational toughening is obvious from
fractographs of the middle layer of a fractured spec-
imen. A low-magnification SEM image (Fig. 5(c))
reveals that the outer layer fracture surface is rela-
tively smooth (the upper portion of Fig. 5(c)), due to
the crack propagating along a first-order interface,
whereas in the middle layer, alternate first-order la-
mellar fracture surfaces are either rough or smooth
(the lower portion of Fig. 5(c) and at higher magni-
fication in Fig. 5(d)). In fact, the SEM images sug-
gest that the conch shell can be considered a form of
ceramic plywood! It is this tortuous crack propaga-
tion that gives rise to ‘‘graceful’’ fracture; the crack-
bridging inherent in the fracture process is so marked
that failed samples are still more-or-less intact after
the fracture event!

Fracture toughness, KIc, has also been determined
for the nacreous and prismatic structures. Simple

Figure 6
SEM image of the fracture surface of the red abalone shell, Haliotis rufescens. The upper part of the image is the
calcitic prismatic portion of this shell, the lower part the aragonitic nacreous portion.
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fracture-mechanics specimens were used, which may
not be appropriate for such tough materials. For
nacre from Pinctada, Jackson et al. (1988) reported
values of 3.3MPam1/2 and 4.9MPam1/2 for two
different specimen geometries, while Sarikaya and
Aksay (1992) reported a value of 8MPam1/2 for nacre
from red abalone. We have also determined KIc for
nacreous and prismatic structures of the red abalone,
Haliotis rufescens; the nacreous layer is tougher,
with KIc being 2.270.8MPam1/2 compared with KIc

for the prismatic layer, 0.870.4MPam1/2. The frac-
ture surface of a specimen from this shell is shown in
Fig. 6; the much more tortuous path taken by the
crack through the nacreous layer is apparent and
correlates well with the higher toughness.

See also: Marine Teeth (and Mammal Teeth)
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Si3N4 Ceramics, Structure and Properties

of

Silicon nitride ceramics are composite materials, con-
sisting of Si3N4 grains embedded in a matrix of
amorphous or partially devitrified glass. They repre-
sent a whole class of materials with various proper-
ties, which depend on the volume fraction and
composition of the grain-boundary phase as well as
on the size and morphology of the Si3N4 grains. The
microstructure is usually characterized by elongated
grains surrounded by a fine-grained matrix. Since the
elongated grains grow during the densification proc-
ess, the resulting type of microstructure has been
labeled as either self-reinforced or in situ toughened.
Due to the self-reinforced microstructure, silicon
nitride ceramics can exhibit an exceptionally high
strength and toughness and make them interesting as
structural components for numerous applications in
engines and turbines. Another steadily growing field
of application is the use-as-wear parts in ball bearings
and pumps, and they are widely used as cutting tools
for the machining of cast iron (Chen et al. 1993,
Hoffmann and Petzow 1994a).

1. Crystal Structures

Silicon nitride has a density of 3180 kgm�3. During
heating, it decomposes into liquid silicon and nitro-
gen gas at 1877 1C. The basic structural units are
highly covalent bonded SiN4 tetrahedra. They can be
linked together in different ways to form three dif-
ferent modifications. Most recently, a high-pressure
modification with cubic symmetry has been discov-
ered by Zerr et al. (1999). The most stable phase is
denoted as b-Si3N4 and crystallizes in the hexagonal
space group P63. The a-Si3N4 also has hexagonal
symmetry (P31c), but it is metastable and forms
only at lower temperatures.
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There is some evidence that a-Si3N4 is indeed a
defect structure with a minor replacement of nitrogen
atoms by oxygen atoms (Jack 1976). The two forms
cannot be transformed one to the other by a dis-
placive transformation and a reconstructive process
is necessary, usually in the presence of a liquid phase.
The exact nature of the phase transformation is still
not known. Both Si3N4 modifications can form solid
solutions with Al2O3 (see Si-AlON Ceramics, Struc-
ture and Properties of ).

2. Processing and Microstructural Development

In general, silicon nitride ceramics are manufactured
by standard powder metallurgical routes. The powder
compacts are prepared by cold pressing, slip casting,
or injection molding. Two basic types of silicon
nitride ceramics are known: sintered silicon nitrides
(SSN), and reaction-bonded silicon nitrides (RBSN).
RBSN are prepared from silicon powder compacts,
which are nitrided at 1100 1C to 1450 1C in a nitrogen
atmosphere, usually under atmospheric pressure. The
temperature–time program of the exothermic reac-
tion depends on the geometry of the components
and the particle size of the silicon powder. The final
product shows a high porosity and, therefore, a low
strength, which limits the range of applications
(Ziegler et al. 1987). SSN are prepared from silicon
nitride powder compacts. Due to the highly covalent
bonding of the silicon nitride, densification can only
be obtained by liquid-phase sintering using metal
oxides such as MgO, Al2O3, Y2O3, or rare earth as
sintering additives.

Most of the sintered silicon nitride ceramics are
prepared by using a-rich Si3N4 powders which trans-
form during sintering into b-Si3N4. The b-modifica-
tion forms elongated grains if there is no pronounced
grain impingement. The grain-growth anisotropy
with the fast growth direction parallel to the cry-
stallographic c-axis leads to a needle-like grain mor-
phology with aspect ratios of up to 10, similar to
whiskers. Since homogeneous nucleation of b-Si3N4

did not occur during sintering, the volume fraction of
the elongated grains and their aspect ratio is deter-
mined by the number and size of the b-seeds in the
starting powder (Hoffmann and Petzow 1994b).

A typical microstructure of an in situ toughened
sintered silicon nitride ceramic is shown in Fig. 1. By
using pressure-assisted densification methods with
pressures between 10MPa (gas-pressure sintering)
and 100MPa (hot isostatic pressing), the sintering
temperature could by raised above the decomposi-
tion temperature of silicon nitride and complete
densification could be achieved even with small
amounts of additives (2 vol.%). Higher sintering tem-
peratures also promote grain growth and an increase
of the volume fraction of elongated grains. The sec-
ond effect of an applied pressure is the reduction of

the critical flaw size in the final product, which gives in
an improvement in strength and reliability (Mitomo
and Uesono 1992).

An alternative manufacturing method for silicon
nitride ceramics is based on a combination of the
RBSN and SSN processes. The initial powder com-
pacts consist of silicon powder and sintering additives.
The silicon powder is first nitridated and subsequently
postdensified at temperatures between 1750 1C and
1850 1C. The final product is denoted as SRBSN; it
has a similar microstructure to the sintered silicon
nitride ceramics (SSN) and comparable properties.

One of the main features of a SSN microstructure
is the complete wetting of the grain boundaries. Two-
grain junctions between adjacent grains are separa-
ted by intergranular films of a constant thickness, as
shown in Fig. 2. The equilibrium film thickness is
determined by the additive composition and varies
between 1 nm and 2 nm. The intergranular films are
always amorphous, whereas pockets at multigrain
junctions could be crystallized (Kleebe et al. 1992).
High-temperature resistant silicon nitride materials
mostly have crystallized multigrain junctions, while
materials for applications in the temperature range
below 1000 1C often reveal a completely amorphous
grain-boundary phase.

The properties of these intergranular films have
a strong impact on the strength and toughness at
room temperature, since in situ reinforcement not
only requires grains with high aspect ratios, but also a
tailored interfacial strength which has to be weak
enough so that toughening mechanisms can be acti-
vated upon failure. There seems to be a contradic-
tion between the development of high-strength or

Figure 1
Scanning electron micrograph of a plasma-etched silicon
nitride microstructure. The dark particles are silicon
nitride grains and the bright phase is the amorphous
grain boundary.
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high-toughness materials and high-temperature resis-
tant ceramics due to the fact that the intergranular
film is on one hand responsible for the exceptional
properties at lower temperatures, but on the other
hand it limits the properties at temperatures above
the softening point of the film. Indeed, high-temper-
ature resistant silicon nitrides only reveal an inter-
mediate strength and toughness level because of the
stronger interfacial bonding between the films and the
silicon nitride grains.

3. Mechanical Properties

Toughening in silicon nitride ceramics with a high
volume fraction of elongated grains and a weak in-
terface between the glass matrix and the grains is at-
tributed to crack-wake mechanisms such as crack
bridging, grain rotation, and grain pull-out, as well as
crack-tip mechanisms such as debonding or crack
deflection. For structural applications, the fracture
conditions will typically be governed by the pre-
sence of small flaws or defects present either in the as-
sintered component or generated under in-service
stresses. Because toughening mechanisms develop
and become increasingly effective as a small crack
extends and interacts further with the microstructure,
the fracture resistance increases with crack size giving
rise to so-called R-curve behavior. The rate of
increase of the fracture resistance (steepness of the
R-curve) with the initial extension of a small crack is
quite important for catastrophic failure characteris-
tics as the fracture-origin defects are typically below
100mm in size for these type of materials (Becher
1991, Becher et al. 1998).

Since fine-grained silicon nitrides exhibit a very
steep R-curve with a maximum toughness up to
12MPam1/2, a high strength up to 1400MPa with
a Weibull modulus between 10 and 30 could be
obtained. However, there is significant strength deg-
radation at temperatures above 1000 1C, when the in-
tergranular films start to soften. Materials developed
for high-temperature applications have a lower mean
bending strength between 600MPa and 800MPa,
and a fracture toughness between 5MPam1/2 and
6MPam1/2 due to the stronger interfacial bonding
(Hoffmann 1995). The best high-temperature-resistant
silicon nitrides can be used up to 1400 1C for several
hundred hours without damage by oxidation or
creep. A further advantage of silicon nitride, in
comparison to other structural ceramics, is the rela-
tively high thermal shock resistance due to the
low thermal expansion coefficient of B3� 10�6K�1.
This means that high-strength silicon nitride cera-
mics can withstand temperature differences of more
than 800 1C.

4. Conclusions

Silicon nitride ceramics have several excellent pro-
perties and clear advantages over other structural
materials, but many potential applications are still
not realized. A breakthrough in their use is inhibited
not only by the high costs of the components for the
automotive market; but also by a large scatter of the
property data such as strength, fracture toughness,
and reliability, plus insufficient reproducibility. This
can be attributed to the relatively complex interrela-
tionships between the size and morphology of the
Si3N4 grains, chemical composition and distribution
of the grain-boundary phase, and the resulting prop-
erties. However, the multiphase microstructure of
silicon nitride ceramics also provides a great oppor-
tunity to optimize properties for specific applications
according to the demands of engineers. However,
meanwhile, it is well accepted that a silicon nitride
ceramic for universal use does not exist.
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Si-AlON Ceramics, Structure and

Properties of

Silicon nitride forms two solid solutions that have the
same structures as the two forms of the parent
nitride, a-Si3N4 and b-Si3N4. Commonly, a-Si3N4

solid solution is referred to as a-SiAlON and b-Si3N4

solid solution as b-SiAlON, because in both solid
solutions Si–N bonds are partially replaced by Al–O
bonds. This is chemically and structurally feasible
since the lengths of the Si–N bond (174 pm) and the
Al–O bond (175 pm) are almost identical, and their
valence states are identical. Additionally, a-SiAlON
contains some cations stuffed in the interstitial cages
available in the a-Si3N4 structure. (No such cages
exist in b-Si3N4.) This allows partial replacement of
silicon by aluminum despite their different valence
states and the longer Al–N bond length (187 pm).

Inasmuch as Al2O3 is a common additive to Si3N4

to aid sintering, the occurrence of either a or b solid
solution is always assured whenever aluminum is
present. Many so-called silicon nitride ceramics are
actually SiAlON ceramics. They have substantially
the same properties as a- and b-Si3N4 ceramics and
have found similar applications. In some cases, they
provide a better alternative to the parent nitride. For
example, a-Si3N4 ceramics are difficult to obtain
because they tend to transform to b-Si3N4 during
sintering. The more stable a-SiAlON, which is harder
than b-Si3N4 and b-SiAlON, is the only engineering
ceramic that has an a-Si3N4 structure.

Substitution of Si–N bonds by Al–O bonds is also
common in other M–Si–Al–N–O systems, where M is
a metal cation. Many solid solutions exist for various

compounds. Examples are SiAlONs derived from
Si2N2O (O-phase) and Si3Ln2O3N4 (melilite), where
Ln¼ lanthanide. These will not be further discussed
here since they are not well known as structural
ceramics.

1. Structures and Compositions of SiAlON
Ceramics

1.1 History

The discovery of SiAlON ceramics was linked to the
use of Al2O3 and other oxides, such as MgO, Y2O3,
and Ln2O3, as sintering additives. Additives are
needed since, for practical purposes, Si3N4 cannot
be sintered by itself. In 1971 Oyama and Kamigaito
in Japan and, in 1972, Jack and Wilson in the UK
first reported the formation of a solid solution that
has the same structural form as b-Si3N4. This is the
b-SiAlON solid solution. After this report, the for-
mation of an a-Si3N4 solid solution with an a struc-
ture was also observed, first in systems containing
aluminum and lithium. Subsequently, other metals
(M¼Li, Ca, Y, and Ln with atomic number 460)
were found to enter a-SiAlON solid solution as well.

1.2 b-SiAlON

The composition of b-SiAlON can be expressed as
Si6�zAlzOzN8�z, with z in the range 0–4.2. Thus, up
to 70% of Si–N bonds can be substituted by Al–O. It
is noted that there is also another compound,
Al3O3N, corresponding to the case when all Si–N
bonds are replaced. The structure of Al3O3N, how-
ever, is that of spinel and not b-Si3N4. Therefore, a
complete solid solution between Si3N4 and Al3O3N is
not possible. In this regard, the discovery of a spinel
form of Si3N4 at high pressure (Zerr et al. 1999) is
interesting since it may foretell a complete (spinel)
solid solution after all.

Although the bond lengths of Si–N and Al–O are
close, there is a slight extension when substitution is
made, and so the unit cell of b-SiAlON expands with
z. This provides a convenient means to determine
the existence and the composition of b-SiAlON. The
empirical correlation between lattice parameters and
z for b-SiAlON is

a ðpmÞ ¼ 760:3þ 2:97z

c ðpmÞ ¼ 290:7þ 2:55z

1.3 a-SiAlON

The general formula for a-SiAlON may be written as
MxSi12�m�nAlmþ nOnN16�n, where m and n corre-
spond to the proportion of Al–N and Al–O bonds,
respectively. The value of x is related to m and the
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valence (v) of the M cation, i.e., x¼m/v. The lower
solubility limit for x lies around 0.4, and varies with
M. For lithium, it is 0.25; for calcium, 0.40; for
yttrium and lanthanides, 0.33. These cations are
located at the interstitial sites at (x, y, z)¼ (1/3, 2/3,
3/8) and (2/3, 1/3, 7/8). Such sites are formed in the
a-Si3N4 structure by the operation of a c-glide plane
relating the upper and lower halves of its unit cell;
these halves are identical to the unit cell of b-Si3N4.
As a result, the long vacant channel parallel to the
z-axis in the b-structure is broken up into large holes
repeated at the unit cell intervals. (In the z-direction,
the a unit cell has a dimension that is approximately
twice that of the b unit cell.) Therefore, structurally, x
could be as high as 2. In reality, the maximum value
of x observed strongly depends on the cation incor-
porated, varying from 0.6 for lanthanides (neodym-
ium and samarium) to about 1.4 for calcium and 1.5
for lithium. The upper limit of 2 is difficult to reach
and retain, except perhaps at very high temperatures.

All a-SiAlON compositions can be represented on
the composition plane extended between Si3N4,
Al3O3N, and 3AlN:M3/vN. This plane is referred to
as the a-SiAlON plane. As shown in Fig. 1, it also
contains b-SiAlON, which coexists with a-SiAlON of
low m compositions. The apex of pure Si3N4 corre-
sponds to the b phase, which proves to be more stable
than the a phase in normal firing of silicon nitride
ceramics. Therefore, there is a discontinuity between
a-Si3N4 at x¼ 0 and a-SiAlON at the minimum x.
In the literature, this gap has been referred to as a
miscibility gap. Although it might be closed at high
(or low) temperature (not kinetically accessible), for
practical purposes this simply means that a minimum
amount of cation interstitial is required to stabilize
the a structure.

The range of a solid solution depends on the
interstitial cations and temperature. Knowledge of
this aspect is mostly limited to the region above the
m¼ 2n line (from Si3N4 to M2/vO:3AlN); composi-
tions below it involve the use of less stable metal ni-
trides. Generally, a larger solubility range is obtained

with a smaller cation, at a lower cation valence, and
at a higher temperature.

The unit cell of a-SiAlON expands with both m
and n. Note that the bond length mismatch between
Al–N and Si–N is much larger than that between
Al–O and Si–N. Therefore, lattice parameters are
much more sensitive to m than to n. Unit cell dimen-
sions are relatively insensitive to the type of interstitial
cations. This implies that cations can all fit into in-
terstitial cages without causing distortion. The em-
pirical formula for lanthanide-containing a-SiAlON is

a ðpmÞ ¼ 775:4þ 4:5mþ 0:9n

c ðpmÞ ¼ 562:2þ 4:0mþ 0:8n

Because of their weak dependence on n and on inter-
stitial cations, lattice parameters alone cannot be used
to determine the composition of a-SiAlON.

2. Thermal and Chemical Stability of SiAlON
Ceramics

2.1 Phase Stability

Both a- and b-Si3N4 can be successfully used as start-
ing powders, along with other appropriate compo-
nents, to form a- and b-SiAlON. Therefore, SiAlON
solid solutions must have lower free energies than
pure constituent phases. Generally, if a-Si3N4 pow-
ders rather than b-Si3N4 (of the same size) are used,
the kinetics of SiAlON formation is faster. This is
because a-Si3N4 is less stable, and therefore it pro-
vides a larger driving force for forming solid solu-
tions. For b-SiAlON, a continuous solid solution
extends from pure b-Si3N4. Thermodynamics dictates
that the free energy of a solid solution must initially
decrease with the amount of solute, before it rises
again at larger amounts of solute. This suggests that
the most stable b-SiAlON rests at some intermediate
composition. Similar considerations apply to a-Si-
AlON. The most stable a-SiAlON should reside near
the center of the single-phase region. Lastly, both
a- and b-SiAlON coexist at certain compositions
(see Fig. 1). Therefore, they should have compar-
able phase stability overall. The relative stability of
a-Si3N4, b-Si3N4, and SiAlON solid solutions can
thus be schematically pictured using Fig. 2.

The solubility range of b-SiAlON is essentially tem-
perature independent. However, the solubility range
of a-SiAlON is smaller at lower temperatures, espe-
cially at high m and n values. This temperature
dependence is important for practical applications.
When an a-SiAlON, first fired at high temperature, is
re-equilibrated at a lower temperature, it is possible
that some, or all, of the a-SiAlON can become un-
stable and dissolve, forming other equilibrium phases.
For example, neodymium a-SiAlON has been found
to decompose completely after being held at below

Figure 1
Composition plane containing a- and b-SiAlON.
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1500 1C. The presence of a liquid phase facilitates the
kinetics. This is usually the case when m and n values
are high.

2.2 Oxidation and Chemical Resistance

Ultimately, Si3N4 and SiAlON ceramics are unstable
against oxidation—the end products are SiO2, Al2O3,
and N2. However, they are protected against cata-
strophic oxidation by a blocking surface oxide film.
So they have lower oxidation rates than SiC. Grain
boundary composition is central to the kinetics, but
the stability of SiAlON solid solutions also matters.
For example, oxidation resistance of a-SiAlON with
different lanthanides (from neodymium to ytterbium)
increases with atomic number. This is consistent with
the increasing SiAlON stability in the same order.
The viscosity of grain boundary glass also increases
in the same order. For b-SiAlON, it is found that
even 1wt.% addition of Y2O3, a relatively refractory
additive, increases oxidation. In two-phase a/b-Si-
AlON composites, independent of the sintering aids
used, the most oxidation resistant ceramics are those
with the highest a-SiAlON content, while b-SiAlON
oxidizes the most. This trend may suggest a better
stability of a-SiAlON, but the kinetics is also influ-
enced by the presence of a-SiAlON: when additives
are absorbed into a-SiAlON, the grain boundary is
cleansed and hence the oxidation kinetics slowed.

Compositions of high m and n values for a-SiAlON
are not desirable when good stability is called for.
Simple etching would reveal that these compositions
corrode easily. There is a tendency to form second
phases when the amount of additives is large. Such
second phases, regardless of their types, are usually not
as refractory as silicon nitride and its solid solutions.

3. Fabrication of SiAlON Ceramics

3.1 Processing Methods

Both a- and b-SiAlON ceramics are fabricated by the
powder processing route followed by liquid-phase

sintering. The starting powders are Si3N4, AlN, and
various oxides. In the case of b-SiAlON, only Si3N4,
AlN, and Al2O3 are required but other oxide addi-
tives may be added to improve sinterability. In the
case of a-SiAlON, oxides that provide interstitial
cations are also required but Al2O3 is optional. The
residual amount of oxygen in the nitride powders
should be taken into account in formulation.

The native surface oxide on Si3N4 is the initial
source of liquid. It forms a glass into which other
oxides in the starting powder enter. Glass melting
begins from 1200 1C to 1400 1C, depending on addi-
tives. As temperature increases, nitrides also dissolve
and the amount of liquid increases. Densification
then proceeds rapidly. The highest temperature used
is typically between 1750 1C and 1900 1C. The process
is very similar to that used for sintering silicon ni-
tride. The main difference is that for SiAlON, the
oxide component in the liquid is later absorbed into
the solid solution. Therefore, the amount of the re-
sidual liquid is greatly reduced. This is important be-
cause it allows the use of a large amount of additives
without leaving too much grain boundary phase that
may impair properties.

Sintering of SiAlON ceramics is conducted in a
nitrogen atmosphere. A nitrogen over-pressure of
10–100 atm is advantageous for it allows a higher
sintering temperature to be used without causing
decomposition of SiAlON. This method is referred
to as gas pressure sintering to distinguish it from
‘‘pressureless’’ sintering in which no over-pressure
is applied. Hot pressing using a die or hot isostatic
pressing with or without encapsulation may also be
practiced. Fabrication of dense, high-quality b-Si-
AlON ceramics is now routinely carried out commer-
cially and the same for a-SiAlON ceramics may also
become reality in the future.

3.2 Microstructure Control

Like silicon nitride, SiAlON ceramics may develop a
microstructure of elongated grains that reinforce the
structure and impart toughness against fracture. This
self-reinforcement process makes silicon nitride an
outstanding engineering material, with high strength
and excellent resistance to thermal shock. To develop
such a microstructure in b-SiAlON it is preferable to
use a-Si3N4 powders with a low b content. The intent
is to limit the population of b nuclei. With relatively
few nuclei, the ones that do exist can rapidly grow,
without impingement, into their characteristic shape
of a hexagonal prism with a large aspect ratio. Such
grains are suitable for self-reinforcement. However, if
b-Si3N4 powders are used, then they soon build up an
overcoat of b-SiAlON. The population of b-SiAlON
grains is thus too high to allow many elongated
grains to develop. All modern commercial b-SiAlON
ceramics are produced using fine a-Si3N4 powders.

Figure 2
Schematic energy diagram for a-Si3N4 and b-Si3N4, and
their solid solutions. The energy difference between a-
Si3N4 and b-Si3N4 is exaggerated. Their solid solutions
have comparable energies and can coexist.
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It was thought for a long time that the same
microstructure could not be developed in a-SiAlON
ceramics, for they always contained equiaxed grains
and have low toughness. Subsequently, nucleation
control has been successfully applied to a-SiAlON.
Using fine b-Si3N4 starting powders with a low
a content, self-reinforced a-SiAlON ceramics with
elongated grains are readily obtained in most com-
positions (Chen and Rosenflanz 1997). Powders of
a-Si3N4 can also be used in many cases. Most of
the a-Si3N4 powders, having lower stability, tend to
dissolve, especially if the driving force for forming
a-SiAlON is not large and the formation kinetics
is not fast. In such a case, a low population of
a-SiAlON nuclei is again achieved and the nuclei that
proceed to grow can still attain a high aspect ratio.
Using these methods, self-reinforced lanthanide- and
calcium-containing a-SiAlON ceramics have been
developed.

A core–shell microstructure with a b-Si3N4 core
and a b-SiAlON shell can often be seen that supports
the above picture. A similar core–shell microstructure
with an a-Si3N4 core and an a-SiAlON shell has also
been observed. Detailed investigation of growth mor-
phology suggest that a- and b-SiAlON grains can
probably be grown on both a- and b-Si3N4 seeds,
since the crystallographic structures of all the above
are rather similar, at least in the c-direction. Never-
theless, intentional seeding is the most effective
method for microstructure control. For b-SiAlON,
b-Si3N4 seeds are adequate since they are quite stable
in most b-SiAlON compositions. For a-SiAlON,
a-SiAlON seeds are preferred since a-Si3N4 crystals
from the starting powders may dissolve. The initial
overgrowth usually has a composition that deviates
from the overall composition because of supersatu-
ration at the early growth stage, and because of the
need to minimize misfit at the interface.

4. Thermal Mechanical Properties of SiAlON
Ceramics

4.1 Intrinsic Properties

The basic thermal mechanical properties of a- and
b-SiAlON ceramics are similar to the parent nitrides.
Density is around 3.2Mgm�3, Young’s modulus
around 310GPa, Poisson’s ratio around 0.24, and
thermal expansion coefficient around 3.5% 10�6K�1.
Thermal conductivity of SiAlON ceramics, however,
decreases substantially as the amount of substitution
increases, and is lower in a-SiAlON than in b-Si-
AlON. High-purity b-Si3N4 can achieve a thermal
conductivity approaching 100Wm�1K�1, while a
typical value for most a-SiAlON ceramics is only
8Wm�1K�1. The presence of metal cations at the in-
terstitial sites obviously increases phonon scattering.

The most fundamental difference in the intrinsic
mechanical properties of a- and b-SiAlON lies in

their hardness. Vickers hardness, measured at 10 kg
load, is around 21–23GPa for a-SiAlON for most
compositions, and decreases with z for b-SiAlON
from 17GPa at z¼ 0 to about 14GPa at z¼ 4.
(Composites of a/b-SiAlON ceramics have interme-
diate hardness between 17GPa and 19GPa.) This can
be attributed to their different crystal structures. The
stacking sequence of Si–N layers can be visualized
in the ABAB sequence for the b structure, and the
ABCD sequence for the a structure. The longer
stacking sequence of the a structure increases the
magnitude of Burgers vectors so that the slip resist-
ance for dislocations increases. This accounts for the
different macroscopic hardness.

Compared to other structural ceramics, b-SiAlON
is about as hard as sapphire, whereas a-SiAlON is
about as hard as SiC. Inasmuch as most applications
of structural ceramics are closely related to their wear
resistance, the hardness difference is important for
selecting materials for engineering applications.
Moreover, SiAlON ceramics retain their hardness
well at high temperature. At 1100 1C, a hardness of
14GPa can be obtained in high a content a/b com-
posites (lower for b-SiAlON). The high hardness in
the composite is due to the reduction of grain bound-
ary glass that softens at high temperature. Since
the 1970s SiAlON (mostly the b type and some a/b
composites) ceramics have been used for metal cut-
ting where local temperature can reach well above
1200 1C. Excellent hot hardness and thermal shock
resistance (controlled by toughness, see below) of
SiAlON ceramics are responsible for their good per-
formance in this application.

4.2 Toughness, Strength, and Creep Resistance

Microstructure toughening is the key to high-per-
formance silicon nitride and SiAlON ceramics.
Equiaxed ceramics have low toughness, whereas
ceramics that have elongated grains are in situ tough-
ened. Grains of b-SiAlON are usually elongated.
Tough b-SiAlON ceramics with a toughness of about
5MPam1/2 have been commercially available for
many years. They can withstand a thermal shock of
about 500 1C. a-SiAlON ceramics have poor tough-
ness because of their equiaxed microstructure. They
are usually used as a/b composites in which elongated
b grains provide the toughness and equiaxed a grains
provide the hardness.

Advances in a- and b-SiAlON ceramics have un-
covered a broad class of new in situ toughened
materials that look promising. The steady-state
toughness of modern self-reinforced a- and b-SiAlON
ceramics can reach above 10MPam1/2. As a base line,
an equiaxed microstructure with a grain size of
2–3mm or less (as in conventional a-SiAlON) provides
a toughness in the range 3–4MPam1/2. With rod-like
grains of a diameter less than 1mm and an aspect ratio
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of 3–4 (as in many commercial hot-pressed or gas
pressure sintered b-SiAlON ceramics), toughness rises
to 6–8MPam1/2. By deliberate seeding and alignment
of grains, toughnesses up to 12MPam1/2 have been
reported (Imamura et al. 2000). Indentation tough-
ness lies at the low end (3–5MPam1/2) of the range
mentioned above. This is because the crack length
around a typical indent is short in hard ceramics;
therefore, a large part of the microstructural tough-
ening due to grain bridging is not yet developed.

In order to achieve microstructure toughening, the
interface of elongated grains must debond easily. The
strength of the interface is sensitive to microchemistry.
High-purity b-Si3N4 with nothing else but SiO2 de-
bonds poorly and has low toughness. However, when
b-Si3N4 grains are enveloped by a b-SiAlON layer,
bonding between the grain boundary Si–Al–O–N
glass and the Si3N4 crystal is also strengthened to
impair toughness (Sun et al. 1998). Postsintering heat
treatment can improve toughness by altering impurity
segregation, causing phase precipitation, and modify-
ing residual stresses. Such treatment, however, may
generate microcracks that lower the strength.

Common self-reinforced a- and b-SiAlON ceram-
ics have a strength of 600–900MPa at room temper-
ature and 200–400MPa at 1200 1C. Quite often the
strongest SiAlON ceramics at room temperature are
the weakest at high temperature. This is because
additives that enhance sintering the most tend to
provide a ceramic of highest density with fewest
flaws, hence the highest strength at low temperatures.
However, such additives compromise the refractori-
ness of grain boundary glass, making it susceptible to
softening at high temperature, hence the low strength.
Among common additives to silicon nitride and
SiAlON ceramics, Al2O3 has a much more adverse
effect on creep strength than rare-earth oxides. The
most creep resistant (but only moderately tough)
commercial nitrogen ceramics are not SiAlON; they
contain only rare-earth oxides (Y2O3 and Yb2O3),
not Al2O3.

Composites of a/b-SiAlON ceramics are attractive
because they combine b phase toughening and a phase
hardening; in addition, a-SiAlON absorbs additives
and reduces the amount of grain boundary phases.
Hot-pressed composites made from Si3N4, AlN, and
Y2O3 have very clean grain boundaries. Strengths of
1.4GPa at room temperature and 1GPa at 1400 1C
have been reported in such composites (containing
15% a-SiAlON) (Wada and Ukyo 1991). If such out-
standing high-temperature strength can be achieved in
self-reinforced a-SiAlON, it may become the ultimate
nitrogen ceramic for structural applications.
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Stainless Steels: Cast

Stainless steels are usually defined as alloys which
contain iron and a minimum of 12%, by weight, of
chromium. Stainless steels can be broadly considered
to be either corrosion resistant or heat resistant. In
the USA, cast grades have been assigned a designa-
tion system which differentiates between corrosion
and heat resistant grades. Corrosion resistant grades
are used in aqueous media where the primary concern
is the ability to resist corrosion and the mechanical
properties are of secondary importance. Heat resist-
ant alloys are used at high temperatures where creep
resistance is of primary importance and resistance to
corrosion is a secondary but important concern.

1. ACI Designations

The designation which is most commonly used in
the USA is the ACI (from Alloy Casting Institute,
which is now part of the Steel Founders’ Society of
America) system. The ACI designation system is
explained as follows.
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1.1 Corrosion Resistant Alloys

The alloy designation CF8M is one of the most com-
mon stainless steel grades. The letter C indicates that
the alloy is a corrosion resistant alloy. The F indicates
the chromium and nickel content of the alloy; it
should be pointed out that this second letter only
gives an indication of the chromium and nickel con-
tents, it does not imply a single defined level of chro-
mium or nickel. The number 8 indicates the maximum
level of carbon for the alloy; in this case it is 0.08%.
The last letter indicates which other alloys may be
present in the grade; in this case it indicates that
molybdenum is present. The ACI designation does
not always use the chemical symbol; it may, as in this
case, use only the first letter of the symbol.

1.2 Heat Resistant Alloys

HK is the designation of a heat resistant alloy. The
H indicates that the grade is a heat resistant alloy.
The letter K indicates the chromium and nickel con-
tent of the alloy; again it gives only an indication
of the chromium and nickel contents. In some cases
there may also be a number included in the designa-
tion; it will appear after the first two letters, e.g.,
HK40. This number indicates that it is in the middle
of the carbon range. The carbon range is usually
0.10%, therefore, HK40 indicates an alloy with a
carbon level between 0.35% and 0.45%. Other letters
may be added after the number, which may indicate
the addition of other alloying elements but this is rare
in the heat resistant grades and is usually reserved for
proprietary grades.

A description of the attributes of all the different
grades of cast stainless steels available is beyond the
scope of this article. However, cast grades are avail-
able which are similar to the wrought grades (Table 1).
It should be noted that the cast heat-resistant grades,
because of their higher carbon content, do not have
corresponding wrought grades. A consequence of
their high carbon levels is that the cast grades exhibit
better creep and rupture properties, a requirement of
heat resistant grades.

2. Corrosion Resistant Alloys

These grades can be categorized into the following
types: ferritic, martensitic, precipitation hardening, aus-
tenitic, duplex, super austenitic, and nickel-base alloys.

2.1 Ferritic (CB30, CC50)

These materials do not respond to heat treatment.
Dependent upon the alloy an improvement in me-
chanical properties can be obtained by balancing the
composition to produce more austenite or by solid
solution hardening.

2.2 Martensitic (CA15, CA15M, CA40, CA6NM)

This classification of materials can be heat treated to
produce high strengths, while still having good re-
sistance to atmospheric corrosion and organic media.
The heat treatment usually consists of normalizing
and tempering. The absence of the need to quench
these materials and in particular CA6NM from the
austenitizing temperature facilitates the manufacture
of more complex castings. As a consequence of their
strength levels these materials have found use in
structural applications. In addition, weldability of
these alloys does not create any problems.

2.3 Precipitation Hardening (CB7Cu-1, CB7Cu-2)

The precipitation hardening effect is produced in
these alloys by the addition of copper. The heat
treatment of these alloys is critical in producing the
mechanical properties that are required. These alloys
are usually solution treated at 1050 1C followed
by rapid cooling to produce martensite. It is not
unknown for castings to be refrigerated to maximize
the amount of martensite. Applications for these al-
loys include airframe components, centrifuge bowls,
compressor impellers, food machinery, valve bodies,
and disks.

2.4 Austenitic Stainless Steels

The use of the term austenitic in cast stainless steels
should not be taken to mean that they are fully aus-
tenitic. This term reflects the common comparison
with their wrought equivalents. The cast alloys in this
group may contain up to 20% ferrite. The most
common alloys produced in this group are CF3
(304L), CF8 (304), CF3M (316L), and CF8M (316);
the designations in parentheses are the wrought
counterparts. Ferrite content is not limited to cast
materials and can be found in wrought and weld
metals.

Ferrite improves the weldability of the CF grades.
If the weld metal contains a ferrite level of approx-
imately 4%, hot cracking can be avoided. Ferrite
improves the resistance to stress corrosion cracking
(SCC) and intergranular (IGC) attack. The effect of
ferrite in corrosive media must not be taken as a
general statement as each situation must be con-
sidered on its merits.

Generally, ferrite does not have a detrimental effect
on toughness of the austenitic grades as it is usually
surrounded by austenite, which has high toughness.
Ferrite also improves the strength level; there is more
about this in the section on duplex stainless steels
(Sect. 2.5).

Ferrite does have a detrimental effect on mechan-
ical properties of all product forms when used at
temperatures of 315 1C and above (ASME).
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Table 1
ACI alloy designations and chemical composition ranges for heat- and corrosion-resistant castings.

Composition(a)—% (balance Fe)

Cast alloy
designation UNS No.

Wrought
alloy type
(see note A) C Mn Si P S Cr Ni Other elements

CA15 J91150 410c 0.15 1.00 1.50 0.04 0.04 11.5–14 1 Mo 0.5b

CA15M J91151 0.15 1.00 0.65 0.04 0.04 11.50–14.0 1.00 Mo 0.15–1.00
CA40 J91153 420c 0.20–0.40 1.00 1.50 0.04 0.04 11.5–14 1 Mo 0.5b

CA6NM J91540 F6NMf 0.06 1.00 1.00 0.04 0.03 11.5–14.0 3.5–4.5 Mo 0.4–1.0
CA6N J91650 0.06 0.50 1.00 0.02 0.02 10.5–12.0 6.0–8.0
CB30 J91803 431c 0.30 1.00 1.50 0.04 0.04 18–21 2
CB7Cu-1 J92180 17-4e 0.07 0.70 1.00 0.035 0.03 14.0–15.5 4.5–5.5 Cb 0.15–0.35, N

0.05, Cu 2.5–3.2
CB7Cu-2 J92110 15-5e 0.07 0.70 1.00 0.035 0.03 14.0–15.5 4.4–5.5 Cb 0.15–0.35, N

0.05, Cu 2.5–3.2
CC50 J92615 446c 0.50 1.00 1.50 0.04 0.04 26–30 4
CE30 J93423 0.30 1.50 2.00 0.04 0.04 26–30 8–11
CF3 J92500 304Lc 0.03 1.50 2.00 0.04 0.04 17–21 8–21
CF8 J92600 304c 0.08 1.50 2.00 0.004 0.04 18–21 8–11
CF20 J92602 302c 0.20 1.50 2.00 0.04 0.04 18–21 8–11
CF3M J92800 316Lc 0.03 1.50 1.50 0.04 0.04 17–21 9–13 Mo 2.0–3.0
CF8M J92900 D319(316)c 0.08 1.50 2.00 0.04 0.04 18–21 9–12 Mo 2.0–3.0

CF8C J92710 347c 0.08 1.50 2.00 0.04 0.04 18–21 9–12 Cb 8�Cmin,
1.0max

CF16F J92701 303c 0.16 1.50 2.00 0.17 0.04 18–21 9–12 Mo 1.5, Se 0.20–
0.35

CG12 J93001 0.12 1.50 2.00 0.04 0.04 20–23 10–13
CG8M J93000 317c 0.08 1.50 1.50 0.04 0.04 18–21 9–13 Mo 3.0–4.0
CH20 J93402 309c 0.20 1.50 2.00 0.04 0.04 22–26 12–15
CK20 J94202 310c 0.20 2.00 2.00 0.04 0.04 23–27 19–22
CN7M N08007 0.07 1.50 1.50 0.04 0.04 19–22 27.5–30.5 Mo 2.0–3.0, Cu

3.0–4.0
CN7MS J04650 0.07 1.00 2.50–3.50 0.04 0.03 18–20 22–25 Mo 2.0–3.0, Cu

1.5–2.0
CY40 N06040 0.40 1.50 3.00 0.03 0.03 14–17 Bal Fe 11.0
CZ100 N02100 1.00 1.50 2.00 0.03 0.03 Bal Fe 3.0, Cu 1.25
HA 0.20 0.35–0.65 1.00 0.04 0.04 8–10 Mo 0.90–1.20
HC 446c 0.50 1.00 2.00 0.04 0.04 26–30 4max Mo 0.5b

HD 327c 0.50 1.50 2.00 0.004 0.04 26–30 4–7 Mo 0.5b
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HE 0.20–0.50 2.00 2.00 0.04 0.04 26–30 8–11 Mo 0.5b

HF 302Bc 0.20–0.40 2.00 2.00 0.04 0.04 188–23 8–12 Mo 0.5b

HH 309c 0.20–0.50 2.00 2.00 0.04 0.04 24–28 11–14 Mo 0.5b, N 0.2
HI 0.20–0.50 2.00 2.00 0.04 0.04 26–30 14–18 Mo 0.5b

HK 310c 0.20–0.60 2.00 2.00 0.04 0.04 24–28 18–22 Mo 0.5b

HL 0.20–0.60 2.00 2.00 0.04 0.04 28–32 18–22 Mo 0.5b

HN 0.20–0.50 2.00 2.00 0.04 0.04 19–23 23–27 Mo 0.5b

HP 0.35–0.75 2.00 2.50 0.04 0.04 24–28 33–37 Mo 0.5b

HP50WZ 0.45–0.55 2.00 2.00 0.04 0.04 24–28 33–37 W 4.0–6.0, Zr 0.2–
1.0

HT 330c 0.35–0.75 2.00 2.50 0.04 0.04 15–19 33–37 Mo 0.5b

HU 0.35–0.75 2.00 2.50 0.04 0.04 17–21 37–41 Mo 0.5b

HW 0.35–0.75 2.00 2.50 0.04 0.04 10–14 58–62 Mo 0.5b

HX 0.35–0.75 2.00 2.50 0.04 0.04 15–19 64–68 Mo 0.90–1.25, W
0.90–1.25,

CA28MWV J91422 422c 0.20–0.28 0.50–1.00 1.00 0.030 0.030 11.0–12.5 0.50–1.00 V 0.20–0.30 Mo
1.75–2.25, Cu
2.75–3.25

CD4MCu J93370 255e 0.04 1.00 1.00 0.040 0.040 24.5–26.5 4.75–6.00 Mo 3.00–4.50, N
0.10–0.30

CE8MN J93345 0.08 1.00 1.50 0.040 0.040 22.5–25.5 8.00–11.00 Mo 1.75–2.50, N
0.15–0.25

CD6MN J93371 0.06 1.00 1.00 0.040 0.040 24.0–27.0 4.00–6.00 Mo 2.5–3.5, Cu
1.00max,

CD3MN J92205 2205e 0.03 1.50 1.00 0.04 0.020 21.0–23.5 4.5–6.5 N 0.10–0.30 Mo
4.0–5.0, N 0.10–
0.30

CE3MN J93404 0.03 1.50 1.00 0.04 0.04 24.0–26.0 6.0–8.0 N 0.08–0.18
CF10SMnN J92972 Nitronic

60d1
0.10 7.00–9.00 3.50–4.50 0.060 0.030 16.0–18.0 8.0–9.0 Mo 1.50–3.00, Cb

0.10–0.30
CG6MMN J93970 Nitronic

50d1
0.06 4.00–6.00 1.00 0.04 0.03 20.5–23.5 11.5–13.5 V 0.10–0.30, N

0.20–0.40 Mo
6.0–7.0, Cu 0.5–
1.00,

CK3MCuN J93254 254SMOd2 0.025 1.20 1.00 0.045 0.010 19.5–20.5 17.5–19.5 N 0.180–0.24 Mo
6.0–7.0, Cu
0.75max,

CN3MN AL6XNd3 0.03 2.00 1.00 0.040 0.010 20.0–22.0 23.5–25.5 N 0.18–0.26 Mo
15.0–17.5, Fe
2.0max,

CW2M N26455 CAe 0.02 1.00 0.80 0.03 0.03 15.0–17.5 Bal Cb 1.0max Mo
17.0–20.0, Fe
3.0max
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CW6M N30107 0.07 1.00 1.00 0.040 0.003 17.0–20.0 Bal Mo 8.0–10.0, Fe
5.0max

CW6MC N26625 625e 0.06 1.00 1.00 0.015 0.015 20.0–23.0 Bal Cb 3.15–4.50 Mo
16.0–18.0, Fe
4.5–7.5, W
3.75–5.25, V
0.20–0.40

CW12MW N30002 Ce 0.12 1.00 1.00 0.040 0.030 15.5–17.5 Bal Mo 12.5–14.5, Fe
2.0–6.0, W 2.5–
3.5, V 0.35max

CX2MW N26022 C22e 0.02 1.00 0.80 0.025 0.025 20.0–22.5 Bal Mo 2.0–3.5, Fe
2.0max, Bi 3.0–
5.0, Sn 3.0–5.0

CY5SnBiM N26055 0.05 1.50 0.5 0.03 0.03 11.0–14.0 Bal Cu 27.0–33.0, Fe
3.50max Cu
26.0–33.0, Fe
3.50max,

M255 N24025 0.25 1.50 3.5–4.5 0.03 0.03 Bal Cb 1.0–3.0
M30C N24130 0.30 1.50 1.0–2.0 0.03 0.03 Bal Cu 27.0–33.0, Fe

3.50max Cu
26.0–33.0, Fe
3.50max,

M30H N24030 0.30 1.50 2.7–3.7 0.03 0.03 Bal Cb 0.5max
M35-1 N24135 400e 0.35 1.50 1.25 0.03 0.03 Bal

Table 1
(Continued)

Composition(a)—% (balance Fe)

Cast alloy
designation UNS No.

Wrought
alloy type
(see note A) C Mn Si P S Cr Ni Other elements
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Cu 26.0–33.0, Fe
3.50max, Cb
0.5max

M35-2 N04020 400e 0.35 1.50 2.00 0.03 0.03 Bal Mo 30.0–33.0, Fe
3.00max Mo
26.0–30.0, Fe
4.0–6.0,

N7M N30007 B2e 0.07 1.00 1.00 0.040 0.030 1.0 Bal V 0.20–0.60
N12MV N30012 Be 0.12 1.00 1.00 0.040 0.030 1.0 Bal Mo 3.0–4.0, Cu

0.5–1.0, W 0.5–
1.0, N0.20–0.30

CD3MWCuN
J93380 0.03 1.00 1.00 0.030 0.025 24.0–26.0 6.5–8.5 Mo 2.5–3.5,

Cu 1.50–
3.50, Cb
0.60–1.20

CU5MCuC 825e 0.05 1.00 1.00 0.030 0.030 19.5–23.5 38.0–44.0 Mo 2.0–3.0, N
0.10–0.20

CF3MN J92804 316LN 0.03 1.50 1.50 0.040 0.040 17.0–22.0 9.0–13.0

aMaximum unless range is given. bMolybdenum not intentionally added. c Common description formerly used by AISI. d Proprietary trademark: d1 Armco, d2 Avesta Sheffield, d3 Allegheny
Ludlum Corp. e Common name used by two or more producers; not a trademark. f ASTM designation.
Note A: Wrought alloy type numbers are listed only for convenience to determine corresponding wrought and cast grades. The cast alloy composition ranges are different to the wrought composition
ranges; buyers should use cast alloy designations for proper identification of castings. Note B: Most of the standard grades listed are coverd by the ASTM specifications A217, A351, A447, A451,
A452, A494, A608, A743, A744, A757 and A890.
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2.5 Duplex Stainless Steel

This group of alloys has been the subject of the
greatest alloy development efforts since the 1980s.
These alloys rely on ferrite to improve their strength
levels; they have nominal levels of 50% ferrite and
50% austenite. These ferrite levels give them approxi-
mately twice the strength levels of the austenitic
materials, with similar corrosion resistance. All of
these alloys require controlled additions of nitrogen
for control of the microstructure. Nitrogen also
improves the corrosion resistance by influencing the
partition of elements between the ferrite and austenite
grades. A popular indicator of the relative corrosion
resistance of these alloys is the pitting resistance
number (PREN). The PREN is calculated from the
composition:

PREN ¼ %Crþ 3:3%Moþ 16%N

The use of tungsten in some of these alloys has
produced variations in the PREN calculation to
include this element.

Recent work on the corrosion resistance (pitting
and intergranular), and mechanical properties includ-
ing impact and weldability, has shown there is no
difference between the statically cast, centrifugally
cast and wrought product forms (ASME).

An important factor in the fabrication of these
alloys is the need to use overmatching filler metals.
Ferrite levels can be influenced by the cooling rate. In
the case of welds which cool rapidly there may be
very high levels of ferrite, which will reduce the im-
pact properties. To overcome this cooling rate effect
the filler metals usually contain approximately 5%
more nickel than the base metal. Slow cooling of the
welds is not a solution to this problem as detrimental
intermetallic phases will form.

This group of alloys has the potential to displace
the CF grades because of its strength levels.

2.6 Nickel-base Alloys

The nickel-base alloys have followed the development
of wrought alloys. The welding of these materials
does not present any problems which are not already
experienced in the welding of wrought materials. It is
recommended that the carbon levels be held at the
low end of the specifications in order to provide the
optimum service performance in corrosive media.

3. Heat Resistant Stainless Steels

Generally these alloys are supplied in the as-cast
condition, the only exception being some of the ferri-
tic grades.

3.1 Ferritic (HA, HC, HD)

Higher strength levels can be achieved in HA heat
treatment. Carbon may be added to HC to the order
of 2.50% to give hardness levels of the order of 600
BHN (ASME). These alloys are generally used where
high strength is not the primary requirement. They
are used in applications where gases with high sulfur
are present; in these applications the presence of large
amounts of nickel would be detrimental.

3.2 Austenitic (HE, HF, HH, HI, HK, HL)

Of these alloys only HH has an ASTM specification
which references the presence of ferrite. The level of
ferrite is controlled by the composition of the alloy.
The HH grade is most commonly supplied in the fully
austenitic condition. It is common to observe sigma
in all of these alloys when they have been in service.

The HK grade has been used extensively in chemi-
cal and petrochemical applications but is now largely
displaced from these applications by the HP variants.
The HP grade has seen the greatest development since
the mid-1970s. It is rarely if ever produced in the
unmodified form. The developments have been aimed
at increasing rupture life and have consisted initially
of the use of elements such as niobium to produce
more stable carbides which facilitate longer life or the
capability of working at higher stresses. The develop-
ment of this alloy has been taken further by the addi-
tion of microalloying elements, primarily consisting
of titanium. These have extended rupture life of 30%
over the niobium modified grades.The applications
for HP grades are chemical and petrochemical fur-
naces such as reformers and ethylene. In the case of
ethylene the silicon levels may be increased to a range
of 1.25–1.75% to resist carburization.

3.3 Heat Treatment Applications

The grades HT, HX, HU, and HW are used in
applications where thermal cycling is imposed. This
thermal cycling may be combined with operation
in carburizing atmospheres. Such applications would
include the heat treatment with oil quenching, and/or
the carburization of products. Consequently these
alloys have the ability to resist thermal fatigue and
carburization. Again silicon levels may be increased
to increase the resistance to carburization.

3.4 Heat Resistant Alloy Welding

The welding of all of the heat resistant alloys presents
little difficulty. Welding is normally carried out with-
out preheat or postweld heat treatment. Heating as
part of the welding cycle is not recommended as it
will adversely affect service life.
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See also: Stainless Steels: Duplex
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Stainless Steels: Duplex

As their name implies, duplex stainless steels are
stainless steels containing two primary phases, f.c.c
austenite and b.c.c. ferrite. These alloys were first
observed in the 1920s as an outgrowth of studies
on austenitic stainless steels. Their balance of good
corrosion and mechanical properties has made them
an important part of the stainless steel family of
alloys.

1. Development of Microstructure

The development of a duplex microstructure is a
natural outgrowth of the metallurgy of the Fe–Cr–Ni
system, which is the basis of all stainless steels. This is
illustrated in Fig. 1, which shows the 70wt.% Fe
isopleth for the Fe–Cr–Ni system, which is approxi-
mately the amount of iron present in most stainless
steels. The austenite is referred to as the g phase and
the ferrite as d. (In wrought ferritic stainless steels, the
ferrite is typically referred to as a, and this nomen-
clature is also often used in the duplex stainless steel
literature.) The more chromium in the alloy, the more
ferrite will be present, and the more nickel, the more
austenite will be present. Figure 2 shows a typical
microstructure for a duplex stainless steel. Here the
ferrite is etched darker than the austenite and is
denoted as a.

Most duplex stainless steels initially solidify as d,
with the g phase developing on cooling or during
working in the dþ g phase field. The amount and
morphology of austenite and ferrite depends upon
the exact composition of the alloy, the cooling rate
after solidification, the annealing temperature, and
the processing conditions. Alloying elements in addi-
tion to iron, chromium, and nickel also play a role
in determining the amount of ferrite that can be
developed. The exact effectiveness of any element in

Figure 2
Typical duplex microstructure (reproduced by
permission of ASM International from ‘Duplex
Stainless Steels,’ 1983, pp. 693–756).

Figure 1
Pseudobinary diagram showing the 70% isoplethal
section of the Fe–Cr–Ni phase diagram (reproduced by
permission of EDP Sciences from ‘Stainless Steels,’
1993, pp. 613–59).
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stabilizing ferrite or austenite varies from study to
study, depending upon the exact alloy composition,
processing, and heat treatment. Molybdenum, sili-
con, niobium, aluminum, and titanium stabilize fer-
rite, and manganese, copper, carbon, and nitrogen
stabilize austenite. Carbon and nitrogen are particu-
larly potent austenite stabilizers, being 15–35 times
more effective than nickel (on a wt.% basis). The
weighing factors for the other elements, for austenite
or ferrite stabilization, are about 0.25–3.0 (also on a
wt.% basis relative to nickel or chromium).

Duplex stainless steels typically contain 20–70 vol.%
ferrite. They can exist in either wrought or cast forms.
In addition, castings which are nominally consi-
dered as being austenitic often contain 5–40 vol.%
ferrite, and are thus strictly speaking duplex stain-
less steels, although they are generally not referred
to as such. Austenitic stainless steel weld metal
is also almost always duplex, typically containing
5–20 vol.% ferrite. In the case of castings and weld
metal, the ferrite is present primarily to prevent hot
cracking during solidification. In the case of those
alloys that are termed duplex, the ferrite is present
because of its influence on corrosion and mechanical
properties.

2. Development of Additional Phases

Duplex stainless steels can contain many phases in
addition to austenite and ferrite. The development of
these phases, and the way various alloying elements
influence this development, is illustrated in Fig. 3.
For the most part, the phases shown in Fig. 3 em-
brittle the alloy without strengthening it and should
therefore be avoided. This is particularly true for s
and w phases. The exception is the a0 phase, which is a
chromium-rich b.c.c. phase that strengthens the fer-
rite as well as reduces its ductility. As such, duplex

stainless steels are sometimes deliberately heat treated
to produce some a0. This phase can develop by either
nucleation and growth or by spinodal decomposi-
tion, depending upon the composition of the alloy.
The spinodal decomposition into chromium- and
iron-rich regions also strengthens the ferrite.

Many of the phases illustrated in Fig. 3 develop in
the ferrite or at the ferrite/austenite boundaries, so
the amount and morphology of the ferrite determine
the degree to which the alloy properties are degraded.
Figure 3 shows the temperature ranges at which these
phases form, and this sets limits on the temperature
ranges at which these alloys can be fabricated or
used. Rapid cooling from high-temperature process-
ing or annealing is also required to prevent undesir-
able precipitates from developing.

3. Alloy Properties and Uses

The chief reasons for using duplex stainless steels are
their good resistance to oxidation, corrosion, and
stress corrosion—all this while maintaining superior
mechanical properties. These alloys generally exhibit
the same, or lower, general corrosion rates as aus-
tenitic stainless steels in dilute sulfuric acid. This is
also true in dilute hydrochloric acid, and in the
caustic solutions encountered in the pulp and paper
industry. Some of these alloys are also applicable
for exposure to organic acids. Many of these alloys
possess superior pitting and crevice corrosion resis-
tance, compared with austenitic stainless steels.
Duplex stainless steels possess superior resistance to
both transgranular and intergranular stress corrosion
cracking. The exact degree to which any of these
alloys is resistant to any form of corrosion or stress
corrosion depends upon its composition, microstruc-
ture, and the exact nature of the solution and solution
temperature to which it is exposed.

Duplex stainless steels also possess excellent
mechanical properties, and are consequently some-
times utilized instead of austenitic or ferritic stainless
steels. Duplex steels generally possess higher yield
and ultimate tensile strengths than most austenitic or
ferritic stainless steels. The degree to which this is so
depends not only on the alloy composition, but also
on the way that it is processed. This improved
strength is generally achieved without compromising
the toughness of the alloy, providing that the alloy
does not contain any of the deleterious phases shown
in Fig. 3. The toughness of ferrite is decreased with
decreasing temperatures but, being present only as a
constituent of a two-phase alloy, this does not pro-
duce as sharp a ductile-to-brittle transition as in
ferritic stainless steels. The higher the ferrite content,
the sharper the ductile-to-brittle transition.

Ferrite has a smaller expansion coefficient and
larger thermal conductivity than austenite, so the more
ferrite that is present, the lower will be the coefficient

Figure 3
Schematic representation of the possible precipitates in
duplex stainless steels (reproduced by permission of
EDP Sciences from ‘Duplex Stainless Steels’ 91,’ 1991,
pp. 3–48).
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of expansion and the greater the thermal conduc-
tivity of the duplex stainless steel. Duplex stainless
steels are generally very weldable; in fact, austenitic
stainless steels utilize duplex weld metal.

See also: Stainless Steels: Cast
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Steels: Classifications

The beginning point for the classification of steels
and iron is the iron–carbon phase diagram (see
Ferrous Alloys: Overview). All Fe–C alloys containing
less than about 2.06wt.% carbon would pass through
the austenite field when cooled slowly from the liquid
to room temperature. All binary Fe–C alloys con-
taining o2.06wt.% carbon are classed as steels. All
binary Fe–C alloys containing 42.06wt.% carbon
are termed cast irons. These distinctions are roughly
maintained even when the alloys contain large
amounts of alloying elements.

Cast irons typically have carbon levels of about 2–
4wt.% carbon. There are many types of cast irons.
Most are the so-called graphitic cast irons but there
are other high-alloy cast irons designed for wear re-
sistance, corrosion resistance, and heat resistance.
The graphitic cast irons (see Cast Irons) are alloys
with the above approximate ranges of carbon content
but which also contain 0.5–3.0wt.% silicon. The
purpose of the silicon is to promote the formation of
graphite rather than iron carbide (cementite) on
solidification or during heat treatment. Depending on

the exact composition, cooling rate on solidification,
and subsequent heat treatment these materials consist
of particles of either cementite or graphite embedded
in a steel matrix which can be entirely ferritic, ferri-
tic–pearlitic, martensitic, or austenitic. In white cast
irons the material consists of cementite in a steel ma-
trix. The other types of cast irons consist of particles
of graphite in a steel matrix. There are four different
types of graphitic cast irons, gray, ductile, malleable,
and compacted and these grades differ primarily in
the shape of the graphite particles. In the four types
the graphite shapes are plates, spheres, popcorn
shaped, and rods, respectively. The strengths of each
of these types of cast irons can be varied by changing
the nature of the steel matrix.

For the purpose of this article steels will be
regarded as all ferrous-based alloys with carbon
levels in the range of 0–2wt.%. The approach taken
here is similar to that adopted by Leslie where almost
all of the steels described here are discussed in greater
detail (Leslie 1981).

The most widely produced steel product is sheet
(see Sheet Steel: Low Carbon). These materials are
ferrite with low carbon contents and are often used in
applications requiring the sheet to be formed into
complex shapes, such as auto bodies. High formabi-
lity is achieved in these materials by reducing the
interstitials, carbon and nitrogen, to very low levels
and by developing appropriate textures through
thermomechanical processing and control of inclusion
characteristics. Steel sheet can be coated in a variety of
ways to provide corrosion protection and for decora-
tive purposes. These coatings reduce formability.

By adding carbon pearlite can be introduced (see
Pearlite) into steels slowly cooled from the au-
stenitizing temperature. When steels having less than
the eutectoid carbon content are slowly cooled from
the austenitizing temperature pro-eutectoid ferrite
is formed as the steel is cooled to the eutectoid
temperature. Once the steel is cooled below the
eutectoid temperature the remaining austenite, now
of the eutectoid carbon content, transforms to pear-
lite, which consists of alternating layers of cementite
and ferrite. The amount of pearlite in the struc-
ture increases with increasing carbon content. The
strength of the steel increases with the amount of
pearlite and the strength of pearlite can be increased
by decreasing the spacing between the alternating
sheets of ferrite and cementite. Low carbon sheet
steels which contain no pearlite are one extreme of
the ferritic–pearlitic steel spectrum and steels of the
eutectoid carbon content which are entirely pearlite
when slowly cooled represent the other extreme of
the ferritic–pearlitic steel spectrum. Steels of the
eutectoid carbon content are commonly used for
railroad tracks and wheels.

When an Fe–C alloy is cooled (quenched) suffi-
ciently rapidly from the austenitizing temperature
the austenite will not transform to a combination of
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pro-eutectoid ferrite and pearlite, or to bainite (see
Bainite). Instead the alloy will transform to marten-
site, a body-centered-tetragonal phase, in which the
carbon is in solid solution (see Martensite). The car-
bon in solid solution in the martensite is much more
effective in strengthening martensite than is the
pearlite in strengthening ferritic–pearlitic, steels. For
this reason martensitic steels are used to achieve high
strength levels. However, to achieve a martensitic
structure one must cool the material sufficiently rap-
idly to avoid the formation of pro-eutectoid ferrite,
pearlite, and bainite. Alloying additions can be used
to delay the start of the decomposition of austenite to
pro-eutectoid ferrite, pearlite, and bainite, and such
alloying is said to increase the hardenability of the
steel. When the hardenability is increased one can use
slower quench rates to achieve a martensitic structure
and achieve a martensitic structure in pieces of larger
section size. Low alloy steels which were developed to
be used primarily as martensitic steels are referred to
as heat-treated steels. A primary concern in these
steels is their hardenability. These steels are never
used in their asquenched condition but are tempered.
Tempering is the heating of a martensitic steel at a
temperature below that at which austenite forms.
Tempering results in softening of the steel due to
precipitation of the carbon as cementite and the
coarsening of the cementite particles. Steels used for
bearings are typically low alloy quenched and tem-
pered steels. Krauss (1980) discusses the effects of
composition and heat treatment on the microstruc-
tures and mechanical properties of low alloy steels.

Ferritic–pearlitic steels have very low strength when
they are purely ferritic and their toughnesses drop
rapidly as the carbon content and the amount of
pearlite are increased. While the martensitic quenched
and tempered low alloy steels have much better
toughnesses at higher strength levels than the ferritic–
pearlitic steels, the quenched and tempered martensi-
tic structure is difficult to achieve in many product
forms. Costs are also associated with the heat treat-
ment involved in obtaining the martensitic quenched
and tempered microstructure. High-strength low-alloy
(HSLA) steels are a class of steels developed to
achieve properties superior to those of the ferritic–
pearlitic steel and comparable to those of low alloy
quenched and tempered martensitic steels. HSLA
steels are designed to achieve their desired mechanical
properties by the development of microstructures
through controlled thermomechanical processing
(TMP) and the steel is produced in its final form
by a continuous hot deformation process, rolling, or
forging, which comprise the TMP. Most HSLA steels
are microalloyed with small additions (0.1wt.%) of
niobium, vanadium, and titanium which control
microstructural evolution during TMP through the
formation of carbonitride precipitates.

The above classes of steel have a low alloy content.
Most other steels have higher alloy content and these

steels were developed to achieve certain properties,
often for particular applications.

The most widely used of the alloy steels are the
stainless steels. These are steels with high chromium
content, a minimum of about 11wt.%. The chro-
mium forms an oxide on the surface of the steel which
is adherent and slows further oxidation or corro-
sion of the alloy. There are many types of stainless
steels. They can be roughly distinguished on the basis
of microstructure. The austenitic stainless steels are
low carbon stainless steels which are austenitic at
room temperature and they normally contain about
18wt.% chromium and about 8wt.% nickel and/or
manganese to stabilize the austenite. The austenitic
stainless steels are used in applications requiring cor-
rosion resistance and at elevated temperatures when
both oxidation and creep resistance are required. The
martensitic stainless steels are quenched and tem-
pered steels and there are two classes of this type of
stainless steel. The first are the medium carbon steels
in which strength is achieved by the precipitation of
alloy carbides. These steels were developed primarily
for elevated temperature service in which oxidation is
a concern. The duplex stainless steels (see Stainless
Steels: Duplex) consist of a mixture of ferrite and
austenite. The ferritic stainless steels are stainless
steels which are entirely ferritic. The duplex and the
ferritic stainless steels each have applications in which
they have better corrosion resistance or better stress
corrosion cracking resistance than the martensitic or
austenitic stainless steels. In addition to the wrought
forms of stainless steel there are stainless steels espe-
cially made for casting. The cast stainless steels (see
Stainless Steels: Cast) are of two types. One type is
designed for corrosion resistance and the second type,
the so-called heat resistant grades, are designed for
elevated temperature service.

A wide variety of steels have been developed pri-
marily for use at elevated temperatures. Typical tem-
pered martensitic steels used for high temperature
service have compositions (in wt.%) such as 0.15C–
1Cr–0.5Mo, 0.20C–1.25Cr–0.5Mo, 0.15C–2.25Cr–
1Mo, 0.15C–5Cr–0.5Mo, 0.1C–9Cr–1Mo, and
0.15C–12Cr–Mo(orW). The creep resistance of these
steels increases with increasing alloy content. These
alloys find applications as tubes and pipes in power
plants and petrochemical plants. There has been con-
siderable activity over the past few years in develop-
ing new 9–12 chromium steels for power plant
applications both in Europe and Japan, with the pri-
mary goal to achieve improved creep resistance.
While various austenitic steels have superior creep
resistance to the martensitic steels the martensitic
steels have lower coefficients of thermal expansion
and higher heat conductivities than do the austenitic
steels and this results in the martensitic steels having
better fatigue resistance than the austenitics at ele-
vated temperatures. Viswanathan (1989) discusses the
high temperature properties of steels.
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Steels developed primarily to achieve high tough-
ness are of two types. The first are alloys developed to
have very low ductile-to-brittle transition tempera-
tures so that they can be used at very low tempera-
tures. The prototype martensitic steel used in
cryogenic applications are the so called 9-nickel steels.
A variety of methods can be used to lower the ductile-
to-brittle transition temperature, including refinement
of grain size, lowering the yield strength, adding
nickel and introducing austenite of the appropriate
morphology, and mechanical stability. The second are
steels designed to achieve high toughness at very high
strength levels. Steels of this type are the precipitation
strengthened maraging steels and low to medium
carbon secondary hardening steels which have been
developed according to methods used by Speich and
co-workers in the development of the steel HY180
(Speich et al. 1973).

A variety of steels have been developed to achieve
various types of wear resistance. These include the
Hadfield steels, tool and die steels (see Tool and Die
Steels) and high speed steels.

The Hadfield steels are medium to high carbon
steels containing substantial amounts of manganese.
These alloys are austenitic at room temperature.
These alloys have excellent wear resistance because
the austenite transforms to a high carbon martensite
when the material is subjected to strain. Thus wear
results in a very hard surface layer which is resistant
to further wear.

Tool Steels (Roberts and Cory 1980) covers three
classes of steel: tool steels, die steels (both cold-work
and hot-work), and the high speed steels. Tool steels
are traditionally divided into three categories. Car-
bon tool steels, low-alloy tool steels, and the special
purpose tool steels, of which there are several types.
There are four types of cold-work die steels, oil hard-
ening cold-work die steels, air hardening cold-work
die steels, high carbon–high chromium cold-work die
steels, and wear resistant cold-work die steels. There
are five classes of hot-work steels, 3–4wt.% chro-
mium hot-work die steels, chromium–molybdenum
hot-work die steels, chromium–tungsten hot-work die
steels, tungsten hot-work die steels, and molybdenum
hot-work die steels. Many of the steels contain large
amounts of strong carbide-forming elements for
two reasons. The first is to provide for a dispersion
of larger carbides which are in the steel after au-
stenitizing and which improve wear resistance. In
addition, the strong carbide forming elements which
are in solid solution after austenitizing can combine
with carbon during tempering and this precipitation
of alloy carbides (secondary hardening) provides
strength at room and elevated temperatures.

High-speed steels are used primarily for the man-
ufacture of cutting tools. While there are a number of
classes of high speed steels they have in common
high carbon contents (ranging from 0.8wt.% to
43wt.%), chromium levels of about 4wt.%, massive

amounts of strong carbide forming elements (vana-
dium, tungsten, and molybdenum) to provide large
carbides which are present after austenitizing and
which improve wear behavior and to provide for sec-
ondary hardening on tempering. Many high-speed
steels also contain large amounts of cobalt, which en-
hances the secondary hardening response and the hot
hardness of the secondary hardened microstructure.

Steels developed primarily for particular electrical,
magnetic, and physical properties include the silicon
steels, magnetic steels and steels having low coeffi-
cients of thermal expansion.

Silicon steels are ferritic alloys of iron and silicon
that have magnetic properties which make them use-
ful in motors and transformers. The silicon additions
improve magnetic softness and increase the electrical
resistivity. They also have the undesirable effects of
decreasing the Curie temperature, reducing the sat-
uration magnetization, and of embrittling the alloy
when the silicon additions exceed about 2wt.%. The
embrittling effects of silicon make it difficult to
produce silicon steels with more than about 3wt.%
silicon. The silicon steels are produced in two forms,
highly textured grain-oriented alloys and alloys in
which the grains are not oriented. Grain orientation
is carried out to align the magnetic easy axis.

There are a large number of iron-based permanent
magnet alloys. In addition, there are a number of
iron-based soft magnetic materials in addition to the
silicon steels. These alloys include Fe–Co alloys,
permalloy and iron-based amorphous and nanocry-
stalline soft magnetic materials.

Iron-based alloys having near-zero or even nega-
tive expansions on heating in the vicinity of room
temperature were first discovered in the late 1900s by
the Swiss physicist Charles-Edouard Guillaume. The
family of alloys which possess this characteristic are
known as ‘‘Invar’’ for length INVARiant. The first
Invar alloy had a composition of iron with 36wt.%
nickel. This alloy has a coefficient of thermal expan-
sion varying from slightly negative to less than
10% of that of a normal metal from near absolute
zero to near the Curie temperature. In Invar there
is a volume contraction as the alloy transforms from
ferromagnetic to diamagnetic which almost exactly
counterbalances the thermal expansion. By varying
the nickel content and alloying with additional
elements Invar alloys have been developed which
match the coefficients of thermal expansion of certain
glasses and of silicon.
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Structure of Polymer Glasses: Short-range

Order

Polymer glasses may be viewed at the simplest level as
frozen macromolecular liquids, in which the structure
at both long and short length scales parallels that
found in the molten state. Thus, a polymer glass is
characterized by the absence of long-range order, for
example there is no orientational order as in the liquid
crystal state, or translational order as in the crystalline
state. There will be order along the polymer chain as
is expected on the basis of the chemical connectivity,
this will be most specific for a stereoregular homo-
polymer, and some short-range liquid-like order due
to the requirement of nonoverlapping chain segments
that occurs in all liquids, polymeric or otherwise.

Polymers exhibit this disordered solid state either
as a consequence of a thermal history, which includes

cooling from the melt state at a rate which inhibits
crystallization, or through the presence of disorder
along the polymer chain such as present in random
copolymers or atactic systems. Thus, some materials
such as polystyrene and polymethylmethacrylate are
ubiquitously present in the glassy state, while others
such as glassy polyethylene can only be prepared
through special treatment and can never be observed
at room temperature.

The study of short-range order of glassy polymers
is concerned with structural arrangements in a poly-
mer glass on length scales, which directly involve the
atomistic chemical detail of the polymer, and which
extend to include the chain segment and its interac-
tion with other chain segments. A chain segment is a
conceptual object that may be usefully related to the
length over which the polymer chain has a persistent
conformation. The size of chain segment may vary
from a few skeletal bonds (B5 (A) for polyethylene to
20–30 (A for polycarbonate. As a consequence, studies
of short-range order or local structure are concerned
with length scales from 1 (A to 50–100 (A.

The lack of long-range order means that most
glassy polymers are optically transparent. A more
critical test is the nature of the so-called wide-angle
x-ray scattering pattern as shown in Fig. 1; the
absence of sharp Bragg reflections and the presence
of broad diffuse features is the fingerprint of a glassy
polymer. X-ray and neutron scattering together with
nuclear magnetic resonance (NMR) procedures are
the most commonly employed experimental tech-
niques in the study of short-range order in polymer
glasses, although both are often tightly coupled to

Figure 1
The wide-angle x-ray scattering patterns for a crystalline sample of isotactic polystyrene (solid line) and glassy
isotactic polystyrene (broken line) formed by rapidly cooling from the melt at 160 1C.
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atomistic level computational models. The literature
abounds with results, in fields as diverse as diffusion,
guest–host systems for nonlinear optics, mechanical
properties and blends, which the authors claim can
only be understood by the presence of ordered re-
gions within these apparently amorphous materials.
Clearly the local structure including spatial and ori-
entational correlations must reflect the shape and size
of the chain segments as in any molecular fluid. The
issue in the study of the short-range order of polymer
glasses is whether the system is ordered over and
above the natural minimum of order imposed by the
detail of the chain segment.

1. Experimental Techniques

Both NMR techniques and wide-angle x-ray and
neutron scattering procedures are sensitive to varia-
tion in local structure. NMR spectroscopy provides
a powerful method to examine the structure and
dynamics of polymers; its main advantage is the
unprecedented chemical selectivity available. Al-
though polymer solutions can be studied with high
resolution, the angular-dependent anisotropic inter-
actions present in the solid state drastically reduce the
resolution available. Although various methodologies
have been employed, it has been the advent of
multidimensional NMR that has driven the develop-
ment of techniques for the study of the solid state
(Schmidt-Rohr and Spiess 1994). By employing par-
ticular sequences of pulses the broad features present
in standard solid-state NMR spectra can be probed
in a second frequency domain providing great sepa-
ration of features. These techniques have been
employed in a variety of studies in both glassy poly-
mers and polymer blends in which the information
obtained is specific to particular bonds or groups
and very localized in its extent. In contrast, scattering
techniques provide information over a range of
length scales but which requires models or advanced
techniques such as isotopic substitution and neutron
scattering to enable features to be related to parti-
cular interactions.

The measurement of x-ray and neutron scattered
intensities over a broad Q (Q¼ 4psiny/l, where 2y
is the scattering angle and l the incident wavelength,
QminB0.2 (A�1) provides information about bond
lengths to chain segment interactions. Neutron scat-
tering offers the possibility of high Q values, which
increases the real space resolution and variations
in scattering lengths through isotopic substitution.
X-ray scattering instrumentation is more readily
available, often with a much higher resolution in
terms of DQ and with a contrast that arises from
differences in electron density and hence is strongly
related to the atomic number. For example, the x-ray
scattering pattern of polyvinyl chloride (PVC) is
dominated by the distribution of the chlorine atoms,

while the neutron scattering pattern provides infor-
mation more or less evenly weighted between the
carbon, hydrogen, and chlorine atoms.

Analysis of the scattering patterns may either take
place in reciprocal (experimental) space or in real
space (Mitchell 1989). Real space functions repre-
senting the averaged correlations between atoms are
obtained by Fourier transformation of the scattered
intensities. Although this appears to be an attractive
option since it allows strongly correlated distances to
be read off, such functions often only serve to em-
phasize the well-defined covalently bonded distances,
which of course are usually well known. Analysis of
the reciprocal or scattering space data is usually sim-
plified in that data for Q43 (A�1 is largely intrachain
in origin and provides information on the conforma-
tion and chemically defined structures.

Data at lower scattering vectors arises principally
from interchain interactions. The precise relationship
between the location of peak maxima (Q0) and the
corresponding real space distances (d) is rather com-
plex, however we can take as a working relationship
that d¼ k2p/Q0 where k is constant in the range 1–1.2
(Mitchell 1989). Thus, in Fig. 1 the scattering curve
shows an intense broad peak at QB1.4 (A�1 which
may be attributed to the correlation between chain
segments whose ‘‘size’’ is B5 (A. The width of this
peak at half-height is B0.5 (A�1, which, using the ex-
pression DQ¼ 2p/L, gives L the correlation length of
B12 (A. These values are typical of the length scales
involved in polymer glasses.

2. Computational Approaches

The increasing power of computers makes the gen-
eration of realistic atomistic level models of glassy
polymers a genuine possibility (Monnerie and Suter
1994). However, for most glass-forming systems, the
size of models necessary to accommodate both the
scale of the chain segment and the inherent chemical
inhomogeneity of the polymer chain extend beyond
current capabilities. In many cases, the validation of
published models, through, for example, comparison
of a calculated x-ray scattering pattern with that ob-
tained experimentally, is at best cursory. Approaches
in which a coarse-grained system is decorated with
atomistic detail provide one promising route forward
(Kotelyanskii et al. 1996). A common approach is
the so-called amorphous growth in which units are
successively added to a growing chain within periodic
boundary conditions. If the chain encounters severe
steric overlap, the system backtracks until the next
unit can be added at a relatively low energy cost. The
difficulty here is that the larger chain configuration
is often distorted from experimental values (Clark
and Brown 1994). For glassy models, subsequent
energy minimization or molecular dynamics only
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yields local minima, which may be a long way from a
realistic structure.

3. Basic Observations on the Short-range Order in
Polymer Glasses

Figure 2 shows the broad Q neutron scattering for 1,4
polybutadiene as a function of temperature. Over the
complete temperature range the high Q scattering
(intrachain correlations) is largely invariant, while the
intense but diffuse peak at QB1.4 (A�1 (interchain
correlations) show systematic variation with tempera-
ture. The position of this intense peak reflects the
variation in density of the material; there is little
movement in the glassy state, marked variation in
the liquid state with an abrupt change at the glass
transition (Fig. 3(a)). In a similar vein, the width of
the intense peak decreases with temperature reflecting
the thermally stimulated dynamics of the chain seg-
ments (Fig. 3(b)). These observations reflect the basic
model of glassy polymer as a frozen liquid and hence
we can transfer concepts such as the random coil
model from the melt.

Polymer glasses are usually homogenous as indi-
cated by their optical clarity and by small-angle x-ray
scattering measurements, which show that the only
significant density variations are those arising from

thermal fluctuations (Wendorff 1985). The literature
abounds with other reports that present conflicting
evidence for ordered structures, the Faraday Discus-
sion in 1979 and Gabrys’ review (1994) provide good
starting points; the current consensus is that most of
this historical evidence is unreliable. The study of the
static structures of polymer glasses overlaps with
analysis of polymer dynamics (Frick and Richter
1995). There is much discussion on whether the
dynamical processes are defined by a spectrum of
exponential relaxations (heterogeneous) or by a single
intrinsically nonexponential process (Arbe et al. 1998).

The former possibility requires variation in the static
structure to provide a variety of environments, which
would be consistent with the presence of some local
order. At present the evidence for both modes are
equally weighted. Some polymer glasses show so-called
boson peaks (related to the low energy vibrational
density of states) that have been related to nanostruc-
tures in both polymethylmethacrylate (Duval et al.
1998) and polystyrene (Frick et al. 1995), which pro-
vides some support for heterogeneity both in the static
structure and the relaxation behavior.

4. Polystyrene

Polystyrene is perhaps the mostly widely studied
glassy polymer in terms of its short-range order.

Figure 2
Neutron structure factors for deuterated trans 1,4 polybutadiene (MWB105, MW/Mn¼ 1.06) measured at 20K (solid
line, glassy state) and at 320K (broken line, melt state). The scale has been chosen to show the data at high Q values;
the inset shows the low Q data for the temperatures shown. The glass transition for this material is B160K (after
Gkourmpis and Mitchell 2000).
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Figure 3
A plot of (a) the first peak position and (b) the first peak width as a function of temperature for the neutron scattering
shown in Fig. 2. The solid lines represent linear fits to the data points either side of the glass transition temperature
(after Gkourmpis and Mitchell 2000).
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Commercial grades of polystyrene are usually formed
from atactic polystyrene, although both isotactic and
syndiotactic systems are now available and crystalli-
zation can be inhibited through modest quenching
rates from the melt (for example Fig. 1). Studies of
the local structure date from the work of Katz who
identified a so-called polymerization peak in the x-ray
scattering pattern of polystyrene that was not present
in the equivalent pattern of liquid styrene (Katz
1936). Various studies have been made of this poly-
merization peak, which displays strong temperature
dependence in terms of its position and intensity.
Mitchell and Windle proposed a ‘‘superchain’’ model
to account for the polymerization peak in which the
pendant phenyl rings aggregate on a local scale to
form stacks (Mitchell and Windle 1984).

NMR studies indicate that the mutual orientation
of the phenyl rings is largely random (Robyr et al.
1995). The bulky side-groups dominate the broad
Q scattering patterns and restrict the local confor-
mational information that can be extracted from
the data. One promising approach is to use broad Q
neutron scattering coupled with selective isotopic
substitution to yield partial structure factors corre-
ponding to correlations between the skeletal atoms
in the polymer chains (Mitchell 1995). Roe and
co-workers found reasonable agreement between
scattering functions derived from molecular simula-
tions and experimental x-ray and neutron scattering
data (Mondello et al. 1994, Furuya et al. 1994, Roe
et al. 1995). The model was based on a cube of length
B24 (A and hence the longest length which can
be considered with any confidence is half the cell
size which is close to the distance corresponding to
the polymerization peak. Detailed analysis of the
‘‘best’’ model showed that any parallelism between
chain backbones was limited to separations o6 (A,
while there was a limited degree of mutual alignment
between neighboring phenyl rings.

Larger models (cube lengthB39 (A) were generated
by Kotelyanskii et al. (1996) using a combination of a
lattice model and ‘‘decoration’’ using atomistic level
segments but the authors conclude that even larger
models are required to provide a realistic simulation
of glassy polystyrene. One possible approach to gene-
rating larger models is the so-called reverse Monte
Carlo procedures ( McGreevy 1993, Rosi-Schwartz
and Mitchell 1994) in which random adjustments are
made to an atomistic level model and these moves
are rejected or accepted not on the basis of some
potential energy change, but through a cost function
derived from the differences between the calculated
and experimental scattering functions.

5. Polymethylmethacrylate

Atactic polymethylmethacrylate is widely used in
optical components for a high level of clarity and

structural rigidity. The intermediate level order of
polymethylmethacrylate has been extensively studied
since the steric crowding along the chain leads to
a curved backbone conformation. These proposals
have been confirmed using wide-angle x-ray scatter-
ing measurements (Lovell and Windle 1981 , Waring
et al. 1982). These and more recent broad Q neutron
scattering studies coupled with molecular modeling
support the view of a persistent chain conformation
in an otherwise highly disordered material (Ward
and Mitchell 1995). Gabrys et al. (1986) reported the
existence of some short-range order in glassy poly-
methylmethacrylate using spin polarization neutron
scattering, although their contentions are not sup-
ported by molecular models (Gabrys et al. 1986).
Miller et al. (1984) obtained wide-angle x-ray scat-
tering from systematic series of amorphous acrylate
and methacrylate polymers with differing alkyl side
groups. The regular variation of the positions of the
diffuse peaks in the scattering patterns with alkyl
length led to the proposal of local ordered structures.

6. Polycarbonate

Polycarbonates are important thermoplastics combin-
ing optical clarity with good fracture toughness. In
contrast to polystyrene and polymethylmethacrylate,
polycarbonate is a crystallizable system, however long
times (B30 days) are required for isothermal crystal-
lization; the addition of a solvent can accelerate this
process. There has been much speculation of the role
of the local structure in determining the mechanical
properties of polycarbonates particularly the embrit-
tlement that takes place after substantial physical
aging. The most commonly studied system is bisphe-
nol A polycarbonate. Cervinka et al. proposed a
model on the basis of broad Q neutron scattering in
which the polycarbonate chains lie parallel (Cervinka
et al. 1987). The same model was supported by data
obtained by spin polarization neutron scattering tech-
niques on both polycarbonate and some chemically
modified carbonates (Lamers et al. 1994).

However, the authors emphasize that the models
were small in size compared with the structural fea-
tures present in polycarbonate. Eihard et al. (1999)
used atomistic level mapping on to a coarse-grained
model to generate a model with the correct large-scale
chain configurations. They found good agreement
between calculated and experiment neutron scatter-
ing structure factors. The possibility of some local
order between phenyl groups and carbonate groups
was identified by Robyr et al. using 13C polariza-
tion transfer NMR but they emphasized the limited
agreement between atomistic level simulation and
experiment (Robyr et al. 1998) while other NMR
measurements suggest that the level of local orienta-
tional correlations in the glass are similar to those
present in the melt (Utz et al. 1999). Variations of
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structure with temperature in polycarbonates have
been reported by del Val et al. (1995) and Mitchell
and Windle (1985a), the latter propose that physical
aging leads to an enhancement of local order which
serves to inhibit crystallization through the presence
of a multitude of equivalent nucleation sites.

Tucker et al. (2000) have used neutron scattering
to study the variation in the local order of poly-
carbonate blended with an ionomer. They propose
that the local order is destroyed on mixing. Mitchell
and Windle (1985b) have demonstrated in a related
polymer blend that mixing may lead to new struc-
tures again underpinning the notion of some local
order.

7. Summary

By their nature broad Q x-ray and neutron scattering
and NMR procedures emphasize the presence of
well-defined distances in the local structural arrange-
ments of glassy polymers. It would seem very rea-
sonable that, on geometric grounds alone, different
polymers would generate local structure which reflect
the specific nature of the repeating units. Such
arrangements, particularly at normal temperatures
and pressures, may well represent the most dis-
ordered state possible. The presence of short-range
order must require some correlations over and above
those arising from simple geometric packing for even
simple atomic fluids exhibit well-defined structure
factors even though the packing units are spherical.

Overall there appears to be little evidence for such
short-range order over and above that of the disor-
dered state. However, polymers with well-defined lo-
cal geometries such as polycarbonates and other
aromatic polymers, together with systems exhibiting
strong dipoles (for example PVC; Smith et al. 1993)
show some characteristics of locally ordered struc-
tures. The increasing availability of high quality
broad Q neutron scattering data and detailed infor-
mation from NMR techniques when tightly coupled
to atomistic level models may enable more precise
information to be extracted. Realistic models of poly-
mer glasses are vitally important for developing an
understanding of many physical properties ranging
from diffusion to fracture and yield.
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Teeth: Structure/Mechanical Design

Strategies

Teeth fulfill a function that is almost always essential
for survival—food procurement and processing. This
constant evolutionary pressure ensures that their
structures are finely tuned to their function. Further-
more, any benefits that might result from natural
selection will readily be incorporated into the struc-
ture. Thus from the materials perspective, teeth can
be regarded as cutting, piercing, and grinding tools
whose structures and shapes have been finely honed
over tens and even hundreds of millions of years. An
understanding of the structure–function relations of
teeth may therefore provide new ideas for the design
of improved cutting, piercing, and grinding tools, and
have implications for the development of novel dental
and orthopedic materials.

A wide variety of animals produce teeth, not all of
which are mineralized. Presumably, the working
surfaces of all, however, need to be hardened in one
way or another to function well. The remainder of the
tooth appears to provide a backing for the working
surface. Thus, the very basic design strategy of most
teeth seems to follow this intuitive division. Judging
from the complexity of tooth structure, however,
there are many more functional design features in
teeth. Here we will briefly consider several tooth
types whose structure–function relations have been
investigated. For more information on mechanical
properties of biological materials see Wainwright
et al. (1976), and on biomineralization see Low-
enstam and Weiner (1989) and Simkiss and Wilbur
(1989).

1. Sea Urchin Teeth

Sea urchins (phylum Echinodermata) produce five
continuously growing teeth (Fig. 1(a)) that are used
for grinding the rocky substrate in order to extract
the algae that tightly adhere to the surface. In fact,
some of the rock itself is ground away. Amazingly,
the tooth is composed of basically the same material
as the rock that they usually grind, namely calcium
carbonate. The tooth structure and modifications of
the mineral phase are what makes it possible to grind
away the rocky substrate. The tooth is continuously
renewed as the scraping surface is worn down, and is
self-sharpening (Fig. 1(a)) (Hyman 1955). For more
information on the overall tooth structure see Markel
et al. (1977) and Stock et al. (2002). Here we will
consider only a few of the structural features.

The basic structural elements of the tooth are long
S-shaped fibers each of which is a single crystal of
calcite. Each fiber is enveloped in an organic sheath.
The fibers taper from 20 mm in diameter in the keel
area to less than 1mm or so in the working surface
(Fig. 2(c)). There is also a reduction in the magne-
sium content from the keel side to the working sur-
face (Wang et al. 1997). The reduction in size results
in the hardness of the element increasing due to the
decrease in the number of possible dislocations. The
working surface (Fig. 2(b)) is composed of the tips of
the fibers emerging perpendicular to the surface. Each
fiber is embedded in a matrix of rounded and some-
what disordered crystals of disk-shaped calcite that
contain very large amounts (up to 35mol.%) of mag-
nesium within its lattice. The two phases are sepa-
rated by an organic sheath (Wang et al. 1997).
Resistance to fracture is presumably derived from the

T

Figure 1
SEMs of a sea urchin (Paracentrotus lividus) tooth. (a) The working tip of the whole tooth showing the self-sharpening
profile. (b) The working tip showing the core composed of calcite needles embedded in a matrix of high-Mg calcite
crystals. The core is surrounded by plates. (c) A crystal fiber that tapers in size from one end to the other. The thin end
is embedded in the working tip. Micrographs are adapted from those in Wang et al. (1997).
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juxtaposition of the hard needles in a matrix of small
rounded crystals. Furthermore, movement between
the two can occur along the interface. In certain
respects the tooth can be regarded as a gradient fiber-
reinforced composite material in which both the
fibers and the matrix are composed of mineral. For
more information on structure and other design
strategies built into the tooth structure, including the
self-sharpening property, see Wang et al. (1997).

2. Chiton and Limpet Teeth

Chitons (phylum Mollusca, class Polyplacophora)
and limpets (phylum Mollusca, class Gastropoda)
also produce teeth for grinding the rocky substrate in
order to extract the algae. Chitons and limpets wear
down their teeth at the rate of approximately a row a
day, and thus also produce new tooth rows at the
same rate (Lowenstam 1962b). This occurs on a long
tongue-like structure called a radula, which com-
prises more than 100 rows of teeth. Figure 2(a) shows
a scanning electron micrograph (SEM) of a mineral-
ized tooth of a limpet. The outer working layer is
composed of goethite (iron hydroxide mineral) in an
organic matrix (Fig. 2(b)), and the remainder of the
tooth is composed of amorphous silica (opal) in an
organic matrix (Fig. 2(c)) (Lowenstam 1962a, 1971).

In chitons only two of the teeth in each row are
mineralized. The mineral of the working surface layer
is the relatively hard iron oxide magnetite—in fact
the teeth are magnetic. Lowenstam (1962b) was the
first to identify biogenic magnetite in the chiton

tooth, or for that matter in any organism. It is now
known to be widespread in biology (Kirschvink et al.
1985). The remainder of the tooth is comprised of
softer and more pliable mineral phases, which in cer-
tain species is carbonated apatite (the same mineral
present in vertebrate bones and teeth) or in other
species an amorphous calcium iron phosphate min-
eral (Lowenstam and Weiner 1989). The two layers
are separated by a thin third layer also containing an
amorphous mineral, ferrihydrite. This third layer
possibly functions as a gasket allowing the two major
layers with distinctly different mechanical properties
to ‘‘work’’ together—a supposition that needs to be
checked in chiton teeth, but has supporting evidence
in human teeth (see below).

van der Wal (1989) characterized the structure and
materials design properties of the mineralized teeth of
a limpet. Of particular interest is the manner in which
the crystals in the working tip have two different
orientations, and the hardness of the tip is about
twice that of the other parts of the tooth. These
properties are the key to the functioning of the tip as
a self-sharpening grinding tool.

3. ‘‘Jaws’’ of Carnivorous Worms

Various marine polychaete worms have sets of jaws
which are a few millimeters long and sharp (Fig. 3).
The tip is used by the worm as a syringe to inject
venom into its prey. Bryan and Gibbs (1979) reported
high levels of zinc in some species and copper in oth-
ers. Lichtenegger et al. (2002) showed that in the case

Figure 2
Micrographs of the teeth of the limpet Lottia sp. (a) SEM of a mineralized tooth. (b) SEM of the hard outer working
layer containing goethite in an organic matrix. (c) SEM of the softer inner layer containing opal in an organic matrix.
Micrographs are from the collection of the late Prof. Heinz A. Lowenstam.
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of the copper-containing species, Glycera, some of the
copper is in the form of a most unusual mineral phase
called atacamite (Cu2(OH)3Cl). The atacamite crys-
tals are located in the region of the tips of the jaws.
There are four polymorphs of this mineral phase, and
the animals somehow induce the formation of only
one (Lichtenegger et al. 2002).

Lichtenegger et al. (2002) performed nanoindenta-
tion measurements as well as microprobe elemental
analyses. They mapped the hardness and the elastic
modulus, and found that the areas with higher hard-
ness and moduli are indeed those with high copper
concentrations. In fact, the values measured were
intermediate between dentin and enamel, the two
materials of vertebrate teeth (see below). They also
estimated the resistance of the worm teeth material
to abrasion, and found that it is twice that of dentin

and almost 80% of that of enamel, despite the fact
that amount of mineral in the tissue is just one-
seventeenth of that in dentin.

Lichtenegger et al. (2002) also noted that the dis-
tribution of copper is higher in the inner part of the
jaw, as compared to the surface. A gradual increase
of stiffness from the surface to the interior is known
to prevent crack formation and improve the ability of
stiff materials to resist contact damage (Suresh et al.
1999). Thus, the jaw design strategy integrates pro-
tein, copper ions, and copper minerals, and the au-
thors point out that this may serve as a design
prototype for new materials.

4. Human Teeth

Human teeth, like most teeth of vertebrates, are
composed of a hard thin working surface (enamel)
that overlies the bulk of the tooth which is composed
of a softer more pliant material called dentin (Fig.
4(a)). The mineral phase in both layers is composed
of carbonated apatite (also known as dahllite), but
the crystal sizes and shapes are very different. In
enamel the crystals are highly elongated (spaghetti-
shaped). They are arranged in bundles or prisms, and
in many species, these bundles are aligned in no
less than three different orientations (Fig. 4(b)). The
mineral phase comprises B99% by weight of the
material. The dentin, on the other hand, contains ex-
ceedingly small crystals (among the smallest known
to be formed biologically). They are plate-shaped
with a thickness of just 2–4 nm. The mineral com-
prises B65% by weight. A major portion of the
dentin crystals are located inside fibrils of collagen,
the protein that comprises the bulk of the matrix.
They are arranged in layers that traverse across the
fibril (reviewed in Lowenstam and Weiner 1989).

Figure 3
Photograph of the jaw showing the sharp point used for
injecting the venom. Scale: 0.2mm (courtesy of Helga
Lichteneggar).

Figure 4
Micrographs of human teeth. (a) View of a fractured cross-section of a human premolar. The arrow shows the outer
enamel layer. (b) SEM of human enamel showing parts of prisms with elongated crystals oriented in different
directions. (c) SEM of dentin in the crown of the tooth, showing the presence of peritubular dentin around the tubules
(arrow).
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The dentin and, to a certain extent, the enamel are
graded materials in that their structural and hence
mechanical properties continuously change. This has
been demonstrated by microhardness profiles (Craig
et al. 1959). One characteristic of dentin is the pres-
ence of numerous long and thin tubules (Fig. 4(c)).
They usually have an internal diameter of 1mm and
extend from just below the dentin–enamel junction
(DEJ) to the pulp cavity. The dentin immediately
below the enamel layer in the crown of the tooth
contains yet another material type called peritubular
dentin. This is a dense collar of mineral that sur-
rounds each of the tubules (Fig. 4(c)). It contains
crystals of the same shape, size, and basic organiza-
tion as in the bulk of the dentin, but almost no col-
lagen (Weiner et al. 1999). It is much harder than
intertubular dentin and presumably much stiffer.

Various materials properties of enamel and dentin
have been measured separately. These include both
elastic and fracture properties (Kinney et al. 1996).
Surprisingly, very little is known about the design
strategy of whole teeth. Some human teeth (canines
for example) function mainly as cutting tools,
whereas others are mainly for grinding. During mas-
tication the forces applied to the tooth are not only
exerted in a direction perpendicular to the cutting
surface, but can be from oblique directions. Further-
more, the manner in which the stress is applied can
vary greatly depending upon the nature of the food
being chewed. Thus, the tooth structure presumably
has many design strategies for dealing with different
mechanical challenges. Here we identify a few.

The position and orientations of the tubules sur-
rounded by peritubular dentin location below the
enamel working surface point to a buttressing func-
tion for peritubular dentin such that it supports the
enamel cap. The tubules with their collar of hard
peritubular dentin provide added stiffness to the
crown dentin. Strangely, the peritubular dentin does
not extend all the way to the dentin–enamel interface
or junction (DEJ). Nor do the tubules extend all the
way to the DEJ. Both are absent in a transition zone
some 100–200 mm below the DEJ. In this same zone,
the hardness decreases significantly as compared to
the bulk dentin below. All these structural properties
point to a unique role for this area of the dentin
(Weiner et al. 1999).

Wang and Weiner (1998) reasoned that because of
the marked differences in stiffness between the
enamel and the dentin, some sort of soft intermedi-
ate layer must be present to allow the two materials
to ‘‘work’’ together. The microhardness profiles sup-
ported this supposition. They used Moir!e interfe-
rometry to map the strain on the surface of a human
tooth slice subjected to compressive forces compara-
ble to those incurred during mastication. They found
that indeed the highest strains were measured in the
200mm zone below the DEJ. Furthermore, the extent
of the strain was asymmetric when comparing the

labial (external) and the lingual (internal) sides of the
tooth. It was postulated that this soft zone is actually
the working part of the tooth (Wang and Weiner
1998). It apparently acts as a gasket to allow the very
hard and stiff enamel to ‘‘work’’ together with the
softer more pliant dentin. Similar experiments were
repeated at much higher resolution, but instead of
using compressive forces, the tooth slices were sub-
jected to changes of humidity. In one experimental
configuration the enamel confined the dentin and
prevented it from contracting as a function of dehy-
dration, whereas in another configuration the dentin
contracted and expanded freely. Most of the expan-
sion was in the same soft zone below the DEJ (Wood
et al. 2000).

Much more remains to be understood about the
manner in which whole human teeth are designed to
fulfill their functions. This information may have far-
reaching implications on treatment regimes and on
the design of new dental materials.

5. Concluding Comment

Teeth structures throughout the animal kingdom
appear to have some common design features, but in
general are very different. All, however, probably fulfill
vital functions and, therefore, have interesting struc-
ture–function relations. Much can be learned from the
study of these relations that may produce new ideas for
the design of improved synthetic materials.
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Tissue Engineering Scaffolds

Tissue engineering scaffolds fulfill three primary pur-
poses. First, they form regenerate tissue shape. Sec-
ond, they temporarily fulfill the physical function
(mechanical, chemical, and/or electrical) of the native
tissue. And finally, their material composition and
porous microstructure enhance tissue regeneration.
Many studies have noted that scaffold materials and
pore morphology significantly influence regeneration
of either bone or cartilage (Sampath and Reddi 1984,
Kuboki et al. 1995, 1998, Tsuruga et al. 1997). Fur-
thermore, pores with appropriate diameter alone are
not sufficient for bone regeneration; the pores must
also have adequate connectivity and orientation for
the regenerated bone tissue to carry mechanical
loads. Bruder et al. (1998) noted that despite a large
amount of regenerated bone tissue, calcium phos-
phate scaffolds with uncontrolled pore architecture
produced poor biomechanical properties. Like Bost-
rom and Mikos (1996), they have demonstrated that
controlling internal scaffold architecture is crucial to
controlling the vascularization and mechanical prop-
erties of regenerate tissue. Moreover, scaffolds must
also replicate complex external shapes. Therefore, the

ability to control scaffold architecture, material com-
position and porosity through design and fabrication
could be a critical factor in the future clinical success
of tissue engineering. An ideal for tissue engineering
should thus be to combine design and automated
manufacturing techniques to enable patient specific
bioimplants and tissue reconstruction strategies.

Polymers based on polylactic acid (PLA), polygly-
colic acid (PGA) and their co-polymers (PLGA)
are the most widely investigated biocompatible, bios-
orbable polymers for such bioimplants (Rothen-
Weinhold et al. 1999, Stancari et al. 2000) and
controlled release drug delivery devices (Putney
1999). Composites of these polymers with hydroxy-
apatite (HA) and calcium phosphate are being inves-
tigated as bone fixation devices in orthopedic,
craniofacial, maxillofacial, and reconstructive surger-
ies. Polymethyl-methacrylate (PMMA), Nylon-6
(Risbud and Bhonde 2001), Polycaprolactone (Zein
et al. 2002), and bioactive glass (Stamboulis et al.
2002) are also being investigated.

To date, fabrication methods have demonstrated
scaffolds in monolithic polymers or polymer-ceramic
composites with limited control over geometry and
porosity. Although significant research has been per-
formed on the biologic (Caplan and Bruder 1997,
Reddi 1998, Krebsbach et al. 1997) and material fab-
rication (Bostrom and Mikos 1996, Yazemski et al.
1996) aspects of bone tissue engineering scaffolds,
controlled three-dimensional scaffold design and fab-
rication have only recently received attention. The
automated design of scaffolds with simultaneous
control over external shape and internal architecture
requires the use of computational design techniques
akin to those developed by Hollister et al. (1999).
These techniques enable rapid design and analysis of
three-dimensional scaffold topologies that can also
mimic natural bone structure. However, scaffold top-
ologies generated by these computational techniques
for the surgical reconstruction of complex defects
present significant manufacturing challenges due to
their complexity. Solid freeform fabrication (SFF)
techniques have been successful at manufacturing
complex scaffolds with better architecture control,
e.g., to make bone tissue replacements from mono-
lithic degradable biomaterials. In the future, SFF will
be one of the most promising ways to manufacture
heterogeneous scaffolds with graded compositions
that can potentially regenerate multiple types of tis-
sues or tissue interfaces simultaneously.

1. Computational Design of Scaffolds

Scaffold design requirements must be addressed on
both macroscopic and microscopic scales. On a mac-
roscopic scale (defined as 41mm), a scaffold design
must replicate human anatomy while on a micro-
scopic level, it must fulfill temporary tissue function
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and simultaneously enhance tissue regeneration.
These two scales must be integrated to produce a
single design that can be embodied in a format
appropriate for SFF methods.

Data for macroscopic design is typically derived
from computed tomography (CT) or magnetic reso-
nance imaging (MRI) that represents anatomical
shape and topology by density distributions within a
three-dimensional volume element (voxel) database.
Image processing techniques, including basic thresh-
olding, noise filtering, edge detection, morphological
filtering, and region of interest selection, are needed
to process the data into a form suitable for design
purposes. Once the image data is processed, there are
two ways to utilize it for scaffold design. For tradi-
tional computer aided design (CAD) techniques the
image data must first be converted to a geometric
form such as points, lines or surfaces. Geometric
representations of anatomy can then be further
manipulated to control the exterior scaffold shape.
A second method directly creates topology within the
voxel data structure, a process known as image-based
design (IBD). This technique creates an external
design by altering the density distribution within the
voxel dataset.

Requirements for microscopic design are more
complex and much less defined than macroscopic
requirements. Both physical properties (including
stiffness, permeability and conductivity) and tissue
regeneration enhancement (related to scaffold poros-
ity, pore diameter, interconnectivity, and permeabil-
ity) depend directly on scaffold microstructure.
Although these general requirements are agreed upon
(LeBaron and Athanasiou 2000, Butler et al. 2000,
Hollister et al. in press, Yang et al. 2001), the most
critical requirement for successful tissue regeneration
is yet to be determined, but must entail the concur-
rent design of scaffold microstructure, material, and
tissue interface. A widely proposed design principle,
although lacking substantive experimental evidence,
is that scaffold microstructure should render effective
properties that match those of native tissue and
yet maintain high permeability or porosity for bio-
factor delivery. Three design approaches have been
employed in accordance with this principle:

(i) material process-defined design,
(ii) periodic cell-based design, and
(iii) biomimetic design.

In material process-defined design, the scaffold
microstructure is completely determined by specific
material processing techniques. Salt leaching tech-
niques, commonly used to fabricate porous polymers,
form microstructures that cannot be set a priori
given little or no control over channel direction and
interconnectivity. In periodic cell-based design, a unit
cell with specific microstructure is repeated to create
an entire scaffold. This technique can be used in

combination with topology optimization methods to
design microstructures that produce desired effective
physical properties. Finally, in biomimetic design,
scaffolds mimic natural tissue structure based on the
notion that they will provide the best function and
tissue regeneration. Ideally, biomimetic designs seek
to replicate all aspects of tissue structure and function,
but are the most difficult to achieve due to complexity
of biological tissues, which are composites organized
in a hierarchy from nanometers to millimeters. In
addition, even if a scaffold matches native tissue
structure, regenerate tissue that grows into its pore
architecture may not match native tissue function.

1.1 Periodic Cell-based Design

Our research efforts have encompassed all three
design approaches, concentrating on periodic cell-
based and biomimetic design techniques to create
scaffolds that meet the conflicting requirements of
matching desired functional properties while main-
taining high porosity. In the periodic cell-based de-
sign approach, homogenization theory (Hollister and
Kikuchi 1994, Hollister et al. in press) can be used to
compute a functional dependence of effective scaffold
property Ceff scaf and effective regenerate tissue prop-
erty Ceff regen tissue on scaffold base property Cscaf,
scaffold microstructure Mscaf, regenerate tissue base
property Cregen tissue and regenerate tissue microstruc-
ture Mregen tissue. In this approach, the scaffold unit-
cell microstructure comprises intersecting porous
cylinders characterized by three pore diameters d1,
d2, and d3, shown in Fig. 1.

The dependence of effective scaffold property on
scaffold base property and scaffold microstructure
can then be written as:

Ceff scaf ¼ CscafMscaf d1; d2; d3ð Þ
Ceff regen tissue ¼ Cregen tissueMregen tissue d1; d2; d3ð Þ ð1Þ

Equation (1) can be used to optimally design the
effective scaffold stiffness and the effective regenerate
tissue stiffness. The following optimization formula-
tion designs scaffold pore geometry such that the
effective scaffold stiffness and the effective regenerate
tissue stiffness match native tissue stiffness as closely
as possible while meeting constraints on the base
scaffold material stiffness, on scaffold porosity, and
on pore diameters.
Objective function:

Min
Cscaf ;d1; d2; d3
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Constraints:

d1; d2; d3rlargest pore size for regeneration

d1; d2; d3Zresolution of SFF technique

Vpore

Vtotal
Z% Porosity

CscafZCmin

CscafrCmax ð2Þ

The optimization scheme in Eqn. (2) has produced
interconnected cylindrical designs such that both the
scaffold and the regenerate tissue match native bone
stiffness with R2¼ 0.99. This optimization approach
can also be used to design microstructures with
functionally graded stiffness by varying pore size in
all three dimensions, and by varying base scaffold
material simultaneously.

1.2 Biomimetic Design

Biomimetic design requires the use of microstructural
image data as a template. This imaging data may be
microcomputed tomography data (micro-CT), micro-
MRI or confocal microscopy data. We have used
human trabecular bone architecture as the basis for
creating biomimetic scaffold microstructures. Figure
2 shows a rendering of trabecular bone micro-CT

data and the associated triangular facet data suitable
for SFF. Such faceted data have been used to create
scaffolds from Nylon-6 and Polylactic acid. Biomi-
metic designs present additional obstacles since the
scale of biological tissue artifacts is often below the
feature resolution of most freeform fabrication sys-
tems. However, these features can be scaled up for
fabrication while retaining porosity sizes optimal for
tissueregeneration.

2. SFF Methods for Tissue Engineering Scaffolds

SFF is a group of emerging manufacturing technol-
ogies whose common feature is an ability to produce
freeform, geometrically complex objects directly from
their computer-generated models (Beaman et al. 1997).
A computer-generated (CAD) model of the object is
mathematically sliced and each slice is then used to
guide layer-by-layer material deposition in selected
regions to build a complete, three-dimensional
object. Recently, a number of researchers have stud-
ied the construction of tissue engineering scaffolds
using SFF methods such as three-dimensional printing
(Giordano et al. 1996, Cima et al. 1996a, 1996b, Vac-
anti et al. 2001), mechanical assembly of pre-fabri-
cated layers (Weiss and Calvert 2000), fused
deposition modeling (Zein et al. 2002), thermojet
printing, ceramic stereolithography (Chu et al. 1999),
and selective laser sintering. In the future, major
advances in SFF are expected to take place in the
development of machines, materials and techniques
that enable the fabrication of heterogeneous, multi-
functional biomedical devices.

2.1 Fabrication of Heterogeneous Scaffolds

The temporo-mandibular joint (TMJ) is among the
most complex joints in the human body and
B100 000 Americans undergo surgical reconstruc-
tion of this joint annually. In order to reconstruct a
whole TMJ, novel methods are needed to build com-
plex, three-dimensional scaffolds incorporating mul-
tiple biomaterial and porosity gradients that upon
implantation will enable the simultaneous growth
and regeneration of multiple tissues (bone, cartilage,
ligament, or tendon) and blood vessels. SFF methods
are particularly well-suited to building such geomet-
rically complex, heterogeneous structures because
of the manner in which they construct objects —
depositing multiple materials where needed; volume
element by volume element; layer by layer. This fab-
rication capability when combined with computa-
tional design techniques for scaffolds with spatially
distributed materials and properties is a very power-
ful combination. Using these methods, a whole joint
structure including a bone scaffold (made from a ce-
ramic or ceramic-polymer composite), combined with
a cartilage scaffold (made with PGA) and a ligament

Figure 1
Example of periodic interconnecting porous
microstructure used as the basic unit cell for optimizing
scaffold microstructure.
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Figure 2
Trabecular bone microstructure used for biomimetic design. (a) Shaded rendering of image data. (b) Triangular facet
data for an stereolithography file.

Figure 3
(a) Image based design of scaffold with functionally graded architecture. (b) Scale models constructed using SLS.
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scaffold (made with PLGA) with different functional
architectures could be built in a single assemblage.
During construction, precise amounts of bioactive
factors could also be incorporated into the scaffold.

An example of a scaffold with functionally graded
architecture and porosity derived from image-based
design methods is shown in Fig. 3(a). This structure
transitions from a morphology of three-dimension-
ally connected spheres to ellipsoids connected only in
the vertical direction, finally to orthogonally con-
nected tubular channels. Figure 3(b) shows scale
models we have constructed in Nylon–11 using
selective laser sintering (SLS). When physically con-
structed using multiple, graded biocompatible, bios-
orbable polymers, and polymer-ceramic composites,
this geometry (300–1000 mm typical feature size) will
produce a gradient in material properties and poros-
ity that could be used as a scaffold for engineered
tissue interfaces.

In SLS, a laser-based SFF technique being inves-
tigated by the authors, an object is built by fusing
sequentially deposited layers of a powder using a
computer controlled laser that scans and sinters
patterns onto the powder. SLS has the capability of
processing a variety of polymer, metal, and ceramic
powders directly into dense, functional forms. Com-
mercial SLS technology only allows the processing
of monolithic polymers, and of metal or ceramic
powders with polymer binders to green bodies that
can be postprocessed to near-full density. Feature
resolution is limited to 250–500 mm at best and is
defined by material, powder particle size (typically
10–100 mm), and focused laser beam diameter (typi-
cally 500mm). With appropriate technological
advances, a next-generation SLS system could incor-
porate the capability of constructing three-dimen-
sional, geometrically and topologically complex,
heterogeneous objects with features as small as
100mm. This requires the design of a new material
delivery system that can precisely deposit micro- to
nanoscale powders in desired locations and the design
of a sophisticated laser processing system for consol-
idating the deposited, patterned materials into
desired shapes, and densities.

A new SLS system is currently being designed and
developed by the first author (Das S). This system
comprises a nozzle array-based deposition system
that can deposit arbitrary patterns of multiple
powder materials (0.1–100mm particles) with a min-
imum in-plane 100mm feature size and layer thick-
nesses ranging from 25 mm to 250mm. A conceptual
rendition of this system with powder reservoir illus-
trated for just one nozzle is shown in Fig. 4. For-
tunately, all the aforementioned biomaterials are
commercially available in powder form and are thus
candidate materials for the new SLS system that will
innovate the construction of bioimplants with func-
tionally tailored geometry, composition, and porosity
directly.

3. Recent Results and Future Challenges

Figure 5 shows examples of monolithic Nylon–6
scaffolds we have fabricated using SLS including cell-
based designs with 800mm orthogonal porosity and
biomimetic scaffolds derived from human trabecular
bone micro-CT data (scaled 4X).

Future challenges include fabricating monolithic
scaffolds in PLA, PGA, PLGA copolymers and their
composites with calcium phosphate ceramics as well
as graded, heterogeneous scaffolds, first with discrete
material interfaces and finally with smoothly varying
compositions on length scales replicating interfaces in
real tissue. Another significant challenge will be in
evaluating the function and regenerative capability of
the many scaffold materials and designs made pos-
sible by the integration of computational design, bio-
material SFF and synthesized biofactors. Scaffold
function can be evaluated through standard tests,
some of which fall under ASTM guidelines. Tissue
regeneration presents a more difficult evaluation

Figure 4
Rendition of nozzle array-based powder deposition
system.
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challenge and while ASTM guidelines are currently
being formulated (ASTM 2000), there remains no
definite standard. Expense, time, and required surgi-
cal expertise will prohibit large animal tests of all the
myriad materials and scaffold microstructures.
Therefore, in vitro and small animal tests such as

subcutaneous mouse models may present more trac-
table, yet incomplete tests for tissue engineering scaf-
folds. Perhaps the best approach will involve in vitro
and small animal systems to screen scaffold materials
and designs, taking only the most promising ones to
large animal tests.

Figure 5
(a) 8mm cubic cell-based scaffold design, (b) 8mm diameter, 6mm high cylindrical cell-based scaffold design (both
with 800 mm orthogonal channels and 1200 mm pillars), (c) and (d) Scaffolds fabricated by SLS (scale is in mm)
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4. Summary

Together, computational design and SFF techniques
are well-suited for creating tissue engineering scaf-
folds that replicate human anatomic external geom-
etry with optimal internal architecture for tissue
regeneration. Although much research on both SFF
process development and biological testing remains
to be done in the future, these techniques are expected
to enable fabrication of functionally tailored scaf-
folds suitable for regenerating multiple tissues and
tissue interfaces simultaneously.
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Titanium Alloys: Alloy Designation System

Titanium alloys can be divided into four categories;
the near alpha alloys, the alphaþ beta alloys, the beta
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Table 1
Table of titanium alloy designations.

Alloy
composition

UNS
number

ASTM
designation Comments

Unalloyed titanium R50250 Grade 1 Grades 2-4 have
increased strength
due to higher
oxygen contents

BT1-0 (purer) and
BT1-0 Russian

Ti-0.2Pd R52400 and R52250 Grade 7 and 11 Corrosion resistant

Ru substitution
reduces cost

Ti-0.3Mo-0.8Ni R53400 Grade 12 Corrosion resistant

Ti-3Al-2.5V R56320 Grade 9 Formable, tubing

Ti-5Al-2.5Sn R54520 Weldable, cryogenic use

Russian BT5-1
Ti-6Al-7Nb Timetal 367, excellent

biocompatibility

Ti-6Al-2Sn-4Zr-2Mo-0.1Si R54620 Creep resistant

Ti-8Al-1Mo-1V R54810 High modulus

Ti-6Al-2.7Sn-4Zr-0.4Mo-0.45Si Timetal 1100, use to
600 1C (1100 1F)

Ti-2.5Cu IMI-230a

Ti-5Al-3.5Sn-0.3Zr-1Nb-0.3Si IMI-829a

Creep resistant
Ti-6Al-4Sn-4Zr-1Nb-0.5Mo-0.4Si IMI-834a

Creep resistant
Ti-4.3Al-1.4Mn Russian OT4 structural
Ti-6.7Al-3.3Mo-0.3Si Russian BT8 high

temperature
Ti-6.4Al-3.3Mo-1.4Zr-0.28Si Russian BT9 high

temperature
Ti-7.7Al-0.6Mo-11Zr-1.0Nb-0.12Si Russian BT18 high

temperature
Ti-6Al-4V R56400 Grade 5 Work-horse alloy

Russian BT6
Ti-6Al-4V ELI R56401 Low interstitial,

damage tolerant
Ti-6Al-6V-2Sn R56620 Higher strength than

Ti-6Al-4V
Ti-4Al-4Mo-2Sn-0.5Si Timetal 500
Ti-5.5Al-5V-5Mo-3Cr Timetal 555, High

strength forgings
Ti-5Al-1Sn-1Zr-N-0.8Mo Timetal 5111

High toughness,
heavy section weldable

Ti-4Al-4Mo-4Sn-0.5Si Timetal 551
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alloys, and the titanium aluminide intermetallics.
The first three categories relate to the predominant
phase present: the low-temperature (hexagonal close
packed) alpha or the elevated-temperature (body-
centered cubic) beta. The intermetallics (TixAl, where
x¼ 1 or 3) exhibit an ordered structure. The major
characteristics of all four classes of alloys are sum-
marized in Titanium: Alloying.

The titanium industry has not used a broad-based
alloy designation system, as with aluminum alloys.
However, in recent years a UNS system has been in-
troduced to complement a (partial) ASTM system
and some company/country designations. Some com-
monly used alloys are listed in Table 1; further in-
formation can be found in the cited references.
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Titanium: Alloying

1. Alloying Behavior of Titanium

Titanium exists in two crystalline states: a low-tem-
perature alpha (a) phase that has a close-packed
hexagonal (c.p.h.) crystal structure, and a high-tem-
perature beta (b) phase that has a b.c.c. structure
(Fig. 1). This allotropic transformation (or beta tran-
sus temperature) occurs at 880 1C (1620 1F) in nom-
inally pure titanium. This temperature is the key to
the processing of titanium alloys. Titanium has a
number of features, noted below, which make it very
different from other light metals such as aluminum
and magnesium. Exhibiting an allotropic transforma-
tion allows for the formation of alloys composed of
a-, b-, or a/b-microstructures in addition to com-
pound formation. Alloying elements in titanium can
also be divided into substitutional and interstitial sol-
utes, i.e., those elements that substitute for titanium
on lattice sites (molybdenum, vanadium, manganese,
etc.) and those that ‘‘squeeze in’’ (oxygen, nitrogen,
hydrogen) between the titanium atoms, respectively.
Because of its electronic structure, titanium can form

Alloy
composition

UNS
number

ASTM
designation

Comments

Ti-4.5Al-3V-2Mo-2Fe Superplastic alloy SP-700
Ti-6Al-1.7Fe-0.1Si Timetal 62S low cost alloy
Ti-5Al-2Sn-2Zr-4Mo-4Cr R58650 Ti-17, high strength,

moderate temperature
Ti-4.5Al-5Mo-1.5Cr CORONA 5, high

fracture toughness
Ti-6Al-2Sn-4Zr-6Mo R56260 Moderate temperature,

strength and long-term creep
Ti-6Al-2Sn-2Zr-2Mo-2Cr-0.25Si Strength-toughness
Ti-3Al-8V-6Cr-4Mo-4Zr R58640 Beta C (38-6-44)
Ti-10V-2Fe-3Al Ti-10-2-3, high strength

forgings
Ti-15V-3Al-3Cr-3Sn Ti-15-3, high strength and

strip processable
Ti-3Al-7.4Mo-10.5Cr Russian BT15 structural
Ti-1.5Al-5.5Fe-6.8Mo Timetal LCB low cost beta
Ti-15Mo-3Al-2.7Nb-0.25Si R58210 Timetal 21S
Alpha-2 (Ti3Al) aluminide Experimental intermetallics
Gamma (TiAl) aluminide Two-phase alloys (a2þ g)

look best, semi-commercial
Ti-Ni Shape memory alloy
CermeTi Particle reinforced,

with TiC, TiB2 or TiAl

a IMI—Imperial Metals Industries (now part of Timet).

Table 1
Continued
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solid solutions with most substitutional elements hav-
ing a size factor within 20%, giving the opportunity
for many alloying possibilities. Titanium also reacts
strongly with interstitial elements such as nitrogen,
oxygen, and hydrogen at temperatures below its melt-
ing point. When reacting with other elements, tita-
nium may form solid solutions and compounds with
metallic, covalent, or ionic bonding.

The choice of alloying elements is determined by
the ability of the element to stabilize either the a- or
b-phases (Fig. 2), i.e., raising or lowering the beta
transus temperature, respectively. Aluminum, oxy-
gen, nitrogen, and carbon are the most common
a-stabilizing elements (see below). Zirconium, tin,
and silicon are viewed as neutral in their ability
to stabilize either phase. Elements that stabilize the
b-phase can either form binary systems of the b-iso-
morphous type or of the b-eutectoid type (see below).
Elements forming isomorphous-type binary systems
include molybdenum, vanadium, and tantalum, while
copper, manganese, chromium, iron, nickel, cobalt,
and hydrogen are eutectoid formers. The b-isomor-
phous alloying elements do not form intermetallic
compounds while the b-eutectoid formers do. The
former type of b-stabilizing additions have tradition-
ally been preferred to the eutectoid-type elements as
additional to a/b- or b-alloys to improve hardenabil-
ity and increase response to heat treatment.

There have been a number of attempts to establish
methods for predicting the constitution of titanium
alloys. While each has achieved limited success, none
has been able to deal successfully with a wide range
of alloy compositions or a wide range of alloying

Figure 2
Schematic phase diagrams showing the effect of alloying
elements in stabilizing either the a- or b-phases. (a)
b-Isomorphous; (b) b-eutectoid formers; (c) a-stabilizing
system in which a DO19 (a2) compound forms at higher
alloying (e.g., aluminum) contents.

Figure 1
Crystal structures of titanium.
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element types. Thus, the constitution of binary tita-
nium alloys must still be determined experimentally.
Such experimental determinations are often compli-
cated by the presence of oxygen, hydrogen, or other
impurities. In such cases the phase boundaries that
are experimentally determined may be subject to sig-
nificant error.

A number of authors have attempted to categorize
titanium alloy phase diagrams. All agree that there
are two major divisions: a- and b-stabilized systems.
Of these, perhaps the most convenient is that devel-
oped by Molchanova (Fig. 3). Here the a-stabilizers
are divided into those having complete stability, in
which the a-phase can coexist with the liquid (e.g.,
Ti–O and Ti–N) and there is a simple peritectic
reaction, and those that have limited a-stability in
which, with decreasing temperature, decomposition
of the a-phase takes place by a peritectoid reaction
into b-phase plus a compound (b-peritectoid).

Examples of the latter type of system are Ti–B,
Ti–C, and Ti–Al. Molchanova also divides the b-sta-
bilizers into two categories: b-isomorphous and b-
eutectoid. In the former system an extreme b-solubility
range exists with only a restricted a-solubility range.
Examples are Ti–Mo, Ti–Ta, and Ti–V, with elements
such as zirconium and hafnium occupying an inter-
mediate position since they have complete mutual sol-
ubility in both the a- and b-phases. For the b-eutectoid
systems the b-phase has a limited solubility range
and decomposes into a-phase and a compound (e.g.,
Ti–Cr and Ti–Cu). This category can also be further

subdivided depending on whether the b-transforma-
tion is rapid (the ‘‘active’’ eutectoid formers such as
Ti–Si, Ti–Cu, and Ti–Ni) or slow (the ‘‘sluggish’’
eutectoid formers such as Ti–Cr and Ti–Fe).

Titanium alloys are categorized into one of four
groups: a-, a/b-, b-alloys, and the intermetallics
(TixAl, where x¼ 1 or 3). Titanium alloys for aero-
space application contain a- and b-stabilizing
elements to achieve the required mechanical proper-
ties such as tensile strength, creep, fatigue, fatigue
crack propagation resistance, fracture toughness,
stress-corrosion cracking, and resistance to oxida-
tion. Once the chemistry is selected, optimization of
mechanical properties is achieved by deformation/
working to control the size, shape, and dispersion
of both the b- and a-phases. For nonaerospace ap-
plications, in which titanium is used because of its
excellent corrosion resistance, the commercially pure
grades and alloys with addition such as the platinum
group metals (PGM) are used.

1.1 a-Alloys

The a-alloys contain predominantly a-phase at tem-
peratures well above 540 1C (1000 1F). A major class
of a-alloy is the unalloyed commercially pure (CP)
titanium family of alloys that differ by the amount of
oxygen and iron in each alloy. Alloys with higher
interstitial content are higher in strength, hardness,
and transformation temperature compared to high-
purity alloys. Other a-alloys contain additions such
as aluminum and tin (e.g., Ti–5Al–2.5Sn and Ti–6Al–
2Sn–4Zr–2Mo (in wt.%)). Generally, a-rich alloys
are more resistant to high-temperature creep than
a/b- or b-alloys, and a-alloys exhibit little strengthen-
ing from heat treatment. These alloys are usually an-
nealed or recrystallized to remove stresses from cold
working. They have good weldability and generally
inferior forgeability in comparison to a/b- or b-alloys.

1.2 a/b-Alloys

a/b-Alloys contain one or more of the a- and b-sta-
bilizers. These alloys retain more b-phase after final
heat treatment than the near a-alloys, and can be
strengthened by solution treating and aging, although
they are generally used in the annealed condition.
Solution treatment is usually performed high in the
a/b-phase field followed by aging at lower tempera-
ture to precipitate a-phase, giving a mixture of rel-
atively coarse primary a- and fine a-phase in an a/b-
matrix. Solution treating and aging can increase the
strength of these alloys by up to 80%. Alloys
with low amounts of b-stabilizer (e.g., ‘‘work-horse’’
Ti–6Al–4V (wt. %), alloy) have poor hardenability
and must be rapidly quenched for subsequent
strengthening. A water quench of Ti–6Al–4V will ad-
equately harden sections only less than 25mm (1 in).
b-Stabilizers in a/b-alloys increase hardenability.

Figure 3
Categorization of titanium phase diagrams.

441

Titanium: Alloying



1.3 b-Alloys

b-Alloys have more b-stabilizer and less a-stabilizer
than a/b-alloys. These alloys have high hardenability
with the b-phase being retained completely during air
cooling of thin sections and water quenching of thick
sections. B-Alloys have good forgeability and good
cold formability in the solution-treated condition.
After solution treatment, aging is performed to trans-
form some b-phase to a-phase. The strength level of
these alloys can be greater than that of a/b-alloys, a
result of finely dispersed a-particles in the b-phase.
These alloys have relatively higher densities, and
generally lower creep strengths than the a/b-alloys.
The fracture toughness of aged b-alloys at a given
strength level is generally higher than that of an aged
a/b-alloy, although crack growth rates can be faster.

1.4 Titanium Aluminides

To increase the efficiency of gas turbine engines,
higher operating temperatures are necessary, requir-
ing low-density alloys with enhanced mechanical
properties at elevated temperatures. The titanium
aluminide intermetallic compounds Ti3Al (a2) and
TiAl (g) show potential for applications to as high as
900 1C (1650 1F). The major disadvantage of this
alloy group is low ambient temperature ductility.
However, it has been found that niobium, or niobium
with other b-stabilizing elements, in combination
with microstructure control, can significantly increase
room-temperature ductility in the Ti3Al alloys. By
careful control of the microstructure, the ambient
temperature ductility of two-phase TiAl (gþ a2) has
been increased to levels as high as 5% elongation.
The TiAl compositions (e.g., Ti–48Al–2Cr–2Nb
(at.%)) have now reached a stage of maturity where
they are serious contenders for use in advanced gas
turbine engines and automobiles.

2. Summary

The type and concentration of alloying elements
affects the equilibrium constitution of titanium alloys
by preferentially stabilizing one or the other of the two
allotropic forms. In addition, the alloying elements
partition selectively to one or the other constituent
and provide solid-solution strengthening. Aside from
its effects on equilibrium constitution, alloying also
affects the kinetics of decomposition of the elevated-
temperature b-phase. The resulting microstructures
have a strong effect on mechanical properties, so
alloying also affects the properties of titanium alloys
by influencing the evolution of their microstructure.
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Tool and Die Steels

Any steel that is used for the working parts of tools
may be called a tool steel. If plain carbon steel had
been satisfactory for all tooling problems, there
would have been no need for alloy steels. Alloying
elements are added to plain carbon steel to enable it
to attain properties that otherwise it could not. These
properties can be listed under four headings:

(i) greater wear resistance for cutting or abrasion;
(ii) greater toughness or strength;
(iii) hardening accuracy and safety—and increased

hardenability; and
(iv) ‘‘red hardness,’’ or the ability of the tool to do

its work when it is heated so hot that a plain carbon
steel would soften.

This article is an adaptation of the classic mono-
graph of Roberts and Cary (1980). The effects of
alloying elements on tool steel properties and structure
are discussed in detail, then the types, properties, and
selection of tool and die steels are briefly discussed.

1. Alloying Element Effects

Steels used for tools generally contain at least 0.60%
carbon in order to assure the attainment of a mar-
tensitic hardness of at least 60 HRC. Carbon in excess
of this minimum is employed only to have undissolved
carbides in the martensitic structure to increase the
resistance to wear (Brick et al. 1965). Alloying
elements modify the properties of tool steels by:

(i) changing the composition and properties of the
carbide phase;

(ii) changing the hardening characteristics,
including: critical temperature and excess carbide
solution on heating, grain growth during heating,
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hardenability and transformation products on cool-
ing, martensite formation and austenite retention on
cooling (Ms and Mf temperatures); and

(iii) changing the tempering characteristics on
reheating.

The alloying element effects listed above will be
discussed in detail in this article.

1.1 Stability of Carbides

The alloying elements and their carbide types can be
arranged in the following order of decreasing carbide
stability: titanium (TiC), tungsten (M6C, W2C,
M23C6), molybdenum (M6C, W2C, M23C6), vanadium
(VC), chromium (Cr7C3, M23C6, M3C), manganese
(M3C), iron (Fe3C), cobalt, nickel, and silicon.
Proceeding from the beginning to the end of the list,
the alloys exhibit the following differences in char-
acteristics. Increasing tendency to combine preferen-
tially with carbon and take it away from the elements
lower in the list in a multiple alloy steel. Increasing
hardness and wear resistance of the resulting carbides.
Increasing reluctance of these carbides to dissolve in
the matrix on heating for hardening, necessitating
higher temperatures or longer times for solution to
occur. This results in sharply improved resistance to
grain growth and an increasing proportion of the
harder, more wear resistant carbides in the excess
carbide structure of the hardened steel.

1.2 Critical Temperature and Excess Carbides

Alloying elements can effect the following changes in
the heating portion of the hardening cycle: (i) raise or
lower the critical temperature for austenite forma-
tion; (ii) change the quantity of undissolved or excess
carbide in the hardened structure; (iii) Modify the
rate of solution of the excess carbide; and (iv) alter
the grain coarsening characteristics.

1.3 Grouping of Alloying Elements with Respect to
their Effect on Hardening Temperature Range

The following ferrite formers restrict the austenite
range and consequently raise the hardening tempera-
ture: titanium, vanadium, molybdenum, silicon,
tungsten, and chromium. The following austenite
formers expand the austenite range and consequently
lower the hardening temperature: carbon, nitrogen,
nickel, manganese, copper, and cobalt. (The two lists
are arranged roughly in order of decreasing potency.)

1.4 Effect of Alloying Elements on Grain Size

In view of their close relationship to carbide
reactions, the alloying elements can be expected to

have a profound effect on grain size. This effect is
actually the net result of several factors. (i) Effect of
alloy on hardening range. Higher heating tempera-
tures provide greater driving force for grain growth,
but may be necessary for full hardening. (ii) Effect of
alloy on properties of excess carbide, principally its
temperature of rapid solution. For grain refinement,
some excess carbide should remain undissolved at the
normal hardening temperature. (iii) Effect of alloy on
quantity of excess carbide. More carbides give a
greater opportunity for keying and grain refinement.
The effectiveness of factors (ii) and (iii) in opposing
factor (i) determines the ability of the alloy to refine
the grain size. In general, the alloying elements
restrict grain growth in direct proportion to their
carbide-stabilizing ability.

1.5 Hardenability and Transformation Products

Alloy additions to tool steels affect the cooling
portion of the hardening cycle in the following ways.

(i) Move the isothermal transformation curve to
longer or shorter times, thereby changing the cooling
rate and quenching medium required for full hard-
ening.

(ii) Alter the shape of the isothermal transforma-
tion curve, thereby changing the structures obtained
and the temperature ranges of transformation at
cooling rates below those required for full hardening.
(The carbide-forming elements chromium, molybde-
num, tungsten, and vanadium tend to alter the shape
of the isothermal transformation curve in addition to
shifting it to longer times.)

(iii) Shift the Ms and Mf points for martensite
transformation to higher or lower temperatures,
thereby changing the amount of austenite retained
on quenching or after refrigeration treatment. All
elements except cobalt and aluminum decrease the
martensite start temperature and increase the amount
of retained austenite. Carbon is the most potent of
the alloying elements for lowering the Ms tempera-
ture and increasing retained austenite.

(iv) Change the susceptibility of the steel to
austenite stabilization from slow cooling or isother-
mal holding at temperatures below Ms, thereby
further altering the amount of retained austenite
after quenching.

With the exception of cobalt, all of the alloying
elements added to tool steels (including carbon) tend
to move the isothermal transformation curve to
longer times for greater hardenability with less severe
quenching media.

There is, however, a major factor unique to tool
steels that must always be kept in mind—the effect of
undissolved carbide. Strong carbide formers like
vanadium or tungsten can tie up carbon so effectively
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that it resists solution in the austenite during heating
for hardening. In such cases, the austenite may be
lower in carbon content than the corresponding
unalloyed steel and the isothermal transformation
curve is shifted to shorter rather than longer times.
Thus, when considering the effect of alloys on tool
steel isothermal transformation curves, the hardening
temperature and the presence or absence of undis-
solved carbides must always be kept in mind.

1.6 Effect of Alloying Elements on Tempering
Characteristics

Reheating for tempering is an essential final step in
the heat treatment of tool steel. It provides for the
precipitation of carbides dissolved during hardening
into a fine dispersion for increased toughness and the
desired working hardness.

Secondary hardening of production tool steel is
produced by a combination of two reactions: (i)
transformation of retained austenite; and (ii) pre-
cipitation of submicroscopic alloy carbides in the
tempered martensite.

All steels in the untempered condition contain a
percentage of retained austenite. In low- to medium-
alloy steels, this austenite transforms to bainite or is
partially stabilized at the low tempering temperatures
used. In high-alloy secondary hardening steels,
the retained austenite remains untransformed up to
427–538 1C (800–1000 1F) where a conditioning
reaction occurs. The austenite transforms to marten-
site on subsequent cooling from the tempering
temperature. A second tempering treatment is then
needed to temper this newly formed martensite and
toughen the structure.

The second reaction, precipitation of submicro-
scopic alloy carbides, also occurs in the temperature
range 482–538 1C (900–1000 1F). Research indicates
that only three alloy carbides are capable of produ-
cing this effect: W2C, Mo2C, or VC. Sufficient
amounts of the elements tungsten, molybdenum, or
vanadium must be present to precipitate these
carbides in quantity and obtain the rehardening
effect. Note that chromium additions sharply retard
the rate of softening during tempering and produce
no true secondary hardening.

It should be remembered that the effects of these
carbide-forming elements on tempering depend, as in
previously discussed reactions, on prior heating for
hardening. The effects described are for carbon and
alloys completely dissolved in the austenite. Undis-
solved carbides reduce the effectiveness in proportion
to the carbon and alloys they keep from solution.
Thus, in addition to the retained austenite effect, the
hardening treatment also can completely change the
tempering curve of carbide-containing steels by
altering the amount of dissolved carbon and alloy
available for precipitation on tempering.

Of the remaining elements, silicon retards softening
in a similar manner to chromium but to less elevated
temperatures, while manganese and nickel are rela-
tively ineffective for tempering resistance. Cobalt
enhances the effect of tungsten and/or molybdenum
by moving secondary hardening and hot hardness
retention to slightly higher temperatures, and is
included in high-speed steels for that purpose.

2. Types, Properties, and Selection of Tool and
Die Steels

When the properties required for specific applications
are analyzed, it is found that the applications for tool
and die steels generally require balancing of the four
properties discussed in the introduction to this article:

* wear resistance;
* toughness or strength;
* hardening accuracy, hardening safety, and

increased hardenability; and
* ‘‘red hardness.’’

Over the years many different tool and die steels
have been developed that balance these properties for
specific applications. Other than the high-speed
steels, tool and die steels can be divided into five
major classifications: carbon tool steels, low-alloy
tool steels, special purpose tool steels, cold work die
steels, and hot work die steels. Each of these major
groups can be further divided into classes depending
on their alloying elements, heat treatment, or proper-
ties. Space does not permit a detailed discussion of
the tool steels in these classes or how to select tool
steels for specific applications. The interested reader
is referred to Roberts and Cary (1980) for more
information.

However, as an introduction to properties and
selection, the remainder of this article briefly dis-
cusses 12 of the most popular tool and die steels and
some of their properties. This discussion is based on a
useful selector chart, shown in Fig. 1, which has been
developed to enable toolmakers to choose the proper
tool steels from 12 of the most popular grades to
obtain the balance of properties that a particular
application requires (Palmer et al. 1978). It must be
emphasized that this chart should only be used as a
starting point for tool steel selection. As technology
has advanced, many other tool and die steels have
been developed to enable toolmakers to further
improve their tools. A tool steel metallurgist should
be consulted before making any tool and die steel
selection for a particular application.

In the following discussion the class of tool steel is
listed first followed by the AISI designation for the
most popular grade in the class. Its nominal
composition (in wt.%) and how it is quenched from
the hardening temperature are listed in parentheses

444

Tool and Die Steels



prior to a discussion of the properties and applica-
tions for the particular tool and die steel.

2.1 Carbon Tool Steels

AISI W1 (0.6–1.4 C, 0.25 Mo, 0.25 Si; water
hardening).

Plain carbon steels are among the least expensive of
tool steels, and their properties provide a convenient

baseline against which all other tool steels may be
compared. Since the wear resistance of plain carbon
tool steel is lower than that of alloy steels of
equivalent carbon content, the useful life of a plain
carbon tool will normally be shorter than that of a
tool made from a higher-alloy steel. One notable
exception is found in cold header dies where, owing to
their combination of hard case and tough core, plain
carbon tools steels are unsurpassed in performance.

Figure 1
Selector chart using the matched set diagram as a tool steel guide. (i) Use an air-hardening steel if the tool requires
extreme accuracy and safety in hardening—or if deep hardening is required in large sizes: D2, for maximum wear
resistance with fair toughness, plus extreme hardening accuracy and safety; A2, for good wear resistance and good
toughness, plus extreme hardening accuracy and safety; A6, for maximum toughness and fair wear resistance, plus
extreme hardening accuracy and safety. In case of doubt, always start with the tougher of the two steels in question.
(ii) Use an oil-hardening steel if the tool is of intricate shape that may crack if quenched in water—or if the tool must
hold size and shape accurately during hardening: D3, for maximum wear resistance with fair toughness, plus
hardening accuracy and safety; O2, for good wear resistance and good toughness, plus hardening accuracy and safety;
L6, for maximum toughness and fair wear resistance, plus hardening accuracy and safety. In case of doubt, always
start with the tougher of the two steels in question. (iii) Use a water-hardening steel if there is little danger of hardening
cracks, and if size change and warpage are not involved: F2, for maximum wear resistance with fair toughness; W1,
for good wear resistance and good toughness; S2, for maximum toughness and fair wear resistance. In case of doubt,
always start with the tougher of the two steels in question. (iv) Use a red-hard steel only for tools that become heated
higher than about 300 1F (150 1C) in service—otherwise use the water-, oil-, or air-hardening matched set: M2, a high-
speed steel for metal cutting tools requiring red hardness, keen cutting qualities, and fine-grained toughness; H21, for
hot work dies and tools requiring good wear resistance and good toughness; H13, for hot work dies and tools
requiring maximum toughness and fair wear resistance. (The diamond diagram is a registered trademark of CRS
Holdings, Inc.)
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2.2 Silicon Tool Steels

AISI S2 (0.5 C, 0.5 Mn, 1.0 Si, 0.2 V, 0.5 Mo; water
hardening).

Special purpose tool steels in this class, originally
used for springs, are useful primarily for their shock
resistance, high fatigue resistance, and good wear
ability. They can be treated to a fairly high hardness,
making them applicable to many punch and die uses
as well as for shock-resisting tools. Silicon tool steels
may be differentiated from most other classes of tool
steels on the basis of their high toughness.

2.3 Tungsten Finishing Steels

AISI F2 (1.25 C, 0.25 Mn, 0.25 Si, 3.5 W, 0.3 Mo;
water hardening).

Special purpose tungsten finishing steels are gen-
erally used where extreme wear resistance and the
ability to retain a keen edge are desired. Typical
applications include tube and wire drawing dies and
roll turning tools. Under certain conditions, wear
resistance of the tungsten finishing tools is 4–10 times
that of plain carbon steel at maximum hardness.

2.4 Oil-hardening Cold Work Die Steels

AISI O2 (0.95 C, 1.6 Mn, 0.25 Si, 0.2 Cr, 0.2 V,
0.5 W; oil hardening).

Cold work die steels are among the most important
in the tool steel classification because they can be
used for so many types of tool and die work. Oil-
hardening types are probably more widely used than
any other types of tool steels, except carbon and high-
speed steels. Their properties include:

(i) low movement in hardening;
(ii) high as-quenched hardness;
(iii) high hardenability from low quenching tem-

peratures;
(iv) relative freedom from cracking on quenching

intricate sections; and
(v) maintenance of a keen edge for cutting purposes.

However, they possess no ‘‘red hardness’’ proper-
ties that would permit cutting at high speeds or that
would allow their use for hot working. Typical
applications include taps, reamers, broaches, blank-
ing dies, forming dies, gauges, form tools, hobs,
thread rolling dies, master tools, punches, burnishing
tools, knurling tools, feed rolls, small shear blades,
slitting saws, circular cutters, drills, coining dies, cold
trimming dies, plastic molds, and drawing dies.

2.5 Low-alloy Tool Steels (Based on Nickel and
Greater than 0.65% Carbon)

AISI L6 (0.7 C, 0.55 Mn, 0.25 Si, 0.75 Cr, 1.5 Ni,
0.3 Mo; oil hardening).

The steels in this class may be thought of as plain
carbon steels to which small amounts of nickel or
chromium, or both, plus manganese and molybde-
num are added to obtain increased hardenability.
Nickel, however, an austenite stabilizer and non-
carbide former, behaves somewhat differently from
chromium, which is a ferrite former and a relatively
strong carbide former. Typical applications include
woodworking saws and knives, shear blades, blank-
ing dies, punches, press-brake dies, and such nontool
uses as spindles, clutch parts, gears, and ratchets.

2.6 High-carbon, High-chromium Cold Work Die
Steels

AISI D2 (1.5 C, 0.3 Mn, 0.25 Si, 12 Cr, 0.6 V, 0.8 Mo;
air hardening); AISI D3 (2.2 C, 0.3 Mo, 0.25 Si,
12 Cr, 0.5 Ni, 0.6 V; oil hardening).

High-carbon, high-chromium steels, first developed
commercially as a possible substitute for high-speed
steel cutting tools during World War I, were used
only to a limited extent for cutting tools because they
had insufficient hot hardness and proved to be too
brittle for this purpose. However, it was recognized
early on that high wear resistance imparted by
numerous hard chromium carbides combined with
remarkable nondeforming qualities to make these
steels very useful for dies. In general, high-carbon,
high-chromium steels can be divided into two main
classifications: those that are essentially oil hardening
(D3) and those that are essentially air hardening
(D2). These steels are widely used for blanking and
cold forming of punches and dies.

2.7 Air-hardening Cold Work Die Steels

AISI A2 (1.0 C, 0.6 Mn, 0.25 Si, 5.0 Cr, 0.25 V; air
hardening); AISI A6 (0.7 C, 2.0 Mn, 0.25 Si, 1.0 Cr,
1.25 Mo; air hardening).

Air-hardening die steels compete with both the
manganese oil-hardening steels (O2, L6) and high-
carbon, high-chromium steels (D2, D3) as cold work
die materials. As their name implies, these steels
possess deep air-hardening properties. They are
extremely useful for intricate dies that must maintain
their shape after hardening and tempering since the
movement resulting from air hardening of these steels
amounts to only about one-fourth of that of a
manganese oil-hardening steel like O2. Their wear
resistance is intermediate between the manganese
types and the high-carbon, high-chromium types, but
their toughness is greater than both. They machine
with but slightly more difficulty than manganese oil-
hardening steels when annealed.

The unique combination of properties found in air-
hardening die steels makes them especially suitable
where fair abrasion resistance must be combined with
exceptional toughness; thus they are widely used for
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blanking and forming dies, rolls, punches, drawing
dies, and thread rolling dies. In addition, they have
application for certain types of shear blades. Because
of the inherent advantages of air hardening, these
steels are replacing oil-hardening tool steels to an
ever-increasing extent.

2.8 Tungsten Die Steels for Hot Work

AISI H21 (0.35 C, 0.30 Mn, 3.5 Cr, 0.5 V, 9.0 W; red
hard).

Tungsten steels were historically the first high-alloy
die steels used for hot work tooling. They contain low
percentages of carbon, and from 9% to 18% tungsten
plus additions of other alloying elements. All of these
steels contain 2.00–4.00% chromium, most of them
have about 0.40% vanadium, and one of them
contains 2.00% molybdenum. Being alpha-forming
elements, they augment the effective tungsten content
and lead to additional quantities of ferrite at elevated
temperatures. In certain types addition of the
gamma-forming elements nickel or cobalt counter-
attacks this tendency and permits higher quenched
hardness with relatively lower carbon content.

The tungsten die steels possess greater hot hardness
than any other class of hot work steels except the high-
speed steels. However, their higher carbon content
makes them less shock resistant than tungsten hot
work die steels. Tungsten steels are not as resistant to
thermal shock as chromium and chromium–molybde-
num steels and therefore cannot be rapidly cooled
with water during operation without danger of
breakage. Thus, tungsten die steels are employed
where maximum hot strength and resistance to shock,
while important, is a secondary consideration. Typical
applications for these steels include extrusion dies for
brass, bronze, and steel, hot press dies, dummy blocks,
hot swaging dies, and hot punches.

2.9 Chromium–Molybdenum Hot Work Die Steels

AISI H13 (0.35 C, 0.30 Mn, 1.0 Si, 5.0 Cr, 0.40 V,
1.50 Mo; red hard).

The steels in this class are the most widely used of
all the hot work die steels. The 5% chromium steels
were originally developed for the die casting of
aluminum alloys. The requirements were that they
should be air hardened from a relatively low
temperature, that they show little movement in
hardening, have a minimum tendency to scale on
air cooling, resist heat checking caused by alternating
heating and cooling, resist the erosive action of

aluminum, and not be too high in alloy content to
make the cost of the steel prohibitive.

The outstanding characteristic of these steels is
their toughness, which distinguishes them from most
other tool steels. Although their hot hardness is not
as great as the higher-alloy hot work die steels, such
as H21, their extraordinary shock resistance makes
them preferable on most hot work tasks and
especially when it is necessary to cool the dies in
service with water or other flushing media.

Typical applications for these steels include die-
casting dies, forging dies, punches, piercers and
mandrels for hot work, hot extrusion tooling, shear
blades for hot work, and all types of dies for hot
work that involves shock. Certain of these steels are
used for ultrahigh strength structural parts.

2.10 High-speed Steels

AISI M2 (0.85 C, 0.30 Mn, 0.30 Si, 4.0 Cr, 2.0 V, 6.0
W, 5.0 Mo; red hard).

High-speed steels are primarily used in the
manufacture of cutting tools. The most important
property of high-speed steels is the ability to retain a
high hardness at elevated temperatures.

3. Conclusion

There are essentially three broad classes of tool steels:
tool steels, die steels (both cold work and hot work),
and the high-speed steels. This article discussed the
effects of alloying elements on tool steel properties
and structure in detail and then briefly discussed the
types, properties, and selection of the various tool
and die steels. For more information on tool and die
steels see the bibliography.
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Wood, Constituents of

Wood is a cellular lignocellulosic material consisting
of cellulose embedded in a hemicellulose/lignin ma-
trix. The composition of wood varies at all levels
from species to species, among cell types, and within
the cell wall itself. The chemical composition of soft-
woods (conifers) differs from that of hardwoods
(arboreal angiosperms) in the structure and content
of lignin and hemicelluloses (Table 1). Wood may
also contain significant quantities of extractives (res-
ins and gums) in the form of low molecular weight
extracellular compounds. The inorganic component
of wood is typically less than 0.5%.

1. Cellulose

Cellulose is one of the most abundant organic com-
pounds on earth. It is a linear homopolysaccharide
made up of b-1,4-linked d-glucopyranoside residues
in the 4C1 chair conformation (Fig. 1, (1)). In both
softwoods and hardwoods the cellulose content is
approximately 42%. In the native state, adjacent
parallel cellulose chains are aggregated together, by
inter- and intramolecular hydrogen bonds, to form
microfibrils approximately 4nm wide. These microfi-
brils contain both highly ordered (crystalline) and less
ordered (amorphous) regions. The native crystalline
structure of cellulose is classified as the cellulose I
allomorph. The measured degree of polymerization
of native cellulose is of the order of 10 000. The mi-
crofibrils are further aggregated with lignin and
hemicelluloses to form macrofibrils. The high level
of bonding in cellulose micro- and macrofibrils
results in both high tensile strength and general
insolubility in most solvents.

2. Hemicelluloses

Classification of plant polysaccharides has been based
on their extraction methods. Hemicellulose is a term
used for plant cell wall polysaccharides, other
than cellulose and pectin, which are soluble in alkali
solutions. Hemicellulose consists of various het-
eropolysaccharides, which are deposited in the cell
wall at a level of 3075%, and are closely associated
with cellulose and lignin. They can be readily isolated,
after delignification, by sequential alkali extraction of
increasing concentration. In softwoods the predomi-
nant hemicellulose (2075%) is O-acetyl galactogluco-
mannan (Fig. 1, (2)). The polysaccharide is composed
of a linear backbone of b-1,4-linked d-mannopyra-
nosyl and b-1,4-linked d-glucopyranosyl residues in a
ratio of approximately 4:1, respectively. Some of the
mannosyl residues are substituted with (i) a-d-gala-
ctopyranosyl units at position C-6 and (ii) O-acetyl
groups, predominantly at position C-3 and to a lesser
extent at position C-2. The level of galactose sub-
stitution can vary, relative to glucose, from 0.1 to 1.0.
The ratio ofO-acetyl to mannose residues is about 1:6.

An acidic arabino-4-O-methylgluconoxylan hemicel-
lulose fraction is also present in softwoods at about
10%. This heteropolysaccharide is made up of a b-1,4-
linked d-xylopyranosyl backbone substituted with
a-l-arabinofuranosyl and 4-O-methyl-a-d-glucuro-
nopyranosyl side groups at positions C-3 and C-2,
respectively (Fig. 1, (3)). Generally, the xylose to arabi-
nose to uronic acid ratio is 6:1:1. In certain softwoods,
such as larch, arabinogalactan II is readily extracted by
hot water to give yields of between 5% and 30%, and is
a highly branched polysaccharide built up of a b-1,3-
linked d-galactopyransoyl backbone to which at posi-
tion C-6 oligosaccharide side-chains are attached.

In hardwoods, O-acetyl-glucuronoxylan is the pre-
dominant hemicellulose (2575%) which has the same

W

Table 1
Chemical composition of normal and reaction woods in typical softwood and hardwood species.

Radiata pine (Pinus radiata) Birch (Betula papyrifera)

Component
Normal wood

(%)
Compression wood

(%)
Normal wood

(%)
Tension wood

(%)

Cellulose 40 36 42 50
O-Acetylgalactoglucomannan 20 12
Glucomannan 3 2
1,4-Galactan 8 8
Arabino-4-O-methylglucoronxylan 11 11
O-Acetyl-4-O-methylglucoronxylan 30 22
Lignin 27 32 24 17
Extractives 2 1 1 1
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main chain of a b-1,4-linked d-xylopyranosyl units, as
in softwoods, and substituted with 4-O-methyl-a-d-
glucuronopyranosyl and O-acetyl groups at positions
C-2 and C-3/2, respectively (Fig. 1, (4)). Typically the
xylose to acetyl to uronic acid ratio is about 10:7:1.

Furthermore, hardwoods contain a small amount
of glucomannan (o5%), which is composed of a lin-
ear chain containing b-1,4-linked d-mannopyranosyl

and b-1,4-linked d-glucopyranosyl residues generally
in a ratio 2:1.

3. Lignin

Lignin is a three-dimensional polymer built up of
phenylpropane units that is laid down within the
cell wall after tracheid elongation has ceased. The

Figure 1
Common chemical structures found in wood.
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incorporation of lignin into the cellulose microfibril
structures within the cell wall greatly enhances the
mechanical strength properties of wood, over pure
cellulose. Typically softwoods contain 3075% lignin
while hardwoods generally have a lower lignin con-
tent (2575%). Lignin can be isolated by solvent ex-
traction in reasonable yield from finely ground wood,
after a cellulase pretreatment. Monomeric lignin pre-
cursors are trans p-coumaryl, coniferyl, and sinapyl
alcohols (Fig. 1, (5a), (5b), and (5c), respectively) that
undergo dehydrogenative polymerization by per-
oxidase and/or laccase activity to form macromolec-
ular lignin by random coupling. The reactivity and
levels of the lignin precursors govern the final con-
stitution of lignin. The most predominant linkage
between phenylpropane units in both softwood and
hardwood lignin is the b-O-4 linkage (Fig. 1, (6);
guaiacylglycerol-b-coniferyl ether; 50%), the b–b
linkage (Fig. 1, (7); pinoresinol; 5%), the b-5 linkage
(Fig. 1, (8); phenylcoumaran; 10%), and the a-O-4
linkage (10%). Softwood lignin also contains the 5–5
linkage (Fig. 1, (9); biphenyl; 10%). Softwoods con-
tain lignin made up of guiacyl units, while hardwood
lignin is built up from both guiacyl and syringyl units.

Production of wood pulp for the paper industry
often involves the chemical removal of lignin, which
is burned to drive the chemical recovery systems. A
few lignin-derived chemicals are produced, such as
vanillin and lignosulfonates.

4. Extractives

The term ‘‘extractives’’ means a mixture of com-
pounds that are extracted from wood by a solvent or
solvents. Lipophilic extractives are referred to as
wood resin. Typically, extractives are of low molec-
ular weight and are located outside the cell wall.
Extractives, in part, contribute to the natural dura-
bility of wood by containing substances that are toxic
to bacteria, fungi, and insects. In pulping, extractives
can be collected as by-products such as tall oil and
turpentine. However, extractives can have a negative
effect on paper quality such as pitch deposits. Heart-
wood generally contains higher levels of extractives
than sapwood. Extractives can be broken down
by classes of compounds, such as monoterpenes
(e.g. b-pinene; Fig. 1, (10)), resin acids (e.g. abietic
acid; Fig. 1, (11)), fatty acids (e.g. oleic acid; Fig. 1,
(12)), fats, sterol esters, phenolics, tannins, flavonoids,
lignans, cyclitols, carbohydrates, and amino acids.

5. Reaction Wood

Reaction wood is produced as a response to stem
lean, and has the function in the tree to generate
growth stress to correct the stem lean, thus maintain-
ing the most efficient position of the stem for photo-
synthesis. Reaction wood occurs in two different

forms, compression wood in softwoods, and tension
wood in hardwoods. Compression wood typically has
more lignin, and less cellulose and galactoglucoman-
nan, compared to normal wood, while tension wood
has a higher cellulose content. Compression wood
lignin has a higher content of p-coumaryl units.
Both compression wood and tension wood contains a
b-1,4-linked d-galactan not found in normal wood.
The increased lignification of compression wood
tracheids is thought to produce significant longitudi-
nal swelling during wood formation, thus generating
an expansion on the lower side of the stem, which
attempts to correct the lean. In tension wood, the
additional cellulose is thought to generate tension on
the upper side of the stem due to shrinkage during
wood formation. Unfortunately the growth stress
which is beneficial to the tree has undesirable effects
on timber properties resulting in abnormal shrinkage
and dimensional instability.

6. Topochemistry

The wood cell wall has a complex structure with var-
iations in chemical composition among different cell
wall layers. Wood also contains different cell types,
which in turn may have a different chemical compo-
sition. In softwoods, the tracheid accounts for 95%
of the wood substance and thus has a dominant effect
on the chemical composition. The tracheid cell wall
consists of a highly lignified middle lamella incorpo-
rating the primary wall. The secondary wall is ligni-
fied to a much lesser extent than the middle lamella
with higher lignin concentrations often present in the
S3 layer lining the lumen. Both the inner S3 and outer
S1 layers have a denser hemicellulose matrix than the
S2 layer which is usually the thickest layer. An im-
portant effect of this complex variation in chemical
composition across the cell wall is that chemical
composition of a bulk wood sample can be altered
significantly by changes in the proportion of the dif-
ferent cell wall layers. Chemical composition can also
vary in proportion to wood density for the same rea-
son. This often makes it difficult to distinguish true
changes in chemical composition from changes re-
sulting from anatomical or ultrastructural variations.

The middle lamella typically contains 20–25% of
the total lignin content while the lignin concentration
in this region varies from 50% to 80%. Interestingly,
some of this variation has been shown to be gene-
tically inherited among clones within a species. The
secondary wall typically has a lignin concentration of
20–25%. In compression wood the distribution of
lignin alters dramatically, with reduced lignification
of the middle lamella and increased lignification of
the secondary wall, especially in the outer S2 region
at the corners of the tracheids known as the S2L
region, where the lignin concentration may exceed
that in the middle lamella. In tension wood the

451

Wood, Constituents of



increased cellulose content is due to the presence of
an additional cell wall layer consisting largely or
entirely of cellulose known as the gelatinous layer
because of its characteristic detached appearance
under the light microscope.

In hardwoods, lignin varies in its chemical com-
position among cell types and cell wall regions.
Guiacyl lignin predominates in cells involved with
water conduction (vessels) while syringyl lignin pre-
dominates in fibers and parenchyma cells. The middle
lamella region of vessels also contains guiacyl lignin
while the middle lamella of fibers contains a mixed
guiacyl/syringyl lignin.

7. Conclusions

The chemical composition of wood is highly variable
and this variability has a significant effect on wood
properties. Research is increasingly being aimed at
the manipulation of chemical composition by genetic
engineering and the use of molecular biology to study
the process of wood formation. The driving force
behind this research is the need to develop environ-
mentally friendly processing options and to develop
novel wood based products.

See also: Wood: Macroscopic Anatomy; Wood:
Ultrastructure
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Wood: Macroscopic Anatomy

Wood is a cellular material produced by a living tree
to support the leafy crown, conduct water and dis-
solved nutrients from the roots upward to the crown,
store reserve food (primarily carbohydrates) that is
later used for tree growth, and to synthesize extrac-
tives during heartwood formation or in response to
injury. The anatomy of wood reflects these biological
functions. Support and conducting cells are usually
‘‘pipe-like’’; they have rigid walls, generally are
longer than they are wide, and normally are oriented
with their long axes parallel to the long axis of the
tree. Water-conducting cells are dead hollow cells, as

are the support cells in most commercially important
US woods. Storage cells (parenchyma) generally are
very small, and are aggregated into horizontally
oriented structures called rays. In addition, in many
hardwoods and a few softwoods there may be
longitudinally oriented storage cells. Reserve food
materials are moved ‘‘in and out’’ of the wood via the
rays. The anatomy of wood affects its material char-
acteristics. For example, the interfaces between rays
and the longitudinal elements seem to be ‘‘weak
points’’ in wood. It is at these interfaces and within
the rays that separations between cells (checks)
originate during wood drying, and wood is easiest
to split.

As one would expect for a substance of biological
origin, wood is a variable material. The types of
woody cells, their relative abundance, and arrange-
ments differ among species. There also is within spe-
cies a variation in cell structure related to growing
conditions, and within trees variation related to tree
age. Major challenges for the forest products industry
have been, and continue to be, the ability to grow
wood that is predictable in its behavior and to match
wood characteristics to product requirements.

1. Wood Types: Hardwoods and Softwoods

In the forest products industry, the terms softwood
and hardwood are applied to two major groups of
trees that correspond to two major botanical group-
ings. Softwood trees have seeds that are not covered,
but are produced in cones (conifers such as pine,
redwood, cedar, cypress). Hardwood trees produce
covered seeds within flowers (dicotyledonous angio-
sperms such as oak, ash, maple, teak, mahogany).
The use of the terms softwood and hardwood is
somewhat unfortunate as it implies absolute differ-
ences between the two groups in the hardness of their
woods. However, the wood of some hardwoods is
softer than that of some softwoods (and vice versa).
One of the world’s lightest woods, Aeschynomene
hispida(30 kgm�3), comes from a dicotyledonous
tree, and, in that sense, is a hardwood. For commer-
cially important woods native to the USA the density

of softwoods is 290–600 kgm�3, average 410 kgm�3;

of hardwoods is 320–810 kgm�3, average 500 kgm�3.
Density is more variable within tropical woods than it
is within temperate-zone woods.

The wood structure of hardwoods and softwoods is
distinct, with softwoods having the simpler wood anat-
omy. In softwoods, a single cell type, the longitudinal
tracheid, functions for both support and conduction,
and constitutes 90% of the wood volume (Fig. 1).
Longitudinal tracheids are usually 100 times as long as
they are wide, with lengths usually of 2–4mm, and
up to 8mm in large softwood trees, such as redwood
(Sequoia). Rays in softwoods account for no more
than 10% of the wood volume, and are very narrow.
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Hardwoods have vessels for water conduction, and
fibers for support (Fig. 2). Vessels are composite
structures composed of open-ended vessel elements
that have relatively large diameters, thin walls, and

large central openings (lumens). Individual vessel
elements are usually 25–300mm wide and 0.2–1mm
long. The composite vessels range from a few centi-
meters to more than 10m long. Fibers are narrow
tubes (usually 10–30 mm wide and 1–2mm long) with
varying cell wall thickness. Support and conducting
cells usually are dead at functional maturity,
although in some species fibers are living in the sap-
wood and are involved in food storage. Ray size
varies between hardwood species. In commercially
important hardwoods, rays usually account for
10–30% of the wood volume, and vary from 1 cell
wide and not visible to the eye (e.g., willow (Salix
spp.) and cottonwood (Populus spp.)), to more than
20 cells wide and visible on all surfaces of the wood
(as in oak (Quercus spp.)).

Proportions and arrangements of the different cell
types, as well as cell wall thickness, differ from spe-
cies to species. Woods that have a high proportion
of thick-walled fibers are hard and heavy. Hickory
(Carya spp.) is such a wood, and is the preferred
material for tool handles in the USA. Woods with a
high proportion of vessels and/or thin-walled fibers are
soft and light. Balsawood (Ochroma spp.) is such a
wood, and is used for model airplanes, and as an in-
sulator because of the high proportion of open lumens.

2. Cell Orientation

The orientation of the woody cells within the trunk is
of major importance in explaining many of the prop-
erties of wood. Cells that function in support and
conduction, and, at times, some parenchyma cells,
have a longitudinal orientation, i.e., the long axes of
the cells are parallel to the long axis of the tree. Grain
refers to the orientation of the support and conduc-
tion cells. In straight-grained wood, the support and
conducting cells are oriented parallel to the outside of
the tree; in spiral-grained wood, the support and
conducting cells literally spiral (right-handed, left-
handed, or alternating between the two) around the
tree trunk. Some species (e.g., sweetgum (Liquidam-
bar styraciflua)) are more apt to produce spiral grain
than others. Straight-grained wood is preferred for
most applications, as it is easier to dry without warp-
ing and twisting. However, in some mahogany trees,
alternating spiral grain imparts a pleasing appearance
to the wood, and such ribbon-striped mahogany is
valued as a decorative veneer and for inlays.

Because wood is composed of cells oriented longi-
tudinally and horizontally, it will have a different
appearance depending on how it is cut, as different
aspects of the cells are exposed (Fig. 3). A cross-
section is produced when the cut is at right angles to
the long axis of the tree. When a tree is cut down, the
end of the stump reveals a cross-section. In this sec-
tion, growth rings are evident as a series of concentric
circles, and rays appear as fine lines crossing the

Figure 1
Scanning electron micrograph of softwood block: X,
cross-section; e, earlywood with longitudinal tracheids
with relatively wide openings; l, latewood with
longitudinal tracheids with narrow openings; R, radial
section; r, ray extending across growth ring boundaries;
T, tangential section (courtesy of N. C. Brown Center
for Ultrastructure Studies, SUNY College of
Environmental Science and Forestry).

Figure 2
Scanning electron micrograph of ring porous hardwood
block: X, cross-section; T, tangential section; R, radial
section; V, vessel. Note the wide vessels (V) that are
filled with tyloses. In the conducting sapwood the vessels
would be hollow. In this wood, the tyloses fill the vessels
and reduce permeability (courtesy of N. C. Brown
Center for Ultrastructure Studies, SUNY College of
Environmental Science and Forestry).
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growth rings at right angles. Longitudinal sections
are produced by cutting parallel to the long axis of
the tree. There are two types of longitudinal sections:
radial and tangential. When the longitudinal cut is
made by cutting parallel to the rays and perpendicular
to the growth rings, a radial section is produced. In
radial sections rays are viewed from the side, look like
stripes, and have a ‘‘brick-wall’’ appearance with the
individual cells in a ray being equivalent to individual
bricks in the wall. Hard maples and oaks have a dis-
tinctive ray fleck on their radial surfaces. A tangential
section is produced by cutting parallel to growth ring
boundaries, or the surface of the tree, and cutting
across the rays at right angles. The ends of rays are
visible in tangential sections; ray height and width can
be determined from tangential sections. Lumber cut
along the radial section is termed quarter-sawn and
that cut in the tangential plane is flat-sawn.

Wood behaves differently along the different axes.
Water is lost most readily from the cross-section, and
penetration of fluids (e.g., preservatives, pulping liq-
uor) is easiest into the cross section. It is easiest to
split wood longitudinally, particularly along rays, as
it is easier to split cells apart, rather than cut across
their cell walls. Most of the mechanical properties of
wood are greatest along the grain, while shrinkage
and swelling with changes in moisture content are less
along the grain.

3. Growth Rings

New wood and new inner bark are inserted between
existing wood and inner bark by cell divisions within
the vascular cambium, a layer that is considered to be
but one cell wide. Stripping the bark from around a
tree can seriously injure (or kill) it, as usually the

Figure 3
Block of red oak (Quercus sp.) showing bark (OB, outer bark composed of alternating layers of cork and dead food-
conducting cells; IB, inner bark with functional food-conducting cells) and wood (SW, sapwood, in oak usually 10–12
outer rings; HW, heartwood, the region where the storage cells are dead). Cross, radial, and tangential surfaces are
labeled as such, and the broad rays of oak are visible in all three surfaces.
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vascular cambium will also be stripped off, and the
ability of the tree to form new conducting tissues is
seriously compromised.

When trees grow in seasonal climates, they almost
always produce trunk wood with growth rings. Cell
production varies with the season, and there often are
differences in the texture of the wood formed during
different seasons. The wood formed at the beginning
of the growing season is the earlywood (in north
temperate regions often referred to as springwood);
the wood formed later in the season is the latewood
(in north temperate regions often referred to as sum-
merwood). The latewood generally is denser and
darker than the earlywood. Growth rings are visible
because of the difference in texture between the late-
wood (usually comprised of relatively small and
thicker-walled cells) and the earlywood of the subse-
quent year (with relatively large and thin-walled
cells). In the north temperate region, a growth ring
usually represents the amount of wood accumulated
during one year and so is often called an annual ring.
In the tropics, growth rings can be distinct, indistinct,
or absent. If growth rings are present, they do not
necessarily represent the growth of a single year, since
growth often reflects wet and dry seasons. Determin-
ing the age and growth rate of tropical trees is more
difficult than for temperate woods because growth
rings do not always correspond to annual rings.

The appearance and properties of wood are
affected by the ratio of earlywood to latewood, and
how well defined the differences are in the transition
between these zones. Diffuse porous hardwoods do
not have a pronounced difference between earlywood
and latewood, and the size and spacing of the vessels
is nearly the same throughout a growth ring (Fig. 4).
Almost all tropical hardwoods are diffuse porous.
Ring porous hardwoods have earlywood with large
diameter vessels, and a distinct latewood zone with
small diameter vessels (Fig. 4). Approximately 25%
of the hardwoods from the north temperate zone are
ring porous. Some woods are intermediate between
diffuse porous and ring porous and have a gradual
change in vessel diameter throughout the growth ring
(e.g., walnut (Juglans sp.)), and are called semi-ring
porous.

Growth rate affects the density and openness of
ring porous woods (e.g., oak (Quercus spp.), ash
(Fraxinus spp.), hickory) more than it affects diffuse
porous woods (e.g., birch (Betula spp.), maple (Acer
spp.)). In ring porous woods, within a growth ring
there is an earlywood zone that is of near-constant
width each year, while the width of the latewood zone
varies. Slow-grown ring porous woods with narrow
growth rings will have proportionally more early-
wood with a high vessel volume than latewood per
unit area, and so will have a lower density than rapid-
grown ring porous woods that will have proportion-
ally more latewood with a high fiber volume and,
consequently, a higher density.

Softwoods also vary in the proportions of early-
wood and latewood, and the degree of difference
between the two regions. Some species have an
abrupt transition from the earlywood to the late-
wood, and a distinct band of latewood is formed
(e.g., hard pines such as loblolly pine (Pinus taeda)).
Others (e.g., soft pines such as eastern white pine (P.
strobus)) have a gradual transition from earlywood to
latewood, and not much latewood at all. The rela-
tionship between ring width and density in softwoods
varies; in some species growth rate does not affect
density, while in others an increase in growth rate can
result in either a decrease or an increase in density.

Cell size and variation therein affect wood texture.
Hardwoods with narrow vessels and fibers, and soft-
woods with narrow tracheids are fine-textured; hard-
woods with large diameter vessels, and softwoods
with wide tracheids are coarse-textured. The hard-
woods boxwood (Buxus sp.) and dogwood (Cornus
florida L.) and the softwood yew (Taxus spp.) are
noted for their even, fine texture and even wear dur-
ing use. Ring porous hardwoods and softwoods with
a distinct latewood band have an uneven texture,
because of the pronounced difference in earlywood
and latewood cell sizes. Some textures are correlated
with particular regions of the world; hardwood trees
with diffuse porous wood and large diameter vessels
(more than 200mm across) only occur in the tropics.

4. Sapwood and Heartwood

The outer wood with living parenchyma cells is sap-
wood. The number of years that the parenchyma cells
live and therefore the width of the sapwood zone
varies from species to species, but parenchyma cells
eventually die, and the wood with only dead cells is
termed heartwood. Often, but by no means always,
the heartwood is darker colored than the sapwood.
Before dying, parenchyma cells often manufacture
extractives. These extra chemicals may color the
wood, coat cell walls and passages between cells and
thus lower permeability, change the affinity of the
wood for water, alter its dimensional stability, and
affect its durability (resistance to decay). For
instance, heartwoods of redwood, cedar, and teak
are noted for their durability and are used for out-
door furniture and shingles, but the sapwoods of
redwood and cedars with very low extractive content
are not resistant to decay.

4.1 Tyloses

During normal heartwood formation or after an in-
jury, parenchyma cells adjacent to a vessel may
‘‘grow into’’ that vessel. This occurs usually in hard-
wood species where the interconnections between the
vessels and the storage cells (ray parenchyma) are
large. These infillings of the vessels by parenchyma
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cells are called tyloses, and they lower the permea-
bility of the wood. Woods with tyloses are slower
drying and more difficult to treat with preservatives
than woods without tyloses. White oak is noted for
having many tyloses and a very low permeability.

5. Reaction Wood

It is termed abnormal wood, but the ability to form
reaction wood to maintain the vertical alignment of a
tree is important for the long-term survival of tree
species. Reaction wood is of widespread occurrence.
In hardwoods, reaction wood is formed on the upper
side of a bend or lean and so is termed tension wood.
If the growth rings are eccentric it is likely that tension
wood is present. Tension wood often is difficult to
recognize without microscopic examination, and can
be found in straight stems. Tension wood fibers have a
different wall structure than normal wood fibers. This
variation is correlated with tension wood twisting and
warping during drying, and being difficult to plane to

a smooth surface. In extreme cases, logs with large
amounts of tension wood will split immediately upon
being sawn.

In softwoods, reaction wood is compression wood,
and formed on the underside of a bend or lean. Com-
pression wood also warps during drying, and is
brash, breaking suddenly under load. It is also less
permeable than normal wood, and has shorter cells.
Unfortunately, pines are prone to form compression
wood. Minimizing and eliminating compression wood
improves the quality of softwoods for solid wood
products as well as for pulpwood.

See also: Wood, Constituents of; Wood: Ultra-
structure
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Wood: Ultrastructure

Other articles describe wood composition and cellular
structure on a macroscopic scale, but in many in-
stances the successful processing of wood requires a
more in-depth understanding of these characteristics.
A brief overview of wood chemical composition is
given to provide a better understanding of cellular
ultrastructure.

1. Chemical Composition of Wood

Wood is composed of three primary constituents:
cellulose, a linear, crystalline carbohydrate polymer
with a high degree of polymerization (B10000–
14000); hemicelluloses, a term used to collectively
refer to the numerous pentosan and hexosan carbo-
hydrate polymers having a much lower MW and a
greater solvent reactivity than cellulose; and lignin, a
highly cross-linked polyphenolic material.

Two so-called secondary constituents are also
present in, but not an integral part of, the cell wall
structure: ash (salts of minerals such as calcium,
potassium, and magnesium) and extractives (any
compound that is removable with a neutral solvent).
Ash content is usually o0.5% for all North Amer-
ican species, but may be as much as 5% or more for
tropical species. Silica is sometimes present in appre-
ciable quantities. Extractives frequently add color,

odor, or other characteristics such as decay resistance
to wood e.g., chemicals such as oleoresins (pine
‘‘pitch’’) and tannins. Different species contain dif-
ferent types of extractives, and wood from different
parts of a tree will likely contain varying amounts of
extractives e.g., heartwood usually has a greater
extractive content than sapwood.

Table 1 lists the amounts of cellulose, hemicellu-
loses, and lignin in wood compiled from the literature
on North American gymnosperms (conifers, ‘‘soft-
woods’’) and angiosperms (broad-leaved trees,
‘‘hardwoods’’) (Browning 1963, Timell 1967, Koch
1972, 1985, Page et al. 1975, Panshin and de Zeeuw
1980, Weil et al. 1998). Q3–Q1 represents the inner
quartile spread. Tropical angiosperms may have sig-
nificantly more lignin than temperate-zone angio-
sperms (Timell 1967). A study of 20 tropical woods
(mostly from Nigeria) found that lignin content
ranged from 22% for iroko (Chlorophora excelsa)
to 50% for mpingo (Dalbergia melanoxylan) (Sos-
anwo et al. 1995). Cellulose contents were B35%.

There are statistically significant differences
between the hemicelluloses and lignin determinations
for temperate-zone angiosperms and gymnosperms,
the latter having less hemicelluloses and more lignin.
Variability could be from differences in analytical
procedures, but it is known that trees having different
genetic heritage contain differing proportions of the
primary constituents, and there is also variation
within trees. In gymnosperms, for example, the juve-
nile wood surrounding the pith of the tree has more
lignin and less cellulose than wood just beneath the
bark formed from a more mature cambium. There is a
similar trend with tree height; topwood (with a higher
juvenile wood percentage) generally has less cellulose
and more lignin than bottomwood. Hemicelluloses
seem to be more concentrated in the juvenile regions
as well, and usually decrease by a few percent in
mature wood regions (Panshin and de Zeeuw 1980).

2. Cell Wall Structure

There are four essential relationships in the structure
of wood cell walls: (i) aggregation of cellulose, lignin,
and hemicelluloses molecules to form larger struc-
tures; (ii) arrangement of these structures to form a

Table 1
Primary constituents of wood (%) (moisture-, extractive- and ash-free basis).

Cellulose Hemicelluloses Lignin

Gymnosperms
Medians of 28 analyzes (Q3–Q1) 43.0 (7.7) 25.0 (11.7) 28.6 (2.9)
Minima (maxima) 38.1 (57.4) 13.3 (34.1) 23.5 (33.9)
Angiosperms
Medians of 62 analyses (Q3–Q1) 45.8 (4.7) 31.1 (6.5) 26.4 (3.6)
Minima (maxima) 38.5 (55.2) 18.7 (39.7) 17.3 (34.7)
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multilayered cell wall; (iii) variation of concentrations
of cellulose, hemicelluloses, and lignin within the cell
wall and the intercellular domain; and (iv) speciali-
zation of cell walls, such as interconnecting pits. Re-
action wood has an abnormal cell wall structure that
is described later.

2.1 Aggregation of the Primary Constituents into
Larger Structures

As stated previously, cellulose is the principal con-
stituent in cell walls. Recent work suggests that cel-
lulose molecules are formed at macromolecular
terminal complexes (TCs) in the cell plasma mem-
brane. There is a multistage self-assembly sequence.
Parallel glucan chains form planar sheets that quickly
hydrogen bond to other sheets to produce mini-
crystals, and associate with others to form highly-
ordered cellulose microfibrils. Microfibrils are ap-
proximately square, and the atomic force microscope
(AFM) has shown them to have repeat patterns along
their length corresponding to the lengths of a glucose
molecule and a cellobiose unit (two glucose mole-
cules) (0.52 and 1.04 nm, respectively) (Hanley et al.
1992, Baker et al. 1998).

Measurements of bacterial cellulose and beaten
kraft-pulped spruce fibers have shown that the lateral
microfibril dimensions can be as small as 1.0–1.5 nm
(Haigler and Weimer 1991, Okuda et al. 1994, Hanley
1995, Tsekos et al. 1996). Microfibrils have not been
observed to be this small in undelignified structures.

Other workers have demonstrated that the space be-
tween cellulose microfibrils is B3–4 nm (Terashima
et al. 1993) and that hemicelluloses at least partially
cover the cellulose in native wood (Tenkanen et al.
1999). Hanley (1995) found that the widths of mi-
crofibrils from microtomed sections of undelignified
black spruce were B7.5 nm in diameter, probably an
indication of the combined cellulose-hemicelluloses
dimension. Lignin is deposited after the cell wall
formation is initiated and does not affect cellulose
dimensions or structure.

The wood cell wall structure is frequently thought
of as a two-phase system in which cellulose is a
discrete component and the lignin and hemicelluloses
are blended together to form an encrusting matrix
around the cellulose. Figure 1 illustrates this two-
phase model, which has recently been questioned
by some researchers. Studies using the cellulose-
producing bacteria Acetobacter xylinum as a model
system have shown that cellulose and hemicelluloses
coaggregate to form complex celluloses. It is possible
that hemicelluloses are blended with the cellulose in
most higher plant cell walls (particularly in wood),
and that microfibrils that are generally observed in
isolated celluloses are consequences of the extraction
of the hemicelluloses. Work by Salm!en and Olsson
(1998) used dynamic mechanical analysis to study
spruce specimens at varying relative humidities,
which indicated that hemicelluloses may be associ-
ated with both lignin and cellulose. According to
their findings, xylan is associated with lignin and
glucomannan with cellulose in spruce (Picea abies).

Figure 1
Two phase model for organization of the cell wall components (after Salm!en and Olsson 1998).
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Molecular mechanics and dynamics studies indi-
cate that the hemicelluloses are hydrogen bonded and
oriented parallel to cellulose, and that lignin may
have a helical structure (Faulon et al. 1994). How-
ever, the interactions are complex and many infer-
ences remain to be verified.

X-ray diffraction studies have demonstrated
departures from an infinitely extended linear lattice
in native cellulose microfibrils; consequently it has
often been stated that microfibrils contain both crys-
talline regions and less well ordered (amorphous)
regions. Raman spectroscopy and solid-state 13C-
NMR studies have shown that this model is inade-
quate to describe cellulose structure. Through use of
the alga Valonia, and other native celluloses as
experimental substrates it has been shown that two
different forms of cellulose (Ia and Ib) are present in
the same microfibril. There is speculation that the Ia
and Ib forms of cellulose may correspond to triclinic
and monoclinic unit cells. In wood, the concomitant
presence of these two forms probably affects x-ray
crystallinity measurements to a lesser degree than cel-
lulose chain ends or the intimate associations with
hemicelluloses. There is much yet to learn about nano-
scale level of organization of constituents in wood.

2.2 Multilayer Structure of Cell Walls

Wood cells are hollow layered structures with a pri-
mary cell wall on the outside and a secondary cell
wall and a lumen contained within. Each layer con-
tains oriented cellulose microfibrils together with
hemicelluloses and lignin, and the microfibril orien-
tation affects the ultimate strength of the tissue. The
primary cell wall (P) is very thin and contains ran-
domly oriented microfibrils surrounded by a lignin-
rich material containing lesser amounts of cellulose,
hemicelluloses, pectins, and structural glycoproteins.
The secondary cell has layers visually distinguishable
by differences in microfibrillar orientation; progres-
sing from the primary cell wall inward towards the
lumen, the layers are sequentially designated as S1,
S2, and S3. Figure 2 is a generalized diagram of a
woody cell wall based on latewood tracheids of long-
leaf pine (Pinus palustris) (Dunning 1968).

The S1 layer is slightly thicker than the primary cell
wall, and the microfibrils are arranged in several thin
lamellae with the outermost lamellae oriented at
angles approaching 901 to the fiber axis. Two inner
lamellae of the S1 layer are arranged in alternating
right- and left-hand helices at angles of B651 from
the fiber axis, with several overlapping lamellae at
progressively steeper orientations that create a grad-
ual transition to the S2 layer. The S2 is the thickest
layer, typically comprising around 75% of the cell
wall, with the microfibrils arranged in a right-hand
helix of 5–251 to the fiber axis. The S3 layer is slightly
thinner than the S1, and similarly has several

criss-crossed lamellae. The microfibril angle within
the S3 layer varies from B60–851, with the outermost
S3 lamellae having similar angles as the S2, acting as
transitional elements between the S2 and S3. Finally,
most gymnosperms (and some angiosperms) contain
a thin ‘‘warty layer’’ on the innermost lamella of the
S3, the surface of the cell lumens. The warty layer is
p0.1mm thick and characterized by wart-like protu-
berances, which may be remnants of protoplasmic
contents, and have no effect on fiber strength,
although they may affect permeability.

Surrounding the primary cell wall is a thin lignin-
rich layer termed the middle lamella (or inner cellular
layer). In early microscopic studies these layers could
not be clearly distinguished and the term compound
middle lamella arose to refer to the combination of the
(true) middle lamella and the primary cell wall. Table 2
lists the approximate thickness of the various cell wall
layers of gymnosperm tracheids. Interested readers are
referred to Dunning (1968) for more detailed informa-
tion and micrographs of cell wall structures.

2.3 Distribution of Chemical Constituents

The distribution of the primary chemical constituents
within wood cell walls has a significant effect on

Figure 2
Cell wall structure of a longleaf pine (P. palustris)
latewood tracheid (after Dunning 1968).
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wood processing operations, and investigations
have been ongoing since the seminal work by Bailey
(1936). Studies have relied upon a number of
destructive and nondestructive techniques e.g.,
microdissection, acid digestion, polarizing light
microscopy, UV-microspectroscopy, enzyme-gold
complex studies, Raman spectroscopy, bromine-
tagged lignin measurements using x-ray spectros-
copy, etc. All of these techniques have some limita-
tions, and some contradictory results have been
published that are difficult to resolve. General agree-
ment exists on the qualitative distribution of cellu-
lose, hemicelluloses, and lignin in the middle lamella
and the secondary cell wall, but there is considerable
disagreement on quantitative values. Table 3 and
Fig. 3 show one possible distribution of cellulose,
hemicelluloses, and lignin within the various cell wall
layers of gymnosperms based on reports from Meier
(1961), Fergus et al. (1969), Wood and Goring
(1971), Saka et al. (1978), Hardell and Westermark
(1981), Donaldson (1987), and Westermark et al.
(1988).

When the nominal cell wall layer thicknesses listed
in Table 2 are used to calculate the overall chemical
composition, the results compare favorably to those
presented in Table 1 (i.e., about 42% cellulose com-
pared to 43% in Table 1, 32% hemicelluloses vs.
25%, and 25% lignin vs. 29%). In spite of the greater
concentration of lignin in the compound middle la-
mella, it must be apparent that most of the lignin is
actually present within the secondary cell wall due to
its greater thickness.

2.4 Cell Walls and Distinguishing Features

Up to this point the woody cell wall has been
described in terms of chemical composition and
structural organization of the principal constituents
in the cell wall. However, wood cells are not balloon-
like bodies with smooth walls and closed ends, but
have many features that characterize the cell walls.
Foremost are the paired openings in adjacent cell
walls that permit the passage of fluids. In both gym-
nosperms and angiosperms some cell walls are pen-
etrated by openings called pits. Angiosperms also
have openings (perforation plates) at the junctures
between ends of individual vessel elements. Other
features are less uniformly present and are of diag-
nostic significance to identify wood species.

(a) Gymnosperm pits
In gymnosperms pits are found in three locations:
intersections of longitudinal parenchyma and ray
parenchyma cells, radial walls of adjacent longi-
tudinal tracheids, and intersections of longitudinal

Table 2
Cell wall layer thicknesses of gymnosperm tracheids
(mm)

Middle lamella X0.1
Primary cell wall 0.03
S1 0.2
S2 X5
S3 0.07–0.08
Warty layer p0.1

Source: Kollmann and C #ot!e (1968)

Table 3
Gymnosperm cell wall layer constituent (%).

Cell wall layer Cellulose Hemicelluloses Lignin

Middle lamella 3.5 3.5 93
Primary cell wall 27 27 46
Compound middle lamella 10 10 80
S1 47 29 24
S2 43 33 24
S3 46 30 24

Figure 3
Possible cellulose, lignin and hemicellulose distribution
in a gymnosperm cell wall.
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tracheids with ray parenchyma or ray tracheids. Sim-
ple pits between adjacent parenchyma cells are thin,
membrane-like structures comprising the middle
lamella and the primary cell walls. A bordered pit
pair has overarching structures on the lumen side of
each cell wall surrounding apertures between two
adjacent longitudinal tracheids (Fig. 4). Each bor-
dered pit pair encloses a web-like microfibril structure
called a margo that supports (except in western
redcedar (Thuja plicata)) a central and much less
permeable torus, the assembly acting as a valve to
open or close the openings between tracheids (Fig. 5).
When the torus is moved enough to block the pit
aperture, as by surface tension during wood drying,
the pit is said to be aspirated (Fig. 6). Longitudinal
tracheids and ray tracheids are also interconnected
via bordered pits, but the pits are much smaller than
those between longitudinal tracheids.

Pits occurring at the crossfields between ray
parenchyma and longitudinal tracheids are termed
half-bordered pits because they have the characteris-
tics of bordered pits on the longitudinal tracheid and

simple pits on the ray parenchyma cell. These pits can
be classified into five categories by differences in the
shapes of apertures and overhanging borders: fen-
estriform (also called windowlike), pinoid, piceoid,

Figure 4
Longitudinal tracheids showing extensive bordered
pitting on the radial cell walls of Jack pine
(P. banksiana) (courtesy of the Institute of Paper
Science and Technology).

Figure 5
Margo (M) and torus (T) from an earlywood tracheid of
balsam fir (Abies balsamea); the lumen-side pit border
has been removed in this micrograph (courtesy of the
Institute of Paper Science and Technology).

Figure 6
Cross-section of a bordered pit pair. Arrow indicates the
aspirated torus blocking one of the pit apertures (after
Hanley 1995).
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taxodioid, and cupressoid. Figure 7 illustrates a
fenestriform crossfield pit in eastern white pine
(P. strobus). The ray is heterocellular, and the cell
types are thereby distinguishable. For more informa-
tion and examples of crossfield pits the reader is
referred to Panshin and de Zeeuw (1980).

(b) Angiosperm pits
Since numerous cell types may be present in angio-
sperms, pitting can be complex, including simple,
half-bordered, and full-bordered types. Except for
pitting between adjacent vessel elements, the pit
appearance on the various types of cells has little
diagnostic value. Intervessel pitting (largely on radial
walls) is designated as opposite or alternate. Opposite
pitting is arranged in more-or-less regular horizontal
rows like a checkerboard while alternate pitting is
either unordered or arranged somewhat diagonally.
A third type of pitting, perforation plates, is found at
adjoining ends of vessel elements, having simple
openings or more complex structures. In commercial
temperate-zone species only two types of perforation
plates are found: simple and scalariform. Simple per-
foration plates are uncomplicated openings sur-
rounded by a thin rim on the ends of the vessel
elements, however, scalariform are characterized by
numbers of bar-like portions of the cell wall that
extend across the vessel openings (Fig. 8). The type of
opening and the number of bars are most readily seen
on the radial surface and have diagnostic significance.

(c) Cell wall sculpturing
Wood cell walls may be ornately structured, termed
sculpturing. The most frequently observed marking is
helical (also called spiral) thickening, which is a coil-
like pattern of microfibrillar ridges on the lumen sur-
face. These are a species-specific trait and can be found
in gymnosperm tracheids, and in angiosperm vessel
elements and vascular tracheids (and occasionally fib-
ers). The feature is distinctive and easily observed
using light microscopy. A good example of a North
American coniferous species containing this structure
is Douglas fir (Pseudotsuga menziesii) (Fig. 9).

(d) Inclusions
Two types of inclusions are commonly found in
lumens of wood cells: mineral crystals and tyloses.
Crystals are found in a limited number of species
(e.g., iroko (C. excelsa), teak (Tectona grandis), red
mulberry (Morus rubra)) and may even be visible to
the naked eye (Fig. 10). Tyloses are balloon-like
membrane structures that grow into vessel elements
from adjacent parenchyma cells (Fig. 11). Tyloses are
more common in some species than others; in species
where they are usually absent, they may be found in
heartwood. Tyloses can block the longitudinal pas-
sage of air or other fluids, and may affect the selec-
tion of wood for certain uses. Tight cooperage, for
example, makes use of white oak (Quercus species)
with its plentiful tyloses.

3. Reaction Wood

Reaction wood is the generic term used to refer to
wood that has atypical anatomical and chemical
characteristics, usually from its origin in leaning
stems or branches. In gymnosperms this wood is
called compression wood and in angiosperms, tension
wood. Each form of reaction wood is distinctly dif-
ferent from normal cell tissues.

Figure 7
This radial view of a piece of eastern white pine contains
both ray parenchyma (RP) and ray tracheid (RT).
FP¼ fenestriform-type of crossfield pits, and BP¼ the
small bordered pits between the ray tracheids and
longitudinal tracheids.

Figure 8
Birch (Betula species) vessel element with scalariform
perforation plates.
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3.1 Compression Wood

Compression wood is found on the underside of lean-
ing stems and branches of conifers. Its cells are char-
acterized by unusually high lignin and lower cellulose
content. The cell walls contain spiral gaps (called
‘‘spiral checks’’) along the steeper S2 microfibril angle
that is a characteristic of these tissues (up to B451
instead of the normal 5–251 from the tracheid axis)
(Fig. 12). The cell walls of longitudinal tracheids are

Figure 10
Mineral crystals in iroko (C. excelsa) (courtesy of the
Institute of Paper Science and Technology).

Figure 9
Transmitted light and scanning electron micrographs of
Douglas-fir (P. menzisii) tracheids showing spiral
thickenings.

Figure 11
Tyloses in vessel elements of white oak (Q. alba)
(courtesy of the Institute of Paper Science and
Technology).
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unusually rounded compared to normal tracheids,
and there are intercellular spaces at some cell corners.
The cell walls are frequently slightly thicker than nor-
mal wood and the S3 layer is typically lacking.

3.2 Tension Wood

Tension wood is found on the upper side of leaning
stems and branches in angiosperms. It contains more
cellulose and less lignin, and the fiber structure is
markedly different from that of normal wood. Ten-
sion wood fibers are characterized by a layer of
microfibrils that is almost pure cellulose, the gelati-
nous or G-layer, and the fibers are known as gelat-
inous fibers. (Gelatinous fibers may also be found
intermixed with normal fibers in oaks even when no
reaction wood is present.) The G-layer occurs on the
lumen side of the fibers and is easily detached from
the rest of the cell wall (Fig. 13), causing a distinctive
fuzzy appearance on the surface of machined wood.

Gelatinous fibers can be found in several types of
cell wall configurations. The G-layer may occur in
addition to the more normal S1–S2–S3 configuration,
replace the S3 layer, or occur in place of both S2
and S3. The cellulose microfibrils in the G-layer are
oriented at very small angles to the longitudinal fiber
axis.

4. Concluding Remarks

The ultrastructure of wood is a very useful diagnostic
tool for species identification and also explains some
of the gross properties of wood. However, despite the
use of many analytical techniques, details of the mo-
lecular ultrastructure of wood remain to be resolved.
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